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CHAPTER 1 

INTRODUCTION 

 

 

The Central Dogma1 

Cells store and maintain their own genetic information and inherently possess the ability 

to use that genetic material to respond to their environments, communicate with each other, 

maintain homeostasis, and replicate themselves. This process, known as the central dogma of 

molecular biology, governs gene expression. It is comprised of three major steps. First, the 

genetic material, stored as DNA, is replicated to form identical daughter DNA molecules that are 

divided equally between the two daughter cells. Second, parts of that genetic material are read 

and transcribed into RNA. Finally, the genetic messages stored in those RNA molecules are 

translated into polypeptides with distinct amino acid sequences, called proteins, which ultimately 

carry out functions encoded in the genetic material (1). The following sections describe each 

process in detail. 

 

DNA: storing and replicating the genetic material 

The essence of the genetic information stored in DNA resides in the linear order of the 

four nucleotide building blocks that compose each strand of the double-stranded molecule. The 

four available nucleotide bases are adenine (A), thymine (T), guanosine (G), and cytosine (C). 

Thus, like long words composed from a four-letter alphabet, the order of these nucleotide bases 

 
1 Sections of Chapter 1 are adapted from the following publication: Browning, KR, Merrikh, H. 2023. 
Replication–Transcription Conflicts: A Perpetual War on the Chromosome. Annu. Rev. Biochem. In press. 



2 
 

conveys genetic codes, which are stored in the “book” that is the genome (the complete set of 

DNA in a cell). In most bacteria, the DNA is consolidated into a single, circular chromosome. (1). 

The backbone of these two polynucleotide strands is composed of a string of 

deoxyribose sugars linked through phosphate groups. The strands are complementary, 

intertwined, and held together by hydrogen bonds between the bases: A pairs with T and G 

pairs with C. This configuration forms the double helix structure with which DNA is synonymous. 

The way the nucleotide bases are linked together along the backbone lends inherent polarity to 

the two DNA strands, such that the 5’ end is defined by an exposed phosphate group (linked 

through the 5’ position of the ribose ring) while the 3’ end is defined by a free hydroxyl group 

(the substituent on the 3’ position of the ribose ring). Importantly, many of the proteins that 

transact with DNA have defined polarity restrictions themselves and may only interact with a 

DNA strand in one direction or the other (1). 

To pass these genetic codes to a daughter cell, the parental cell must replicate the DNA. 

This process is highly accurate, precise, and efficient. DNA is replicated semiconservatively, 

whereby the parental duplex DNA is separated, forming a replication fork structure, and each 

strand serves as the template for synthesis of a new, complementary strand. DNA synthesis 

during replication occurs in only one direction, 5’ to 3’ (Fig. 1.1). Accordingly, one strand of the 

duplex, known as the leading strand, is synthesized continuously, while the other strand, known 

as the lagging strand, is synthesized discontinuously. Synthesis of the leading strand proceeds 

in the same direction as the replication fork movement. In most bacteria, DNA synthesis initiates 

at a single site (oriC) and continues bidirectionally around the chromosome until both forks 

converge at the replication terminus site (ter) (1).  
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Figure 1.1. Schematic of a single bacterial replication fork. A helicase (magenta) unwinds 

the parental DNA duplex. Single stranded binding proteins (SSB, pink) protect single stranded 

DNA. The clamp loader complex (tan) loads the β clamp processivity factor (tan rings), one per 

polymerase. Two polymerases (blue) synthesize nascent DNA starting at RNA primers (red) 

which are laid down by primase (brown). The direction of polymerization is indicated by grey 

arrows. 

 

 

Many proteins are involved in replication; these proteins collectively make up the 

‘replisome’. Included here are only the proteins involved in bacterial DNA replication, though 

eukaryotic DNA replication is very similar. Briefly, replication requires a helicase to unwind the 

DNA duplex, a β clamp and β clamp loader proteins to improve processivity, a primase to lay 

down RNA primers, polymerases to synthesize DNA, a ligase to connect pieces of newly 

synthesized DNA, and single-stranded (ss) binding proteins to protect ssDNA. Collectively, this 

complex of proteins is known as the replisome. There is one replisome per replication fork, each 

of which generally moves along DNA as a single unit (1). 

 

 

 



4 
 

RNA: transcribing the genetic material 

A cell’s DNA contains all its genetic information but is not directly the template for 

polypeptide synthesis. Instead, a second nucleic acid structure, messenger RNA, is synthesized 

from template DNA in a process known as transcription. This messgner RNA molecule not only 

contains genetic information, but also obtains its genetic specificity directly from the DNA (1).  

Transcription is the first step in gene expression. The process is similar to DNA 

replication in that the duplex is separated and a polymerase, the RNA polymerase (RNAP) 

holoenzyme, synthesizes the messenger RNA molecule (Fig. 1.2). Each component of the 

bacterial holoenzyme (as determined in Escherichia coli) serves a distinct purpose; the β and β’ 

subunits (encoded by the rpoB and rpoC genes, respectively) form the active site for 

polymerization. In contrast to DNA replication, transcription only selectively copies gene 

sequences into RNA, rather than the entire chromosome. Additionally, hundreds of RNA 

molecule copies of a gene may be synthesized at a given time. Accordingly, transcription is 

highly regulated. RNAP initiates transcription at a promoter sequence, synthesizes an RNA copy 

of the gene during elongation, and then terminates transcription. Like DNA replication, RNA 

polymerization only proceeds in the 5’ to 3’ direction. Because genes can be encoded on either 

strand of the DNA, RNAP can physically occupy either strand, depending on the gene (1). 
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Figure 1.2. Schematic of the transcription bubble. Transcription initiates at a start site (red 

arrow). RNA is polymerized in the 5’ to 3’ direction along the gene and the nascent RNA (red) is 

extruded behind the polymerase 

 

 

Protein: translating the genetic material 

Cellular functions are dictated by the genetic information encoded within the cell. The 

final process of carrying out gene expression is the translation of this genetic information into 

proteins, which execute cellular functions. Messenger RNAs (mRNAs) containing gene-coding 

sequences must be interpreted to generate amino acid sequences that comprise proteins. The 

mRNA serves as a template for this polypeptide synthesis. The mRNA is translated three 

nucleotides at a time at ribosomes, with each triplet sequence specifying an amino acid. In this 

way, mRNA acts as the intermediary of the central dogma, using information from the genetic 

code to specify the amino acid sequence of a functional protein. Interestingly, there are other 

RNA molecules, such as ribosomal RNAs or transfer RNAs, that can fulfill biological functions 

without first having been translated into protein (1). 
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Overview of Replication-Transcription Conflicts in Bacteria 

Efficient and accurate genome duplication is essential for all living cells. Effective and 

precise gene expression is equally necessary for cells to survive. However, these two processes 

do not occur independently from one another. Both the replisome and RNAPs use the same 

DNA substrate to carry out their functions at the same time. The rate of replication is more than 

10 times faster than the rate of transcription (2), making encounters between the replisome and 

RNAPs inevitable. This lack of spatial and temporal separation leads to inevitable replication-

transcription conflicts between the two machineries. 

Because most bacteria have a single origin of replication, the orientation of each gene 

with respect to replication can be definitively determined. Genes encoded on the leading strand 

are transcribed such that the replication and transcription complexes move in the same 

direction, codirectionally along the DNA (Fig. 1.3). Although codirectional conflicts are disruptive 

(3, 4), they are less detrimental to cells than when the replisome meets RNAPs at lagging-

strand genes, which results in head-on conflicts (Fig. 1.3).  

The distinct differences in the outcomes of these two types of conflicts were identified 

early on using an inducible origin placed upstream or downstream of a heavily transcribed 

ribosomal RNA (rRNA) operon (5). The orientation-dependent effects of conflicts were later 

demonstrated to be a pervasive issue genome wide, not just within rRNA operons. Ultimately, 

the detrimental consequences of head-on conflicts were demonstrated to be much more severe, 

including replication stalling, replisome disassembly, and replication restart (5–16); pervasive 

DNA–RNA hybrid (R-loop) formation (11, 17); torsional stress at the conflict region (18); and 

increased mutagenesis (19, 20). 
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Figure 1.3. Replication-transcription conflicts in bacteria. Replication and 

transcription share the same DNA template substrate and often function at the same 

time. This lack of spatiotemporal separation in both prokaryotes and eukaryotes leads to 

conflicts between the two machineries, the replisome and RNAP. These macromolecular 

machines move in the same direction at leading-strand genes, resulting in codirectional 

conflicts, which are only slightly destabilizing to the genome. Head-on collisions between 

the replisome and RNAP occur at lagging-strand genes and lead to significant genome 

instability.  

 

 

The Fate of Replication at Conflict Regions 

Replication fork stalling 

When the replisome meets an RNAP along DNA, especially one that is approaching 

from the opposing direction, it stalls. Early evidence from in vitro work with a reconstituted 

phage replication system demonstrated that the replication fork is completely blocked by a 

single head-on RNAP in the absence of additional helicases, and it is significantly slowed 

behind a codirectional RNAP (6, 21). These results are consistent with in vivo data: by placing 

an origin upstream or downstream of a heavily transcribed ribosomal RNA operon, French 

demonstrated that head-on conflicts drastically impede replication fork progression in E. coli (5). 
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This has been subsequently observed in other bacterial systems that are highly divergent from 

E. coli (9–11).  

Numerous studies have attempted to identify the reason behind the severe stalling of 

replication forks at head-on conflict regions. Both replication and transcription require unwinding 

of the DNA template, generating positive supercoils ahead of the machineries (22, 23). This led 

to the model whereby buildup of positive supercoiling between the two machineries, rather than 

direct physical confrontation between macromolecular complexes, inherently stalls their 

progress and contributes to the severe consequences of head-on conflicts (5, 18, 24, 25). The 

majority of work now supports this model. A recent study in Bacillus subtilis demonstrated that 

two type II topoisomerases that resolve positive supercoiling, gyrase and topoisomerase IV 

(topo IV), preferentially associate with engineered head-on, but not codirectional, conflict 

regions (18). Furthermore, inhibiting these same topoisomerases led to further accumulation of 

the replicative helicase at the conflict regions when the gene was transcribed head-on but not 

codirectionally, suggesting that it is indeed the buildup of unresolved positive supercoiling during 

head-on conflicts that exacerbates replisome stalling (18). Accordingly, gyrase and topo IV are 

key conflict resolution factors.  

The additive effects of positive supercoiling between the two machineries are seemingly 

minimized in codirectional conflicts. Whereas positive supercoils accumulate ahead of RNAP, 

negative supercoils are generated behind it (22). Accordingly, in a codirectional encounter 

between replication and transcription, the local positive supercoiling generated ahead of the 

replicative helicase would likely be neutralized by the negative supercoiling generated behind 

active RNAPs (5, 7, 18, 25). This is consistent with in vitro and in vivo data in bacteria that 

demonstrate codirectional conflicts do not stall the replisome to the same extent as head-on 

conflicts (3, 5–11). 
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Nevertheless, replication fork stalling is a significant consequence of replication-

transcription conflicts and is often followed by replisome disassembly, recombination events, 

and eventual replication restart. Fork stalling and replication restart events outside of the origin 

of replication are unusual, except in terms of disruptions to replication such as replication-

transcription conflicts. Therefore, these events, specifically as they occur outside of the origin of 

replication, provide an experimental opportunity to study conflicts, as has been done previously 

(3, 15, 26). 

 

Replisome disassembly 

Given that conflicts stall the replisome, the question remains as to what happens to the 

replication machinery during these encounters. One possibility is that after stalling, the 

replisome disassembles. Evidence from genetic and molecular studies supports this model. 

First, replication restart proteins that help rebuild the replisome outside of the origin 

independently of sequence are essential across diverse bacterial species (27–29), suggesting 

that, to some extent, the replisome frequently disassembles and reassembles during replication. 

Second, when this model was tested in living cells at single-molecule resolution, Mangiameli et 

al. demonstrated that the replisome stalls and disassembles several times in both gram-positive 

and gram-negative bacteria (13). In fact, it was estimated that at least five disassembly events 

occur during exponential growth. Notably, this study directly linked the observed discontinuity of 

replication to encounters with transcription: inhibition of transcription and/or unstable RNAP 

mutants eliminated the observed destabilization of the replicative helicase and clamp loader 

complexes and increased the rate of replication.  
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Replication restart 

Stalled or collapsed forks must be restarted to maintain cell viability, especially in 

bacteria, as they have only a single replication origin. Indeed, it is well established that 

replication restart proteins are recruited to conflict regions, including essential Pri proteins, the 

replicative helicase (DnaB in E. coli, DnaC in B. subtilis), and helicase loader proteins (DnaC in 

E. coli, DnaB and DnaD in B. subtilis), as well as accessory helicases such as Rep and UvrD (3, 

15, 26, 30). Growth defects in B. subtilis cells lacking PriA are rescued by mutations in RNAP 

that decrease the stability of this complex, supporting the model in which PriA enables fork 

resumption at conflict regions (31).  

 

Recombination 

In addition to the restart mechanisms just described, there is a growing body of work 

suggesting that recombination is intimately tied to replication restart and ultimate conflict 

resolution. RecA, a key bacterial recombinase, may be able to protect reversed forks from 

transcription-dependent damage (12, 15, 23). Though the exact role of RecA is debated, genetic 

and molecular studies in B. subtilis show that RecA functions in the same pathway as restart 

proteins at conflict regions, and that RecA is required for the recruitment of restart proteins to 

the conflict region (15). Nevertheless, it remains unclear whether the involvement of RecA is to 

facilitate recombination events, replication fork reversal, and/or replication restart. 

Other recombination proteins have been implicated in replication restart and conflict 

resolution. The helicase–nuclease complex AddAB was found to be a prerequisite for replication 

restart in B. subtilis (13). Similarly, in E. coli, inversion of a highly expressed ribosomal operon 

rendered the double-strand repair protein complex RecBC (AddAB homolog) essential for 

viability, which could be alleviated by introducing destabilizing mutations in RNAP (12, 26). 
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Processing of the regressed fork by RecBCD/AddAB, RuvABC (Holliday junction resolvase), 

and RecG can create a DNA substrate for PriA-dependent replication restart (30, 32). PriA 

ultimately initiates loading of the replicative helicase, DnaB (DnaC in B. subtilis), after which the 

rest of the replisome is reassembled (33). 

 

 

The Fate of Transcription at Conflicts Regions 

RNAP clearance 

The fate of RNAPs during an encounter with a replication fork has been the subject of 

intense research. Several lines of evidence in bacteria suggest that replication through a 

transcription unit results in RNAP eviction, regardless of the orientation of the encounter. This 

phenomenon was first observed in an early EM study in E. coli, where RNAP complexes 

transcribing in the same or opposite direction of replication were lost once the fork passed 

through the highly-transcribed region (5). Later studies using an E. coli-based reconstituted 

system demonstrated that the replisome itself is capable of evicting RNAP, likely by destabilizing 

the complex. This occurred in both the head-on (14) and codirectional orientations (10, 34). In 

the latter case, the replisome appears to be able to use the remaining abandoned mRNA still 

bound to the template DNA strand as a primer for leading-strand synthesis, at least in vitro (10, 

34). This replisome-mediated RNAP removal is assisted by accessory factors (discussed below) 

and promotes replication progression beyond the conflict region.  
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RNAP backtracking and conflicts 

Not only can the replisome catch up to RNAP along the genome, necessitating the 

action of accessory helicases to remove the RNAP impediment (discussed below), but RNAP 

itself can stall along the genome, exacerbating conflicts with the replisome. It is well 

documented that obstacles on the DNA template such as damaged template bases or DNA-

protein adducts stall transcription elongation complexes (35–38). Backtracking is the most 

common type of RNAP stalling (39). It can be brought on by DNA damage to the template 

strand and/or regulatory gene regions (24, 39). Backtracking involves the physical translocation 

of RNAP backward along the template DNA strand and extrusion of the 3′ end of the nascent 

transcript, resulting in an immobilized RNAP that must be enzymatically resolved for 

transcription to resume (39).  

Due to the stability of the backtracked state, it is unsurprising that backtracking has been 

linked to replication-transcription conflicts (24, 40). In fact, backtracking may help explain some 

of the negative outcomes of conflicts: in E. coli, backtracking leads to replication-dependent and 

R-loop-dependent double stranded breaks (DSBs) at codirectional conflict regions (4, 10). 

Factors that resolve backtracked RNAPs are thus critical for conflict mitigation and resolution. 

Most bacteria possess two such direct antibacktracking factors, GreA and GreB, which promote 

the endonucleolytic cleavage of the RNA transcript and reactivation of backtracked RNAPs (41). 

Without such factors, in vivo replication within highly active transcription units is blocked (42). 

Not only does backtracking impede replication and lead to genome instability, but factors that 

rescue backtracked RNAPs or prevent stalls in the first place are critical for mitigating 

replication-transcription conflicts. 
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Conflicts and R-loops 

Head-on replication-transcription conflicts are significantly more detrimental to cells than 

codirectional conflicts, suggesting there are important differences in how the replisome is 

disrupted when transcription proceeds in the same or the opposite orientation. R-loops are one 

of the key components of these differences. R-loops are three-stranded DNA:RNA hybrid 

structures formed when the nascent RNA transcript reanneals to the template DNA strand 

behind RNAP, leaving the non-template strand as single-stranded (ss) DNA (43).  

Head-on conflicts promote the formation and accumulation of R-loops at the region of 

the encounter (11, 17). Without resolution, R-loops were found to completely block replication at 

head-on conflict regions and induce distinct DNA damage repair mechanisms (17, 18, 44). R-

loop formation leads to chromosome rearrangements, recombination, double-stranded breaks 

(DSBs), and other markers of genome instability (45–47). R-loops may also promote 

mutagenesis within head-on conflict regions: cotranscriptional R-loops promote stress-induced 

mutagenesis through DSBs in E. coli (48), and removal of R-loops (by the overexpression of 

RNase H, the enzyme that degrades the RNA portion of the R-loops) relieves conflict-induced 

mutagenesis in B. subtilis (11). R-loop structures are a significant by-product of conflicts and are 

likely a critical factor that could explain the more severe effects of conflicts in the head-on 

orientation.  

 

 

 

 

 



14 
 

Conflict Mitigation and Resolution  

Conflict avoidance: gene orientation bias 

In contrast to eukaryotes, replication and transcription in bacteria are largely unable to 

be discretely separated in time or space (49). However, a major hallmark of most bacterial 

chromosomes is that the majority of genes are oriented such that transcription occurs 

codirectionally with respect to replication (i.e., they are encoded on the leading strand) (50, 51), 

thus minimizing harmful head-on conflicts. Across bacterial species, this codirectional bias is 

correlated with gene essentiality and expression level (51–53). For example, 94% and 97% of 

essential genes in B. subtilis and E. coli, respectively, are oriented codirectionally (52). Bacterial 

rRNA operons are also universally oriented codirectionally (50, 54). Despite this bias, a large 

percentage of genes (25–45% depending on the species) remain in the head-on orientation 

(encoded on the lagging strand) (50). It is possible that these genes have either not yet 

randomly inverted to the codirectional orientation, or that they exhibit conflicts that pose less of 

a fitness cost (55). However, evidence from GC-skew analyses suggests an alternative model. 

This type of analysis can identify genes whose orientation has inverted over evolutionary time, 

based on the abundance of guanosine bases within the gene, as guanosine is naturally more 

abundant on the leading strand of each chromosome arm (56). GC-skew analysis of divergent 

bacterial species shows that a large percentage of head-on genes were originally oriented 

codirectionally, suggesting that there may be some evolutionary advantage to the head-on 

configuration, which could be related to increased chances of mutagenesis and adaptive 

evolution (discussed below) (56, 57). Nevertheless, the persistent codirectional bias, especially 

for highly transcribed essential genes, lessens the potential for detrimental head-on conflicts 

and the genome instability with which they are associated. It is noteworthy that transcription 

through ribosomal genes regions (rDNA), though codirectional, still slows replication (3, 4). 
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Accessory helicases 

Despite the ways in which replication-transcription conflicts can be potentially minimized, 

conflicts are inevitable, and cells must be equipped with tools to resolve them. Many of these 

mechanisms favor the continuation of replication at the expense of transcription, which is not 

surprising given that transcription can easily be reinitiated once the replisome is cleared. 

Several mechanisms to help resolve conflicts have been identified. Accessory helicases capable 

of removing RNAP impediments are one family of conflict resolution factors.  

Two E. coli helicases, Rep and UvrD, were identified as playing potential roles in conflict 

resolution. These helicases move along the opposite strand from the replicative helicase (the 

leading strand) and translocate 3′ to 5′. Cells lacking either rep or uvrD are viable, but deletion 

of both genes is lethal (58). Interestingly, E. coli lacking Rep take twice as long to replicate their 

DNA as wild-type cells, even though they also contain more replication forks (59), implying that 

Rep facilitates replication fork movement. It was later demonstrated that both Rep and UvrD are 

capable of removing model protein roadblocks from the DNA in vitro (60). Growth defects in Rep 

and UvrD deletion strains could be suppressed by mutations within RNAP that destabilize the 

complex, strongly suggesting that Rep and/or UvrD promote fork progression through highly 

transcribed transcription units (61). Consistent with this hypothesis, direct evidence of Rep- and 

UvrD-mediated removal of RNAP fork blockages was observed using plasmid templates for 

reconstituted replication and transcription in E. coli (62). Under conditions that induced RNAP 

stalling, addition of Rep and UvrD separately resulted in the production of full-length leading- 

strand products and a compensatory loss of truncated strands, independent of transcription 

orientation. This suggested that Rep and/or UvrD can remove stalled, replication-blocking 

RNAPs.  

Many gram-positive species lack Rep and UvrD. Instead, PcrA, a protein with C-terminal 

homology to UvrD that is found across gram-positive species, appears to serve a role equivalent 
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to the overlapping functions of Rep and UvrD (63). Accordingly, ectopic expression of PcrA in E. 

coli rescues the synthetic lethality of rep and uvrD deletions (64), revealing that PcrA likely 

performs similar functions as Rep and UvrD. Consistent with this hypothesis, PcrA was found to 

associate with highly transcribed tRNA and rRNA regions as well as some protein-coding genes 

(26). Furthermore, it was demonstrated that the helicase/ATPase function of PcrA is vital for 

replication progression and resolution of conflicts (26).  

DinG is another accessory helicase in bacteria whose role in facilitating replication at 

regions of conflict is more ambiguous than those of Rep, UvrD, or PcrA. Belonging to a different 

class of helicases, DinG moves along DNA which in the opposite direction to that of Rep, UvrD, 

or PcrA – from 5′ to 3′ – and translocates on the same strand as the replicative helicase (the 

lagging strand) (62). This difference in polarity implies that DinG cannot resolve conflicts in the 

same manner as Rep or UvrD (62, 65). Despite these differences, DinG appears to share an 

overlapping role with Rep and UvrD in facilitating DNA replication, as inversion of rRNA operons 

in DinG-null cells results in transcription-dependent cell death (61). This lethality can be 

suppressed by destabilizing mutations within RNAP, much like in cells lacking Rep or UvrD. 

Interestingly, this growth defect can also be suppressed by overexpression of RNase H, which 

degrades R-loops, suggesting that DinG could resolve conflicts by way of removing R-loops in 

vivo (61). Despite the somewhat ambiguous mechanism of DinG-mediated conflict resolution, 

DinG is nevertheless an important conflict-resolving accessory helicase.  

 

R-loop resolution factors 

As R-loops have major implications for replication-transcription conflicts and their 

outcomes, factors that modulate the dynamics of their formation and resolution are also 

ultimately linked to resolution of conflicts. R-loops are mainly resolved by RNase H enzymes 
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and accessory helicases. The RNase H family of ribonucleases are found in various forms 

across bacterial species. Helicases presumably resolve R-loops by unwinding the RNA from the 

template DNA strand. These mechanisms are poorly characterized in vivo in bacteria, but these 

proteins may serve as important backups to RNase H-mediated R-loop degradation. In bacteria, 

concerted activity of the accessory helicases DinG, Rep, and/or UvrD (and PcrA in B. subtilis), 

may be capable of displacing R-loops and/or suppressing their formation, according to genetic 

studies  (61, 66, 67).  

 

The role of transcription-coupled repair in resolving conflicts 

RNAP stalling, a known outcome of replication-transcription conflicts (discussed above), 

is an important determinant of and trigger for transcription-coupled repair (TCR). RNAP can be 

stalled by a DNA lesion and transcription can resume only once the lesion is repaired, which 

requires RNAP eviction (68). Therefore, TCR factors play a role in conflict resolution by 

modulating RNAP in the context of TCR. In bacteria, two different factors relevant to conflicts 

are involved in this context: Mfd and UvrD/PcrA. Mfd promotes the displacement of RNAP at the 

site of the lesion (69), while UvrD/PcrA is capable of dislodging the RNAP lesion and inducing 

backtracking (70). 

Interestingly, there is a growing body of work that suggests the role of Mfd may not be 

limited to TCR (68). Notably, Mfd was found to facilitate replication restart at a head-on conflicts 

region in an in vitro system, which depended on its ATPase activity, suggesting that Mfd may 

help minimize conflicts by removing RNAPs ahead of an oncoming fork (14). It was also 

demonstrated that DSBs arising from codirectional conflicts could be relieved by Mfd (4). 

Deletion of mfd in cells containing inverted rRNA operons leads to only a marginal growth defect 
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(12), supporting the conclusion that conflict resolution mechanisms are largely redundant, with 

numerous available pathways. 

The most profound effect of Mfd in cells, however, could be its role in promoting 

mutagenesis. In fact, lagging-strand genes accumulate more mutations than genes on the 

leading strand (discussed below) (19). According to work in B. subtilis, this is due to Mfd and its 

role in nucleotide excision repair (NER) (71). It was originally shown that Mfd functions in the 

same pathway as the NER protein UvrA as well as error-prone translesion synthesis 

polymerases at head-on conflict regions (71). However, it is unclear whether this activity is 

triggered directly by head-on conflicts, or indirectly by lesions inherently left behind by lagging-

strand synthesis. More recently, it was determined that the mutagenic effect of Mfd lies in the 

same pathway as NER proteins, and that this pathway utilizes error-prone polymerases (72).  

 

 

Pathological Consequences of Conflicts on Mutagenesis 

As described, replication-transcription conflicts are a potent source of endogenous 

genomic instability. In bacteria, head-on conflicts increase mutagenesis in lagging-strand genes. 

This propensity of head-on conflict regions to accumulate mutations, however, may actually 

provide an evolutionary advantage to bacteria, for instance, by helping them accumulate 

mutations that contribute to the development of antibiotic resistance.  

Head-on conflicts have been demonstrated to be significant drivers of mutagenesis in 

bacteria (19). This trend has been observed in different bacterial models using a variety of 

reporter genes inserted in either orientation at various chromosomal loci, suggesting that 

mutagenesis occurs at head-on conflict regions regardless of sequence or genomic context (19, 

20, 73–75). In fact, head-on conflicts seemingly leave behind distinct mutation signatures, 
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characterized by indels and base substitutions (20). The mechanism by which mutagenesis 

occurs at head-on conflict regions is most likely through Mfd-mediated recruitment of NER 

factors, including error-prone translesion synthesis polymerases (19, 72). 

Notably, the rate at which head-on genes across several divergent bacterial species 

accumulate nonsynonymous mutations exceeds the rate at which they accumulate synonymous 

mutations, suggesting that they are more frequently under positive selection (19, 56, 57). These 

data imply that the mutagenic potential of head-on conflicts could be beneficial. In other words, 

over evolutionary time, the head-on orientation of a subset of genes could be favored by 

positive selection (19, 49, 56, 57). This adaptive advantage of the head-on orientation is further 

supported by studies of gene inversion of divergent bacterial species existing in nature. In 

systematic analyses of different bacterial genomes over millions of years of divergence, Merrikh 

& Merrikh determined that almost all (89–96%) head-on genes in the investigated genomes 

were originally oriented codirectionally (56, 57), supporting the hypothesis that the head-on 

orientation may provide evolutionary advantages. 

However, others argue that the presence of head-on genes is a result of inevitable, but 

rare, gene inversion events and that the distribution of genes in the codirectional versus head-

on orientation is random (55). According to this model, genes that remain in the head-on 

orientation either have not yet been purified from the genome (negative selection) or exhibit 

replication-transcription conflicts that pose less of a fitness cost (55). Importantly, both models 

could be true, depending on the organism and the gene in question. It is likely that both negative 

selection and positive selection have shaped and continue to shape the landscape of lagging-

strand transcripts in bacteria (57). 

Interestingly, head-on genes in pathogenic bacterial species were found to be 

functionally enriched for antibiotic resistance, virulence, and stress responses (56). Most of 

these genes are transcribed only under certain conditions, generally minimizing potentially 
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damaging head-on conflicts. Assuming there is an adaptive advantage to the head-on 

orientation, which the above studies indicate, encoding key environmental response factors 

(such as virulence factors) in the head-on orientation could be a mechanism whereby cells are 

able to tweak their own evolution and facilitate adaptation. 

 

 

On Replication-Transcription Conflicts in Eukaryotes 

Although their molecular mechanisms are the same as that in bacteria, replication and 

transcription occur in a much different context within eukaryotic cells. In fact, the existence and 

frequency of replication-transcription conflicts in eukaryotic cells were initially debated, as both 

processes largely appear to be able to function separately in both time and space in eukaryotic 

systems. For example, unlike in most bacterial species, replication and transcription proceed at 

similar rates in eukaryotic cells (2), potentially minimizing collisions and their consequences. 

However, it has become clear that both codirectional and head-on conflicts also occur in 

eukaryotes (76–78). Specifically, there are situations where conflicts are inherently unavoidable 

regardless of the speed of the replication or transcription machineries, such as at genes that are 

too long to be transcribed in a single cell cycle (79) or in regions of high RNAP density (80). 

Transcription can disrupt replication in eukaryotic cells and induce recombination, a key 

biomarker of conflicts, much like it can in bacterial cells (7, 8, 81). Furthermore, recent evidence 

from various studies demonstrates that replication origins in human cells are enriched at 

transcription start sites (TSSs), all but guaranteeing that the replisome will encounter RNAP 

shortly after origin firing, possibly in both orientations (82, 83). Eukaryotic cells have similar 

mechanisms of conflict resolution to those in bacteria, including accessory helicases such as 

Rrm3 and Pif1 (84, 85), and R-loop modulating factors such as Sen1/sentaxin (86, 87). The 
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effect of conflicts on mutagenesis in eukaryotic cells is currently unclear, though dysfunctional 

conflict resolution does lead to pathological hallmarks of cancer (88). Conflicts are thus an 

unavoidable threat to cell viability and genome integrity in prokaryotes as well as eukaryotes. 

 

 

Bacterial Pathogens and Conflicts 

Despite extensive literature on conflicts in model bacteria such as E. coli and B. subtilis 

grown in laboratory conditions, there is a woeful lack of investigations into the presence of 

endogenous replication-transcription conflicts, the factors contributing to their detrimental 

effects, and their potentially dangerous consequences in non-model species residing in non-

laboratory conditions. For example, bacterial pathogens such as Listeria monocytogenes and 

Salmonella enterica infect a variety of eukaryotic hosts, and It is unknown how this nutrient-

deficient, stressful environment might affect the genome of the bacterial cell in terms of 

replication-transcription conflicts.  

As discussed above, given that head-on (lagging-strand) genes were found to be 

enriched in functions related to stress response, virulence, and antibiotic resistance (56), and 

given that these genes rapidly accumulate mutations and are often under positive selection 

(provide evolutionary benefit to the cell), it is possible that head-on conflicts could increase the 

pathogenicity of bacterial cells through accelerating evolution. In other words, in the context of a 

bacterial pathogen, head-on virulence factors may drive their own evolution through mutagenic 

head-on conflicts. These conflicts would presumably become more frequent during infection, as 

head-on virulence factors, which are normally silent, are highly upregulated in response to a 

eukaryotic host. Currently, this model is untested, as it is unknown whether replication-

transcription conflicts occur within a bacterial pathogen in the context of infection at all. How 
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molecular transactions along the genome of a bacterial pathogen are impacted by a eukaryotic 

host during infection has not been established. This is partially due to the lack of a precise 

method capable of detecting changes at the molecular level on the chromosome of pathogens 

while they are within host cells. 

 

 

Scope of the Dissertation 

Replication-transcription conflicts are an unavoidable threat to genome integrity. 

Although their detrimental effects have been demonstrated in model bacterial species grown in 

laboratory culture, as discussed earlier in this chapter, their prevalence and impact in bacterial 

species existing outside the laboratory are unknown. Due to their propensity to accelerate 

mutagenesis, conflicts could have severe consequences in terms of the evolution of bacterial 

pathogens. However, more work is needed to determine how pathogens and hosts interact on a 

molecular level, and if replication-conflicts are prevalent in this context.  

The objective of my dissertation was to develop a method to study how eukaryotic hosts 

impact molecular transactions along the genome of a bacterial pathogen during infection. The 

development and execution of this method is detailed in Chapter 2. Using this method, I 

determined that RNAP occupancy patterns along bacterial genomes change during infection of 

a host. Most importantly, I discovered that RNAP backtracking is more prevalent during infection 

than outside infection. This is a significant step in our understanding of replication-transcription 

conflicts in bacterial pathogens during infection, as it suggests that the replisome could be 

disrupted by these persistent RNAP stalls. Additionally, this increase in backtracking events 

could have implications for mutagenesis. These results are discussed throughout Chapter 2.  
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Remaining open questions are considered in Chapter 3, with a focus on how the method 

I developed could be used to further investigate replication-transcription conflicts in bacterial 

pathogens during infection. Conclusions of this work are discussed in Chapter 4, followed by 

detailed methods in Chapter 5. 

Ultimately, understanding how pathogens and hosts interact on a molecular level is key 

in the fight against antimicrobial resistance, which is an urgent threat to human health (89). 

Bacterial pathogens continue to evolve at a rate that outpaces almost all old and new 

therapeutics and resolving this problem requires a general understanding of how hosts and 

pathogens interact during infection.  
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CHAPTER 2 

PATHOGENIC BACTERIA EXPERIENCE PERVASIVE RNA POLYMERASE 

BACKTRACKING DURING INFECTION 

 

 

Summary2 

Pathogenic bacteria and their eukaryotic hosts are in a constant arms race. Hosts have 

numerous defense mechanisms, including some that cause DNA damage. How these host 

defense mechanisms impact molecular transactions along the bacterial chromosome during 

infection is unclear. This is partially due to the lack of a method that can detect these events in 

pathogens while they are within host cells. We developed and optimized a system capable of 

mapping and measuring levels of bacterial proteins associated with the chromosome while they 

are actively infecting the host (referred to as PIC-seq). Here, we focused on the dynamics of 

RNAP movement and association with the chromosome in the pathogenic bacterium S. enterica 

as a model system during infection. Using PIC-seq, we found that RNAP association patterns 

with the chromosome change during infection genome wide, including at regions that encode for 

key virulence genes. Importantly, we found that infection of a host significantly increases RNAP 

backtracking on the bacterial chromosome. RNAP backtracking is the most common form of 

disruption to RNAP progress on the chromosome. Interestingly, we found that genes 

experiencing backtracking are downregulated. We observed that resolution of backtracked 

RNAPs via the anti-backtracking factors GreA and GreB is critical for pathogenesis and for 

regulation of gene expression during infection. Altogether, our findings have important 

 
2 Sections of Chapter 2 are adapted from the following publication: Browning, KR, Merrikh, H. 2023. 
Pathogenic bacteria experience pervasive RNA polymerase backtracking during infection. mBio. In press. 
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implications for both efficient transcription and stalled RNAP-driven mutagenesis, which can 

promote antimicrobial resistance and/or hypervirulence. These results suggest that the host can 

accelerate the evolution of bacterial pathogens, potentially at their own expense. 

 

 

Introduction 

Numerous studies over the past few decades have demonstrated how different 

pathogens reach, invade, and proliferate within their target hosts. However, how the host 

impacts the pathogen during infection at the molecular level, specifically the complexes that 

function on the bacterial chromosome, such as the replisome and RNAP, has not been 

thoroughly investigated. 

Bacterial pathogens face significant challenges from the moment of initial contact with 

mammalian hosts. They must successfully survive harsh environments and regulate expression 

of key virulence factors like pathogenicity island-encoded secretion systems, flagella, ion 

transporters, and stress response genes. For enteric intracellular pathogens, ingested cells 

must respond to the acidic pH and the presence of reactive nitrogen species within the host 

stomach (90, 91). They must also overcome nutritional barriers caused by dense microbiota 

layers and withstand antimicrobial peptides released by host cells (92, 93). The bacteria are 

also heavily bombarded by oxidative stress (94–98).  Although pathogenic bacteria are 

generally well equipped to respond to these host defense mechanisms, any number of these 

stresses during infection could lead to an accumulation of DNA damage, especially oxidative 

stress. Indeed, studies in S. enterica (99, 100), Staphylococcus aureus (101), and Helicobacter 

pylori (102) demonstrate the critical necessity of DNA repair during infection.  
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DNA damage could have numerous consequences for bacterial cells during infection. It 

is well documented that obstacles on the DNA template, such as damaged template bases or 

DNA-protein adducts, stall transcription elongation complexes (35–38). The resulting 

backtracking could have a profound impact on RNAP dynamics and transcription genome wide, 

with far-reaching consequences. For instance, movement of the replication forks may be 

impacted within chromosomal regions packed with stalled RNAPs. Disruptions to RNAP 

progression may perturb transcription and could exacerbate conflicts between replication and 

transcription, as previously discussed, leading to genome instability and mutagenesis (49). 

Backtracking could also increase mutagenesis by way of inducing transcription-coupled repair 

(72). In this way, it is possible that RNAP backtracking is increased within the pathogen during 

infection, thereby increasing the chances of generating hypervirulent strains and facilitating 

antimicrobial resistance (AMR) development.  

Beyond these possibilities, any impediment to RNAP movement induced by the host is 

likely to significantly alter the transcriptional profile of the pathogen during infection. Gene 

expression programs that respond to the host environment are often highly intricate and tightly 

regulated (103, 104). Thus, any unresolved disruptions to RNAP progression during infection 

could be catastrophic to survival of the pathogen. In S. enterica grown in broth culture, the 

activity of anti-backtracking factors GreA and GreB in regulating transcriptional pauses is critical 

for expression of metabolic outputs that promote cellular survival under oxidative stress (105). 

Interestingly, both factors have also been demonstrated to be important for the expression of 

genes within Salmonella pathogenicity islands (SPIs) 1 and 2, even outside the host 

environment (105, 106). However, how a host impacts RNAP dynamics along the pathogen 

chromosome specifically during infection, and any consequences thereof, has not been 

investigated. The pervasiveness of RNAP backtracking along the pathogenic chromosome, 
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whether the host environment affects these levels, and if this renders Gre factors critical for 

virulence gene expression during infection remain open questions.  

Here, we Investigated how the host Impacts RNAP movement on the chromosome of a 

bacterial pathogen, focusing our investigation on RNAP backtracking. We used the facultative 

intracellular pathogen S. enterica serovar Typhimurium (S. Typhimurium) as our model 

organism. We developed a modified chromatin immunoprecipitation (ChIP) method, Post-

Infection ChIP followed by deep sequencing (PIC-seq), that we used to measure RNAP density 

and changes in RNAP movement on the bacterial chromosome while the pathogen is inside the 

host cell. Our data strongly suggest that RNAP backtracking is significantly more prevalent 

during infection compared to cells grown in broth culture. Furthermore, we find that these 

disruptions to RNAP progression occur across the genome, including at regions encoding for 

key S. Typhimurium virulence genes. Our results suggest that Gre factors regulate gene 

expression during infection. We also show that resolution of backtracking is critical to 

pathogenesis, highlighting a key role for anti-backtracking factors GreA and GreB in infections. 

Our results suggest that RNAP movement is substantially impacted by the host genome-wide, 

and that the resolution of these disruptions is critical for the survival of pathogens during 

infection. 

 

 

Results 

The development of a method to measure changes in bacterial protein association with the 
chromosome during infection 

We hypothesized that RNAP backtracking is more prevalent during infection genome 

wide, and that resolution is critical to pathogenesis. To test this hypothesis, we needed a system 

that would allow us to map RNAP occupancy on the chromosome of the pathogen specifically 
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while the bacteria still resided within host cells. A successful method would allow isolation of 

bacterial protein-chromatin interactions without any signal loss or creation of artifacts during 

sample processing. To our knowledge, such a method did not exist. We developed and 

optimized a system whereby well-established ex vivo infection protocols are paired with 

chromatin immunoprecipitation (ChIP) of bacterial proteins, followed by deep sequencing of the 

immunoprecipitating DNA (Fig. 2.1A). We call this method Post-Infection ChIP-seq, or PIC-seq. 

By chemically fixing the protein-chromatin interactions while the bacterial pathogen still resides 

within the host cell, our method ensures that no fleeting molecular interactions are lost during 

sample processing and minimizes generation of artifacts, as could be the case if we first 

isolated the bacteria away from the host cells before fixation. In parallel, we performed ChIP-seq 

from cells grown in broth culture to isolate infection-specific effects. PIC-seq enabled us to 

determine RNAP dynamics at the molecular level specifically during infection.  

We infected HeLa epithelial cells with S. Typhimurium based on standard protocols in 

the literature (98, 107–109) at a multiplicity of infection (MOI) of approximately 100-to-1 

(bacterial cells to HeLa cells) (Fig. 2.1B). At this MOI, we achieved an invasion efficiency of 

around 10% (% of bacterial inoculum recovered at 1 h post infection [p.i.]), in agreement with 

previously published results (107, 108). Many of the bacterial cells that successfully invade 

HeLa cells die quickly by 2.5 h p.i. (Fig. 2.1B), consistent with intracellular killing facilitated by 

the host cells (107, 108). In light of this lag, intracellular replication of S. Typhimurium is often 

monitored between 4.5 and 8 h p.i. (109). By 8 h p.i., each HeLa cell contains an average of 

approximately ten S. Typhimurium cells. 
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Figure 2.1. Development and optimization of PIC-seq method. (A) Schematic of PIC-

seq in bacteria cells from infected HeLa. Eukaryotic host cells (HeLa) are infected with 

pathogenic bacteria cells (S. Typhimurium). Once the infection has progressed for a 

given time, the system is chemically fixed to lock protein-chromosome interactions in 

place in time. Subsequent immunoprecipitation can be performed. In parallel, ChIP-seq 

can be performed from bacteria cells grown in broth culture. (B) Average number of 

bacteria (colony forming units [CFU]) per well of HeLa cells at a given hour post infection 

(p.i.) as determined by standard gentamicin protection assay. Error bars indicate 

standard error of the mean for nine independent replicates. (C) Western blot showing 

that the native RpoB antibody used in these studies is specific to bacterial protein and 

does not cross-react to proteins specific to HeLa cells.  
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At defined timepoints post infection, bacterial proteins were chemically crosslinked to the 

DNA while the bacteria still resided within the host cell. Both bacterial and host cells were then 

lysed, and their DNA was fragmented by sonication. This step required significant optimization. 

Ultimately, the final lysis buffer formulation contains two different nonionic detergents, NP-40 

and Triton, to facilitate dissolution of cellular membranes (both host and pathogen) and protein 

solubilization. Lysozyme is also added to facilitate lysis of the bacterial cell membrane. 

Additionally, whereas shearing the DNA of a bacterial broth culture to around 500 bp could be 

achieved using probe sonication, use of an ultrasonic water bath was required to shear the DNA 

of bacteria from an infected host cell to near 500 bp. This is likely due to the additional network 

of covalent crosslinks of the HeLa cells within the infected sample versus broth culture sample.  

Following cell lysis and DNA sonication, RpoB, the β subunit of RNAP, was 

immunoprecipitated from the mixed lysate using a native antibody. Using Western blot analyses, 

we determined that the antibody is highly specific to RpoB and does not cross react with 

proteins specific to HeLa cells (Fig. 2.1C). The associated DNA was then extracted, purified, 

and deep sequenced. Any contaminating DNA from the host is naturally excluded from further 

analysis, as it does not map to the S. Typhimurium genome. On average, 12.4% of total reads 

mapped to the S. Typhimurium genome in our PIC-seq experiments, providing an average of 

approximately 80x coverage (approximately 2.6 million aligned reads per sample) (Table 2.1). 

This value was determined for the input samples at 8 h p.i.. In the IP samples, a greater 

percentage of the reads mapped to the S. Typhimurium genome as these immunoprecipitated 

samples are enriched for S. Typhimurium signal. On average, 22.3% of total reads from the IP 

samples mapped to the S. Typhimurium genome, providing approximately 150x coverage (Table 

2.1).  
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 Replicate 
Total 

Reads 

Reads 
that did 
not align 

Total 
aligned 

% Coverage 

In
p

u
t 

s
a

m
p

le
s
 1 20,690,370 17,161,361 3,529,009 17.06% 108x 

2 22,065,841 19,630,985 2,434,856 11.03% 74x 

3 19,541,523 17,762,178 1,779,345 9.11% 54x 

IP
  

s
a

m
p

le
s
 1 24,401,973 16,188,691 8,213,282 33.66% 252x 

2 18,353,186 15,524,416 2,828,770 15.41% 86x 

3 21,179,227 17,402,755 3,776,472 17.83% 116x 

 

Table 2.1. Summary of PIC-seq mapped reads. Mapped reads were determined at 8 h 

p.i.. Coverage is calculated by multiplying the total aligned reads by read length (150 bp) 

and dividing by the S. Typhimurium genome size (4,878,012 bp). 

 

 

We measured the association of RNAP with the pathogen genome using PIC-seq. To 

determine whether our signal was specific to the bacterial pathogen, we briefly treated cells with 

the antibiotic rifampicin during the infection. Rifampicin inhibits bacterial transcription initiation 

while allowing elongating RNAPs to complete transcription, thereby reducing RNAP signal that 

can be detected by ChIP. Indeed, our analysis revealed that RNAP occupancy signal was 

significantly reduced genome wide upon rifampicin treatment (Fig. 2.2). These findings 

demonstrate the specificity of PIC-seq for detection of bacterial protein-chromosome 

interactions.  
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Figure 2.2. PIC-seq method can be used to measure RNAP occupancy during 

infection. Representative example of S. Typhimurium RNAP occupancy 8 h p.i. of HeLa 

cells as determined by PIC-seq of RpoB. Inhibiting transcription with rifampicin during 

the infection (“transcription off”) abrogates RpoB (RNAP) enrichment genome wide. 

Relative enrichment is defined as the ratio of IP and input read counts normalized to 

total read depth. Total genome size is 4.878 Mb. 

 

 

To rule out the possibility that this decrease in RNAP occupancy was caused by 

unintentional rifampicin-induced cell death, we treated cells with carbenicillin, a different 

antibiotic that inhibits cell wall synthesis rather than transcription, and measured RNAP 

occupancy using qPCR. Treatment with carbenicillin led to significant cell death during infection 

(Fig. 2.3A). Despite this pronounced effect, carbenicillin treatment did not abrogate RNAP 

occupancy (Fig. 2.3B). This indicates that the decrease in RNAP occupancy during treatment 

with rifampicin is specifically due to the inhibition of transcription, and not due to cell death. 

These findings further support our conclusion that PIC-seq can specifically isolate bacterial 

pathogen chromatin-protein complexes from an infection model. 
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Figure 2.3. Changes to RNAP occupancy in the absence of Gre factors occur 

independently of loss in cell viability. (A) CFUs of WT S. Typhimurium, WT cells in the 

presence of carbenicillin, and S. Typhimurium cells lacking Gre factors at 8 h p.i. of HeLa 

cells as determined by gentamicin protection assay. Carbenicillin was added to a final 

concentration of 6.4 mg/mL at 1 h p.i. Data represent the means and standard deviation 

of at least six independent replicates. *p<0.0001, one-way ANOVA. (B) RNAP 

occupancy was determined by PIC-qPCR at the indicated genes at 8 h p.i.. Where 

indicated, the antibiotic rifampicin (rif) was added ten minutes prior to crosslinking (see 

methods). Relative enrichment is defined as the ratio of gene copy number of the 

indicated gene to gene copy number of eutN. Data represent the means and SEM of at 

least four independent replicates. Ns: not significant, one-way ANOVA. 
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To further confirm that PIC-seq can differentiate between cells grown in broth culture 

versus infection, we compared the RNAP occupancy profile of S. Typhimurium grown infection 

to that of cells grown in LB-Lennox (Fig 2.4A). Specifically, we analyzed the levels of RNAP 

occupancy with regions encoding virulence genes. As expected, RNAP is significantly enriched 

at regions of the chromosome containing multiple, successive virulence genes (Salmonella 

pathogenicity islands, “SPIs”) during infection (Fig. 2.4B). Importantly, no significant RNAP 

signal was found at these genes in cells grown in broth (Fig. 2.4C). Similar trends were 

observed at a trio of virulence genes, pipB2, virK, and mig-14, where there is no RNAP 

enrichment in cells grown in broth, but clear enrichment during infection. Unsurprisingly, almost 

all genes with significant RNAP enrichment specifically during infection (not in broth culture) 

have a confirmed or putative role in virulence (Table 2.2). These results are consistent with 

previous RNA-seq datasets of wild type S. Typhimurium during infection (97, 110, 111), as well 

as the well-defined roles of SPI-1 and SPI-2 proteins in facilitating host cell invasion and 

promoting intracellular survival, respectively (112). In contrast, we observed similar levels of 

RNAP at housekeeping genes such as a variety of ribosomal components (rpl, rpm, and rps 

genes), transcriptional regulator operons (such as the transcription termination factor rho), and 

RNAP subunits (rpoA and rpoH), in both conditions (Fig. 2.4D, Table 2.3). The agreement 

between these datasets is unsurprising, given the essential nature of these genes. It also 

supports our conclusion that PIC-seq is an effective method for isolating bacterial protein-

chromatin interactions from an infection. Taken together, our findings demonstrate that PIC-seq, 

when combined with ChIP-seq from broth controls, can specifically map and measure the levels 

of infection-specific RNAP association with the bacterial genome. Furthermore, the high levels 

of RNAP occupancy at virulence genes that we observed supports prior work and the 

conclusion that these genes are highly transcribed during infection. 
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Figure 2.4. Specific detection of RNAP occupancy at S. Typhimurium virulence genes. (A) 

Representative overlay of S. Typhimurium RNAP occupancy as determined by PIC-seq of RpoB 

8 h p.i. of HeLa cells or from cells grown in broth culture. Relative enrichment is defined as the 

ratio of IP and input read counts normalized to total read depth. (B) Reads mapped to the S. 

Typhimurium genome display areas of high RNAP enrichment during infection, notably within 

Salmonella pathogenicity islands (SPIs) and at a trio of virulence genes (pipB2, virK, and mig-

14). (C) No significant RNAP signal was found at these genes in cells grown in broth culture. (D) 

Regions of ribosomal genes (rDNA) display high RNAP occupancy in both conditions (green 

bars).  
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Locus 
Fold 

Enrichment 
Localization Function Reference 

mig-14 2.82 Chromosome antimicrobial peptide resistance (113) 

virK 2.79 Chromosome antimicrobial peptide resistance (114) 

sifB 2.70 Chromosome 
putatively contributes to the formation 

of the intracellular replication niche 
(115) 

sitD 2.62 SPI-1 resistance to nitrosative stress (116) 

SL1344_1344 2.57 Chromosome 
putative component of the type III 

secretion system (T3SS-2) apparatus 
(117) 

ssaK 2.57 SPI-2 T3SS-2 apparatus (118) 

sitC 2.53 SPI-1 resistance to nitrosative stress (116) 

pdgL 2.53 Chromosome 
putative role in cell wall/membrane 

biogenesis 
(119) 

SL1344_2902 2.49 Chromosome hypothetical protein  

rplC 2.49 Chromosome ribosomal protein L3  

ssaH 2.46 SPI-2 putative role in T3SS-2 apparatus (120) 

ssaI 2.46 SPI-2 putative role in T3SS-2 apparatus (120) 

ssaJ 2.46 SPI-2 T3SS-2 apparatus (118) 

pipB2 2.41 Chromosome kinesin accumulation in the SCV (112) 

ssaE 2.40 SPI-2 chaperone (121) 

SL1344_1530A 2.37 Chromosome hypothetical protein  

ugtL 2.37 Chromosome PhoP activation (122) 

sitA 2.36 SPI-1 resistance to nitrosative stress (116) 

sitB 2.36 SPI-1 resistance to nitrosative stress (116) 

sseB 2.34 SPI-2 T3SS-2 translocon (123) 

sscA 2.34 SPI-2 chaperone (124) 

sseD 2.33 SPI-2 T3SS-2 translocon (123) 

sseK/sseK3 2.27 Chromosome promote intracellular survival (125) 

sseC 2.20 SPI-2 T3SS-2 translocon (123) 

ssaL 2.19 SPI-2 T3SS-2 apparatus (118) 

mgtC 2.18 SPI-3 maintenance of ATP homeostasis (126) 

ssaR 2.18 SPI-2 T3SS-2 apparatus (118) 

sseG 2.17 SPI-2 SIF biogenesis and SCV maintenance (127) 

iscS 2.15 Chromosome tRNA synthesis (128) 

prgJ 2.15 SPI-1 T3SS-1 (129) 

prgI 2.15 SPI-1 T3SS-1 (129) 

ssaQ 2.10 SPI-2 T3SS-2 apparatus (130) 

 

Table 2.2. RNAP is significantly enriched at virulence genes during infection. Loci where 

RpoB was significantly enriched at least two-fold in S. Typhimurium 8 h p.i. as determined by 

PIC-seq. Each value represents the average fold enrichment for at least two independent 

replicates. 
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 Fold Enrichment 

Locus Broth Infection 

yiaG 2.01 3.44 

cspA 2.01 3.44 

cueP 2.01 3.44 

deaD 2.47 2.93 

yrbN 2.47 2.93 

nlpI 2.47 2.93 

pnp 2.47 2.90 

cspE (cspC) 2.23 2.84 

yobF 2.23 2.84 

SL1344_RS09185 2.23 2.82 

mgrB (yobG) 2.23 2.82 

yqcC 2.75 2.69 

hdfR 2.33 2.50 

trxA 2.07 2.35 

rhoL 2.07 2.35 

rho 2.07 2.35 

rpsD 2.08 2.33 

rpsK 2.08 2.33 

rpsM 2.08 2.33 

rpmJ 2.08 2.33 

rplN 2.08 2.31 

rplO 2.08 2.27 

secY/prlA 2.08 2.26 

rpoA/pez 2.08 2.18 

rpsC 2.21 2.18 

rplV 2.21 2.18 

rplB 2.21 2.13 

rpoH 2.07 2.12 

rluD 2.37 2.08 

pgeF 2.21 2.03 

 

Table 2.3. RNAP is significantly enriched at some of the same genes in broth and 

infection. Loci where RpoB was significantly enriched at least two-fold in S. 

Typhimurium in cells grown in broth and 8 h p.i., as determined by PIC-seq. Each value 

represents the average fold enrichment for at least two independent replicates. 
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RNAP backtracking increases significantly during infection 

RNAPs naturally backtrack, especially in the face of DNA damage or other obstacles 

along the DNA. We hypothesized that RNAP backtracking is more prevalent during infection 

genome wide because several host defense mechanisms can damage DNA (such as through 

oxidative stress), potentially inhibiting the movement of the transcription machinery along the 

genome and disrupting gene expression. In S. Typhimurium, the anti-backtracking factors GreA 

and GreB rescue backtracked RNAPs by stimulating the intrinsic endonucleolytic activity of 

RNAP to restore the active site (41, 131).  

To test our hypothesis, we constructed an S. Typhimurium strain lacking GreA and GreB 

(4). If our hypothesis is correct, then cells lacking both Gre factors would have increased levels 

of stalled RNAPs during infection compared to growth in broth culture. To test this model, we 

measured the differences in RNAP occupancy levels across the genome in the presence (wild 

type, WT) and absence (ΔgreA ΔgreB) of these anti-backtracking factors. Since both Gre 

factors are directly and specifically involved in the resolution of backtracked RNAPs (41, 131), 

we deduced that sites where RNAP occupancy differs in the presence versus the absence of 

Gre factors are sites where pervasive backtracking is occurring. The prevalence of backtracking 

during infection can then be measured by determining how these RNAP occupancy differences 

change in cells grown in broth versus infection.  

We measured RNAP occupancy in WT and ΔgreA ΔgreB cells grown in broth and at 1 or 

8 h p.i. using PIC-seq (Fig. 2.5). Indeed, deletion of both Gre factors led to pronounced changes 

in RNAP occupancy genome wide, especially at 8 h p.i. (Fig. 2.5). Given that inducing cell death 

during infection more than 100-fold by treatment with carbenicillin does not yield any significant 

difference in RNAP occupancy compared to WT cells (Fig. 2.3), the changes in RNAP 

occupancy we detect in the absence of Gre factors are unlikely to be due to any defects in cell 

survival. Additionally, there are no major differences in the total number of reads mapping to 
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features within the S. Typhimurium genome regardless of genotype, preventing any bias during 

comparative analyses (Table 2.4).  

In general, we found that RNAP occupancy decreases in the absence of the two Gre 

factors. This was contrary to our initial prediction but is consistent with steady state conditions 

within the cell. This decrease in RNAP occupancy is likely due to the activity of accessory 

factors, such as helicases and other DNA translocases, that can remove stalled RNAPs from 

DNA (37, 62, 63, 69, 132–134). Backtracked RNAPs that are not rescued by the Gre factors are 

therefore expected to be removed by such helicases and other transcription terminators, leading 

to the decrease in RNAP occupancy that we observe. 

 

 

 

Figure 2.5. RNAP occupancy decreases in the absence of Gre factors. 

Representative RNAP occupancy profile for WT cells or cells lacking Gre factors (ΔgreA 

ΔgreB) grown in broth, 1 h p.i., or 8 h p.i. as determined by PIC-seq of RpoB. Relative 

enrichment is defined as the ratio of IP and input read counts normalized to total read 

depth. 
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 WT 

ΔgreA 
ΔgreB 

Broth 

IP 
2,949,076 
±237,211 

2,386,700 
±661,479 

Input 
3,631,482 
±730,566 

3,600,436 
±272,131 

1 h p.i. 

IP 
1,684,822 
±541,602 

1,678,537 
±555,513 

Input 
1,711,959 
±213,517 

1,296,753 
±302,429 

8 h p.i. 

IP 
1,283,399 
±239,135 

1,076,680 
±668,727 

Input 
1,264,645 
±300,494 

832,641 
±606,166 

 

Table 2.4. Read counts mapping to features within the S. Typhimurium genome. 

Values indicate average ± standard deviation of three independent replicates. 

 

 

Having determined that RNAP occupancy changes upon deletion of both Gre factors, we 

identified the genes that exhibited differential RNAP occupancy in each condition (broth, 1 h p.i. 

and 8 h p.i.). However, because cells grown in these conditions have widely different gene 

expression profiles, we could not always directly compare backtracking in the same gene across 

each condition. In other words, we could not compare backtracking at a gene that is 

transcriptionally active in one condition but not transcriptionally active in the other. Therefore, we 

categorized the genes by relative transcription level within each condition. Relative transcription 

level was determined for each gene using the normalized number of reads mapping to that gene 

in the IP sample versus the input sample in the WT strain, averaged across three replicates. 

Genes were categorized independently for each condition (broth, 1 h p.i., and 8 h p.i.). This 
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resulted in 631 top-transcribed genes in broth, 645 at 1 h p.i., and 590 at 8 h p.i. (Table S2.1). A 

proportion of the top-transcribed genes (283 genes) were found across all three conditions 

(Table S2.1). Our results indicate that RNAP occupancy differs at genes in the presence and 

absence of Gre factors, not only within each independent condition, but also across conditions 

(Fig. 2.6A).  

 

 

 

Figure 2.6. Backtracking is more prevalent later during infection. (A) RNAP 

occupancy changes visualized as a heat map, where every horizontal line represents the 

normalized read count for the same gene across each condition. All top-transcribed 

genes across all conditions are plotted (1043 genes total, see Table S2.1). Each value 

represents the average of three independent replicates. Zeros are plotted for genes that 

do not arise in one condition but do arise in one or both of the other conditions. (B) Ratio 

d of normalized read count in the absence of Gre factors (ΔgreA ΔgreB) versus in the 

presence of Gre factors (WT) for top-transcribed genes in each condition averaged 

across three independent replicates. (C) Quantification of (B) showing ratio d calculated 

for every top-transcribed gene, where the median is shown by a solid line and quartiles 

by dashed lines. *p<0.0001, ns: not significant, one-way ANOVA. 
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We performed a more quantitative analysis to determine whether these differences in 

RNAP occupancy change between cells grown during infection versus cells grown in broth 

culture. We defined a ratio for differential RNAP occupancy, d, as the normalized read counts 

mapping to a gene in the backtracking-prone state (ΔgreA ΔgreB) versus those mapping to the 

same gene in in WT. An equivalent ratio (d ≈ 1) indicates that there is little difference in RNAP 

occupancy independent of the presence or absence of the Gre factors. We interpreted these 

regions to be those that are not experiencing backtracking. A ratio that deviates from one (d < 1 

or d > 1) indicates that there is a Gre factor-dependent difference in RNAP occupancy at the 

gene, suggesting that the Gre factors are playing an important role in maintaining RNAP 

progression at that gene. We interpreted the regions with d < 1 to be those that are experiencing 

significant RNAP backtracking. A ratio d > 1 indicates that Gre factors may normally be involved 

in suppressing RNAP occupancy at that gene. This d ratio was calculated for every top-

transcribed gene in each condition (Fig. 2.6B,C). For cells grown in broth and at 1 h p.i., the 

average ratio of RNAP occupancy in the absence of Gre factors versus in the presence is 

equivalent (d ≈ 1) (Table 2.5, Fig. 2.6B,C), suggesting that, on average, cells do not depend on 

Gre factors to maintain proper RNAP occupancy under these conditions and that backtracking is 

likely minimal. In contrast, cells at 8 h p.i. do rely on the Gre factors to maintain RNAP 

occupancy (Table 2.5, Fig. 2.6B,C), suggesting that backtracking becomes pervasive as the 

infection progresses. Interestingly, this effect is independent of transcription level at 8 h p.i.; 

RNAP occupancy is abrogated in both lowly and highly transcribed genes. 

We also determined the extent to which backtracking is more prevalent during infection 

than broth. We accomplished this by quantifying the average differences in RNAP occupancy 

changes in broth versus infection. We defined a new ratio, d’, as the ratio of d for infection 

versus d for broth, d’ = dinf / dbroth. Compared to broth, backtracking is not more prevalent early in 

infection (at 1 h p.i.), but it is more prevalent later in infection at 8 h p.i., d’ = 0.59 (Table 2.5). 



43 
 

Transcription 

level 
dbroth d1 h p.i. d8 h p.i. 

d’ 

1 h p.i. vs. broth 

d’ 

8 h p.i. vs. broth 

++ 0.96 1.01 0.56 1.06 0.59 

+++ 0.91 0.99 0.52 1.09 0.57 

++++ 0.91 0.94 0.48 1.03 0.53 

All genes 0.94 1.00 0.55 1.06 0.59 

 

Table 2.5. Gre factor-dependent RNAP occupancy changes in broth versus 

infection. Ratio d was calculated as the normalized read counts mapping to a gene in 

the backtracking-prone state (ΔgreA ΔgreB) versus in WT for each condition and each 

transcription level (++, +++, ++++). Ratio d’ compares ratio d for 1 or 8 h p.i. to broth for 

each transcription level. 

 

 

Backtracking occurs within key genes necessary for Salmonella pathogenesis 

Having established that backtracking is more prevalent during infection genome wide, 

specifically at later time points, we endeavored to identify those regions where backtracking 

occurs and could potentially be problematic during infection. Thus, we focused on genes with 

the greatest changes in RNAP occupancy in the absence of Gre factors. These are the genes 

where RNAP activity is highly dependent on the function of the Gre factors, most likely due to 

backtracking. We used hierarchical clustering to identify these genes (Fig. 2.7, Table S2.2).  

As backtracking is minimal in broth and at 1 h p.i. (Fig. 2.6, Table 2.5), we focused on 

how genes were clustered by RNAP occupancy differences at 8 h p.i. (Fig. 2.7, Table S2.2). 

Genes at 8 h p.i. fall into four clusters based on similarities in RNAP occupancy changes in the 

presence and absence of Gre factors: cluster one, 466 genes; cluster two, 70 genes; cluster 

three, 18 genes; and cluster four, 36 genes (Fig. 2.7A, Table S2.2). We categorized the RNAP 

occupancy at genes within each of these hierarchical clusters as either Gre factor dependent or 

independent, and identified enriched gene functions within each cluster.  
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Figure 2.7. Backtracking is prevalent at key virulence genes during infection. (A) 

RNAP occupancy changes at 8 h p.i. in the absence of Gre factors visualized as a heat 

map. Each value represented is the average of three independent replicates. 

Hierarchical clustering (clustered numbered 1-4) was performed using the pheatmap 

function in Rstudio (see Table S2.2). (B) Key genes related to virulence in cluster 4 in (A) 

exhibit significant differences in RNAP occupancy (p < 0.05 for every gene listed, 

unpaired t test). Relative enrichment is defined as the ratio of IP and input read counts 

normalized to total read depth. (C) Genes belonging to SPIs that fall into cluster 1 in (A) 

and exhibit significant differences in RNAP occupancy.  

 

 

In clusters four and one, RNAP occupancy is higher on average in the presence of Gre 

factors (WT) than in the absence (ΔgreA ΔgreB), indicating that the necessary levels of RNAP 

association with these genes depends on the presence of Gre factors. Genes in cluster four 

exhibit dramatic differences in RNAP occupancy depending on the presence of Gre factors, with 

an average d of 0.23. There was not enough statistical power to perform gene ontology (GO) 

functional enrichment analysis for genes in cluster four. However, manual annotation of these 
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gene functions reveals that out of 36 genes, at least 17 have been previously implicated in S. 

Typhimurium virulence and/or pathogenesis (Fig. 2.7B, Table S2.2). RNAP occupancy at genes 

in cluster one also depends on the presence of Gre factors (d = 0.43), despite genes in cluster 

one having lower RNAP occupancy levels overall (Fig. 2.7A). According to GO functional 

enrichment analysis, cluster one genes are enriched for functions related to cellular and 

macromolecular localization, membrane biogenesis, regulation of metabolic processes, 

secretion, and translation. This cluster also consists of numerous SPI genes that exhibit large 

differences in RNAP occupancy when Gre factors are absent (Fig. 2.7C, Table S2.2). Of the 25 

top-transcribed SPI-2 genes in this dataset, 22 fall within cluster one. Similarly, all five of the 

top-transcribed SPI-11 genes in this dataset fall within cluster one. Efficient RNAP progression 

at these regions, and the virulence genes belonging to cluster four, would likely be critical to 

supporting the cell during infection, as these genes are required for cell survival throughout a 

significant proportion of the S. Typhimurium infection lifecycle (112). Our results suggest that 

infection of a host disrupts RNAP dynamics and that Gre factors are key to maintaining RNAP 

movement within these regions, and ultimately, supporting S. Typhimurium pathogenesis. 

Genes in cluster two exhibit an average d ratio of 1.41, or greater RNAP occupancy in 

the absence than in the presence of Gre factors, indicating the RNAP occupancy at these genes 

does depend on the Gre factors, but in an opposite manner to those genes in clusters four and 

one. For instance, Gre factors may be necessary for interactions with a separate protein that 

negatively modulates RNAP levels at that gene, such that RNAP occupancy is higher in the 

absence of the Gre factors. Genes in cluster two are enriched in functions related to cellular 

nitrogen compound biosynthetic processes (GO analysis). Cluster three includes genes where 

RNAP occupancy does not change in the absence of Gre factors (d = 0.99), indicating that 

these are Gre factor-independent genes; RNAP presence and/or activity at these genes does 

not depend on the Gre factors. Manual annotation of genes in cluster three reveal functions 
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related to essential processes such as translation, carbon metabolism, and cell wall 

maintenance (Table S2.2).  

Despite the functional enrichments we identified, the gene functions within each cluster 

vary. This is unsurprising, given our hypothesis that backtracking during infection is more 

prevalent due to stress from the host environment resulting in DNA damage within the 

pathogen. DNA damage, and subsequent RNAP backtracking would occur randomly throughout 

the genome during infection, but would likely be concentrated in actively transcribed genes, 

based on recent models of DNA damage accumulation (72). Therefore, it tracks that the set of 

genes in which RNAP occupancy depends on Gre factors would be characterized by a wide 

range of gene functions.  

Additionally, we found that the prevalence of backtracking was not uniform genome 

wide. We reasoned that longer genes are more likely to accumulate DNA damage and therefore 

more likely to accumulate backtracked RNAPs. Accordingly, we found that the lengths of genes 

in cluster four, which exhibited the greatest differences in RNAP occupancy in a Gre factor-

dependent manner, were significantly longer than the average length of all top-transcribed 

genes (Fig. 2.8). Overall, our results suggest that backtracking occurs at key virulence genes 

during infection, and that Gre factors are critical for RNAP progression at these regions. 

 



47 
 

 

Figure 2.8. Longer genes experience more prevalent backtracking. All top-

transcribed genes at 8 h p.i. were sorted by hierarchical clustering using the pheatmap 

function in Rstudio (590 genes total) (see Table S2.2). Gene length in bp was calculated 

for all genes in each cluster and plotted, where the median is shown by a solid line and 

quartiles by dashed lines. *p<0.001, ns: not significant, one-way ANOVA. 

 

 

Backtracking alters gene expression during infection 

The observation that backtracking is more prevalent during infection than in broth culture 

suggests that proper gene expression requires the resolution of backtracked RNAPs. In fact, 

prior work from others suggests that Gre factors are involved in the regulation of expression of a 

myriad of genes, including virulence genes, at least in broth culture (in minimal media (105) or in 

broth conditions that induce S. Typhimurium invasiveness (106)). However, whether this role is 

conserved and/or meaningful in the context of pathogenesis during infection of a host remained 

undefined. To examine whether the differential binding of RNAP we observe during infection due 

to the loss of both Gre factors ultimately correlates with altered gene expression, we compared 

the transcriptional profiles of WT cells and cells lacking both Gre factors during infection using 

RNA-seq. We enriched S. Typhimurium from infected HeLa cells at 8 h p.i. and isolated total 

bacterial RNA. In parallel, we performed RNA-seq of WT and ΔgreA ΔgreB cells grown in broth 
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(LB-Lennox). On average, approximately 14% of reads from each cDNA library from infection 

mapped to the S. Typhimurium genome, providing approximately 170x coverage (approximately 

5.5 million aligned reads per sample). Of the reads that map to defined features within the S. 

Typhimurium genome, we did not observe major differences between genotypes in each 

condition, preventing any bias during comparative analyses (Table 2.6).  

 

 

 WT 
ΔgreA 
ΔgreB 

Broth 
1,664,969 
±129,995 

1,485,302 
±501,092 

8 h p.i.  
646,946 
±94,607 

530,704 
±8,072 

 

Table 2.6. Read counts mapping to features within the S. Typhimurium genome. 

Values indicate average ± standard deviation of three independent replicates for broth 

and two independent replicates for infection. 

 

 

During infection, we observe that RNAP occupancy decreases genome wide in the 

absence of both Gre factors. Changes in RNAP occupancy likely coincide with changes in gene 

expression. Indeed, we found a positive correlation between RNAP occupancy (as determined 

by PIC-seq of RpoB) and expression level (as determined by RNA-seq) for both WT and ΔgreA 

ΔgreB cells during infection (Pearson coefficient 0.53 and 0.55, respectively) (Fig. 2.9), 

indicating that regions with low RNAP occupancy correlate with low gene expression.  
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Figure 2.9. Gene expression correlates with RNAP occupancy. Linear regression 

analysis comparing gene expression (as determined by RNA-seq data) and RNAP 

occupancy (as determined by RpoB PIC-seq) during infection (at 8 h p.i.). Transcripts 

per million (TPM) and normalized read count for each gene were calculated as explained 

in the methods. Pearson’s correlation coefficients I were determined to be 0.53 and 0.55 

for WT and ΔgreA ΔgreB, respectively. The shaded area around each line indicates 95% 

confidence interval. Each dot represents the mean value from at least two independent 

replicates. 

 

 

Although there were marked differences in gene expression in the presence and 

absence of Gre factors as revealed by principal component analysis (PCA), gene expression 

was more influenced by condition (broth versus infection) than genotype (WT versus ΔgreA 

greB) (Fig 2.10A). These results had not been previously demonstrated but are unsurprising 

given the known gene expression programs that are activated during infection but are minimized 

otherwise (112). Interestingly, gene expression in cells lacking both Gre factors is affected more 

by a change in condition (infection versus broth culture) than is gene expression in WT cells 

(Fig. 2.10B). For WT cells, a large proportion of genes do not exhibit significant changes in 

expression when comparing infection to broth. However, for cells lacking both Gre factors, there 
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are very few genes whose expression does not change between conditions, suggesting that 

cells lacking both Gre factors are more sensitive to the change in condition than are WT cells. 

 

 

 

Figure 2.10. Principal component analysis. Principal component analysis of RNA-seq 

data obtained from WT and ΔgreA ΔgreB cells grown in broth and at 8 h p.i.. PC1 is 

condition (broth and infection) and PC2 is genotype (WT and ΔgreA ΔgreB). (B) Volcano 

plot of the distribution of differentially expressed genes in infection versus broth for 

ΔgreA ΔgreB cells (left) or for WT cells (right) upon Deseq2 analysis. Each dot 

represents the mean value of one gene from two (infection) or three (broth) independent 

replicates. Black color indicates significant results (FDR < 0.05, log2FC > |1.5|). 
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Differential expression analysis revealed that 1183 genes were differentially expressed in 

the absence versus the presence of Gre factors during infection (FDR-corrected p < 0.05) (Fig. 

2.11A, Table S2.3). Expression levels for 713 of these genes differed by more than two-fold (log2 

of the fold change ≥ |1|) (Table S2.3). Of these genes, 369 were downregulated and 344 were 

upregulated (Table S2.3). GO functional enrichment analysis of these differentially expressed 

genes revealed that expression of genes related to metabolic processes is significantly 

impacted by the Gre factors during infection, as these functions are overrepresented and 

underrepresented in downregulated and upregulated genes, respectively (Fig. 2.11B). GO 

analysis did not reveal an overrepresentation of any functions in upregulated genes.  

 

 

 

Figure 2.11. Differential gene expression during infection in the absence of Gre 

factors. (A) Volcano plot summary of the distribution of the 1183 differentially expressed 

genes in ΔgreA ΔgreB cells versus WT during infection after Deseq2 analysis. FDR = 

false discovery rate (p value corrected for multiple testing). Each dot represents the 

mean value from three independent replicates of one gene. Black color indicates 

significant results (FDR < 0.05, log2FC > |1|) (see Table S2.3). (B) Top ten GO terms 

overrepresented in downregulated genes and underrepresented in upregulated genes. 

Fold enrichment is defined as the ratio of the number of genes observed in the dataset 

versus the number of genes expected to belong to that GO term based on the reference 

list. Fold enrichment was then log2 transformed. GO terms with values greater than zero 

represent overrepresented terms, and those with values less than zero represent 

underrepresented terms.  

 



52 
 

Interestingly, on average, SPI-1 genes were poorly expressed during infection in cells 

lacking Gre factors (Table S2.3), which is consistent with previous gene expression data from 

ΔgreA ΔgreB cells grown in broth culture (105, 106). This indicates that backtracking resolution 

facilitated by the Gre factors is likely required for efficient expression of these genes during 

infection, as was previously hypothesized (106). However, in contrast to previously reported 

results from cells grown in broth culture (105, 106), our data indicate that SPI-2 genes were 

moderately upregulated during infection in cells lacking Gre factors (Table S2.3). This contrast 

with previous studies is likely due to the difference in growth conditions, as multiple distinct 

pathways exist for SPI-2 induction that are triggered by different environmental conditions (135), 

such as those differences between broth culture and infection. Overall, our data suggest that the 

potential role of the Gre factors in regulating gene expression also extends to infection. 

We hypothesized that genes experiencing RNAP backtracking during infection (a low d 

ratio) would also exhibit low gene expression. To test this, we again focused on genes at 8 h 

p.i., when backtracking is most prevalent genome wide. We categorized genes into three groups 

according to differential RNAP occupancy (d ≤ 0.75, 0.75 < d ≤ 1.25, and d > 1.25) and 

determined the average expression level (mean of the log2 of the fold change) of significantly 

differentially expressed genes (FDR < 0.05) within each group. Indeed, genes that experience 

severe backtracking (d ≤ 0.75) are significantly downregulated in the absence of the Gre factors 

compared to genes with little-to-no backtracking (0.75 < d ≤ 1.25), or those where the absence 

of Gre factors increases RNAP occupancy compared to WT (d > 1.25) (Fig. 2.12). These data 

suggest that, on average, the expression of genes experiencing backtracking during infection in 

the absence of Gre factors is significantly decreased. Thus, not only does backtracking 

influence gene expression, but if backtracked RNAPs are not resolved, regulation of gene 

expression during infection suffers. 
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Figure 2.12. Genes experiencing backtracking are downregulated during infection. 

All top-transcribed genes at 8 h p.i. (see Table S2.1) were sorted into three groups by 

the value of their d ratio. The average change in gene expression (as indicated by log2 of 

the fold change) for each group was calculated. *p<0.0001, ns: not significant. 

 

 

Resolution of backtracking is critical to pathogenesis 

Knowing that backtracking is prevalent at key virulence genes during infection and that 

genes experiencing backtracking are downregulated, we tested whether disruption to RNAP 

progression is problematic for pathogenesis in general. A prior study demonstrated that the 

ability of S. Typhimurium lacking both Gre factors to invade human host cells or colonize a 

mouse spleen was ablated compared to WT (106). However, how backtracking affected growth 

of S. Typhimurium over the course of the infection, beyond initial host invasion, was not 

examined.  

To determine the impact of pervasive backtracking on S. Typhimurium pathogenicity 

throughout the course of infection, we infected HeLa cells with backtracking-prone S. 

Typhimurium lacking one or both Gre factors. We measured the number of viable intracellular S. 

Typhimurium over the course of the infection using a standard gentamicin protection assay (Fig. 

2.13). Deletion of greB alone did not significantly affect the growth of S. Typhimurium inside 
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HeLa cells over the course of the infection, while deletion of greA led to a modest, yet 

statistically significant loss in intracellular growth. However, deletion of both Gre factors 

significantly abrogated intracellular growth of S. Typhimurium throughout the duration of the 

infection (Fig. 2.13A). Interestingly, at 1 h p.i., there are no differences in the viability of cells in 

the presence or absence of Gre factors, supporting our earlier finding that backtracking is not 

pervasive at this point during the infection. The negative effect of depleting cells of both Gre 

factors is specific to infection, as there were no significant differences in growth of these strains 

compared to WT when cultured in LB (Fig. 2.13B). Taken together, our data indicate that 

pervasive backtracking during infection disrupts gene expression, and resolution of that 

backtracking is critical to intracellular survival. 

 

 

 

Figure 2.13. Resolution of backtracking during infection is key to pathogenesis. 

Average number of CFUs of backtracking-prone S. Typhimurium either (A) isolated 

during infection or (B) cultured in LB-Lennox culture at 37°C. Error bars indicate 

standard deviation of at least six independent replicates. *p<0.005, ns: not significant, 

one-way ANOVA with Bonferroni correction. 
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Discussion 

During infection, bacterial pathogens must survive numerous host defense mechanisms 

that are not only damaging to the cell itself but can also lead to DNA damage capable of stalling 

RNAP (35–38). Pathogens must quickly sense and respond to the host environment, and any 

disruption to these virulence gene programs at the transcriptional level would be significant. Our 

work suggests that infection of a host significantly impacts bacterial RNAP dynamics and gene 

expression, causing pervasive backtracking of these machineries along the bacterial 

chromosome that must be resolved to ensure successful pathogenesis. 

Our data show that disruptions to RNAP movement increase as the infection progresses. 

As evidenced by the lack of difference in RNAP occupancy in the presence and absence of Gre 

factors at 1 h p.i. (Fig. 2.6, Table 2.5), it appears that early during infection, RNAPs are not yet 

perturbed by interactions with the host. This is further emphasized by growth of cells at 1 h p.i.: 

cells at this time point do not require Gre factors to survive during infection (Fig. 2.13A). It is 

possible, however, that RNAP disruptions at 1 h p.i. are underestimated in our experiments due 

to detection thresholds of PIC-seq as a population assay and/or the heterogeneity of the cell 

population at this early point post infection (136). Cells at 8 h p.i., however, have endured stress 

from the host environment for much longer than those at 1 h p.i., potentially increasing the 

likelihood of DNA damage accumulation that can stall RNAPs and lead to backtracking. 

Accordingly, cells at this later time point exhibit large differences in RNAP occupancy and 

disruptions to gene expression (Figs. 2.6, 2.7, 2.11, 2.12). These observations, combined with 

the lack of intracellular viability observed in the absence of Gre factors (2.13A), suggest that 

cells require backtracking resolution for intracellular proliferation, most significantly later during 

infection. These problems are likely occurring at earlier timepoints; however, they are most 

apparent at later timepoints.  
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Our findings show for the first time that backtracking occurs genome wide in a bacterial 

pathogen during infection to a greater extent than in the same cells grown outside the host 

environment (LB-Lennox broth culture, in our case). Thus, backtracking resolution facilitated by 

the Gre factors is likely to be even more important during infection due to the increased 

prevalence of these RNAP disruptions. Consistent with this conclusion, even though Gre factor-

dependent expression of a variety of genes had been identified in broth culture models (i.e. 

outside of infection) (105, 106), our data demonstrate that the role of the Gre factors in 

regulating gene expression does indeed extend to cells grown within the host environment 

during infection. Specifically, our data show the downregulation of genes that experience 

backtracking. Interestingly, in S. Typhimurium grown in minimal broth culture, Gre factors had 

been previously shown to facilitate transcriptional elongation of central metabolic genes that 

resist oxidative stress (105). Our data extend these findings and reveal that backtracking occurs 

within three of these metabolic genes (nuoA, eno, gapA) at 8 h p.i. (Table S2.1), suggesting 

that, during infection, the ability of the Gre factors to facilitate transcriptional elongation of key 

metabolic genes may extend to infection as well. In light of these previously published results, 

our data are not mutually exclusive with the possibility that some of the changes in RNAP 

occupancy that we observe during infection are due to altered metabolism within the pathogen 

itself, and not solely due to damaging host defense mechanisms. In other words, in much the 

same way that different broth conditions alter S. Typhimurium metabolism (105), infection of a 

host may lead to changes in endogenous S. Typhimurium metabolism (such as generation of 

reactive oxygen species) that could affect RNAP backtracking. Regardless of the origin of any 

increased damage to the DNA in S. Typhimurium during infection, our data nonetheless suggest 

that RNAP backtracking is worsened during infection as a result. 

The pervasive, genome-wide backtracking during infection that we identified likely 

impacts a multitude of gene functions. Therefore, our work supports the possibility that Gre 
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factors are required for backtracking resolution within a wide variety of genes and determinants 

of pathogenesis, some of which may have yet to be defined. Overall, our results highlight an 

emerging appreciation for the role of the Gre factors in bacterial pathogens, specifically during 

infection. This class of proteins promote survival and guarantee proper gene expression during 

infection by regulating and modulating RNAP backtracking during transcription elongation. It 

would be interesting to test other bacterial pathogen-eukaryotic host infection models for 

similarly increased levels of backtracking. In fact, similar impacts of the Gre factors on virulence 

phenotypes have also been shown in other, highly divergent bacterial species, highlighting the 

conservation of the importance of Gre factors for pathogenesis (137–139). 

Precise regulation of gene expression during infection is critical to the survival of 

bacterial pathogens. Our data strongly suggest that host defense mechanisms, such as those 

resulting in DNA damage, threaten this precision. Any disruptions to RNAP progression arising 

during infection must be resolved. Altogether, our results support the model that backtracking is 

prevalent during infection and that Gre factors are required to ensure proper gene regulation 

and survival during infection. 
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CHAPTER 3 

CONCLUSIONS AND REMAINING OPEN QUESTIONS 

 

 

Summary of Findings 

Accurate genome duplication and efficient gene expression are the fundamental building 

blocks of life. Genetic information stored in DNA must be replicated, transcribed, and translated 

for cells to live, grow, and reproduce (1). Because these processes happen ubiquitously and 

simultaneously along the entire genome, physical confrontations between their machineries are 

inevitable (49). These replication-transcription conflicts lead to numerous outcomes that 

threaten genome integrity. Though codirectional conflicts are not benign (3), head-on conflicts 

are more detrimental to cells, largely due to their topological constraints and propensity to form 

R-loops (11). As such, the replisome stalls, disassembles, and must restart at sites of conflicts, 

all of which threaten genome stability (49). Most notably, mutation rates are accelerated due to 

head-on conflicts (19). Considering these negative consequences, bacteria have evolved 

various ways to mitigate the occurrence of conflicts and have adopted multiple strategies to 

resolve or tolerate them when they inevitably arise (49). 

Little is known about replication-transcription conflicts that occur naturally within bacteria 

grown outside of a laboratory culture. Whether conflicts arise endogenously along the genomes 

of bacteria inhabiting natural niches has not been tested. Furthermore, consequences of these 

conflicts have only been studied under laboratory conditions, which do not necessarily reflect 

natural processes. Given that conflicts are mutagenic, especially those that are head-on, the 

impact of conflicts arising in an endogenous setting may be profound. For instance, should 

conflicts occur in bacterial pathogens during infection of a host, it is possible that they promote 
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mutagenesis within head-on genes. Bioinformatics investigations reveal that head-on genes are 

broadly enriched in functions related to environmental response, including virulence (56), 

suggesting that, in fact, this hypothesis could be true. 

Testing the above model requires a way to follow molecular transactions with the 

bacterial genome during infection of a host. Such a technique did not exist prior to my 

dissertation research. As discussed in Chapter 2, I developed and optimized a protocol by which 

bacterial proteins could be selectively immunoprecipitated from an infection system to answer 

open questions such as those discussed above. I used the pathogen S. enterica serovar 

Typhimurium to infect HeLa cells as the model system. 

Conflicts between replication and transcription can, of course, only occur within regions 

of active transcription. These sites were identified in S. Typhimurium during infection by 

mapping RNAP occupancy. This analysis revealed that RNAP occupancy changes significantly 

during infection of a host, with pervasive backtracking being much more prevalent compared to 

cells grown outside of infection. Changes to RNAP progression had profound impacts on gene 

expression: genes that experience more severe backtracking were downregulated. Interestingly, 

backtracking resolution is key for S. Typhimurium pathogenesis. 

Not only do these results demonstrate a novel relationship between infection of a host 

and molecular transactions along bacterial genomes, but this pervasive backtracking also likely 

exacerbates replication-transcription conflicts. Increased RNAP occupancy along the genome, 

especially in the stable backtracking state, inherently increases the likelihood that the replisome 

will meet an RNAP obstacle. Such consequences could be profound, namely in the possibility of 

accelerated mutagenesis as discussed throughout this dissertation. Whether this model is true, 

along with the numerous open questions posed below, requires further investigation.  
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Remaining Open Questions 

The above model, that conflicts within head-on virulence could lead to increased 

mutagenesis during infection, is currently untested and investigating it is predicated on 

determining whether replication-transcription conflicts occur in bacterial pathogens during 

infection. This remains a significant open question. 

Though the extent to which conflicts are present in this context is currently unclear, S. 

Typhimurium cells lacking key conflict resolution factors UvrD or Rep helicases and 

antibacktracking factors GreA/GreB do exhibit significant growth defects during infection of 

HeLa cells (Fig. 3.1), suggesting that conflicts could be an issue for pathogens during infection. 

Additionally, the results discussed in Chapter 2 show that the prevalence of RNAP backtracking 

is increased genome wide during infection; such an increase likely worsens the occurrence of 

conflicts between transcription and an oncoming replication fork (4).  

 

 

 

Figure 3.1. Cells lacking key conflict resolution factors exhibit significant growth 

defects during infection. HeLa cells were infected with S. enterica cells lacking the 

indicated genes. Bacteria were harvested at 8 h p.i. and plated for CFU enumeration. 

*p<0.05, one-way ANOVA. 
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Immunoprecipitation of proteins relevant to conflict formation or resolution can be a 

powerful method to identify conflict regions. For instance, regions of replication restart due to 

conflicts in B. subtilis have been identified by ChIP of the DnaC helicase and helicase loader (3, 

26). The accessory helicase PcrA in B. subtilis was implicated in conflict resolution also using 

ChIP (26), as were the topoisomerases gyrase and Topo IV (18). Transcription has been 

followed using ChIP of RNAP holoenzyme components, RpoB and RpoC (26). In each of these 

studies, either a native antibody was used to immunoprecipitate the protein of interest, or the 

protein was modified with an epitope tag and immunoprecipitated with the corresponding 

antibody. Immunoprecipitation of DNA:RNA hybrids using the S9.6 antibody (DRIP-seq) was 

also critical in the discovery that head-on conflicts promote R-loops formation (11, 17). Similar 

experiments could be carried out in bacterial pathogens during infection using PIC-seq. Applied 

to the right experiment, PIC-seq would enable conclusions to be drawn about the prevalence of 

conflicts during infection, whether by way of mapping replication stalling, replication restart, R-

loop formation, RNAP stalling, or sites of conflict resolution factor enrichment. 

Throughout my dissertation research, I made several attempts to specifically identify 

conflict regions in S. Typhimurium during infection using PIC-seq. Mainly, I focused on mapping 

enrichment of various replisome proteins and conflict resolution factors as well as mapping R-

loop formation. Though my efforts were unsuccessful, they provide valuable insight into what 

experimental conditions should be considered, what strategic improvements could be made, 

and what approaches should be avoided in the future. The following sections describe each 

attempted approach and highlight the ways in which PIC-seq could be altered and/or further 

optimized to investigate conflicts in bacterial pathogens during infection. Specific future 

experiments are recommended, and alternative approaches are discussed. 
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Mapping Replisome Stalling 

Conflicts with transcription significantly disrupt DNA replication, in part, by stalling the 

replisome (5, 61). Therefore, I reasoned that conflicts arising during infection could be identified 

by mapping transcription-dependent replisome stalling. To accomplish this, DnaN (the β 

processivity clamp) and DnaB (the replicative helicase) were immunoprecipitated from S. 

Typhimurium cells during infection using PIC-seq. These two proteins were chosen because 

there are multiple copies of each protein at every replication fork in the cell: DnaN exists as a 

homodimer, with 3-6 dimers (6-12 DnaN proteins) per fork; DnaB exists as a homohexamer, 

with one hexamer (6 DnaB proteins) per fork (13, 140–142). Also, DnaB appears to stay stably 

associated with the fork longer than other replisome components in the case of replisome 

stalling (141). 

Because there were no native antibodies available for these two proteins, epitope tags 

were incorporated. DnaN was N-terminally tagged by incorporation of Ypet, a GFP derivative, 

into the dnaN gene at its endogenous location on the chromosome. The dnaB gene is essential, 

so the gene, along with its putative endogenous promoter, were cloned into a plasmid where a 

6x His tag would be incorporated into the C-terminus of the protein. The endogenous dnaB copy 

remained unaltered. S. Typhimurium maintained this tagged DnaB expression plasmid during 

the infection, even without selection. Both tagged proteins could be visualized by Western 

blotting (Fig. 3.2). To exacerbate replisome stalling due to conflicts with transcription in an 

attempt to increase detectable signal, DnaB was immunoprecipitated from cells lacking either 

RNase HI or GreA.  
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Figure 3.2. Western blot showing detection of tagged DnaN and DnaB. 

 

 

However, upon sequencing the immunoprecipitated DNA, there were no regions of 

DnaN or DnaB enrichment over background detected (data not shown). There are several 

reasonable explanations for this negative data. First, although both DnaN and DnaB exist in 

multiple copies per replication fork, it is possible that these multiple stoichiometries are 

insufficient for effective signal detection, given that there are only two replication forks per cell. 

Furthermore, DnaN may exhibit a short half-life at arrested forks (140). Similarly, not every cell 

will contain a stalled replication fork, and for those that do, those forks are likely to be stalled 

randomly throughout the genome. This lack of homogeneity could dilute detectable signal of 

replication fork enrichment at any particular site, due to the nature of PIC-seq as a population 

assay. The best way to overcome these problems may be to introduce an engineered conflict 

system similar to the one that has been widely used in B. subtilis studies (11, 19, 26). 

Transcription of the reporter could be controlled, where high transcription would be expected to 

stall replication, which could then be measured at that site using the above technique. Although 

this method would fall short of detecting endogenous conflicts, it would provide an intermediate 

step to mapping replisome stalling in bacterial pathogens during infection. 
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Another possible explanation for the lack of detectable replisome stalling is that the rate 

of S. Typhimurium growth during infection is slow, even for WT cells (Fig. 2.1B). Therefore, it 

cannot be ruled out that there are not enough detectable replication forks to surpass the 

detection threshold of PIC-seq at the current scale. To address this, the scale of the infections 

could be increased, or compounds such as wortmannin could be added to increase the 

replication rate of the rapidly-dividing cytosolic population of S. Typhimurium inside HeLa cells 

(136, 143). Alternatively, a completely different bacterial infection system could be used for 

replisome protein PIC-seq, where the bacteria cells have a faster growth rate during infection. 

Listeria monocytogenes, for example, exhibits a multiplication rate of 40 min in a murine 

macrophage model of infection (144), much faster than the apparent rate of S. Typhimurium 

replication in this work. 

Lastly, there are obvious weaknesses to consider when using epitope-tagged proteins. 

For instance, DnaN forms dimers and DnaB forms hexamers. This quaternary structural 

organization could make a tag inaccessible to the antibody, regardless of which terminus is 

tagged. In the case of DnaB, since the endogenous copy of the gene is still intact, 6x His-tagged 

DnaB monomers expressed from the plasmid may be excluded from the hexamer due to altered 

structure. Even if the tagged DnaB monomers can be incorporated into the hexamer, untagged 

monomers will dilute the detectable signal. It would be best to use native antibodies in the future 

to avoid these shortcomings. 
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Mapping R-loop Formation 

Conflicts between replication and transcription promote the formation of R-loops (11, 17). 

Mapping sites of R-loop enrichment, therefore, could be used as a proxy to locate conflict 

regions. R-loops can be detected by DRIP-seq (145).  

I immunoprecipitated R-loops from S. Typhimurium using the S9.6 antibody. However, 

this antibody is specific to DNA:RNA hybrids, regardless of whether they are prokaryotic or 

eukaryotic in origin. Therefore, HeLa host cell lysate would first need to be washed away to 

increase antibody selectivity for bacterial hybrids. However, in doing so, the quantity of 

eukaryotic lysate and nucleic acids remained orders of magnitude greater than that of the 

infecting S. Typhimurium cells, such that I was unable to sufficiently isolate the bacterial cells or 

detect hybrids contained within them. In other words, there was enough contaminating nucleic 

acids from the host cells to presumably saturate the S9.6 antibody, precluding it from 

recognizing bacterial hybrids to any detectable degree. It is possible that this method could be 

improved using techniques like those implemented in the RNA-seq experiments described in 

Chapter 2. For instance, differential lysis with stringent detergents and centrifugation may 

improve bacterial isolation from infected host cells (146). However, these steps are time 

consuming, during which time R-loops may be altered from their original state when the cell 

resided within the host cell. Crosslinking the infection system before immunoprecipitation (as in 

traditional ChIP techniques) is an option to avoid this issue; however, proteins crosslinked to the 

chromatin may interfere with S9.6 recognition of the hybrids. Additionally, the scale of these 

experiments would have to increase significantly even from the scale of the above RNA-seq 

experiments, since DNA:RNA hybrids are rare in contrast to omnipresent RNA molecules.  

Due to the shortcomings of using DRIP-seq to detect R-loops during infection, I adopted 

an alternative approach to identify R-loops. RNase HI, encoded by the rnhA gene in S. 

Typhimurium, is the ribonuclease that digests the RNA moiety of DNA:RNA hybrids, thereby 
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resolving R-loops at conflict regions. Finding sites of RNase HI enrichment using PIC-seq may 

indicate where R-loops, and, by extension, conflicts, are occurring, much like mapping R-loop 

formation can be a proxy for identifying conflict regions. To accomplish this, the endogenous 

copy of rnhA was replaced with a mutated version that encodes a catalytically inactive enzyme. 

According to the literature, this enzyme retains its high affinity for nucleic acids, but cannot 

process R-loops (147, 148). Consistent with this, growth of cells expressing the inactive form of 

rnhA during infection mimics that of cells lacking rnhA (Fig. 3.3). An 6x His tag on the N-

terminus of the protein facilitates immunoprecipitation. 

 

 

Figure 3.3. RNase HI is required for growth during infection. Average number of 

CFUs of S. Typhimurium lacking rnhA or expressing an inactive form of rnhA isolated 

during infection. Error bars indicate standard error of the mean of at least three 

independent replicates.  

 

 

Enrichment of inactive RNase HI along the S. Typhimurium genome during infection was 

determined by PIC-qPCR. Multiple target genes were tested, including cspA, gstA, mgrB, and 

virK. Each of these genes were chosen because they contain high RNAP occupancy as 

determined by PIC-seq of RpoB (see Chapter 2). I reasoned that areas of high RNAP 

occupancy were prone to replication-transcription conflicts and/or R-loop formation, thus, they 
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may be areas of inactive RNase HI enrichment. However, no enrichment of the inactivated 

enzyme was found at any of the target genes.  

There are multiple reasonable explanations for lack of detectable signal, none of which 

are mutually exclusive. First, as discussed in the previous section, using epitope tags to 

effectively immunoprecipitate a protein of interest is often an imperfect practice. Despite the 

success of using epitope tags in this method in eukaryotic systems (149–151), there was little 

precedent regarding epitope tagging of bacterial RNase HI for the purpose of 

immunoprecipitation. It is also possible that the specificity between the 6x His tag and the 

antibody was not enough or was not optimized to a suitable degree to attain detectable signal. 

Though unlikely since a 6x His tag is relatively small, it is possible that the tag could interfere 

with the ability of the inactive enzyme to recognize and/or associate with nucleic acid structures. 

Using a native antibody would minimize these specific issues. Lastly, there may be other factors 

present that can resolve R-loops, such as DinG or RNase HII to an extent, preempting 

association of the tagged, inactive RNase HI. PIC-seq for inactive RNase HI should be done in 

the absence of other R-loop resolution factors to increase association of the enzyme with the 

chromosome. 

One possible explanation for the negative outcomes of both methods, DRIP-seq from 

infection and PIC-seq of inactive RNase HI, is the same one described in the section above: an 

insufficient signal-to-noise ratio. Even if the experiments are technically sound, there may not be 

enough R-loops or inactive RNase HI proteins in the cells to surpass the detection threshold of 

PIC-seq. Again, incorporating an engineered conflict system with inducible transcription onto the 

chromosome may be the most straight forward strategy to successfully measure R-loop levels 

or RNase HI enrichment during infection. Attaining detectable signal this way would aid in 

optimizing any epitope tag-antibody pairs as well.  
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Different Applications of PIC-seq 

Although we successfully used PIC-seq to immunoprecipitate RNAP from a Salmonella 

infection model of HeLa, PIC-seq can, in principle, be adapted to examine any protein of interest 

with a specific antibody (or an epitope tag/antibody pairing) in any host-pathogen combination. 

These investigations also do not have to be limited to mapping replication or transcription in the 

context of conflicts. For instance, PIC-seq could be used to probe regulation of global gene 

expression during infection. One could use PIC-seq to map transcription factor (TF) binding 

sites during infection to reveal how TF binding is altered in response to a host (152). Temporal 

resolution could also be attained by performing these experiments over a time course. In 

conjunction with expression data, PIC-seq could also be used to decipher virulence gene 

regulons, which often involve multiple regulator factors with both condition- and time-sensitive 

responses (129, 153, 154). The sensitivity of PIC-seq could also be harnessed to probe protein-

protein interactions, for instance, in a co-immunoprecipitation scheme. Such an approach would 

likely require some optimization, as PIC-seq is specifically designed for isolating chromatin. 

 

Alternative Methodologies and Future Directions 

In addition to the above approaches that capitalize the potential of PIC-seq, there are 

numerous alternative methodologies to map conflict regions in bacterial pathogens during 

infection and to study their effects. There are also open questions remaining regarding the 

increased levels of RNAP backtracking during infection that we discovered and the impact it 

may have. In addition to these, PIC-seq could be used  
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Mapping conflict resolution factor enrichment 

In a similar vein to mapping RNase HI signal to identify conflict regions during infection, 

as described in the previous section, there are numerous other conflict resolution factors that 

could be immunoprecipitated using PIC-seq. Native antibodies should be used, when possible, 

to avoid the weaknesses of epitope tagging discussed above. Also, immunoprecipitations 

should be performed in strains missing other resolution factors to exacerbate conflicts and 

increase signal. It may be helpful to start in a strain carrying an engineered conflict system, as a 

type of positive control, to facilitate optimization of pulldown conditions and scale of the 

infection. 

 

Replisome velocity analysis 

One of the hallmarks of replication-transcription conflicts is slowed and/or stalled 

replication. Such events can be detected by accumulation of replisome proteins outside the 

origin, as explained in the previous section. However, a new, high-resolution method has been 

developed in which in vivo replisome dynamics can be robustly and quantitatively characterized 

(155). This method, known as lag-time analysis, can be used to determine replisome velocity by 

comparing genome copy number in newer versus older cells over time (155). This method could 

be adopted for use in bacterial pathogens during infection to determine how infection impacts 

replication dynamics. Regions where conflicts arise during infection can be identified by 

measuring replication velocity as a function of transcription level/RNAP occupancy (which can 

be modulated using rifampicin, a transcription inhibitor).  
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Mutagenesis 

Replication-transcription conflicts are mutagenic (19, 56). Should they arise in virulence 

genes in bacterial pathogens during infection, they have the potential to significantly increase 

adaptive variation of pathogenesis (56). Therefore, in addition to identifying conflict regions, it is 

critical to determine whether these conflicts induce mutagenesis in this context. This could be 

done by flipping a virulence gene into the opposite orientation on the chromosome and mapping 

mutation accumulation over the course of an infection with duplex sequencing. An interesting 

possibility would be to perform this analysis on genes with varying levels of transcription. 

Alternatively, a reporter gene could be incorporated in either orientation under an inducible 

promoter, creating a more controlled environment for measuring mutation accumulation (forward 

genetic assay). This approach would also avoid potentially deleterious effects of modifying 

endogenous virulence gene expression programs. Luria-Delbruck fluctuation assays could also 

be used to measure mutation rates and compare across conditions (156). Such mutagenesis 

has the potential to accelerate the evolution of bacterial pathogens specifically during infection, 

allowing them to adapt to the host environment and possibly develop antimicrobial resistance.  

In addition to exacerbating conflicts, increased RNAP backtracking during infection 

could, on its own, have significant impacts on genome integrity. Previous work has shown that 

cells that are prone to backtracking accumulate mutations faster (4) and have higher rates of 

recombination than cells with both Gre factors (157). Additionally, stalled RNAPs trigger 

downstream DNA repair pathways that can be mutagenic (35, 71, 72, 132, 158, 159). Although 

pathogenic cells normally carry both Gre factors and will thus experience less backtracking 

under regular conditions, the fact that these RNAP stalling events are much more prevalent 

during infection inherently increases the chances of mutagenic events occurring. Therefore, 

though the host is fighting the bacteria with DNA damaging mechanisms such as oxidative 

stress, the host may also be enabling bacteria to attain mutations that could lead to adaptive 
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evolution. This model requires further investigation. However, it is certainly interesting to 

investigate in future studies as this dichotomy could perpetuate the development of AMR and/or 

hypervirulence. 

 

Determining the impact of oxidative stress during infection 

The data discussed in Chapter 2 strongly suggest that RNAP backtracking is more 

prevalent during infection than in broth. Backtracking can occur because of damaged DNA 

templates (35–38), which can arise from both endogenous and exogenous sources (160). 

Oxidative stress is a primary defense mechanism leveraged by eukaryotic host cells against 

bacterial invaders and is likely to be a significant source of damage to pathogenic DNA during 

infection (94–98). However, whether this damage indeed contributes to the pervasive RNAP 

backtracking observed during infection is an outstanding question. Similar experiments to those 

in Chapter 2 could be performed in the presence and absence of antioxidants or eukaryotic 

NADPH oxidase inhibitors to determine if this is the case. Additionally, levels of backtracking 

could be compared between HeLa cell and macrophage infection models, as the latter imposes 

greater oxidative burden onto bacterial pathogens (98). It would also be interesting to perform 

these experiments using L. monocytogenes as the bacterial pathogen, since it is generally more 

tolerant to oxidative stress and often uses cues from an oxidative environment to establish its 

virulence (161, 162). It is also of interest to determine how altered metabolism within the 

pathogen during infection contributes to endogenous oxidative stress, DNA damage, and 

ultimate RNAP backtracking. 
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Mapping exact backtracking sites with RNET-seq 

The data presented here strongly suggest that backtracking is prevalent at key virulence 

genes during infection, though these studies do not reveal the exact location within the gene 

where this backtracking takes place. A novel nascent elongation transcript sequencing followed 

by RNase digestion method known as RNET-seq could be used to identify backtracked RNAPs 

and reveal the exact sequence upon which they are backtracked (163–165). Such an analysis 

would be key for determining the degree to which oxidatively damaged DNA bases disrupt 

RNAP and where RNAP backtracking occurs during infection, with single nucleotide resolution. 

This type backtracking mapping may also reveal consensus sequences within the DNA that lead 

to backtracking, in addition to those RNAPs stalled by DNA damage. For instance, it has been 

demonstrated that RNAP consistently backtracks in the 3’UTR of the S. Typhimurium hilD gene, 

though the mechanism is unknown (106). Overall, RNET-seq is the next step for higher 

resolution mapping of RNAP backtracking in bacterial pathogens during infection, enabling 

deeper investigations into their causes, dynamics, and impacts. 
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CHAPTER 4 

MATERIALS AND METHODS 

 

 

Bacterial Strains and Growth Conditions 

S. enterica serovar Typhimurium SL1344 was the wild type (WT) strain used in these 

studies. Derivative mutant strains are listed in Table 4.1. Bacteria were grown on LB-Lennox (5 

g/L yeast extract, 10 g/L tryptone, 5 g/L NaCl) agar plates at 37°C with the following antibiotics 

when appropriate: 25 μg/mL chloramphenicol (Cat), 50 μg/mL kanamycin (Kan), 100 μg/mL 

carbenicillin (Carb), or 10 μg/mL tetracycline (Tet). Single colonies were used to inoculate liquid 

cultures in LB-Lennox and grown at 37°C with aeration (260 rpm).  

 

 

Construction of Chromosomal Deletion Mutants 

The bacteriophage λ Red recombination system was used for construction of 

chromosomal deletion mutants (166–168). The plasmid pSIM27 was transformed into WT 

SL1344 for expression of the Red recombinase system, which yielded strain HM4324. Gene 

deletions were made as described below using primers that contained 40 nucleotides 

homologous to the regions immediately flanking each gene (including the ATG start codon, 

Table 4.2). Each gene deletion and mutation was confirmed by Sanger sequencing. 
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Strain Genotype/Features Identifier Reference/Source 

SL1344 WT S. Typhimurium strain SL1344 HM4315 This study 

SL1344 
+ 
pSIM27 

WT S. Typhimurium carrying pSIM27 for λ Red 
recombination 

HM4324 This study 

T-SACK 
W3110 araD<>tetA-sacB amp fliC<>cat 
argG::Tn5 

HM4177 (166) 

ΔgreB greB::Cat HM4525 This study 

ΔgreA greA::Kan HM4527 This study 

ΔgreA 
ΔgreB 

greA::Kan greB::Cat HM4529 This study 

ΔuvrD uvrD::Cat HM4481 This study 

Δrep rep::Cat HM4480 This study 

Ypet-
DnaN 

dnaN::Kan-ypet-dnaN HM4383 This study 

DnaB-6x 
His 

Expresses dnaB with C-terminal 6x His tag 
under endogenous promoter (plasmid pHM720) 

HM4474 This study 

ΔrnhA rnhA::Kan HM4378 This study 

Inactive 
rnhA 

rnhA::6x His-inactive rnhA (D10R and E48R) HM4462 This study 

 

Table 4.1. Strains used in this study. 
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Primer Sequence Description 

HM6042 
CATTGCCCCCTACAGGAATGTTCAAGAGG-
TATAACAAATGTATGGACAGCAAGCGAACCG 

For recombineering greA with the 
Kan cassette from T-SACK 

HM6043 
TTTACAATACACCAACAATTTGCGTATTGAG-
TACTGCTTATCAGAAGAACTCGTCAAGAAG 

For recombineering greA with the 
Kan cassette from T-SACK 

HM6040 
GTGTGCGCAATATCGACAGCAAAGGTAAAT-
CAACGAGATGTGTGACGGAAGATCACTTCG 

For recombineering greB with the Cat 
cassette from T-SACK 

HM6041 
TGCCAGCCATCAGCGGGGGCTTAGGATTC-
TTCTTGTCTTAACCAGCAATAGACATAAGCG 

For recombineering greB with the Cat 
cassette from T-SACK 

HM6034 
GCGTTTTTAGTTTTCATGTTTTTACGCGGC- 
GGTGCCAATGTGTGACGGAAGATCACTTCG 

For recombineering uvrD with the Cat 
cassette from T-SACK 

HM6035 
CCGGATAAGACGCGCCATCCGGCACTATG- 
AGAGTCGGTCAACCAGCAATAGACATAAGCG 

For recombineering uvrD with the Cat 
cassette from T-SACK 

HM6036 
CAATCCCTCCCCCGTTCGAAGATTGAGCAC- 
TATTCCCATGTGTGACGGAAGATCACTTCG 

For recombineering rep with the Cat 
cassette from T-SACK 

HM6037 
GTAGTTTGATTGCCGGATGACGCTTCGCTT- 
ATCCGGCCTAACCAGCAATAGACATAAGCG 

For recombineering rep with the Cat 
cassette from T-SACK 

HM6028 
CCGTTGGCGCCACCCGGCAATATCGCAAAC- 
CGGATGGCTATATGGACAGCAAGCGAACCG 

For recombineering rnhA with the 
Kan cassette from T-SACK 

HM6029 
TTTGTTATCGATTTCAATTACAGGAAGTCTA- 
CCAGAGATGCTCAGAAGAACTCGTCAAGAAG 

For recombineering rnhA with the 
Kan cassette from T-SACK 

HM6438 CAATCAGGCGCTTCATCGTG 
For fusing dnaN to an N-terminal 
Ypet tag by recombineering 

HM6439 GCCCTGCAAAATAACGCCAT 
For fusing dnaN to an N-terminal 
Ypet tag by recombineering 

HM6768 GGATCCCCACCATGCTTGTGAAATTC 
Amplify dnaB + 99 bp promoter from 
SL1344, adds a BamHI cut site at 5’ 
end of gene 

HM6769 
GATATCTTAGTGATGGTGATGGTGATGCTC- 
ATCATCGTATTGCGG 

Amplify dnaB 3’ end, adds C terminal 
6x His tag and a EcoRV cute site at 
the 3’ end of the gene 

HM6648 
ATCGGTGAAAATTTCTACCTGTTTAAGCATT- 
GACATTAACCTATAAAAATAGGCGTATCA 

Gibson primer to amplify pGCS for 
rnhA insertion 

HM6649 
GAAGATAGTGGCTACCAGGCGGAAGCTTA- 
GTGATAATAATGGTTTCTTAGACGTCAGGTG 

Gibson primer to amplify pGCS for 
rnhA insertion 

HM6688 
CCCCAGGCAAGAGCCGCGGGTGAAAATT- 
TCTAC 

Quick Change primer to make D10R 
mutation in rnhA gene 

HM6689 
GTAGAAATTTTCACCCGCGGCTCTTGCCT- 
GGGG 

Quick Change primer to make D10R 
mutation in rnhA gene 

HM6690 
GATCGCCGCCATCAGGCGCATACGGTTAT- 
TGG 

Quick Change primer to make E48R 
mutation in rnhA gene 
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HM6691 
CCAATAACCGTATGCGCCTGATGGCGGC- 
GATC 

Quick Change primer to make E48R 
mutation in rnhA gene 

HM6706 
TTGTTATCGATTTCAATTACAGGAAGTCTA- 
CCAGAGATGCATGCATCACCATCACCATC- 
ACCTTAAACAGGTAGAAAT 

Amplify inactive rnhA from pGCS for 
recombineering into ΔrnhA KO, also 
adds 6x His tag to 5’ end of gene 

HM6708 
CAGACCGTTGGCGCCACCCGGCAATATCG- 
CAAACCGATGGTTACCAATGCTTAATCAGTG 

Amplify inactive rnhA + AmpR from 
pGCS for recombineering into ΔrnhA 
(3’ end of gene) 

 

Table 4.2. Primers used in this study to construct chromosomal deletion strains. 

 

 

Construction of greA and greB knockouts 

Kanamycin and chloramphenicol resistance cassettes were amplified with Phusion High-

Fidelity polymerase (Thermo) from T-SACK gDNA (166) using primers HM6042/HM6043 and 

HM6040/HM6041 for deletion of greA and greB, respectively. Amplicons were electroporated 

separately into HM4324 and cells were grown on selective LB agar to yield single knockout 

strains ΔgreA (greA::Kan, HM4527) and ΔgreB (greB::Cat, HM4525). The ΔgreB strain was also 

transformed with pSIM27 in order to construct the double knockout strain ΔgreA ΔgreB 

(HM4529). The greA gene was replaced with the kanamycin resistance cassette in the ΔgreB + 

pSIM27 strain using the same steps as above.  

 

Construction of rep, uvrD, and rnhA knockouts 

Kanamycin and chloramphenicol resistance cassettes were amplified with Phusion High-

Fidelity polymerase (Thermo) from T-SACK gDNA using primers HM6034/HM6035, 

HM6036/HM6037, and HM6028/6029 for deletion of uvrD, rep, and rnhA, respectively. 

Amplicons were electroporated separately into HM4324 and cells were grown on selective LB 
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agar to yield single knockout strains ΔuvrD (uvrD::Cat, HM4481), Δrep (rep::Cat, HM4480), and 

ΔrnhA (rnhA::Kan, HM4378).  

 

Construction of Ypet-DnaN strain 

The N-terminal fusion of Ypet to the Salmonella dnaN gene was amplified with Phusion 

High-Fielity polymerase (Thermo) from HM3756 gDNA using primers HM6438/6439. The 

amplicon was electroporated into HM4324 and cells were grown on selective LB agar to yield an 

N-terminal fusion of Ypet to DnaN. 

 

Construction of DnaB-6x His expression plasmid 

Primers HM6768 and 6769 were used to amplify the dnaB gene, including 99 bp 

upstream of the start codon of the gene, from SL1344 gDNA and add a BamHI and EcoRV 

restriction sites. The resulting amplicon was digested with BamHI/EcoRV and ligated into 

BamHI/EcoRV-digested pWSK29. This plasmid, pHM720, was transformed into SL1344 and 

maintained with carbenicillin. 

 

Construction of inactive rnhA strain 

The ΔrnhA strain was transformed with pSIM27 for recombineering. Primers 

HM6650/6651 were used to amplify the WT rnhA gene from SL1344 gDNA and primers 

HM6648/6649 were used to amplify the pGCS plasmid. The rnhA gene was inserted into the 

pGCS backbone by Gibson assembly. The resulting plasmid was amplified with primers 

HM6688/HM6689 to introduce D10R mutation. The resulting plasmid was purified and 

subsequently amplified with primers HM6690/6691 to introduce the E48R mutation. Both 
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mutations were confirmed by Sanger sequencing. The inactive rnhA gene was amplified from 

this plasmid using primers HM6706/HM6708, which also added a 6x His tag to the 5’ end of the 

gene. The amplicon was electroporated into ΔrnhA + pSIM27 and cells were grown on selective 

LB agar to yield an N-terminally tagged inactive RNase H1. 

 

 

Mammalian Cell Culture 

HeLa cells (ATCC) were grown in high glucose Dulbecco’s minimal essential medium 

(DMEM, Gibco – 11995065) supplemented with 10% heat inactivated fetal bovine serum (FBS, 

R&D Systems), 4 mM L-glutamine (Gibco), and 1X Penicillin/Streptomycin (Gibco). Antibiotic-

free media of the same formulation was used for bacterial infections. Cells were maintained at 

37°C with 5% CO2 and passaged following ATCC guidelines. 

 

 

Seeding and Bacterial Invasion of Mammalian Cells 

HeLa cells at low passage number were seeded at the following densities 16-18 hours 

before infection: 1.5 × 105 cells per well (24-well dish) or 1.14 × 107 cells per plate (15-cm plate). 

Immediately prior to infection, HeLa cells were washed with 1X PBS (Gibco), and antibiotic-free 

media was added to the cells. Cultures of S. Typhimurium were inoculated in LB from single 

colonies and grown overnight at 37°C while shaking. The next day, the precultures were diluted 

back to OD600 = 0.05 in LB and grown at 37°C while shaking until OD600 reached 0.6 

(approximately 2 h). Bacteria were collected by centrifugation, washed in 1X PBS, resuspended 

in antibiotic-free media, and used immediately to infect HeLa cells at an MOI of ~100:1. Bacteria 
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were allowed to invade for 1 h at 37°C with 5% CO2. Bacteria were removed after invasion, and 

HeLa cells were washed once with 1X PBS and fresh antibiotic-free media was added. Thirty 

minutes later (1.5 h p.i.), gentamicin (Gibco) was added to a final concentration of 50 μg/mL for 

the duration of the experiment. Infected HeLa cells were maintained at 37°C with 5% CO2 until 

times indicated. 

 

 

Gentamicin Protection Assays 

HeLa cells were seeded in 24-well dishes and infected with bacteria as described above. 

Extracellular growth of S. Typhimurium was inhibited by gentamicin as described above. At 

indicated time points, infected HeLa cells were washed once with 1X PBS and lysed with ice-

cold 1% Triton X-100 in H2O. Viable bacteria were enumerated by plating on LB agar and grown 

at 37°C overnight.  

 

 

Western Blotting 

HeLa whole cell lysate was prepared in RIPA buffer and diluted into Laemmli sample 

buffer. S. Typhimurium whole cell lysate was prepared in lysis buffer (10 mM Tris-HCl pH 7, 10 

mM EDTA, 1X protease inhibitor, 0.1 mg/mL lysozyme) and diluted into Laemmli sample buffer. 

Lysates were boiled for 10 min and loaded onto a 12% Mini-PROTEAN TGX gel (Bio-Rad). 

Proteins were subsequently transferred to a PVDF nitrocellulose membrane. The membrane 

was blocked for 1 h at room temperature with Intercept PBS blocking buffer (LI-COR) before 

being immunoblotted with anti-RpoB (8RB13, Thermo), anti-Histone H3 (PA5-16183, Thermo), 
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anti-GFP (A-11122, Thermo), or anti-6x His (MA1-21315, Thermo) antibodies overnight at 4°C. 

The blot was incubated with secondary antibodies IRDye-680RD and 800CW (LI-COR) for 30 

min at room temperature before being imaged on a ChemiDoc MP imager (Bio-Rad). 

 

 

Chromatin Immunoprecipitation from Infection 

HeLa cells were seeded in 15-cm plates and infected with bacteria as described above. 

For treatment with rifampicin, 1 mg/mL (final concentration) was added to the media ten minutes 

prior to each time point. At indicated time points, media was removed from infected HeLa cells, 

the cells were washed once with 1X PBS and then crosslinked in 1% methanol-free 

formaldehyde (Thermo) in 1X PBS for 10 min at room temperature. Crosslinking was 

subsequently quenched with 0.5 M glycine. Crosslinked infected HeLa cells were washed twice 

with 1X PBS, then dislodged in 1X PBS by scraping. Cells from two 15-cm plates were 

combined for each replicate and collected by centrifugation. Cell pellets were stored at -80°C for 

future processing. Pellets were thawed on ice and resuspended in 2.5 mL ice-cold NPT lysis 

buffer (169) (50 mM Tris–HCl pH 7.5, 150 mM NaCl, 5 mM EDTA, 0.5 % NP-40, 0.1 % Triton X-

100, complete protease inhibitor cocktail [Roche] added fresh) for 10 min on ice. Lysozyme was 

added to 10 mg/mL and the lysate was incubated at 37°C for 30 min. Lysates were sonicated for 

5 cycles of 30 s on/off (2.5 min total sonication time) at 4°C in a Bioruptor Plus sonication 

system (Diagenode) and pelleted by centrifugation at 8000 RPM for 15 min at 4°C. A 40 μL 

aliquot was taken from the lysate supernatant as the input control. For the immunoprecipitation, 

6 μL RpoB monoclonal antibody (8RB13, Thermo), 6 μL anti-GFP antibody (A-11122, Thermo), 

or 6 μL anti-6x His antibody (MA1-21315, Thermo) was added to the lysate supernatant and 

rotated overnight at 4°C. The next day, 90 μL of a 50% protein A Sepharose bead slurry (GE) 
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was added, and IPs were incubated for 1 h at room temperature with gentle rotation. Beads 

were pelleted by centrifugation at 2000 RPM for 1 min. The supernatant was discarded, and the 

beads were washed six times for 3 min each in wash buffer (50 mM Tris-HCl pH 7.0, 150 mM 

NaCl, 5 mM EDTA, 1% Triton X-100), followed by one wash with TE pH 8.0. The elution was 

carried out at 65°C for 10 min in 200 uL elution buffer I (50 mM Tris pH 8.0, 10 mM EDTA, 1% 

SDS). Beads were pelleted at 5000 RPM for 1 min and the supernatant saved. The beads were 

washed with 150 uL elution buffer II (10 mM Tris-HCl pH 8.0, 1 mM EDTA, 0.67% SDS) and 

pelleted at 7000 RPM for 1 min. The second supernatant was combined with the first eluate. 

The combined eluates and the accompanying input controls were de-crosslinked overnight by 

incubation at 65°C. The following day, the eluates and input controls were treated with 

proteinase K (0.4 mg/mL) at 37°C for 2 h. Sodium acetate was added and the DNA purified by 

phenol:chloroform:isoamyl alcohol extraction. The DNA was precipitated in 100% ethanol at -

20°C and pelleted before being resuspended in resuspension buffer (10 mM Tris-HCl pH 8.0, 1 

mM EDTA). 

 

 

Chromatin Immunoprecipitation from Broth 

Cultures of S. Typhimurium were inoculated in LB from single colonies and grown 

overnight at 37°C while shaking. The next day, the precultures were diluted back to OD600 = 0.05 

in LB and grown at 37°C while shaking until OD600 reached 0.6 (approximately 2 h). Bacteria 

were crosslinked with 1% formaldehyde for 20 min at room temperature before being quenched 

with 0.5 M glycine. Cells were collected by centrifugation and washed once in cold 1X PBS. Cell 

pellets were resuspended in 1.5 mL Solution A (10 mM Tris-HCl pH 8.0, 20% w/v sucrose, 50 

mM NaCl, 10 mM EDTA, 10 mg/ml lysozyme, 1 mM AEBSF) and incubated at 37° C for 30 min. 
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After incubation, 1.5 mL of 2X IP buffer (100 mM Tris pH 7.0, 10 mM EDTA, 2% Triton X-100, 

300 mM NaCl and 1 mM AEBSF, added fresh) was added and lysates were chilled on ice for 30 

min. Lysates were sonicated four times for 10 s (40 s total sonication time) at 30% amplitude 

and pelleted by centrifugation at 8000 RPM for 15 min at 4°C. A 40 uL aliquot was taken from 

the lysate supernatant as the input control. For the immunoprecipitation, 2 uL of RpoB 

monoclonal antibody (clone 8RB13, Thermo), 2 μL anti-GFP antibody (A-11122, Thermo), or 2 

μL anti-6x His antibody (MA1-21315, Thermo) was added to 1 mL of the lysate supernatant and 

rotated overnight at 4°C. The next day, 30 uL of 50% protein A Sepharose bead slurry (GE) was 

added, and IPs were incubated for 1 h at room temperature with gentle rotation. Beads were 

pelleted by centrifugation at 2000 RPM for 1 min. The supernatant was discarded, and the 

beads were washed six times for 3 min each in wash buffer (50 mM Tris-HCl pH 7.0, 150 mM 

NaCl, 5 mM EDTA, 1% Triton X-100), followed by one wash with TE pH 8.0. The elution was 

carried out at 65°C for 10 min in 100 uL elution buffer I (50 mM Tris pH 8.0, 10 mM EDTA, 1% 

SDS). Beads were pelleted at 5000 RPM for 1 min and the supernatant saved. The beads were 

washed with 150 uL elution buffer II (10 mM Tris-HCl pH 8.0, 1 mM EDTA, 0.67% SDS) and 

pelleted at 7000 RPM for 1 min. The second supernatant was combined with the first elution. 

The combined eluates and the accompanying input controls were de-crosslinked overnight by 

incubation at 65°C. The following day, the eluates and input controls were treated with 

proteinase K (0.4 mg/mL) at 37°C for 2 hr. Sodium acetate was added and the DNA purified by 

phenol:chloroform:isoamyl alcohol extraction. The DNA was precipitated in 100% ethanol at -

20°C for 1 hr and pelleted, before being resuspended in resuspension buffer (10 mM Tris-HCl 

pH 8.0, 1 mM EDTA). 
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PIC Deep Sequencing and Data Processing 

Sequencing libraries were prepared using a Nextera XT DNA Library Preparation kit 

(Illumina). Libraries were deep sequenced by the Vanderbilt Technology for Advanced Genomics 

(VANTAGE) sequencing core (Vanderbilt University) on an Illumina NovaSeq platform, resulting 

in approximately 24M x 150 bp paired-end reads per sample. Raw reads were trimmed 

(Trimmomatic v0.39 (170)) then mapped to the S. enterica serovar Typhimurium strain SL1344 

genome (GenBank: FQ312003.1) using Bowtie2 v2.2.5 (171). Both PCR and optical duplicates 

were removed using Picard v1.3 (Broad Institute) and bam files were sorted and indexed using 

SAMtools v1.13 (172).  

The number of reads mapping to each gene in both the IP and input samples was 

quantified using featureCounts v2.0.3 (173) and then normalized to total mapped reads. For 

each gene, the normalized number of reads in the input sample was subtracted from the 

normalized number of reads in the IP sample and averaged across three independent replicates 

to calculate “normalized read count.” For any gene where this calculation resulted in a negative 

number, the normalized read count was redefined as 0 for that gene. At this point, rDNA genes 

were excluded from further analysis. Genes were then categorized into five groups based on 

transcription level using K-means clustering for each individual condition. Transcription level 

was defined by the normalized read count in the wild-type sample for each condition. The three 

groups containing the most transcribed genes for each condition were used for further analysis. 

Ratio d was calculated for these genes by dividing the normalized read count for the ΔgreA 

ΔgreB strain by the normalized read count in the wild-type strain. Ratio d’ was calculated by 

dividing d from the 1 h p.i. or 8 h p.i. condition by the d from the broth condition. Heatmaps were 

plotted and hierarchical clustering was performed using the pheatmap package in Rstudio. 

Gene ontology functional enrichment analysis was performed using the PANTHER v.14 (174) 

pipeline through The Gene Ontology Resource (175, 176). 
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For enrichment analysis, peaks were called from processed bam files using macs2 v.2.2.7.1132 

and assigned to genome features using the “closest” tool from the BEDTools suite v.2.30.0 

(177).  

To visualize relative enrichment, bam files were normalized to the total number of 

mapped reads and the ratio of IP versus input read depths was calculated using the 

bamCompare tool from the deepTools suite v3.5.1 (178) to generate bedgraph files. These 

bedgraph files were visualized on the Integrated Genomics Viewer (igv) platform v2.12.1 (179). 

All statistical tests were performed in GraphPad Prism v9. 

 

 

Quantitative PCR 

Quantitative PCRs (qPCRs) were performed using SsoAdvanced SYBR Green master 

mix (Bio-Rad) and the CFX96 Touch Real-Time PCR system (Bio-Rad). Data were normalized 

to gene copy number by the ratios of input to IP samples. Relative enrichment was determined 

by the ratio of gene copy number for the target gene to eutN (primers listed in Table 4.3). 

Statistical analysis was performed in GraphPad Prism v9. 
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Primer Sequence Description 

HM5726 TCGACCGGTGATAATTCGCT S. Typhimurium eutN qPCR 

HM5727 CGCTATCGACAGTATCGGGG S. Typhimurium eutN qPCR 

HM6792 GCCCGAGTTGGATCGTCTTC S. Typhimurium ssaK qPCR 

HM6793 CTGCCGTTTTTGCCTGTCAT S. Typhimurium ssaK qPCR 

HM6788 CGGTTGCTATGCCAATCTGC S. Typhimurium gstA qPCR 

HM6789 CGGTTATGTCGCCAACCTGA S. Typhimurium gstA qPCR 

HM6784 AATCCAGCGGCCCTATTTGT S. Typhimurium virK qPCR 

HM6785 TCCGGAAAGGACTGAACGAA S. Typhimurium virK qPCR 

HM7065 CGAACGCCGTGAGTTTGATG S. Typhimurium phoP qPCR 

HM7066 TAATGCGCCGTAATAGCGGT S. Typhimurium phoP qPCR 

HM6780 TTTTCCCCGCCCGATTACTG S. Typhimurium cspA qPCR 

HM6781 CGTCAAACCGTTGAGCACAT S. Typhimurium cspA qPCR 

HM6794 TCTATCTGCTCGTTGGCACG S. Typhimurium mgrB qPCR 

HM6795 GGTGCGTTTTCTCTTGCATCT S. Typhimurium mgrB qPCR 

 

Table 4.3. Primers used for qPCR amplification in this study. 

 

 

Bacterial RNA Isolation for RNA-seq 

HeLa cells were seeded and infected with S. Typhimurium (12 15-cm plates for WT and 

24 15-cm plates for ΔgreA ΔgreB) as described above. Bacterial RNA was isolated from 

infected HeLa cells essentially as described previously (110). Briefly, HeLa cells were washed 

once with pre-chilled 1X PBS after 8 h p.i. and lysed on ice in 15 mL lysis buffer (0.1% SDS, 1% 

acidic phenol, 19% ethanol in water, ice cold), which also served to stabilize the RNA. Lysates 

from each plate were collected by scraping and pooled together. Bacteria were collected from 

the lysates by centrifugation at 3,300 x g for 30 min at 4°C. The pellet was washed three times 

in wash buffer (0.1% acidic phenol, 19% ethanol in water, ice cold) and centrifuged at 3,800 x g 

for 30 min at 4°C each time. After the final wash, the bacteria were resuspended in <1 mL wash 

buffer, moved to a 1.5 mL microcentrifuge tube (bacteria for each S. Typhimurium genotype 

were combined at this point), and collected by centrifugation at 16,000 x g for 2 min at 4°C. The 
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pellet was resuspended in 1 mL TRIzol on ice by pipetting up and down ~ 60 times. The 

resuspended pellet was stored at -80°C. Total RNA was extracted as previously described (180) 

and stored at -80°C prior to DNase treatment (below). The infection process and RNA isolation 

for library preparation/deep sequencing was performed in duplicate, yielding two independent 

replicates for both WT and ΔgreA ΔgreB strains. 

In parallel, RNA was extracted from WT and ΔgreA ΔgreB S. Typhimurium grown in 

broth culture (LB-Lennox) as a control. Overnight cultures grown from single colonies were 

diluted back to OD600 = 0.05 in LB-Lennox and grown at 37°C while shaking. Once the culture 

reached an OD600 of 0.6., 1.5 mL of cells were mixed with 1.5 mL 100% ice-cold methanol and 

incubated on ice for 10 min. Bacteria were collected by centrifugation at 4,000 rpm for 5 min and 

immediately used for total RNA extraction using the GeneJET RNA Purification Kit (Thermo) 

according to the manufacturer’s instructions. Purified RNA was stored at -80°C prior to DNase 

treatment (below). RNA was isolated for library preparation/deep sequencing from three 

independent replicates for both WT and ΔgreA ΔgreB strains. 

A 1 μg sample of RNA from each condition (two replicates/infection, three 

replicates/broth) was treated with RNase-free DNase I for 40 min at 37°C. The digestion was 

quenched by addition of EDTA and incubation at 65°C for 10 minutes. RNA was stored at -80°C 

prior to library preparation. 

 

 

cDNA Library preparation, Deep Sequencing, and Data Processing 

Ribo-depletion, library preparation, and deep sequencing were all performed by the 

VANTAGE Sequencing Core (Vanderbilt University). DNase-treated total RNA samples (500 ng) 

were depleted of rRNA using NEBNext rRNA Depletion Kit (New England Biolabs [NEB]). 
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Libraries were prepared using NEBNext Ultra II Directional RNA Library Prep Kit for Illumina 

(NEB) with indices from NEBNext Multiplex Oligos for Illumina (NEB). Libraries were deep 

sequenced on an Illumina NovaSeq platform, resulting in approximately 50M x 150 bp paired-

end reads per sample. 

Raw reads were trimmed (Trimmomatic v0.39 (170)) and mapped to the S. enterica 

serovar Typhimurium strain SL1344 genome (GenBank: FQ312003.1) using Bowtie2 v2.2.5 

(171). Both PCR and optical duplicates were removed using Picard v1.3 (Broad Institute) and 

bam files were sorted and indexed using SAMtools v1.13 (172). The number of reads mapping 

to each gene was quantified using featureCounts v2.0.3 (173), from which transcripts per million 

(TPM) was calculated by hand. Differential expression analysis of loci with more than 10 

mapped reads total across all samples was performed with Deseq2 v1.38.3 (181) in Rstudio 

v4.2.3. Plots were created using ggplot2 v3.4.3 in Rstudio or GraphPad Prism v9. Gene 

ontology functional enrichment analysis was performed using the PANTHER v.14 pipeline (174) 

through The Gene Ontology Resource (175, 176). 
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APPENDIX A 

SUPPLEMENTAL TABLE LEGENDS 

 

 

Table S2.1. Top transcribed genes in cells grown in broth, 1 h p.i., and 8 h p.i. List of the 

top transcribed genes as determined by k-means clustering for each condition. Values represent 

the average normalized read count and the ratio of the normalized read counts of three 

independent replicates. This table also lists the 283 top transcribed genes that arise in all three 

conditions. 

 

Table S2.2. RNAP occupancy changes for the top transcribed genes as categorized by 

hierarchical clustering. Lists the top transcribed genes for each condition that fall into each 

hierarchical cluster, as determined by pheatmap function in R. Values represent the average 

normalized read count and the ratio of the normalized read counts of three independent 

replicates. Also lists the manually annotated functions of genes in clusters three and four for the 

8 h p.i. condition. 

 

Table S2.3. RNA-seq summary. Tab 1 shows raw read counts per gene for each individual 

replicate for both conditions (broth and 8 hours p.i.). An average of 588,000 reads mapped to 

features in the infection condition, approximately 1.5 million reads mapped to features in the 

broth condition. Tab 2 shows TPM calculated for every gene per individual replicate for both 

conditions (see methods). Tab 3 shows differential expression as determined by DEseq2 for 

ΔgreA ΔgreB cells versus WT cells at 8 h p.i. Only genes with more than ten mapped reads are 

included (total = 4504 genes). Tab 4 shows differential expression of genes in SPI-1 and SPI-2. 

Tab 5 shows differential expression analysis of only those genes where differential expression 

was statistically significant (FDR < 0.05, total = 1184 genes). Tab 6 shows differential expression 

analysis of only those genes where the differential expression (as determined by log2 of the fold 

change) differed by more than two-fold (log2FoldChange ≥ |1|, total = 713 genes). Tab 7 shows 

differential expression analysis of genes from Tab 6 that are upregulated (344 genes). Tab 8 

shows differential expression analysis of genes from Tab 7 that are downregulated (369 genes). 
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