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6.1 Conceptualization of the reduced-complexity model for sinuosity-driven hyporheic ex-
change. (A) Examples of meandering channels at different scales (images taken from
Google Earth). The river in the upper image illustrates the alluvial valley axis (solid black
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curve for different values of the maximum angular amplitude θ0. In these synthetic me-
anders, the wavelength (λ = 100), flatness coefficient (J f = 1/192), and skewness coeffi-
cient (Js = 1/32) are constant, except for the last meander where Js = 1/10. Planimetric
view (C) and longitudinal view along the channel (D) of the domain used in the model.
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boundaries. Our analyses focus on the meander bend in the middle of the domain. The
alluvial valley length is B = 3λ , which is selected to minimize numerical artifacts in the
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6.3 Flow field and sinuosity-driven hyporheic zone within the alluvial aquifer. The magnitude
of the dimensionless flux (Q∗; colors), dimensionless hydraulic head (white contours), and
hyporheic streamlines (black lines) for four meander topologies (columns) under neutral
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6.7 Biogeochemical potential in the ΠC,c - DaO domain (Panel A). Each point in this domain
represents potential Pi for a single meander with dimensionless parameters ΠC,c and DaO
(e.g., Panel B). The x-axis separates the domain into meanders exposed to carbon-limited
(ΠC,c < 1) and oxygen-limited (ΠC,c > 1) boundary conditions, while the y-axis sepa-
rates the domain into meanders characterized by reaction-limited (DaO < 1) and transport-
limited (DaO < 1) conditions. For reference, we include histograms for typical values of
the dimensionless variables found across the Conterminous US and their corresponding
5%, 25%, 50%, 75%, and 95% percentiles (yellow boxes and point). Generally, this dia-
gram results in two characteristic zones: one for hyporheic zones that act as net sources of
the constituent (Pi < 0; red colors) and one for meanders that act as net sinks (Pi > 0; blue
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tention. The solid black line shows the zero contour line. The horizontal dashed line
is the division between transport-limited (log(DaO) > 0) and reaction-limited systems
(log(DaO)< 0). The vertical dashed lines is the division between carbon-limited (ΠC,c <
0) and oxygen-limited systems (ΠC,c > 0). For reference, we include histograms for typ-
ical values of the dimensionless variables found across the Conterminous US and their
corresponding 5%, 25%, 50%, 75%, and 95% percentiles (yellow boxes and point). . . . 87

6.9 Potential of retention of nitrates for the polluted river channel case and P0 = 0.02%.
The columns denote different meander topologies described by the sinuosity (σ ). The
rows separate the regional gradient ΠJy . The colors show the potential for biogeochem-
ical retention. The solid black line shows the zero contour line. The horizontal dashed
line is the division between transport-limited (log(DaO) > 0) and reaction-limited sys-
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6.10 Effect on POC concentration in the biogeochemical potential for DOC and NO−
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mations for meanders of moderate sinuosity (σ = 3.1) and neutral regional groundwater
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7.1 Structure of the WigglyRivers Python package. The blue boxes represent the main classes
of the package. The yellow boxes represent the classes and functions that make river-
related computations, such as river extractions, scaling, and resampling, among others.
The red boxes represent wavelet-related functions, the magenta boxes represent plotting-
related functions, and the green boxes are utility-based functions. The lines show the
connection between the package sections and where to expect the computations to be made. 97
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7.2 (a) Idealized river planimetry is shown in the black solid line in the first panel. (b) and
(c) show the curvature and direction-angle calculated from the river planimetry. The half-
meander is bounded by the inflection points (red dots and red dashed line), and the full-
meander is bounded by the maximum points in the curvature (blue dots and green dashed
line). The half-meander is characterized by the half-meander arc-wavelength (λhm), valley
length (Lhm), and amplitude (Ahm). Similarly, the full-meander is characterized by the
full-meander arc-wavelength (λ f m), valley length (L f m), and amplitude (A f m). The radius
of curvature (Rhm) is calculated for the half-meander. The gold solid line denotes the
distance in the neck (Ln), and the solid magenta line denotes the largest distance within
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points in the curvature upstream (λhm,u) and downstream (λhm,d) of the half-meander are
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calculated with equation (7.2), CWT of the curvature below, the GWS on the right is
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The same arrangement is given on (c) direction-angle, calculated with equation (7.3). The
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7.10 (a) hexbin plot of the overlapping fractions (Foa and Fma) of the automatic and manual
identification of full-meander bends, calculated with equation (7.8). The color scale rep-
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A.4 Comparison between five empirical models for the fluid electrical resistivity. The first row
shows the comparison between the models for a range of values of concentration of so-
lutes (c) (NaCl, in this case) and temperature (T). The black dots denote the concentration
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C.1 Sensitivity analysis on the number of meanders. While panels (A) through (D) show the
dimensionless vertical integrated fluxes (Q∗), panels (E) through (H) show the potential
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Part I

Imaging the Multiscale, Nested

Structure of Groundwater Flow in

Mountainous Terrains
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CHAPTER 1

Introduction

Mountains are ubiquitous water sources vital to humans and ecosystems (Viviroli et al., 2007). In the face

of unprecedented climate and land-use changes, natural and anthropogenic stresses can significantly impact

these water sources and increase the risk of water scarcity in lowland areas, especially in arid and semiarid

regions, where the water supply is insufficient to meet the increasing demand (Viviroli et al., 2007; Hare

et al., 2021; Messerli et al., 2004; Pimentel et al., 1999; Qadir et al., 2007; Rijsberman, 2006; Cuthbert

et al., 2019; Scanlon et al., 2012a; Kang and Jackson, 2016). The sustainable use of “unconventional” water

resources, like brackish aquifers (Stanton and Dennehy, 2017), has emerged as an alternative to offset the

ever-increasing deficit of water in these arid environments. However, these sources are intimately linked and

cannot be assessed independently as the quantity and quality of brackish resources depend on the mountain

sources that replenish them. In other words, sustainable management of water resources in arid regions

requires a detailed understanding of the unobserved and typically underappreciated flow field within the

mountain-to-valley transition. This part of the dissertation offers a novel approach to address this challenge.

Traditional conceptualizations assume that the role of groundwater in mountainous terrains is relatively

shallow (less than 100 meters deep) (Condon et al., 2020b; Fan, 2015), partly due to the lack of information

on deeper systems (Condon et al., 2020b; Carroll et al., 2020; Markovich et al., 2019). However, recent

studies have combined geophysical and geochemical observations to show that deep regional groundwater

flow can play a crucial role in the overall water, solute, and energy budgets of mountain systems (Carroll

et al., 2020; Frisbee et al., 2017; McIntosh and Ferguson, 2021; Gabrielli et al., 2012; White et al., 2021;

Kim et al., 2022a). The limited nature of these resulting shallow conceptualizations has crucial implications

for assessing conventional and unconventional water resources, as traditional modeling approaches tend to

ignore regional groundwater contributions, potentially misinterpreting water, solutes, and energy fluxes, and

therefore the importance of biogeochemical processes occurring at multiple scales (Condon et al., 2020b;

Frisbee et al., 2017; Riebe et al., 2017).

This part of the dissertation addresses these limitations by combining geophysical and geochemical ob-

servations with flow and transport models to characterize the nested nature of groundwater flow in mountain-

to-valley systems. This characterization offers crucial insight into the quality and recharge rates of water

resources in lowland aquifers. Given the nature of these systems, the characterization can be achieved by

using geophysical methods, particularly electromagnetic methods like magnetotellurics (MT), as they can

image at depths of kilometers (Spies, 1989; Meqbel et al., 2013; Egbert et al., 2022).
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To show the potential of an MT geophysical survey, we use idealized groundwater flow and transport of

heat and solutes simulations to explore a range of mountain-to-valley settings with variations on geological

characteristics in Chapter 2. Then, in Chapter 3, we used a cross-section of the Tularosa Basin in New Mexico

and modeled the transport of water, energy, and solutes through the system and explore the potential of MT

surveys in the study area to describe the multiscale nature of flow in the Sacramento Mountains and their

influence on brackish groundwater resources distribution in the Tularosa Basin. We picked the Tularosa basin

because it has been proposed as a potential source of water for Las Cruces and Alamogordo, NM, and hosts

the U.S. Bureau of Reclamation’s National Inland Desalination Research Center, a critical testbed to assess

the potential of brackish aquifers as an “unconventional” resource (Bureau of Reclamation, 2022; Newton

and Land, 2016).

As shown throughout Part I, this approach can potentially image the nested nature of flow within the

mountain-to-valley system feeding this testbed and offer a novel tool to characterize water sources in similar

landscapes. Furthermore, the characterization of these deep groundwater systems is essential for understand-

ing the multiscale hydrologic processes occurring in mountain systems(Markovich et al., 2019; Robinson

et al., 2008; Wilson and Guan, 2004).
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CHAPTER 2

Groundwater Circulation within the Mountain Block: Combining Flow and Transport Models with

Magnetotelluric Observations to Untangle Its Nested Nature

This chapter is a modified version of a paper submitted to Water Resources Research. Gonzalez-Duque,

D., Gomez-Velez, J. D., Person, M. A., Kelley, S., Key, K., & Lucero, D. (2023). Groundwater Circulation

within the Mountain Block: Combining Flow and Transport Models with Magnetotelluric Observations to

Untangle Its Nested Nature (Accepted). Water Resources Research.

Abstract

Mountains are vital water sources for humans and ecosystems, continuously replenishing lowland aquifers

through surface runoff and mountain recharge. Quantifying these fluxes and their relative importance is es-

sential for sustainable water resource management. However, our mechanistic understanding of the flow and

transport processes determining the connection between the mountain block and the basin aquifer remains

limited. Traditional conceptualizations assume groundwater circulation within the mountain block is pre-

dominantly shallow. This view neglects the role of deep groundwater flowpaths significantly contributing to

the water, solute, and energy budgets. Overcoming these limitations requires a holistic characterization of

the multiscale nature of groundwater flow along the mountain-to-valley continuum. As a proof-of-concept,

we use a coupled groundwater flow and transport model to design a series of numerical experiments that

explore the role of geology, topography, and weathering rates in groundwater circulation and their result-

ing resistivity patterns. Our results show that accumulating solutes near stagnation zones create contrasting

electrical resistivity patterns that separate local, intermediate, and regional flow cells, presenting a target for

magnetotelluric observations. To demonstrate the sensitivity of magnetotelluric data to features in our re-

sistivity models, we use the MARE2DEM electromagnetic modeling code to perform forward and inverse

simulations. This study highlights the potential of magnetotelluric surveys to image the resistivity structure

resulting from multiscale groundwater circulation through relatively impervious crystalline basement rocks in

mountainous terrains. This capability could change our understanding of the critical zone, offering a holistic

perspective that includes deep groundwater circulation and its role in conveying solutes and energy.
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Plain-text Summary

Mountains are vital water sources for humans and ecosystems, continuously replenishing lowland aquifers

through surface runoff and mountain recharge. Quantifying these fluxes and their relative importance is es-

sential for sustainable water resource management. Here, we present a novel approach to characterize the

nested nature of groundwater flow along the mountain-to-valley continuum by combining flow and transport

models and magnetotelluric (MT) geophysical surveys. We assess the approach’s potential by creating vir-

tual realities that mimic realistic patterns of subsurface electrical resistivity. Then, using an inverse modeling

approach, we test the ability of different MT survey configurations to reconstruct the resistivity fields. Our

analysis shows that the accumulation of solutes in subsurface low-velocity zones (i.e., stagnation zones) re-

sults in resistivity fields with enough contrast to image the local, intermediate, and regional groundwater flow

cells. While this study is conceptual in nature, we aim to offer a framework for geophysical exploration that

can characterize the critical zone without neglecting deep groundwater circulation and its role in conveying

solutes and energy.

2.1 Introduction

Mountains are an abundant source of surface and subsurface water vital to humans and ecosystems (Viviroli

et al., 2007). Natural and anthropogenic stresses, a product of unprecedented climate change, population

growth, and land use, critically impact these water sources, increasing the risk of water scarcity in lowland

areas, especially in arid and semi-arid environments where water supply is insufficient to meet the increasing

demand (Messerli et al., 2004; Viviroli et al., 2011, 2020). The sustainable use of “unconventional” water

resources, like brackish aquifers, has emerged as an alternative to offset the ever-increasing water deficit in

these arid environments (Robinson et al., 2019; Stanton and Dennehy, 2017; Stanton et al., 2017). How-

ever, these sources are intimately linked and cannot be assessed independently, as the quantity and quality of

brackish resources depend on the mountain source that replenishes them. In other words, sustainable manage-

ment of water resources in arid regions requires a detailed understanding of the flow and transport along the

mountain-to-valley transition, particularly the unobserved and typically underappreciated flow field within

the mountain block.

The mountain block is an area with significant topographic relief primarily formed by a bedrock matrix

with fractured and unfractured regions (Wilson and Guan, 2004). How these mountain systems recharge

lowland aquifers has been an active area of research for groundwater hydrologists over the past decades,

with significant advances made in the mechanistic understanding of this process (Markovich et al., 2019).

One characteristic approach divides the water that enters the lowland aquifer originating from the mountain

block, known as mountain-front recharge (MFR), into two main components: (i) water-table recharge at the
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mountain-front zone (direct MFR) and (ii) mountain-block recharge (MBR) (Wilson and Guan, 2004). MBR

represents only the portion directly of the MFR that comes from the regional groundwater sources moving

within the mountain block (Markovich et al., 2019; Wilson and Guan, 2004). Both of these processes provide

significant amounts of water to lowland areas and can be the primary source of recharge in arid regions

(Scanlon et al., 2006, 2012b). Over the past two decades, the hydrologic community has made fundamental

advances in MBR science (Markovich et al., 2019). However, there is still considerable uncertainty when it

comes to identifying and measuring the depth of groundwater circulation through mountain blocks (Condon

et al., 2020a; Markovich et al., 2019). This uncertainty is exacerbated by the scarcity of data for hydrogeologic

parameters, such as hydraulic conductivity, porosity, and flow rates for deeper groundwater flow systems in

various geologic settings (Carroll et al., 2020).

Traditional conceptualizations of groundwater circulation through the mountain block have evolved over

the years (Markovich et al., 2019; Somers and McKenzie, 2020). Early ones assumed the groundwater flow

only occurred in the permeable soil above the bedrock (Fan, 2019; Mosley, 1979; Tani, 1997); however, this

assumption has been challenged in the light of new data. For example, irrigation experiments performed

in the Panola Mountain Watershed in Georgia (Tromp-van Meerveld et al., 2007) and the western Cascade

Range in Oregon (Graham et al., 2010) found considerable infiltration of water into the bedrock (91% in the

Panola Mountain and 27% in the Cascade Range). This infiltration can circulate at different depths within

the mountain block. A recent study for the Copper Creek watershed in Colorado used a hydrologic model

and baseflow age estimates from dissolved gas tracers to constrain these depths, suggesting that circulation

can exceed 100 meters (Carroll et al., 2020). Another study estimated circulation depths from 0.2 km to

over 1.2 km using quartz-silica geothermometry for two watersheds in New Mexico and Colorado, thus

challenging existing hydrogeological models in these areas (Frisbee et al., 2017). Similar depth ranges of

groundwater circulation were presented in another study that used the stable isotopes of water (δ 2H and δ 18O)

in wells across North America to determine the extent of meteoric water circulation, indicating that water can

flow deeper than 2 km in areas with high topographic relief (McIntosh and Ferguson, 2021). Similarly,

analog studies using residence time data from environmental tracers have shown the important contribution

of old groundwater to streamflow (Meyers et al., 2021; White et al., 2019, 2021). Person et al. (2024)

argued that in mountainous terrains of the Paradox Plateau, USA enhanced mountain from recharge occurs

where the crystalline basement cropped out. These findings are consistent with a permeable (10−14 to 10−16

m2) crystalline basement and supported groundwater age dates (14C, 81Kr) and salinity inversions within

lowland basal sedimentary aquifer systems (Kim et al., 2022b). Hydrothermal investigations within the desert

southwest of the United States suggest MBR fluid circulation depths of 3-6 km (Barroll and Reiter, 1990;

Mailloux et al., 1999; Pepin et al., 2014). Lastly, simulations performed in the Swiss Alps suggest meteoric
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water recharge through faults of depths of ∼10 km to explain thermal anomalies (Alt-Epping et al., 2021).

From a modeling perspective, significant contributions have been made in determining the features con-

trolling deep groundwater circulation. We know that water flowpaths through the mountain block are multi-

scale and nested in nature. This behavior results from the interaction between local, intermediate, and re-

gional flowpaths driven by the topographic features of the mountain (Tóth, 1963). While local and inter-

mediate flowpaths recharge streams in sub-catchments within the mountain block, regional flowpaths move

large amounts of water, energy, and solutes through deep systems contributing to MBR (Gomez and Wil-

son, 2013; Markovich et al., 2019). The latter has substantial implications on streamflow generation and the

water budgets at catchment scales (Fan, 2019; Flerchinger and Cooley, 2000; Frisbee et al., 2017; Fujimoto

et al., 2016; Voeckler et al., 2014). Frisbee et al. (2017) showed that the streamflow is not an accumulation

of near-surface hillslope responses but a combination of the latter and flow through bedrock. Studies have

used 2D and 3D numerical simulations of groundwater flow through mountainous terrains to investigate the

most prominent features affecting this nested nature. These studies have determined that the vertical extent

of local and regional flowpaths and their relative recharge are highly dependent on the topographic relief,

the depth of the water table, and the hydraulic parameters of the mountain block (Gleeson and Manning,

2008; Welch et al., 2012; Welch and Allen, 2012, 2014). The interaction of these flowpaths also produces

a mixing between young and old water within the mountain block that is translated to the lowland aquifers,

producing longer tails in the residence time distributions (Frisbee et al., 2013a; Gomez and Wilson, 2013).

This behavior has also been shown to depend on topographic relief and variations in hydraulic parameters

(Cardenas and Jiang, 2010; Jiang et al., 2010). Lastly, the interplay between flowpaths produces stagnant

zones in the meeting branches of local and regional flowpaths, where solutes and heat accumulate within the

mountain block (An et al., 2014; Jiang, 2012; Jiang et al., 2011, 2014). As expected, topographic relief and

hydraulic conductivity also play an essential role in the location of the stagnation zones within the mountain

block (Jiang et al., 2011).

Samples from hydrologic systems (i.e., streams, lakes, and wells) encapsulate the effects of a myriad of

flowpaths, representing a wide range of spatial and temporal time scales (Frisbee et al., 2013b). To interpret

these samples, we typically divide the catchment into active and inactive zones (e.g., Mayo et al., 2003),

conceptualizing the effective circulation occurring within the shallow active region and therefore ignoring

the role of deeper flowpaths (Frisbee et al., 2017), which might not be a reasonable assumption. The samples

from these systems represent the interaction between the local, intermediate, and regional flow systems.

Conceptualizing a shallow circulation through the mountain block will likely result in an underestimation

of the transport processes occurring within the system, leading to deceptive simulation results that do not

conform with the samples taken.
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The use of geophysical measurements is promising, as they constitute an extensive, cost-efficient, and

non-invasive vertical exploration tool of shallow and deep subsurface characteristics. Novel inversion tech-

niques (e.g., Binley et al., 2010, 2015; Ferré et al., 2009; Rubin and Hubbard, 2005) have shown that geo-

physical surveys can go beyond the mapping of petrophysical properties (e.g., electrical conductivity, seis-

mic velocities, and dielectric constant) to the inference of spatiotemporal variations of hydraulic parameters

(i.e., porosity and hydraulic conductivity) and state variables (i.e., solute concentration and water content,

among others), providing fundamental information about hydrogeological parameters and processes (Rubin

and Hubbard, 2005). The ability to detect groundwater through geophysical methods depends on the degree

of saturation and how this saturation causes contrasts of bulk petrophysical properties for different lithologi-

cal settings. For instance, in fully saturated systems, the p-wave velocities tend to be larger, resistivity values

tend to be smaller, and permittivity values positively correlate with the water content (Kirsch, 2009). The

range of probable values for each property relies on the lithological setting, the chemistry of water, and the

method used (Kirsch, 2009). The use of electrical resistivity-based geophysical methods has allowed the

identification of water infiltration through the vadose zone (Daily and Ramirez, 1995) and fractured bedrock

(Cassiani et al., 2009), the quantification of spatial patterns of groundwater recharge (Behroozmand et al.,

2019; Cook et al., 1992), the estimation of subsurface hydraulic parameters and state variables (Herckenrath

et al., 2013; Hinnell et al., 2010; Pollock and Cirpka, 2012), mapping submarine and subglacial groundwater

saline aquifers (Gustafson et al., 2019, 2022), mapping the saline lithology in the Dead Sea Basin (Meqbel

et al., 2013), studying fluid transport in the lithology of the crust (Egbert et al., 2022), and the exploration of

geothermal systems (Blake et al., 2016; Marwan et al., 2021; Peacock et al., 2016, 2020), among other appli-

cations. The vertical investigation extent of a survey strongly depends on the geophysical method used. For

example, while electrical resistivity tomography (ERT) data allow for a shallow exploration (generally less

than 500 m), magnetotelluric (MT) data can be sensitive to depths of order 100 m to more than 10 km (Fig-

ure 2.1a), depending on the frequency bandwidth of the data (Chave et al., 2012). Furthermore, the current

borehole information across the United States, extracted from the Geochemical Database for the Brackish

Groundwater Assessment (Qi and Harris, 2017; Stanton et al., 2017), shows abundant information above 150

m deep, leaving deeper systems unmeasured all across the U.S. (Figure 2.1b). The latter shows the potential

of using MT to provide additional information in the deeper parts of the hydrological systems.

Information gathered from MT surveys in mountainous terrains can provide crucial information about

the subsurface fluid flow and geology of the system. With fluid flow in mind, a crucial question is whether

electromagnetic data can detect regional to local groundwater flow systems in mountain blocks. A study

on the Dosit River in China (Jiang et al., 2014) seems to point in that direction. MT surveys performed in a

cross-section of the Dosit River show contrasting resistivities that decrease with depth in areas where brackish
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groundwater is present (see Figures 2 and 3 in their study and Figure A.1 in the Appendix A). The authors

argue that the differences in resistivities are not related only to the geology but to the saline groundwater

circulating at those depths. This study provides important insight into how the nested nature of the flow

system in mountainous terrains produces distinct resistivity patterns on MT surveys.

Figure 2.1: (a) after Binley et al. (2015), comparison of horizontal and vertical survey scales for electrical
resistivity tomography (ERT) with 1, 5, and 10 m electrode array spacing Bernard (2003), frequency domain
electromagnetics (FDEM) with 3.5 m coil instrument, time domain electromagnetics (TDEM) with 50 and
500 m loop soundings at multiple stations along a transect (Bear et al., 2013), and magnetotellurics (MT)
with 1 km spacing between stations. MT can survey deeper than 2 km, and its investigation depth depends
on the conductivity, duration and sampling rate of the deployment, and the upper and lower frequency limits
Spies (1989); Chave et al. (2012). (b) Histogram for groundwater borehole logging depth in the U.S. Qi and
Harris (2017); Stanton et al. (2017)

This work explores how MT surveys can provide information about the nested nature of flow in mountain-

to-valley systems recharging lowland aquifers through regional circulation paths. To achieve this objective,

we propose a handful of idealized mountain-to-valley conceptual models similar to the geologic setting of

the Tularosa Basin in south-central New Mexico (see Figures A.2 and A.3 in the Appendix A). Water chem-

istry measurements performed in this area points to recharge from the Sacramento Mountains (Mamer et al.,

2014), where water in the basin becomes older and more saline further away from the mountain block (Fig-

ure A.2 in the Appendix A). We explore various numerical experiments that account for different types of

hydrological systems, exploring the role of topography, geology, and weathering rates. The groundwater flow

and transport models we used are fully coupled by equations of state that connect variations in density and

viscosity with changes in temperature and pressure. We also investigated the environmental age distribution

at discharge sections of the watershed and compared the predicted distribution to previous observations made
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in the Tularosa Basin by Eastoe and Rodney (2014) and Mamer et al. (2014) (Figure A.2 in the Appendix A).

Lastly, we used a modified version of Archie’s Law proposed by Glover et al. (2000) to explore how flow and

transport affect the electrical resistivity of the system. 2D forward and inverse models of resistivity computed

from flow and transport were investigated using MARE2DEM, a freely-available adaptive finite element code

for the 2D EM modeling (Key, 2016).

2.2 Methods

2.2.1 Conceptual Model

Our groundwater system is a simplified conceptualization of a mountain-to-valley transition within an ex-

tensional tectonic setting. We used the Sacramento Mountains and the Tularosa Basin in south-central New

Mexico as inspiration (Figures A.2 and A.3). This modeling approach is intended as a sensitivity study within

an idealized rift basin, and it is in the spirit of previous efforts that draw fundamental insight from simpli-

fied domain conceptualizations (e.g., Forster and Smith, 1988; Freeze and Witherspoon, 1967; Garven and

Freeze, 1984; Person and Garven, 1994). Bedrock in the Sacramento Mountains is comprised of Paleozoic

carbonates, sandstone, shale, and gypsum about 1.2 km thick overlying Proterozoic metasedimentary and

crystalline basement (Kelley et al., 2014a; Newton and Land, 2016). The mountain block represented within

our model is idealized and does not consider evaporite beds such as gypsum. No layers of Paleozoic strata

are considered, and we assume that basement permeability is controlled by fracture networks. Our alluvium

is divided into an alluvial fan (domain III in Figure 2.2a), a distal alluvial fan (domain I in Figure 2.2a), and

an old alluvium that is cemented and hence we did not include a high permeability zone adjacent to the fault

(domain II in Figure 2.2a). The horizontal extent of the conceptual model (Figure 2.2a) is 65 km divided

between alluvium (Lv = 52 km) and a mountain block (Lm = 13 km). A fault zone characterizes the transition

from mountain to valley at the piedmont of the mountain range. The fault zone has a dip angle of 55◦ and a

thickness of 100 m. The alluvium surface has a constant slope of Sv = 0.0001 from the proximal piedmont

deposits near the mountain front to basin floor deposits toward the left boundary (∂Ωl). The mountain block

is simplified to follow a Tóthian-like system (Tóth, 1963, 2009) described with a sinusoidal function. The

complete surface topography (i.e., boundary ∂Ωs) in the model is represented with the following stepwise

expression,

Zs(x) =


Svx, for −Lv ≤ x ≤ 0

A+Smx+Asin
[

2π

λ

(
x− λ

4

)]
, for 0 < x ≤ Lm

(2.1)

where λ is the valley wavelength [L], A is the valley amplitude [L], and Sv and Sm are the alluvium
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and mountain regional slope, respectively [-]. In this case, we assume that the surface topography, Zs(x),

coincides with the water table, consistent Tóth’s model (Tóth, 1963, 2009) where the water table is a subdued

replica of the topography. From the surface of the lowest valley, the domain extends a distance B vertically

[L]. We assume B = 5 km with five valleys. The domain is bounded laterally by ∂Ωl and ∂Ωr, and at the

bottom by ∂Ωb.
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Figure 2.2: (a) Conceptual model of the mountain-to-valley transition. The mountain system is a subdued
replica of the water table described by Zs(x), and a fault characterizes the transition from mountain to valley
at the base of the mountain range. The Roman numbers separate the system regions: (I) upper basin-floor
alluvium, (II) lower alluvium, (III) upper proximal-piedmont alluvium, and (IV) mountain block. (b) Perme-
ability variations with depth, the red and blue lines denote the permeability variation in the z and x direction,
respectively. (c) Porosity variations with depth. The solid and dashed lines in (b) and (c) represent the two
permeability scenarios explored for the mountain block (region IV). The dotted lines represent the perme-
ability and porosity used for the alluvium (region II).

We also assume a decreasing permeability (κz and κx; [L2]) and porosity (φ ; [-]) with depth for both

the alluvium and the mountain block. The only exception is the proximal piedmont alluvium (III), which
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is assumed to have a constant permeability higher than the rest of the systems, as suggested by Paola et al.

(1992). For permeability in the remaining subdomains, a number of models have been used to describe

this behavior (Ingebritsen and Manning, 2010; Jiang et al., 2009; Manning and Ingebritsen, 1999; Saar and

Manga, 2004). Here, we use the piecewise permeability decay model presented in Saar and Manga (2004),

which uses an exponential function for the shallow system and a potential function for the deep system. This

model allows for a smaller decrease in permeability at lower depths, preventing singularities deep in the

bedrock.

κz =


κs exp [−As(Zs(x)− z)], for Zs(x)− z < dl

10−Ad

(
Zs(x)−z

Dd

)−Bd
, for Zs(x)− z ≥ dl

(2.2)

where κs is the permeability at the surface, As [m−1] and Bd [-] are the decaying exponents that represent the

decreased rate of permeability with depth, dl is a defined depth (1 km for all the simulations) that separates

the shallow from the deep systems, Dd = 1 km, and Ad can be calculated as follows,

Ad = Bd log10

[
κs exp−Asdl

dBd
l

]
(2.3)

Equation (2.2) calculates the permeability in the z direction, and we explore the effects of anisotropy in

the shallow system with κx = ηκz, where η = 10 is the anisotropy value. We assume anisotropic behavior

only occurs above dl in the upper alluvium (I) and in the mountain block (VI) (see Figure 2.2b). The value of

As = d−1
l log(κs)− log(κdl ), where κdl is the permeability at the distance dl that is extracted from Saar and

Manga (2004) and Ingebritsen and Manning (2010).

For porosity, we assume κz/κs = (φ/φs)
m, where φs is the porosity at the surface and m is a medium

and process-dependent coefficient. This expression has been used in earlier studies (see Bernabé et al., 2003;

Cardenas and Jiang, 2010; Jiang et al., 2010). Replacing the permeability values with porosity in (2.2) yields

the expression below. The behavior of the porosity within the system is illustrated in Figure 2.2c.

φ(x,z) =


φs exp

[
−As(Zs(x)−z)

m

]
, for Zs(x)− z < dl

φs

(
10−Ad

κs

) 1
m
(

Zs(x)−z
Dd

)−Bd/m
, for Zs(x)− z ≥ dl

(2.4)

2.2.2 Model for Fluid Flow and Transport of Heat and Solutes

The simulations presented in this work solve the following governing equations for groundwater flow and

transport of heat and solutes (Bear, 1972; Fetter, 2001; Nield and Bejan, 2013),
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∂ (φρ f )

∂ t =−∇ · (ρq) with q =−κρ f g
µ f

∇

(
p

ρ f g − z
)

(2.5)

p(x, t = 0) = ρ f ,0g [Zs(x)− z]

p(x, t) = 0 on ∂Ωs

z(x =−Lv,y =−SvLv, t) =−SvLv on ∂Ωl

−n ·ρ f q = 0 on ∂Ωr ∧∂Ωb

(
ρ fCp

)
∂T
∂ t =−∇ · (Ke f f ∇T )−ρ fCp, f q ·∇T (2.6)

T (x, t = 0) = Tpro f ile = Ts(x)+
qHb
Ke f f

[Zs(x)− z]

T (x, t) = Ts on ∂Ωs

n ·Ke f f ∇T = 0 on ∂Ωl ∧∂Ωr

n ·Ke f f ∇T = qHb on ∂Ωb

∂ (φc)
∂ t =−∇ · (D∇c)−∇ · (qc)+R (2.7)

c(x, t = 0) = cmax

c(x, t) = c0 on ∂Ωs,in

n · (D∇c) = on ∂Ωs,out ∧∂Ωl

n · (D∇c−qc) = 0 on ∂Ωr ∧∂Ωb

Beginning with the groundwater flow equation (2.5), q is the Darcy’s flux [LT−1], x = [x,z] is the coor-

dinate vector [L], n is an outward vector normal to the boundary [-], ρ f and ρ f ,0 are the water density and

the water reference density [ML−3], respectively, µ f is the dynamic viscosity of water [ML−1T−1], g is the

gravity acceleration constant [LT−2], and p is pressure [ML−1T−2]. As an initial condition in the system, we

use the hydrostatic equation. As boundary conditions, we use a constant head boundary on the left (∂Ωl),

a no-flow condition on the right (∂Ωr), and bottom (∂Ωb) boundaries, and a pressure boundary is set at the

surface (∂Ωs).

In the heat (T ; [Θ]) transport equation (2.6), (ρ fCp)e f f = φρ fCp f +(1− φ)ρsCps is the effective heat
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capacity [L2MT−2Θ−1], Ke f f = φK f + (1− φ)Ks is effective thermal conductivity [MLT−3Θ−1], Ts(x) =

T0 −ΓZs (x) is the surface temperature profile (at ∂Ωs), Γ is the atmospheric lapse rate, Cp f and Cps are

the water and solid heat capacity, ρs is the solid density and qHb is the basal heat flux imposed along the

bottom boundary (∂Ωb). The system has a Tpro f ile as the initial condition, and a thermal insulation boundary

condition was set in the lateral boundaries (∂Ωl , ∂Ωr).

In the solute transport equation (2.7), c is the volumetric concentration of salinity (NaCl) [ML−3], D =

Di, j is the dispersion-diffusion tensor [L2T−1] defined as (Bear, 1972)

Di, j = αT |q|δi, j +(αL −αT )
qiq j

|q|
+

φ

ξm
Dm (2.8)

with αT and αL the transverse and longitudinal dispersivities [L], Dm the effective molecular self-diffusion

coefficient, ξm = φ−1/3 is the fluid tortuosity (defined here with the Millington and Quirk (1961) model),

and δi, j is the Kronecker delta function. In equation (2.7), R = kmt(cmax − c) is a first-order reaction solute

mass rate of dissolution of precipitation (solute source term), used in Lemieux et al. (2008a) and Provost et al.

(2012) to mimic the buildup of salinity due to fluid-rock interactions. In this expression, cmax is the maximum

allowable fluid concentration, and kmt is the mass transfer reaction rate [T−1] that is temperature dependent

and can be described through the Arrhenius expression (Langmuir, 1997),

kmt = A0 exp
(
− E0

R0T

)
(2.9)

where A0 is a temperature-independent coefficient [T−1], E0 is the activation energy [L2MT−2] and R0 is

the ideal gas constant [ML2T−2Θ−1]. To obtain a reasonable value of A0 we explore a range of values of

kmt → kmt0 used by Lemieux et al. (2008b) and Provost et al. (2012) and solve for A0 in (2.9) assuming a

mean temperature of 160◦C for those values (temperature at a depth of 5 km). It is worth noting that although

this representation might not be appropriate for all environments, it allows for the consideration of realistic

and applicable salinity scenarios. As an initial condition, we set the concentration to be equal to cmax, because

the system will flush out the excess of solute as the simulation progresses. As boundary conditions, we set

a no flux condition on the right and bottom boundaries (∂Ωr and ∂Ωb), a symmetry boundary condition

on the left boundary (∂Ωl), and an open boundary condition is set at the surface (∂Ωs), with a reference

concentration c0.

Lastly, we use empirical approximations for density and dynamic viscosity derived by Kestin et al. (1981),

based on Rowe and Chou (1970), as they provide a reasonable approximation to experimental data (Adams

and Bachu, 2002). The empirical expressions vary the density and viscosity according to variations in pres-

sure (p), temperature (T ), and volumetric concentration of solutions (mainly NaCl) (c). These equations are
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presented in more detail in Adams and Bachu (2002) equations (1) and (15).

2.2.3 Model for Residence Time Distribution

We model the residence time distribution (RTD) of water molecules ψ(x,τ) [T−1] using the approach de-

scribed in Gomez-Velez (2013). From a numerical perspective, it is more stable to simulate the evolution of

the cumulative residence time distribution (CRTD), F(x, t,τ)
∫

τ

0 ψ(x, t,ξ )dξ , and then estimate the RTD by

differentiation as ψ(x,τ) = ∂F/∂τ . The CRTD is described by the following mathematical statement,

∂ (φF)
∂τ

= ∇ · (D∇F)−∇ · (qF) (2.10)

F(x, t = 0) = 0

F(x, t) = H(t) on ∂Ωs,in

n · (D∇F) = on ∂Ωs,out

n · (D∇F −qF) = 0 on ∂Ωl ∧∂Ωr ∧∂Ωb

where τ(τ ≥ 0) is age [T] and H(t) is the Heaviside step function.

2.2.4 Model for Bulk Electrical Resistivity

We estimate the electrical conductivity (the inverse of resistivity) for each simulation result using a modified

version of Archie’s Law, published by Glover et al. (2000). This modification is a mixing model that estimates

the bulk electrical conductivity (σr,bulk, S/m; [M−1L−3T3A2]) of the medium with its porosity (φ ) and both,

fluid and solid, electrical conductivities (σr, f , σr,s), as

σr,bulk = σr, f φ
mr +σr,s(1−φ)pr (2.11)

where mr is the cementation exponent (common values range from 1.5 to 2.5 for sedimentary rocks contain-

ing saline aqueous fluids) and pr = log(1− φ)mr/ log(1− φ). Observations show that the fluid’s electrical

conductivity primarily depends on salinity and temperature (Arps, 1953; Pepin, 2019; Sen and Goode, 1992;

Ucok et al., 1980). Empirical models have been used to calculate fluid resistivity (ρr, f (T,c) = 1/σr, f (T,c));

some of the models use solute concentration and temperature (Pepin, 2019; Sen and Goode, 1992; Ucok

et al., 1980), and others use only temperature with an assumed seawater salinity (Becker et al., 1982; Con-

stable et al., 2009). We tested each model, comparing them with information on fluid resistivity collected

by Pepin (2019) from reported measurements (Ho et al., 2000; Lide and Haynes, 2009; National Research
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Council, 1930; Noyes, 1907; Quist and Marshall, 1968; Ucok et al., 1980; Zimmerman et al., 1995). We

decided to use the model presented in Sen and Goode (1992) for the comparison, as it provides a reason-

able approximation to the data while having low model complexity (see the comparison in Figure A.4 in the

Appendix A). The model form is the following,

σr, f = (5.6+0.27T −1.5×10−4T 2)M− 2.36+0.099T
1.0+0.214M

M3/2 (2.12)

where M is the molality, and the temperature (T ) is in Celsius.

Glover’s model (Eq. (2.11)) shows that as porosity decreases, solid resistivity becomes the dominant

value in the system. However, the change in bulk resistivity depends on the water salinity. The transition

between fluid and solid resistivity preponderance on the total bulk resistivity happens below a porosity of 5%,

suggesting that we will be able to see saline water in systems with relatively low porosity (see Figures A.5

and A.6 in the Appendix A).

Lastly, we create a forward model using MARE2DEM (Key, 2016), a code that uses an Occam’s inversion

approach (Constable et al., 1987), to perform forward and inverse MT modeling. In that sense, we created

forward models using the bulk resistivity (ρr,bulk) from the simulation results and populating the surface with

three different arrangements of magnetotelluric (MT) receivers that explore 49 frequencies between 10−2 to

103 Hz (skin depth, δ , between 5 to 112 km with the lowest frequency and assuming resistivities of 1 and

500 Ω·m, respectively, using the equation δ = 503
√

ρr,bulk/ f from Chave et al. (2012)). We then created

synthetic noisy observations by adding a 5% relative Gaussian error. That is, a random error with mean zero

and standard deviation of 5% of the simulated value for the variable of interest (bulk resistivity and phase)

at each frequency. This means the error floor of our data is within the range of 5% for all of our synthetic

observations, mimicking good-quality field data. We inverted both TE and TM modes as bulk resistivity and

phase data to test whether an MT survey can capture the dynamics of the systems we are exploring. For

the inversions, we used a telescopic meshing strategy that combines structured and unstructured meshes (see

Figure A.7 in the Appendix A). Within the mountain-to-valley system (x ∈ [−51,13] km and z ∈ [−3,1.6]

km), we used a structured mesh with quadrilateral elements of size 0.1×0.05 km (width × depth). The idea

is to use mesh with enough resolution to capture the complex spatial patterns expected from a nested regional

groundwater flow system. For reference, the horizontal separation between the local topographic ridges is

approximately 2.8 km. Then, enclosing the domain of interest, we use an unstructured mesh large enough to

minimize artificial boundary effects (x ∈ [−100,100] km and z ∈ [−100,1.6] km). The final mesh has 68,273

elements (24,376 structured and 43,897 unstructured). Finally, we set a root-mean-square (RMS) misfit target

of 1.0 for all our synthetic inversions.
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2.2.5 Scenarios Explored

Although the conceptual model presented above is idealized, we strive to explore realistic scenarios that

resemble shallow, intermediate, and deep circulation systems. With this in mind, we investigate two local

and regional topographic systems, changing the regional slope (Sm) and the amplitude (A) of Eq. (2.1). For

permeability in the shallow region (depths larger or equal than dl), we set the surface value (κs) and the value

at dl (κdl ), from this information, we back-calculate As in Eq. (2.2) using two values for κdl that account

for fast and slow decaying permeability cases and then use the anisotropy (η) to calculate κx. In the deep

region (depths larger or equal than dl), we use two values for the deep decaying exponent (Bd) (the resulting

permeability for both systems can be seen in Figure A.8 in the Appendix A). For solute concentration, we

look at two reaction rates (kmt0 ) that encompass some of the variability presented in Lemieux et al. (2008b).

To estimate the resistivity fields, we use the porosity of the system, a constant value for the cementation factor

(mr), and explore constant values for solid resistivity (ρr,s), assuming distinct medium resistivity values for the

system regions described in Figure2.2. Lastly, we ran the simulations for t = 106 years to achieve steady-state

conditions (less than 0.1% change), running a transient solution with the coupled model helps in a smooth

convergence of the simulation.

The values for all parameters used in our analysis are presented in Table 2.1. We check the following

physical requirements in all our simulations. (i) recharge rates between 10−2 and 100 m/yr, as presented in

other studies (Gleeson et al., 2011; Schaller and Fan, 2009; Wilson and Guan, 2004), (ii) temperature profiles

that follow realistic scenarios coming from previous simulations (Smith and Chapman, 1983), and (iii) age

distributions similar to the ones found in analogous systems (Figure 2.3) (Eastoe and Rodney, 2014; Frisbee

et al., 2013b,a; Mamer et al., 2014).

Table 2.1: Parameter values for numerical simulations

A Valley Amplitudea,b 0.01λ ; 0.04λ m

Lv Alluvium Horizontal Distance 52 km

Lm Mountain Block Horizontal Distancea,b 13 km

B Vertical Distance 5 km

Sm Mountain Regional Slope 0.02; 0.1 -

Sv Alluvium Slope 0.0001 -

Symbol Variable Name Values Explored Units

Continued on next page
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Table 2.1: Parameter values for numerical simulations (Continued)

n Number of Valleys 5 -

dl Depth of Change in Permeabilityc,d 1 km

κ I
s Surface Permeability of Upper Basin-floor Alluviumc,d 1×10−14 m2

κ III
s Surface Permeability of Alluvial Piedmontc,d 1×10−15 m2

κ IV
s Surface Permeability of Mountain Blockc,d 5×10−15 m2

κ II
dl

Permeability at dl of Lower Alluviumc,d 1×10−16 m2

κ III
dl

Permeability at dl of Alluvial Piedmontc,d 1×10−13 m2

κV I
dl

Permeability at dl of Nountain Blockc,d 1×10−18; 1×10−16 m2

κ f ,z Permeability of the fault in the z-directionc,d 5×10−14 m2

κ f ,x Permeability of the fault in the x-directionc,d 5×10−15 m2

Bd Depth Permeability Coefficientc,d 3; 3.2 -

η Anisotropy Coefficientd,e 10 -

φs Surface Porosityb,f 0.3 -

m Medium and Process Dependent Coeffcientb,f 2 -

T0 Temperature at the First Valleyg 20 ◦C

Γ Thermal Lapse Rate 6.5 ◦C/km

qHb Basal heat Fluxg 60 mW/m2

µ f ,0 Initial Fluid Viscosity 0.001 kg/(m·s)

ρ f ,0 Initial Fluid Density 0.998.2 kg/m3

Cp f Fluid Specific Heat Capacityg 4,183 J/(kg·K)

K f Fluid Thermal Capacityg 1 W/(m·K)

ρs Solid (Rock) Density 2,600 kg/m3

Cps Solid Specific Heat Capacity 836.8 J/(kg·K)

Ks Solid Thermal Capacityg 3 W/(m·K)

Symbol Variable Name Values Explored Units

Continued on next page
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Table 2.1: Parameter values for numerical simulations (Continued)

cmax Maximum Salinityh,i 0.3 kg/kg

R0 Ideal Gas Constantj 1.9871×10−3 kcal/(mol·K)

E0 Activation Energyj 10.0 kcal/mol

kmt0 Dissolution Rate at T = 160◦C 1×10−13; 1×10−16 1/s

αL Longitudinal Dispersivityk,l 100 m

αT Transversal Dispersivityk,l 10 m

ρ I
r,s Solid (Rock) Resistivity of Upper Alluviumm 100 Ω·m

ρ II
r,s Solid (Rock) Resistivity of Upper Alluviumm 500 Ω·m

ρ III
r,s Solid (Rock) Resistivity of Alluvial Piedmontm 200 Ω·m

ρ IV
r,s Solid (Rock) Resistivity of Mountain Blockm 500 Ω·m

mr Cementation Factor 2 -

MNaCl NaCl Molar Mass 58.442 g/mol

aGleeson and Manning (2008), bCardenas and Jiang (2010),cIngebritsen and Manning (2010),dSaar and Manga (2004),

eDeming and Baross (1993), fJiang et al. (2010),gSmith and Chapman (1983),hLemieux et al. (2008b),iProvost et al. (2012),

jLangmuir (1997), kFetter (2001), lGelhar et al. (1992),mPalacky (1988).

Symbol Variable Name Values Explored Units

2.3 Results

2.3.1 Role of Topography and Geology in Groundwater Dynamics and Residence Times

This section explores the topographic features and role of geology in groundwater system dynamics and

residence times. In all our simulation results, the recharge rates in the mountain block systems vary between

0.35 to 0.9 m/yr in the peaks of the mountains and the discharge rates from 0.1 to 0.6 m/yr in the valleys, with

the highest recharge rates occurring in the high regional slope systems. These rates are comparable to values

explored in other systems (Gleeson et al., 2011; Schaller and Fan, 2009).

First, we focus on the flow system with high local and regional relief systems with low permeability (panel

g in Figures 2.3, 2.4, and 2.5). In this mountain-to-valley transition system, we can see a distinct separation

of local and regional flowpaths, where stagnation points are made visible by the lower Darcy velocities in the

meeting branches of the local and regional flowpaths (panel g in Figure 2.3). The regional flow travels 0.5
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to 2 km deep within the mountain block until it reaches the fault. In the fault, the water moves upwards in

the first 400 meters and then switches downward, recharging the alluvial piedmont and the lower alluvium.

The recharge of the alluvial piedmont comes preferentially from the first local relief systems of the mountain

block. This flow behavior strongly impacts the age distribution of this mountain-to-valley transition system

(panel g in Figure 2.4), as water flowing through the local flowpaths ranges from less than one year to 100

years old, with increasing ages as depth increases. In the alluvium, the old regional groundwater flow mixes

with younger water coming from the local flowpaths, increasing the water ages with increased distance from

the piedmont into the alluvium, reaching ages older than 1,000 years. Finally, the production of solutes

is strongly related to the water age, as greater ages involve a longer contact time of water with minerals

that could potentially dissolve, increasing the total dissolved solute (TDS) content of the groundwater. The

solute concentrations presented for these systems (Figure 2.5) are divided into fresh (< 1,000 mg/L), brackish

(1,000 - 10,000 mg/L), and saline (>10,000 mg/L) water to make an easier comparison (with values from

Stanton et al., 2017). The solute concentration increases with depth, following the multi-scale nature of the

flow field in the mountain block with brackish and saline water present in the stagnation points (panel g in

Figure 2.5). In the alluvium, the solute distribution is a consequence of the interaction between the local and

regional flow systems from the mountain block, with freshwater present at the alluvial piedmont and brackish

water appearing nine kilometers away from the mountain block, where young water mixes with older water.

The appearance of brackish water on the alluvium surface is a consequence of the solute reaction rate, the

interaction of the mountain flowpaths, and the change in permeability between the alluvial piedmont and the

upper alluvium sections.

Reducing the local topographic relief of the mountain block (panel e in Figures 2.3, 2.4, and 2.5) produces

shallower regional flowpaths with depths of 200 meters, where the stagnation points disappear. In these

systems, the regional groundwater flow travels at a higher rate through the mountain block, recharging the

lowland aquifers through the alluvial piedmont and the lower alluvium. The water age increases linearly with

depth, following the regional groundwater streamlines, and freshwater is present in the first kilometer of the

mountain block due to the fast-moving regional flow. On the other hand, reducing the regional topography

(panel c in Figures 2.3, 2.4, and 2.5) leads to systems with enhanced local flowpaths that can reach 2 km

deep. In these cases, the upper alluvium is predominantly recharged by the first peak of the mountain system,

leaving the regional flow system to recharge the deeper parts of the lower alluvium. This behavior influences

the water ages as younger water penetrates deeper into the mountain block, moving the stagnation points

deeper where the concentration of solutes increases. Lastly, increasing the permeability of the mountain

block (panels b, d, f, and h in Figures 2.3, 2.4, and 2.5) produces faster and shallower regional groundwater

fluxes, reducing the residence times of the overall mountain block and increasing the amount of freshwater
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present in the system. Furthermore, the recharge of water in the alluvial piedmont and upper alluvium shifts

to a predominantly regional source, which increases the amount of brackish groundwater present in the upper

alluvium. In addition to the presented results, we also estimated the temperature distribution (Figure A.9 in

the Appendix A). The resulting temperature fields follow the multi-scale nature of flow in the mountain block

and increase with depth, agreeing with results presented in previous studies (Gleeson and Manning, 2008;

Jiang et al., 2009; Smith and Chapman, 1983; Tóth, 1963).

The latter simulation results explore a range of probable geologic and topographic features. The result-

ing behavior of the high local and regional relief systems agrees with age dating and geochemical analysis

measurements performed in the Tularosa Basin (Figure A.2 in Appendix A). For instance, Carbon-14 age es-

timates show water ages between 1,340 and 27,500 years in the alluvium, increasing with increased distance

from the mountain block (Eastoe and Rodney, 2014; Mamer et al., 2014). Similarly, TDS measurements in

the area show freshwater present in the alluvial piedmont and brackish and saline water in sections of the

basin-floor alluvium further away from the mountain system, attributed to the dissolution of gypsum (Orr

and Myers, 1986; Newton and Land, 2016; NMBGMR et al., 2016). However, not all mountain-to-valley

transition systems have a high accumulation of solutes close to the surface. By decreasing the reaction rate

of one of the systems, freshwater penetrates deeper into the mountain block, causing freshwater to extend

into the upper part of the alluvium (Figure 2.6). In these systems, the downward movement of water through

the fault is apparent, recharging fresh and brackish water to deeper parts of the alluvial valley. To illustrate

the importance of multiscale circulation within the mountain block, we estimated water, solute, and energy

fluxes passing through the fault from the mountain block to the alluvium (Figure A.10). Water flux decreases

with depth due to decreasing permeability (Figure A.10a, b). For systems with high reaction rates (red and

blue lines), the solute fluxes are characterized by two peaks. The shallowest one is associated with local and

intermediate circulation cells and occurs at approximately 50 meters. This peak is more subtle for the cases

with low permeability (blue lines). The deepest peak is linked to regional groundwater flowpaths that move

brackish and brine water from the mountain block to the alluvium and occur at approximately 500 meters

and 750 meters for the low- and high-permeability cases, respectively. Similarly, the peak flux is lower for

the low-permeability cases. After the second peak, we see a decrease of about an order of magnitude as we

move to the deeper parts of the mountain block. However, these deeper contributions of solute mass still

enter the fault and are eventually redistributed to the alluvium. For low reaction rate systems (green lines),

we see a sharp decrease in solute flux with a shallow minimum at around 450 meters. Because these systems

do not have enough time to accumulate significant amounts of solutes in the upper regions of the mountain

block (Figure 2.6b), we see freshwater entering the lower sections of the mountain block that are then moved

through local and regional flowpaths to the alluvium. Lastly, the heat flux (Figure A.10d) only shows strong

21



variations in the first 200 meters (associated with local flowpaths), with heat fluxes varying between 0.05 to

0.25 W/m2. The lowest values are associated with low regional slope and low relief systems, whereas the

highest values correspond to high regional slope and low relief systems. As we move deeper into the domain,

these fluxes decrease to 10−2 W/m2.

In summary, the multi-scaled nested flow in mountain systems strongly depends on the topography and

geology of the mountain block, where regional flowpaths drive water and solutes further into the alluvium

in systems with high local and regional relief and high permeability. The interaction of local and regional

flowpaths produces stagnation points in the mountain block. These points are delineated by brackish and

saline water in systems with high dissolution rates, analogous to mountains with geologic material that can

be easily dissolved, like evaporites. The following section explores how resistivity patterns give insight into

the multi-scale nested nature of flow in the mountain block and how magnetotelluric (MT) measurements can

be used to study this behavior.

22



Figure 2.3: Spatial variability of the Darcy flux magnitude. The first column (panels a, c, e, and g) denotes
scenarios with low permeability, and the second column (panels b, d, f, and h) denotes scenarios with high
permeability. The rows present different degrees of topographic relief, starting with low relief and low re-
gional slope (panels a and b), high relief and low regional slope (panels c and d), low relief and high regional
slope (panels e and f), and high relief and high regional slope (panels g and h). The black lines show uni-
formly spaced streamlines. The streamlines in the mountain block show the distinct separation between the
local and regional flowpaths recharging the lowland aquifers. The flow through the fault is preferentially
downward in all the simulations.
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Figure 2.4: Spatial variability of groundwater age. The first column (panels a, c, e, and g) denotes scenarios
with low permeability, and the second column (panels b, d, f, and h) denotes scenarios with high permeability.
The rows present different degrees of topographic relief, starting with low relief and low regional slope
(panels a and b), high relief and low regional slope (panels c and d), low relief and high regional slope
(panels e and f), and high relief and high regional slope (panels g and h). The colors separate water ages.
Each color denotes the water that has 60% of water in that specific range. In the mountain block, the water
ages increase with increased depth. In the alluvium, the water ages combine young water from local flowpaths
and old water from regional sources.
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Figure 2.5: Solute concentration for a high reaction rate (kmt0 = 1× 10−13). The first column (panels a, c,
e, and g) denotes scenarios with low permeability, and the second column (panels b, d, f, and h) denotes
scenarios with high permeability. The rows present different degrees of topographic relief, starting with
low relief and low regional slope (panels a and b), high relief and low regional slope (panels c and d), low
relief and high regional slope (panels e and f), and high relief and high regional slope (panels g and h). The
contours separate freshwater, brackish water, and saline water. The solute concentration increases with depth,
delineating the multi-scale nature of flow in the mountain block. In the alluvium, the interaction of local and
regional flowpaths produces the presence of brackish water in the upper alluvium.
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Figure 2.6: Solute concentration for low permeability (a and c) and high permeability (b and d), and high
dissolution rate (a and b) and low dissolution rate (c and d) scenarios. The contours separate water between
fresh, brackish, and saline. Lower dissolution rates cause freshwater to penetrate deeper into the mountain
block and alluvium.

2.3.2 Can We Image the Nested Nature of Hydrologic Systems Using Electromagnetic Methods?

As suggested by Glover et al. (2000), the resistivity patterns are a mixture that depends on fluid conductivity

and lithology linked through the porous media (Equation (2.11)). We also see that fluid conductivity is linked

to heat and solute concentration, where systems with high temperature and solute concentration tend to be

more conductive and, thus, less resistive. Our results show a clear distinction in the resistivity values of

fresh and saline water in parts of the system with high porosity values (Figure 2.7). These patterns vary with

permeability, where systems with low permeability and porosity are associated with increasing resistivity

with depth in the mountain block. As a result, we see pockets of low resistivity close to the stagnation

zones, where regional circulation meets the local flowpaths accumulating solutes. These zones appear below

the valleys of the mountain system. On the other hand, high permeability systems are linked to a slower

decaying porosity. The results show a distinct decrease in resistivity as water becomes saline, starting at the

interface between the local and regional flowpaths in the mountain block. Lastly, the bulk resistivity in the

alluvium is primarily conductive, with resistivity values lower than 100 Ω·m. This behavior is linked to a

higher porosity, the presence of saline and brackish water, and a lower solid resistivity in the upper part of
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the alluvium. However, we also see contrasting resistivity values in the alluvial piedmont, where freshwater

is being recharged from the mountain block.

Figure 2.7: Bulk resistivity predicted from the model results using Eq. (2.11) for a high reaction rate (kmt0 =
1×10−13). The first column (panels a, c, e, and g) denotes scenarios with low permeability, and the second
column (panels b, d, f, and h) denotes scenarios with high permeability. The rows present different degrees
of topographic relief, starting with low relief and low regional slope (panels a and b), high relief and low
regional slope (panels c and d), low relief and high regional slope (panels e and f), and high relief and high
regional slope (panels g and h). The contours separate freshwater, brackish water, and saline. The resistivity
fields show the location of stagnation points present in the mountain block, separating the local and regional
flowpaths.

As we mentioned earlier, the accumulation of solutes is linked to dissolution rates. If we reduce the disso-

lution rates of the system, we reduce the amount of solute buildup close to the stagnation zones (Figure 2.8).
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Thus, we also lose our ability to see notable changes in the bulk resistivity of the mountain block and the allu-

vium, especially in systems with low permeability, where most resistivity values are associated with the solid

phase. These results also show the importance of geology, as systems with clay, shales, or other conductive

materials could be mistaken for brackish or saline water when the resistivity is larger than 10 Ω·m.

Apparent field electrical resistivity measurements in the Dosit River in China (Jiang et al., 2014) and the

Tularosa Basin in New Mexico, USA (Newton and Allen, 2014; Newton and Land, 2016; Orr and Myers,

1986; Zohdy et al., 1969) have shown similar results. In these studies, the authors detected brackish and

saline water in areas with low resistivity values and freshwater in areas with high resistivity values. It is

worth remembering that the electrical resistivity strongly depends on the solid phase resistivity, porosity, and

chemical composition of water (see Figures A.5 and A.6 in the Appendix A illustrate the tight connection

between the bulk resistivity and the porous media and the fluid resistivities). Our results suggest that geophys-

ical methods, especially electromagnetic surveys, can serve as a tool for imaging mountain flow separation,

where local and regional flow paths can be distinguished given the right solute concentration and geologic

conditions.

Figure 2.8: Bulk resistivity predicted from the model results using Eq. (11) for low permeability (a and
c) and high permeability (b and d), and high dissolution rate (a and b) and low dissolution rate (c and d)
scenarios. The contours separate freshwater, brackish water, and saline. Lower dissolution rates cause the
loss of contrasting resistivity values within the mountain block.

Although these results are promising, there have not been, to our knowledge, electromagnetic measure-
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ments done in mountain systems that address the behavior we see in our simulations, partly due to the dif-

ficulty in performing such observations in these settings. Another concern is whether MT field data, which

involve electromagnetic diffusion, can resolve the complex resistivity patterns shown in predictions in Fig-

ures 2.7-2.8. To that end, we designed a series of experiments on one of the groundwater flow and transport

synthetic models, where we performed forward and synthetic data inverse MT simulations for variable re-

ceiver spacing densities using MARE2DEM. The main goal of this synthetic inversion approach is to test if

MT data can detect and image the resistivity patterns found in the system, especially the Tóthian patterns

found in the mountain block.

The forward and inverse models were tested on the model with low permeability and high topographic

features (Figure 2.7g). We first performed an inversion using only the solid resistivity (porous media without

fluids such as water or air) to see if we get back the general behavior of the system. Next, we changed the

number of receivers in the system, first spacing the stations every 200 m, then we used 26 receivers spaced

∼1.5 km, and lastly, we used the same 26 receivers placed on top of structures we are interested in mapping

in the mountain block. In our inversions, we used a unique initial condition of 1 Ω·m. This strategy was

reasonable given the good performance of the inversion results, as illustrated by all models reaching the

target RMS misfit of one (see Figure A.11 in the Appendix A). In addition, as described in the methods

section, we used a telescopic modeling mesh that extends to a depth of 100 km. The idea is to avoid artificial

boundary effects by refining the mesh in the area of interest (Figure A.7 in the Appendix A). Furthermore,

this depth selection is consistent with the skin depth range of 5-112 km estimated for our analysis. The

oversampled inversion can capture the general behavior of the system; however, as expected with this type

of inversion problems, the recovered model presents some smearing due to limited resolution Aster et al.

(2016); see, for example, the resistivity patterns in the alluvium (Figure 2.9). When fluid is considered in the

resistivity calculation, the resistivity values in the alluvial valley change considerably due to a combination of

higher porosity and saline water. The oversampled inversion, in this case, can capture the overall changes in

resistivity in the alluvium and the location of the small pockets of low resistivity in the mountain block close

to the stagnation zones. The inversion also recovers part of the fault’s low resistivity values. The inversions

show a higher resistivity than the true models at the bottom of the system. These overestimated values can be

attributed to a plurality of reasons that include the extent of the MARE2DEM model, the initial conditions for

the inversions, the non-uniqueness in the inversion arising from limitations in the inherent resolution of MT

data, the Gaussian noise added to the data, along with the impact of the smoothing operator used to stabilize

the inversion process. Decreasing the number of receivers (and hence increasing the receiver spacing) hinders

the ability of the inversion to delineate some of the low resistivity pockets in the mountain block. However,

placing sensors directly over these pockets allows us to characterize some of the structures of interest within
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the mountain block (Figure 2.9h). This modeling approach, coupled with optimization methods for sensor

placement design Hu et al. (2017); Robertson and Saad (2019) and expert advice, can give the best initial

location of receivers in future studies.

Figure 2.9: Synthetic inversion tests assessing the ability of MT data to image the resistivity of the ground-
water system features. The columns denote the forward (a, c, e, and g) and inverse (b, d, f, and h) models. In
(a) and (b), the inversion of the idealized system is presented with receivers spacing every 200 meters. The
following three rows denote the same system with receivers spacing every 200 meters (c and d), ∼1.5 km (e
and f), and 26 receivers placed on top of structures of interest (g and h). The inverted white triangles show
the location of the receivers in each inversion. The low resistivity pockets in the mountain block are captured
with good sensor placement.

These results show that an MT survey will be able to capture the overall behavior of the resistivity patterns

in the investigated systems, especially the Tóthian patterns in the mountain block. Furthermore, the use of
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this method will allow us to see the pockets of saline water produced by the interaction of local, intermediate,

and regional flowpaths, thus giving us a sense of how deep local and regional circulation occurs in mountain

systems.

2.3.3 Dosit River Resistivity

As an additional analysis, we extracted the N-S cross-sectional area of the Dosit River, China, explored by

Jiang et al. (2014), and used the coupled 2D groundwater flow and transport model applied in our idealized

simulations to model the bulk resistivity of the system. This area was selected because Jiang et al. (2014)

previously performed an MT survey of the region covering 38 km of the cross-section that can be used as a

qualitative comparison for the bulk resistivity results.

The model was built using a smoothed cross-section of a Digital Elevation Model (DEM) downloaded

from the SRTM dataset of the region (Earth Resources Observation And Science (EROS) Center, 2017). We

also used a decaying permeability and porosity with depth, using a surface permeability, κs = 5×10−15 m2,

a permeability at dl , κdl = 1× 10−16 m2, a decaying permeability exponent, Bd = 3.2, a surface porosity,

φs = 0.3, and a first-order reaction rate, kmt0 = 1×10−13. The cross-section results show an accumulation of

solutes near the river discharge, where the groundwater flow coming from both mountain systems converges

(see Figure 2.10). This system also separates fresh, brackish, and saline water and gives a contrasting feature

on the electrical resistivity patterns, similar to the patterns observed in the idealized case scenarios.

Measurements of total dissolved solutes at the surface of the river give 2,037 mg/L, other measurements

near the area show values of concentration higher than a 1,000 mg/L below 150 meters deep and values up

to 8,499 mg/L at 1,400 meters deep near the river basement (Jiang et al., 2014), similar to the results of

concentration calculated in our simulations. Although the model used does not include a detailed lithology

of the site, and the resistivity values obtained are higher than those presented in the article, the resistivity

patterns are similar to those obtained by the authors (Figure S1 in the SI). The system shows low resistivity

near the river discharge and in the basement, where brackish and saline water is accumulating, and higher

resistivity values where freshwater is located. These results reinforce the idea that the low resistivity values

present at the system’s bottom are likely attributed to variations in the groundwater solute concentration, as

the authors also mention.

2.4 Discussion

Our simulations follow the nested nature of hydrologic systems expected in topographic-driven flow through

mountainous systems (as presented in Tóth, 2009), with water age and brackish groundwater patterns within

the alluvium comparable to the ones found in the Tularosa Basin (Eastoe and Rodney, 2014; Mamer et al.,
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Figure 2.10: Simulations of the Dosit River transect. The panels show the results of solute concentration (a),
residence times (b), and bulk resistivity (c). The contours denote the separation of fresh, brackish, and saline
groundwater. The vertical dashed lines show the area where Jiang et al. (2014) performed their MT survey
(Figure A.1).

2014; Newton and Land, 2016). This range of patterns in the alluvium is a consequence of the mixing

between local and regional flowpaths in the mountain block that are sensible to the topographic and geologic
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characteristics of the mountain system. In all the simulations explored, we can see the importance of the

regional groundwater flow in providing water and solutes to the alluvial aquifers and delineating the depth of

local flowpaths in the mountain block. These regional flowpaths reach the alluvium with a high variation in

depth, from hundreds of meters to kilometers deep, as other studies have suggested (e.g., Barroll and Reiter,

1990; Carroll et al., 2020; Frisbee et al., 2017; Mailloux et al., 1999; McIntosh and Ferguson, 2021; Pepin

et al., 2014).

Our results also suggest that the water chemistry and lithological and geological conditions present in the

mountain block provided the best conditions for the use of magnetotelluric surveys to map the nested ground-

water circulation patterns. Mapping these patterns is crucial for characterizing the depth and the chemical

and weathering processes occurring in the critical zone (Ackerer et al., 2021; Anderson et al., 2007; Condon

et al., 2020b; Holbrook et al., 2014; Riebe et al., 2017), and can also provide estimates of the mountain block

recharge (Markovich et al., 2019; Wilson and Guan, 2004). Furthermore, inverse modeling of MT surveys,

as presented here, could help to constrain the permeability structure of the crystalline basement to depths of

up to 10 km, assuming that the survey acquired reliable information at depth and proper hydrogeophysical

inversions methods are implemented (e.g., Rubin and Hubbard, 2005; Hinnell et al., 2010; Herckenrath et al.,

2012). This is an important opportunity as there is a dearth of deep (> 1km) subsurface permeability infor-

mation (Carroll et al., 2020; Ingebritsen and Manning, 2010; Manning and Ingebritsen, 1999). The available

deep borehole data shows a wide standard deviation for metamorphic and igneous rocks forming the crys-

talline basement Stober and Bucher (2007). We expect a lateral variation in crystalline basement formation

resistivity between the recharge and discharge areas as salinity builds up along the flow path at depths due to

water-rock interactions (Specifically fluid inclusion dissolution Nordstrom et al., 1989b,a).

As presented in this study, the contrasting resistivity pattern comes from the interaction between fluid

chemistry and the subsurface matrix propertied (porosity and resistivity), where brackish and saline water

is less resistive. Mapping these “unconventional” water resources is critical in arid and semi-arid environ-

ments where the water supply is inadequate to meet the ever-increasing demand (Kang and Jackson, 2016;

Qadir et al., 2007; Stanton et al., 2017; Viviroli et al., 2007). Stanton et al. (2017) note that there is about

300×103 km3 of brackish water within the United States. As shallow, young groundwater resources become

increasingly depleted, brackish water appears to represent an essential resource for municipalities. In Israel

and Spain, desalinated brackish water is currently being used in the production of high-value crops (Aparicio

et al., 2017; Ghermandi and Minich, 2017). Similarly, the Tularosa Basin has been proposed as a potential

source of water for Las Cruces and Alamogordo, NM, and hosts the U.S. Bureau of Reclamation’s Na-

tional Inland Desalination Research Center, a critical testbed to assess the potential of brackish aquifers as an

“unconventional” resource (Bureau of Reclamation, 2022; Newton and Land, 2016; Stephens, 2015). Mag-
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netotelluric field campaigns may be of benefit in identifying deep subsurface brackish water resources within

unconventional aquifer systems near the margins of basins.

Our study focuses on an idealized two-dimensional system without exogenous factors affecting the MT

surveys. Field MT applications, however, must consider potential complicating factors such as 3D electrical

structure and potential distortions arising from any strong near-surface gradients in conductivity (e.g., Ledo,

2006; Ledo et al., 1998). We refer the reader to Chapter 6 in Chave et al. (2012) for a detailed look at these

complicating factors in interpreting MT field data and strategies for deployment. Furthermore, additional

considerations should account for the cation exchange capacity (CEC) of clays that can play a crucial role

in the electrical conduction of shales and shaly sands (Schön, 2015), using other formulations of Archies’

law, like the one presented by Waxman and Smits (1968), as found in other studies (Armadillo et al., 2020;

Rizzello et al., 2022).

2.5 Conclusions

This work explores the influence of topographic and geologic variations on active groundwater circulation

of mountain-to-valley transition systems and discusses optimum electromagnetic geophysical survey designs

needed to detect the resultant flow paths. Our simulations show that groundwater ages and solute concentra-

tion patterns strongly depend on topography, geological and lithological structures, and dissolution rates. In

the mountain block, solutes accumulate near the stagnation zones located in the meeting branches of local,

intermediate, and regional flowpaths close to the valleys of the mountain. These solutes are then transported

to the alluvial valley, where brackish water is diffused close to the surface in systems with high dissolution

rates. This behavior is also observed in the distribution of groundwater ages in the alluvium, where a com-

bination of young water from local flowpaths and old water from regional mountain circulation converged

in the simulations. Although our systems are idealized, similar behavior can be seen in the Tularosa Basin

in New Mexico, where young freshwater from the Sacramento Mountains system follows local and regional

circulation patterns, increasing the water ages and dissolving gypsum that increases the total dissolved solids

content in the alluvium (see Figure A.2 and Mamer et al. (2014) and Newton and Land (2016)). These results

show the importance of characterizing deep circulation in mountain systems, as water movement through

relatively deep systems (> 500 m) transports heat and solutes close to the alluvial valley surface.

The distribution of solutes in the mountain block and the alluvium strongly affects the bulk resistivity

patterns. Contrasting resistivity values occur in parts of the system where there is a change from freshwater

to saline and where porosity becomes low. These changes in resistivity occur near the stagnation zones in

the mountain block, allowing us to map the depth where regional circulation meets the local flowpaths. We

hypothesize that rigorous inversion techniques that couple electromagnetic geophysical surveys and ground-
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water flow and transport models could allow us to isolate the effects of nested flow processes in mountain

systems. These techniques can also be used to estimate hydraulic parameters and state variables of these

systems where information is scarce (Carroll et al., 2020). Note that this contrast of resistivity values can

only be detected in systems with considerably high dissolution rates.

Lastly, we perform an idealized magnetotelluric inversion in one of the resulting scenarios to determine if

electromagnetic surveys can detect resistivity patterns. Our results show that realistic low-noise MT data and

2D inversion can capture the depth and overall extent of the low resistivity structure in the mountain block.

Our results also show that even sparsely spaced receivers (1.5 km spacing) can recover the low resistivity

zones when carefully positioned with respect to local topographic high and low points. Our results give us

confidence that carefully planned and executed MT measurements would be able to capture these structures

in real systems. It is worth mentioning that the complexity of natural mountain systems can produce 3D cir-

culation patterns that are not captured by our idealized cross-sectional scenarios. Future modeling and field

studies should explore the potential implications three-dimensional topographic structure on the characteri-

zation of subsurface resistivity patterns with MT techniques.
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CHAPTER 3

Exploring The Multiscale Nature of Flow in the Sacramento Mountains and Their Influence on

Brackish Groundwater Resources Distribution in the Tularosa Basin in New Mexico

This chapter is a manuscript in preparation that will be submitted to Water Resources Research. Gonzalez-

Duque, D., Gomez-Velez, J. D., Person, M. A., Kelley, S., & Lucero, D. (2023). Exploring The Multiscale

Nature of Flow in the Sacramento Mountains and Their Influence on Brackish Groundwater Resources Dis-

tribution in the Tularosa Basin in New Mexico (In Preparation). Water Resources Research.

Abstract

In the United States, the use of brackish water for municipal water supplies is growing at a near-exponential

rate. Using well geochemistry data from sedimentary basin aquifers and unconsolidated deposits, the US

Geological Survey estimates that the nation’s brackish water resources are on the order of 3×105 km3, pro-

viding an unconventional water resource with the potential to offset the depletion of fresh aquifers in arid

and semi-arid environments. With this in mind, new desalination plants are being constructed to extract these

resources. One of them is located in Alamogordo, a city within the Tularosa Basin in New Mexico. Geochem-

ical data from wells within the Tularosa Basin have documented the presence of saline water (TDS between

3,400 to 5,900 mg/L) at depths of 80 meters, likely explained by the dissolution of Gypsum. Carbon-14

measurements in the area show millennia-old water, suggesting that the groundwater circulation recharging

these aquifers through the Sacramento Mountains is likely greater than 1 km deep, flowing through frac-

tured, permeable crystalline basement rocks. In this study, we used groundwater flow and transport models

to assess the circulation patterns and crystalline basement permeability for the Tularosa Basin. We validated

our results with the sites’ current geochemical and water age data. We also calculated the effective resistiv-

ity patterns using the simulated information and petrophysical relationships. Our models provide a general

framework for characterizing groundwater circulation depth through the Tularosa Basin’s mountain blocks.

Furthermore, the simulated resistivity patterns produced by the movement of solutes and heat in the ground-

water system can open the door for future geophysical exploration in these regions to assess the availability

of brackish groundwater resources and gain a mechanistic understanding of the multiscale nature of flow in

the Sacramento Mountains.
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3.1 Introduction

Water resources are essential for life and socioeconomic development. Primary uses include agriculture,

energy generation, and industrial activities. Their availability is given by the balance between water storage

and recharge fluxes that are affected by natural and anthropogenic stresses, such as climate change, population

growth, and land use (Qadir et al., 2007; Roy et al., 2012; Vorosmarty, 2000). Projections in population

growth suggest that water supply in water-deficit areas (i.e., arid and semi-arid) is not adequate to meet the

increasing demand (Pimentel et al., 1999; Qadir et al., 2007; Rijsberman, 2006). In the southwestern U.S.,

this problem is compounded by the fact that dryer conditions are becoming more likely in the 21st century

due to climate change forcings, which increases the water supply risk index to conditions between moderate

to extreme (see Figure 3.1) (Cayan et al., 2010; Seager et al., 2007, 2017; Stanton et al., 2017; The National

Drought Mitigation Center, 2019; Roy et al., 2012).

Figure 3.1: Water Supply Sustainability Risk Index for the year 2050. Roy et al. (2012) calculates the index
values based on the development of renewable water supply, the susceptibility to drought, the growth in water
withdrawal, the increased need for storage, and the groundwater use. The New Mexico state and the Tularosa
Basin are colored with red contours.

Finding solutions to this problem involves the sustainable use of unconventional water resources. These

resources are defined as water that comes as a by-product of specialized processes or water that needs a

suitable pre-use treatment or unique technologies to collect or access it (UNU-INWEH, 2019), one of them

is brackish groundwater reservoirs. By definition, brackish groundwater resources have total dissolved solids

(TDS) content between 1,000 to 10,000 mg/L (Stanton et al., 2017), which can be used for consumption
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after a desalination process (Graham, 2015; Ahdab and Lienhard, 2021). In the United States, the size of this

unconventional resource has been estimated to be on the order of 3×105 km3 (Stanton et al., 2017). Thus, the

adoption of this resource has been growing exponentially with new technical and economic considerations

(Person and Sazeed, 2022), and the inclusion of new regulations for its use (e.g., Buono et al., 2016).

The exploration and evaluation of brackish groundwater systems have been the focus of several studies

that show the potential use of these resources for municipalities in New Mexico (i.e., Huff, 2004; Graham,

2015; Land, 2016; Land and Timmons, 2016; Newton and Land, 2016), Arizona (i.e., McGavock and Mont-

gomery, 2016; Cáñez, 2019), Texas (i.e., Andrews and Croskrey, 2019; Croskrey et al., 2019; Robinson et al.,

2019), and other states across the conterminous US (i.e., Anning et al., 2018; Stanton and Dennehy, 2017).

As an example, the Tularosa Basin, New Mexico, contains several million cubic meters of groundwater in

basin-fill aquifers (Land, 2016), where more than 90% of this resource is estimated to be saline due to the

dissolution of Gypsum present in the area (McLean, 1970; Orr and Myers, 1986; Land, 2016; Newton and

Land, 2016). The remaining fresh groundwater aquifers are used by the municipalities of Alamogordo, Car-

rizozo, Tularosa, La Luz, and other small communities, located within the basin that are experiencing noted

declines in water levels and a diminished water quality (Mamer et al., 2014).

In the Tularosa Basin, the primary and secondary sources of recharge for the alluvial aquifers come from

runoff from ephemeral and perennial mountain streams that infiltrate into adjacent basin sediments, and the

regional groundwater flow from the Sacramento Mountains on the east and the San Andres Mountains on the

west (Mamer et al., 2014; Land, 2016; Huff, 2002). Part of the water from the streams that reach the basin-fill

evaporates, depositing dissolved solids in the basin-fill playas, which increases the saline content of the water

contained in these low-permeability layers (McLean, 1970; Land, 2016). This increase in saline content in the

playas eventually increases the TDS content of the water that reaches the groundwater aquifers. Considering

the latter, we can see that this basin can be regarded as a critical testbed for assessing brackish groundwater

resources in the area. It also hosts the U.S. Bureau of Reclamation’s National Inland Desalination Research

Center, located in the city of Alamogordo, NM, that does research in desalination techniques for public water

supply (Bureau of Reclamation, 2022).

The use of unconventional water resources in the Tularosa Basin is a challenging endeavor that requires

the study of a handful of factors in order to potentially offset the depletion of freshwater resources. The water

sources, recharge rates, and water quality are some of these important factors. Previous studies on the regional

hydrogeology of sections within the basin have shown that the primary source of water comes from the

Sacramento Mountains, where water ages increase with increasing distance from the mountain-front (Mamer

et al., 2014; Eastoe and Rodney, 2014; Huff, 2002). Recharge rates estimated for the northeastern part of the

basin are of the order of 228,000 m3/day, where 66% of the water is calculated to come from streams and
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33% from deeper flowpaths or mountain-block recharge (Mamer et al., 2014). Other studies have looked into

the water quality in wells located in the basin-fill and have shown that the TDS content in the water increases

from the mountain-front to the middle of the basin-fill (Orr and Myers, 1986; Newton and Allen, 2014;

Land, 2016). Finally, simulations in the area show the flow of water coming from the Sacramento Mountains

recharge the basin-fill and project a decline in water levels of 15 meters in the city of Alamogordo for the

year 2040 (Huff, 2005). The water ages and quality gradients between the mountain-front and the alluvium

suggest that regional water sources from the Sacramento Mountains could move considerable amounts of

water, energy, and solutes that reach the deeper basin-fill aquifers.

Previous idealized simulations done in mountain-to-valley transition systems show how topographical

gradients in the mountain block move considerable amounts of water, energy, and solutes from regional

sources to the alluvium and how Magnetotelluric (MT) surveys could be used to describe the interaction of

flowpaths in within the mountain system (Gonzalez-Duque et al., 2024a) (Chapter 2 in this document). This

work builds on Gonzalez-Duque et al. (2024a) and performs numerical simulations on a west-to-east cross-

section of the Tularosa Basin (see Figure 3.2) to assess the circulation patterns and crystalline basement

permeability of the Sacramento Mountains and their influence on the brackish groundwater resources reach-

ing the alluvium. We also used the simulation results to calculate resistivity patterns, allowing the mapping

of brackish and saline groundwater in the alluvium and the interaction of flowpaths within the Sacramento

Mountains. This work provides a general framework for characterizing the depth of circulation in the Sacra-

mento Mountains and the sources and distribution of solutes in the basin fill.

3.2 Study Area

This work focuses on groundwater flow and the transport of solutes and heath in a west-to-east cross-section

of the central portion of the Tularosa Basin (right Figure 3.2). As presented in Newton and Land (2016),

the basin is bounded on the west by the Oscura, San Andres, and Franklin Mountains and on the east by

the Sacramento Mountains and Otero Mesa, covering a drainage area of around 17,000 km. Within the

basin, we can find the communities of Alamogordo, La Luz, Tularosa, Oscuro, and Carrizozo, which rely

heavily on groundwater for public water supply, livestock, commercial, and industrial use (Magnuson et al.,

2019). The cross-section selected for the study passes through, from west to east, the San Andres Mountains,

White Sands National Monument (WSNM), the Holloback Air Force Base, the city of Alamogordo, and the

Sacramento Mountains (left Figure 3.2).

The Tularosa Basin was formed around 30 million years ago from periods of tectonic activity associated

with the Rio Grande rift and extensive erosion (U.S. National Park Service, 2020). The complex structure of

the basin consists of two half-grabens that are bounded on the west by the San Andres fault zone, on the east
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Figure 3.2: (Left) Tularosa Basin area with water quality and Carbon-14 measurements. The solid black
line shows the (right) cross-section A-A’-A” geology (based on Newton and Land, 2016). The blue line
denotes the water table used in the simulations, and the red square shows the inset of the cross-section
shown in the results. The conceptual model used in the simulations is a replica of this cross-section. It
is bounded by the west boundary (∂Ωw), the east boundary (∂Ωe), the water table boundary in the alluvium
(∂Ωwt,a) and in the San Andres and Sacramento Mountains (∂Ωwt,m), and the basement boundary (∂Ωb). The
water quality measurements were provided by the New Mexico Environment Department (NMED), the New
Mexico Bureau of Geology and Mineral Resources (NMBGMR), and the US Geological Survey (USGS). The
information was downloaded from the NMBGMR interactive map (NMBGMR et al., 2016). The Carbon-14
age measurements were taken from Eastoe and Rodney (2014) and Mamer et al. (2014).

by the Alamogordo fault zone, and in the middle by the Jarilla fault zone (Lozinsky and Bauer, 1991). The

geology of the basin varies extensively from north to south. A stratigraphy study in the east-front of a south-

center section in the San Andres Mountains shows Mississippian rocks of the Lake Valley Formation close

to the top of the mountain that is followed east-ward by Cambrian and Ordovician strata with El Paso and

Montoya groups, to end with Precambrian outcrops present in large areas of the east-bounding escarpment of

the San Andres mountain range (Kottlowski, 1975). On the south-west, the Sacramento Mountains geology

is characterized by highly faulted and fractured Paleozoic sedimentary rocks that include the San Andres,

Yeso, Hueco, and Abo Formations (Kelley et al., 2014b; Koning et al., 2014; Newton and Land, 2016). These

rocks contain significant amounts of carbonates and evaporites, which impact the water chemistry in the

area (Newton and Land, 2016). The basin is estimated to have a basin-fill thickness of around 900 to 1,200

m near Tularosa, composed of alluvial-fan, piedmont-slope, alluvial-flat, and playa deposits of the Santa

Fe Group that become finer with increasing distance from the mountain front (Mamer et al., 2014; Newton

and Land, 2016). In the western region of the basin, we can find the White Sands gypsum dune field that
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sits on top of recrystallized gypsum deposits and lacustrine deposits, mainly composed of clays (Orr and

Myers, 1986). As can be seen from the geology, the water chemistry within the basin is highly variable, with

freshwater moving through different highly permeable sediments close to the mountains and old brackish and

saline water residing in finer sediments that are rich with carbonates and evaporites, primarily present in the

Permian layers (Newton and Land, 2016).

The region is a semi-arid climate environment with mean annual precipitation ranging from 254 mm

in the basin’s center to 635 mm in the surrounding mountains (McLean, 1970). The precipitation is maxi-

mum during the summer monsoonal season from July to September and decays significantly during winter

from January to March (Bourret, 2015) with a maximum during the summer monsoonal season from July

to September and decays significantly during winter from January to March (Bourret, 2015). The potential

evapotranspiration (PET), estimated with the modified Thornthwaite method, is around 430 mm in the basin’s

center, which is larger than the precipitation in the area (Bourret, 2015). The estimated mean annual recharge

to the basin-fill ranges from 143,000 to 228,000 m3/day (Huff, 2005; Mamer et al., 2014). This recharge is

estimated to be only 4 to 8.9% of the precipitation, and it is primarily supplied by perennial and ephemeral

streams and regional flows from the Sacramento Mountains; the rest of the water leaves trough evapotranspi-

ration, runoff, and public use (Huff, 2005; Mamer et al., 2014). Water-level interpolations show groundwater

flowing from the northeastern portion of the basin to the southwestern region (see Figure B.1 in Appendix B).

The construction of the water table used in our simulation is interpolated between water-level maps from the

Sacramento Mountains (Land et al., 2014), the basin-fill (Embid et al., 2011), and the San Andres Mountains

(Horne, 2019). The interpolated water table had issues in the cross-section in the San Andres Mountains, so

we corrected these values with the DEM.

3.3 Methods

We explore the groundwater system in an east-to-west cross-section of the Tularosa Basin with a concep-

tualized geology of the cross-section based on Newton and Land (2016) (left in Figure 3.2). The system is

bounded by the alluvial and mountain interpolated water tables at the top (∂Ωwt,a, ∂Ωwt,m), the west and east

boundaries (∂Ωw, ∂Ωe), and the basement boundary at the bottom (∂Ωb). The conceptualization includes the

San Andres Fault on the west with a dip angle of 60◦ eastward, the Jarilla Fault in the middle with a dip angle

of 60◦ westward, the Alamogordo fault zone with a dip angle of 60◦ westward, and the Sacramento fault with

a dip angle of 80◦ westward.

The following subsections describe the physical and mathematical conceptualization of the groundwater

flow and transport of heat and solutes in the cross-section of the Tularosa Basin.
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3.3.1 Groundwater Flow

In our simulations, we model a two-dimensional heterogeneous and anisotropic groundwater flow system that

is similar to the one explored in Gonzalez-Duque et al. (2024a) (Chapter 2). First, for groundwater flow, we

solved the following governing equation (Bear, 1972),

0 =−∇ · (ρq) with q =−κρ f g
µ f

∇

(
p

ρ f g − z
)

(3.1)

p(x, t = 0) = ρ f g [wt(x)− z]

p(x,z = wt(x)) = 0 on ∂Ωwt,a ∧∂Ωwt,m

p(x = 0,z) = wt(x = 0)− z on ∂Ωw

p(x = Le,z) = wt(x = Le)− z on ∂Ωe

−n ·ρ f q = 0 on ∂Ωb

where q is the Darcy’s flux [LT−1], x = [x,z] is the coordinate vector [L], κ = [κx,κz] is the diagonal perme-

ability tensor [L2] with components in x and z, ρ f is the water density [ML−3], µ f is the dynamic viscosity

of water [ML−1T−1], g is the gravity acceleration constant [LT−2], p is pressure [ML−1T−2], n is an outward

vector normal to the boundary [-], wt = f (x) is the interpolated water table surface through the cross-section,

and Le is the length of the cross-section. We assumed steady-state conditions with a constant water table

elevation as the top boundary (∂Ωwt,a and ∂Ωwt,m), constant head boundary on the west and east boundaries

(∂Ωw and ∂Ωe), and a no-flow condition on the basement boundary (∂Ωb).

The geologic layers discretize the homogeneous permeability (κx and κz) in the basin fill and have an

anisotropy of η = 10, such that κx = ηκz. In the basement geologic layer and the San Andres and Sacramento

Mountains, the permeability decays with depth and has an anisotropic of 10 in the first kilometer. The model

used to describe the decay of permeability with depth is the same piecewise equation as the one used in

Gonzalez-Duque et al. (2024a) (Chapter 2) that is based in Saar and Manga (2004),

κz =


κs exp [−As(wt(x)− z)], for wt(x)− z < dl

10−Ad

(
wt(x)−z

Dd

)−Bd
, for wt(x)− z ≥ dl

(3.2)

where κs is the permeability at the surface, As [m−1] and Bd [-] are the decaying exponents that represent the

decreased rate of permeability with depth, dl = 1 km is a defined depth that separates the shallow from the

deep systems, Dd = 1 km, and Ad can be calculated as follows,
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Ad = Bd log10

[
κs exp−Asdl

dBd
l

]
(3.3)

Similar to Gonzalez-Duque et al. (2024a), the value of As = d−1
l log(κs)− log(κdl ), where κdl is the

permeability at the distance dl . We explored a range of permeability values used in previous simulations of

the area (Huff, 2005; Bourret, 2015), and values explored in other systems (Saar and Manga, 2004; Ingebritsen

and Manning, 2010; Gonzalez-Duque et al., 2024a).

3.3.2 Transport of Heat and Solutes Model

We used similar models as the ones used in Gonzalez-Duque et al. (2024a) (Chapter 2) to simulate the

transport of heat and solutes in the groundwater system. The model for the transport of heat uses the following

equation (Nield and Bejan, 2013),

0 =−∇ · (Ke f f ∇T )−ρ fCp, f q ·∇T (3.4)

T (x, t = 0) = Tpro f ile = Twt(x)+
qHb
Ke f f

[Zs(x)− z]

T (x) = Twt(x) on ∂Ωwt,a ∧∂Ωwt,m

n ·Ke f f ∇T = 0 on ∂Ωw ∧∂Ωe

n ·Ke f f ∇T = qHb on ∂Ωb

where T is temperature [Θ], Ke f f = φK f +(1−φ)Ks is the effective thermal conductivity [MLT−3Θ−1] with

porosity φ ; Cp, f is the specific heat of water [ML−1T−2Θ−1], Tpro f ile is the initial temperature in the ground-

water system, Twt = Ta −Γwt(x) is the temperature along the water table boundary (∂Ωwt,a and ∂Ωwt,m) that

is assumed to decrease linearly from the temperature in the alluvium (Ta) with an atmospheric lapse rate

(Γ); and qHb is the basal heat flux imposed along the basement boundary (∂Ωb). The system has outflow

boundaries at the west and east boundaries (∂Ωw and ∂Ωe).

Similar to permeability, the porosity (φ ) is discretized in the geologic layers within the basin fill and

decays with depth in the basement geologic layer and in the San Andres and Sacramento Mountains. In the

depth-decaying model, we assumed that κz/κs = (φ/φs)
m, with φs being the porosity at the surface and m = 2

being a medium and process-dependent coefficient (Bernabé et al., 2003; Cardenas and Jiang, 2010; Jiang

et al., 2010; Gonzalez-Duque et al., 2024a). The resulting model for the porosity is the following,
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φ(x,z) =


φs exp

[
−As(Zs(x)−z)

m

]
, for wt(x)− z < dl

φs

(
10−Ad

κs

) 1
m
(

wt(x)−z
Dd

)−Bd/m
, for wt(x)− z ≥ dl

(3.5)

To simulate the transport of solutes, we used the following equation (Fetter, 2001),

0 =−∇ · (D∇c)−∇ · (qc)+R (3.6)

c(x, t = 0) = cmax

c(18.5 ≤ x ≤ 48 km,z) = c0,WS on ∂Ωwt,a,in

c(48 ≤ x ≤ 73km,z) = c0,Al on ∂Ωwt,a,in

c(x) = c0,m on ∂Ωwt,m,in

n · (D∇c) = 0 on ∂Ωwt,m,out ∧∂Ωwt,a,out ∧∂Ωw ∧∂Ωe

n · (D∇c−qc) = 0 on ∂Ωb

where c is the volumetric concentration of salinity (NaCl) [ML−3] and D = Di, j is the dispersion-diffusion

tensor [L2T−1] defined as (Bear, 1972),

Di, j = αT |q|δi, j +(αL −αT )
qiq j

|q|
+

φ

ξm
Dm (3.7)

with transversal dispersivity (αT ) and longitudinal dispersivity (αL) [L], effective molecular self-diffusion

coefficient (Dm) [L2T−1], fluid tortuosity based in the Millington and Quirk (1961) model (ξm = φ−1/3)

[-], and the kronecker delta function (δi, j). The first-order reaction solute mass rate of dissolution (R =

kmt(cmax − c)) used in equation (3.6) is a solute source term that mimics the buildup of salinity due to fluid-

rock interactions (Lemieux et al., 2008a; Provost et al., 2012) with a maximum allowable concentration of

cmax and a temperature-dependent mass transfer reaction rate (kmt ) [T−1]. The kmt can be described through

the Arrhenius expression (Langmuir, 1997),

kmt = A0 exp
(
− E0

R0T

)
(3.8)

where A0 is a temperature-independent coefficient [T−1], E0 is the activation energy [L2MT−2], and R0 is the

ideal gas constant [ML2T−2Θ−1]. Similar to Gonzalez-Duque et al. (2024a) (Chapter 2), we calculate the

value of A0 = kmt0 exp(E0/(R0T )) using a value of T = 165◦C and setting values of kmt0 similar to the ones

used in Lemieux et al. (2008b) for all the geologic layers but the one in the Yeso Formation (Py in Figure 3.2)
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where we use the dissolution rate for gypsum kmt0 = 2× 10−6 s−1 (Langmuir, 1997). For the simulations,

we start with a saturated system (c = cmax) and let the simulations flush the excess of solutes. We used an

open boundary condition for the water table boundaries, where we divided the system into three regions:

the San Andres and Sacramento Mountains, the White Sands region (48 ≤ x ≤ 73 km), and the Alamogordo

region (18.5 ≤ x ≤ 48 km). If the water enters the system, we impose a different solute concentration for

each region. For instance, the San Andres and Sacramento Mountains have a set solute concentration (c0,m)

on the mountain water table boundary (∂Ωwt,m) of 9.98 mg/L. Similarly, the White Sands and Alamogordo

regions have a set solute concentration of c0,WS = 5,000 mg/L and c0,Al = 3,000 mg/L on the alluvial water

table boundary (∂Ωwt,a), these values where obtained from previous measurements in the areas (Newton

and Allen, 2014; Newton and Land, 2016; NMBGMR et al., 2016). The system has outflow wes and east

boundary conditions (∂Ωw and ∂Ωe) and a no-flux condition on the basement boundary (∂Ωb).

3.3.3 Water Age Model

To model the water age distribution (ψ(x,τ)) [T−1] we used the same approach described in Gonzalez-

Duque et al. (2024a) that is based in Ginn (1999) and Gomez-Velez (2013). In this approach, we simulate the

advection-diffusion equation to obtain the cumulative age distribution (Ψ(x,τ); [-]) as follows,

∂ (φΨ)
∂τ

= ∇ · (D∇Ψ)−∇ · (qΨ) (3.9)

Ψ(x, t = 0) = 0

Ψ(x, t) = H(t) on ∂Ωwt,m,in ∧∂Ωwt,a,in

n · (D∇Ψ) = on ∂Ωwt,m,out ∧∂Ωwt,a,out

n · (D∇Ψ−qΨ) = 0 on ∂Ωw ∧∂Ωe ∧∂Ωb

where τ(τ ≥ 0) is age [T] and H(t) is the Heaviside step function. We assumed that water entering through

the water table boundary is young water (Ψ(x,τ) = 1), and the water leaving the water table boundary can be

described by an advective boundary condition. Similar to the solute model, we use outflow boundaries at the

west and east (∂Ωw and ∂Ωe) and a no-flux condition on the basement boundary (∂Ωb). We can calculate a

breakthrough curve at each point in the domain. As Mamer et al. (2014) and Eastoe and Rodney (2014) point

out, the water in the Tularosa Basin is a mixture of old and young water. We estimated the water age at each

location in the system by setting a threshold of 60% in the cumulative age distribution; that is, if the water

age is 100 years, it is because at least 60% of the water located there has an age of 100 years or more.
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3.3.4 Bulk Resistivity Model

The simulations provide the spatial distribution of solute concentration and temperature within the do-

main. We can use this information to calculate the Glover’s bulk electrical resistivity (ρr,bulk = 1/σr,bluk,

[ML3T−3A−2]) of the system using equation (3.10) (Glover et al., 2000).

σr,bulk = σr, f φ
mr +σr,s(1−φ)pr (3.10)

where σr, f is the fluid electrical conductivity, σr,s is the solid electrical conductivity, mr = 2 is the cementation

exponent, and pr = log(1−φ)mr/ log(1−φ). The fluid electrical conductivity (σr, f ) is calculated using the

following equation (Sen and Goode, 1992),

σr, f = (5.6+0.27T −1.5×10−4T 2)M− 2.36+0.099T
1.0+0.214M

M3/2 (3.11)

where M is the molality, and the temperature (T ) is in Celsius. Further information about other fluid resistivity

equations can be found in Gonzalez-Duque et al. (2024a) (Chapter 2 Section 2.2.4).

3.3.5 Scenarions To Explore

In this work, we explored three scenarios for permeability that look into the variability of flows in the moun-

tain block and how they recharge the basin fill (Table 3.1). In the first scenario, we set the permeability to have

similar values in the basin-fill and basement to the ones reported in the simulations done by Huff (2005) and

Bourret (2015). It is worth noting that the 3D model done by Huff (2005) and Bourret (2015) did not simulate

the flow within the San Andres or the Sacramento Mountains, and assumed a no-flow boundary condition in

the contact between the basin fill and the surrounding mountains, arguing that the hydraulic conductivity in

the mountain block is considerably lower than the one in the basin-fill. However, Gonzalez-Duque et al.

(2024a) simulations suggest that regional groundwater flow from the mountain block can move considerable

amounts of water, energy, and solutes into the basin-fill; thus we decided to use the permeability and porosity

values from that work into the San Andres and the Sacramento Mountains. For the second scenario, we lower

the permeability in the basin fill and increase the permeability in the first kilometer of the mountain blocks.

Lastly, in the third scenario, we reduce the permeability of the basin fill and the mountain systems. These two

last scenarios are used to explore the variability of flow, water age, and solutes in the domain and to check

if we can match the water age and solute concentration values given by the wells in the area. The remaining

parameters used in the simulations are presented in Table B.1 in the Appendix B.
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Table 3.1: Scenarios explored for permeability and porosity in the Tularosa Basin.

κQ (m2) Perm. of the Undiff. Basin Alluviuma,b,c 5.29×10−13 5×10−14 5×10−14

κT s f p (m2) Perm. of the Santa Fe Groupa,b,c 1.06×10−12 1×10−14 1×10−14

κT s f c (m2) Perm. of the Santa Fe Conglomerate Faciesa,b,c 1.59×10−11 1×10−13 1×10−13

κPy (m2) Perm. of the Yeso Formationa,b,c 1.06×10−12 1×10−16 1×10−16

κPh (m2) Perm. of the Hueco Formationa,b,c 1.06×10−12 1×10−16 1×10−16

κPps (m2) Perm. of the Panther Seep Formationa,b,c 1.06×10−14 5×10−17 5×10−17

κPlc (m2) Permeability of the Lead Camp Formationa,b,c 1.06×10−14 5×10−17 5×10−17

κM (m2) Perm. of the Lake Valleya,b,c 1×10−18 1×10−18 1×10−18

κOs (m2) Perm. of the El Paso de Montoya Groupa,b,c 1×10−18 1×10−18 1×10−18

κs,b (m2) Surf. Perm. of the Basement and Mountainsa,b,c 5×10−15 5×10−15 5×10−15

κdl,b (m2) Perm. at dl of the Basement and Mountainsc,d,e 5.29×10−18 1×10−16 1×10−18

Bd (-) Depth Perm. Coefficientc,d,e 3.0 3.2 3.2

φQ (-) Poro. of the Undiff. Basin Alluviuma,b,c 0.2 0.2 0.2

φT s f p (-) Poro. of the Santa Fe Groupa,b,c 0.25 0.25 0.25

φT s f c (-) Poro. of the Santa Fe Conglomerate Faciesa,b,c 0.3 0.3 0.3

φPy (-) Poro. of the Yeso Formationa,b,c 0.1 0.1 0.1

φPh (-) Poro. of the Hueco Formationa,b,c 0.1 0.1 0.1

φPps (-) Poro. of the Panther Seep Formationa,b,c 0.1 0.1 0.1

φPlc (-) Poro. of the Lead Camp Formationa,b,c 0.1 0.1 0.1

φM (-) Poro. of the Lake Valleya,b,c 0.05 0.05 0.05

φOs (-) Poro. of the El Paso de Montoya Groupa,b,c 0.05 0.05 0.05

φs,b (-) Surf. Poro. of the Basement and Mountainsa,b,c 0.3 0.3 0.3

aHuff (2005), bBourret (2015),c(Gonzalez-Duque et al., 2024a, Chapter 2)dIngebritsen and Manning (2010),eSaar and Manga (2004)

Symbol Variable Name Scenario 1 Scenario 2 Scenario 3
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3.4 Results

3.4.1 Groundwater Flow and Transport

This subsection explores the results for groundwater flow, water ages, and solute concentration for the three

scenarios. The results are clipped to show only the eastern side of the cross-section (A’-A) because this

region contains most of the water age and water quality measurements. To start, we look at the recharge rates

resulting from the simulations, where the first scenario yields unreasonable recharge rates in the basin-fill,

with values above 500 m/yr entering the basin-fill close to the faults, which are orders of magnitude higher

than the ones presented in previous studies (i.e., Gleeson et al., 2011; Schaller and Fan, 2009). In the second

and third scenarios, we see recharge values that range between 0.1 to 4 m/yr, with the highest values presented

close to the faults that bound the basin fill. Although these values are large, they are comparable to values

explored in Gleeson et al. (2011).

In the first scenario, while we see the interaction of local and regional flowpaths in the Sacramento

Mountains enter the alluvium at 400 meters deep, the majority of the water that enters the alluvium in this

scenario comes from the mountain front (Figure 3.3d). In the basin fill, the velocity increases by orders of

magnitude in the Q, Tsfp, Tsfc, Ph, and Pps geologic layers. The fast-moving groundwater in the alluvium

reduces the water ages to less than 100 years close to the water table (Figure 3.3g). It also lowers the

solute concentration in the basin fill, resulting in brackish groundwater in the first kilometer of the alluvium

(Figure 3.3j). Comparing these results with water age measurements (triangles in Figures 3.2 and 3.3g) we see

that this scenario overestimates the water ages found in the basin-fill, where we can expect to reach water ages

of 1,000 to 10,000 years with increasing distance from the mountain-front. In terms of solute concentration,

the model matches the overall trend of water quality in the alluvium but misses some of the saline groundwater

wells located at 55 km and 38 km in the cross-section (points in Figures 3.2 and 3.3j). In the Sacramento

Mountains, we see the interaction between local and regional groundwater flow, producing a nested behavior

with increasing water ages and solute concentration with depth. In summary, the permeability used for this

scenario (Figure 3.3a) creates a fast-moving groundwater system in the basin-fill that produces unreasonably

large recharge rates and generates water ages that do not match with the general behavior of measurements

in the area. It is worth mentioning that the simulations performed by Huff (2005) and Bourret (2015) account

for 3D structures that a 2D model cannot capture. Expanding this model to a 3D conceptualization might

yield different results.

In the second scenario, we lower the permeability in the basin-fill and increase the permeability in the

first kilometer of the mountain block (Figure 3.3b). The results yield deeper flow penetration of local and

intermediate flowpaths in the Sacramento Mountains. This water enters the basin fill and moves upward,
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reaching the water table surface at nearly 65 km in the cross-section (Figure 3.3e). This new flow pattern

increases the water ages in the alluvium to ages that vary from 10 to 100,000 years (Figure 3.3h), following

the behavior of younger water close to the mountain-front and older water located in the middle of the cross-

section (Figure 3.3h). The solute concentration in the basin fill shows brackish groundwater close to the

mountain-front and saline water traveling through the Ph and Pps geologic layers that reach the water table

surface in the middle of the basin (Figure 3.3k). This solute concentration pattern is in better agreement with

the water quality measurements in the area, but it still misses the location of the saline wells at 55 km and 38

km in the cross-section (points in Figures 3.2 and 3.3k). Flowpaths within the Sacramento Mountains show a

nested behavior, with younger water ages reaching deeper into the system and a narrower freshwater window

resulting from the movement of brackish and saline groundwater in the Py and Ph geologic layers at the top

of the Sacramento Mountains (Figure 3.3h and k).

Figure 3.3: z-direction permeability (κz in (a), (b), (c)), and simulation results for groundwater flow (q in
(d), (e), (f)), water ages (τ in (g), (h), (i)), and solute concentration (c in (j), (k), (l)). The streamlines are
the black lines in the groundwater flow panels ((d), (e), (f)). The solute concentration is discretized between
fresh, brackish, and saline water. The triangle within the (g), (h), and (i) shows a C14 age measurement from
a well less than 3 km from the cross-section (Mamer et al., 2014). The points in (j), (k), and (l) show the
water quality wells that are located less than 3 km away from the cross-section (NMBGMR et al., 2016).

In the third and last scenario, we reduce the permeability in the mountain block and use the same perme-
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ability in the basin-fill as the second scenario (Figure 3.3c). In general, the resulting simulations are similar

to the ones in the second scenario, where we see water entering the basin fill from the Sacramento Mountains

through local, intermediate, and regional flowpaths that reach the water table surface at nearly 65 km in the

cross-section (Figure 3.3f). We also see the increasing water ages and solute concentration in the alluvium

with increasing distance from the mountain front (Figure 3.3i and l). The only notable difference between

these scenarios is the patterns of solute concentration in the Sacramento Mountains, where the third scenario

shows an increase in freshwater in the first 300 meters in the mountain block that results from a deeper pen-

etration of the local flow paths. This scenario also agrees with the general behavior of water ages and solute

concentration in the area. However, it still misses the location of the saline wells at 55 km and 38 km in the

cross-section (points in Figures 3.2 and 3.3l). We also compared the total dissolved solutes (TDS) measured

in wells extracted from NMBGMR et al. (2016) and the simulated results at the well locations (Figure B.2 in

Appendix B). Although the scenarios qualitatively follow the general salinity patterns within the basin, the

models still miss the exact salinity values when compared to wells in the area. This discrepancy can be at-

tributed to a handful of factors. First, the proposed model has an idealized geology with large geologic layers

that might need to be better represented in the alluvium. Secondly, the large scale of the model limits our

ability to investigate specific details found where the majority of the well information is located. Lastly, the

solute distribution close to the surface can be affected by the infiltration of brackish water at the surface that

varies seasonally in the region, and it’s not captured in our steady-state simulations. Future models should

look into the local variability in the alluvium to better capture the local salinity patterns.

3.4.2 Bulk Resistivity and Extended Cross-Section

The simulated results of solute concentration and temperature allow us to calculate the bulk resistivity of the

domain using equations (3.10) and (3.11). The results show resistivity values lower than 10 Ω·m in the Q,

Tsfp, Tsfc, Ph, and Pps geologic layers in the basin-fill and values lower than 1 Ω·m in the Ph and Pps layer

for the second scenario (Figures 3.4d, e, and f). At the basement of the basin fill, the resistivity increases by

one order of magnitude due to the small values of porosity (Figure 3.4a, b, and c). In the mountain block,

we see a window of low resistivity values (1 to 10 Ω·m) occurring between 0.3 to 1 km deep, where the

saline water travels through the regional flowpaths to reach the alluvium and supply solutes to the Ph and

Pps geologic layers. This window is between resistivity values larger than 10 Ω·m, produced by fresh and

brackish water at the top and low porosity at the bottom. These results show that the bulk resistivity of the

domain provides enough contrast to reveal the distribution of solutes in the basin fill and the interaction of

local and regional flowpaths in the Sacramento Mountains.

The previous results show that scenarios two and three yield the results that agree the most with water age
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Figure 3.4: Porosity of the system (φ in a, b, c) and simulation results for bulk resistivity calculated with
equation (3.10) (ρr,bulk in (d), (e), (f)). The back contours in (d), (e), and (f) separate fresh, brackish, and
saline water in the Sacramento Mountains and brackish and saline water in the basin fill.

and water quality measurements. So, we decided to present the whole cross-section for scenario two (Fig-

ure 3.5). These results show how the regional groundwater flow from the Sacramento Mountains recharges

the White Sands region (left in the cross-section), providing old and salty water to the basin fill (Figure 3.5b

and d). The system presents thermal anomalies in both mountain fronts, where colder water (less than 20°C)

enters the alluvium in the first 500 meters depth, and as we move farther away from the mountain fronts, we

see water at higher temperatures (larger than 20°C) moving close to the surface which falls within the range

of values of temperature reported in Mamer et al. (2014) (Figure 3.5c). We also see deep regional ground-

water flow coming from the San Andres Mountains, recharging part of the White Sands region. Regarding

resistivity, there are not enough contrasting features to distinguish between the local and regional flowpaths

in the San Andres Mountains due to the excess of freshwater in the system and the low porosity in the deeper

sections of the mountain block (Figure 3.5e). However, we see a considerable decrease in resistivity (values

of the order of 10−1 Ω·m) in the White Sands region close to the San Andres mountain-front that are due to

the excess of saline water present in the area.

3.5 Discussion

Our simulations agree with the solute concentration patterns suggested by Newton and Land (2016) con-

ceptual model, where freshwater from the Sacramento Mountains becomes brackish and saline as it travels

through the regional groundwater system and dissolves gypsum deposits in the Yeso and Hueco Formations.
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Figure 3.5: Simulation results for groundwater flow (q in a), water ages (τ in b), temperature (T in c),
solute concentration (c in d), and bulk resistivity (ρr,bulk in e). The streamlines are the black lines in the
groundwater flow panel (a). The solute concentration is discretized between fresh, brackish, and saline water.
The triangle within (b) shows the C14 age measurement from a well less than 3 km from the cross-section
(Mamer et al., 2014). The points in (c) show the water quality wells located less than 3 km from the cross-
section (NMBGMR et al., 2016). The back contours in (d) separate fresh, brackish, and saline water in the
Sacramento Mountains and brackish and saline water in the basin fill.

This water then enters the alluvium at 1 km depth and moves upwards through the Permian geologic layers

(Ph and Pps), supplying the alluvium with saline water close to the surface. These results also agree with

the water age measurements as they increase as we move away from the mountain-front (Mamer et al., 2014;

Eastoe and Rodney, 2014). Both of these results support the idea that regional groundwater fluxes can con-

vey water, energy, and solutes to the groundwater budget, recharging deep brackish and saline groundwater

aquifers that should be considered when managing the unconventional water resources in the area.
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The bulk resistivity resulting from the simulations illustrates contrasting features in the basin fill that are

a product of the changes in water salinity and the porosity of the basement. This behavior can allow mag-

netotelluric surveys to map the extent of the region’s brackish and saline groundwater resources, providing

an efficient and non-invasive assessing tool that can be used extensively to characterize the unconventional

water resources in the basin. Furthermore, the resistivity patterns in the Sacramento Mountains create a low

resistivity window between 0.3 to 1 km deep, where regional, old saline groundwater travels through the

mountain block and enters the alluvium, similar to the contrasting resistivity patterns in the mountain block

found in Gonzalez-Duque et al. (2024a) idealized simulations (Chapter 2 Section 2.3.2). This mountain block

resistivity pattern is promising as it suggests that magnetotelluric surveys could potentially map the depth of

regional groundwater traveling through the fractured mountains, opening the door for future characterization

of flowpaths in the Sacramento Mountains system.

It is worth noting that these 2D steady-state simulations are still highly idealized, bringing important

assumptions that limit the interpretation of these results. First, we are aware of the changes the Tularosa Basin

has experienced in recent geologic times, with quaternary faulting events occurring at the San Andres and

Alamogordo Fault zones (less than 35,000 years) (Machette, 1987) and the presence of the Lake Otero that

developed over the past 45,000 years (Allen et al., 2009) and started an intensive deflation about 7,000 years

ago (Langford, 2003; Kocurek et al., 2007; Allen et al., 2009). These events, as well as seasonality within

the basin, led to important changes in the distribution of water, energy, and solutes. As Szynkiewicz et al.

(2009) reported, while the distribution of sulfates during wet episodes is the result of weathering of sulfides

of hydrothermal and sedimentary origin, the sulfates in dry episodes are likely the result of the dissolution of

marine evaporites present in Permian layers that are moved through the regional groundwater fluxes coming

from the Sacramento and the San Andres Mountains. Secondly, our model does not account for the 3D nature

of flow that can potentially move significant amounts of water, energy, and solutes in other directions within

the basement, especially in the White Sands region where the water flows from north to south (Huff, 2005).

Lastly, the use of an uncoupled numerical simulation neglects the role of possible convection through the

system. Although our model is simplified, it shows some of the important flow and solute patterns presented

in Szynkiewicz et al. (2009), allowing us to have a general interpretation of the distribution and sources of

solutes and energy for the Tularosa Basin. Also, these numerical simulations suggest that magnetotelluric

surveys can be used to map the extent of the region’s brackish and saline groundwater resources

3.6 Conclusions

This work explores the groundwater flow and transport of heat and solutes dynamics in an east-to-west cross-

section within the Tularosa Basin, discusses the importance of regional groundwater flows from the Sacra-
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mento Mountains to the alluvium, and explores the use of electrical resistivity measurements to assess the

brackish and saline groundwater resources in the region. Our simulations generally agree with water ages

and water quality measurements in the area and show how regional groundwater fluxes enter the basin fill at 1

km depth, moving considerable amounts of solutes to the alluvium through the Permian layers. These solute

concentration patterns suggest that regional groundwater flow is an important source of water to the alluvium

that should not be discarded as done in previous modeling in the area (e.g., Huff, 2005; Bourret, 2015).

The resulting distribution of solutes and heat in the basin fill and the mountain block strongly affects the

resistivity patterns of the domain. Similar to Gonzalez-Duque et al. (2024a), we see contrasting patterns in the

mountain block explained by old saline water traveling through the regional flowpaths. These resistivity pat-

terns follow the behavior of solute concentration as it enters the basin-fill, with low resistivity values moving

upwards through the Permian layers. Using geophysical surveys, such as magnetotelluric field campaigns, in

the Sacramento Mountains could shed some light on the nested nature of flow in the mountain block and the

extent of the regional groundwater flow system. Furthermore, these surveys can also be used to assess the

extent of the brackish groundwater aquifers within the basin fill.

Future work should consider the use of a 3D conceptualization of the Tularosa Basin that incorporates

the surrounding mountain systems and simulates the coupled groundwater flow and transport of heat and

solutes. This model should also include an extended site geology and must be calibrated with the area’s water

table, ages, and solute concentration measurements. As an additional recommendation, these models should

account consider looking into the saturation indices for gypsum from well information and along flowpaths

to determine where the groundwater flowpath is dissolving or precipitating gypsum within the groundwater

system, aiding in the interpretation of the solute patterns. The construction of this model and the assessment

of resistivity patterns can open the door for determining future magnetotelluric measurements in the area,

allowing the exploration of the regional groundwater flow system through the surrounding mountains and the

assessment of the brackish groundwater “unconventional” resources.
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CHAPTER 4

Conclusions and Future Work

In this part of the dissertation, we explore the importance of regional groundwater flow in mountain systems,

how they convey significant amounts of water, energy, and solutes to the alluvium, and how we can use

geophysical surveys (such as magnetotelluric campaigns) to assess the depth of circulation within the moun-

tain block. We achieve this by implementing 2D coupled groundwater flow and transport numerical models

that simulate mountain-to-valley transition systems. In our first work (Chapter 2), we explore the effects

of topography, geology, and dissolution rate variations on idealized mountain-to-valley transition systems

and show the strong dependence of water ages and solute concentration patterns on changes in these fac-

tors. These results also illustrate the presence of stagnation areas within the mountain block that accumulate

considerable amounts of solutes and occur at the meeting branches of the local, intermediate, and regional

flowpaths. Furthermore, the variations in solute concentration in the mountain block generate contrasting

bulk resistivity patterns that allow the separation of local to regional flowpaths and the determination of the

depth of circulation within the mountain block. These resistivity patterns could potentially be detected by

magnetotelluric surveys, providing a crucial, non-invasive, and efficient tool to characterize the nested nature

of flow in mountainous terrains.

In our second work (Chapter 3), we went one step further and implemented a 2D groundwater flow and

transport model for an east-to-west cross-sectional area within the Tularosa Basin to assess the importance

of regional groundwater flows in the distribution of solutes within the alluvium. For these simulations, we

included a simplified geologic structure for the cross-section using the information provided in Newton and

Land (2016) and simulated the flow and transport of water, heat, and solutes throughout the domain. Our

results show regional flows from the Sacramento Mountains entering the alluvium at a depth of 1 km and

moving upwards through the Permian layers in the basin fill. The water circulating through this regional

system carries old saline water to the upper parts of the alluvium, which agrees with the region’s water age

and water quality measurements. Additionally, the bulk resistivity patterns produced by the distribution of

solutes within the domain show a low resistivity window within the Sacramento Mountains that follows the

regional groundwater flow in the mountain block. In the alluvium, the low resistivity patterns show the

location of brackish and saline groundwater aquifers. These findings suggest that magnetotelluric surveys

could be used to detect the depth of circulation within the Sacramento Mountains and assess the distribution

of solutes within the alluvium.

Both works presented in this part provide valuable insight into the importance of regional groundwa-
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ter flow in the mountain system and the potential of geophysical surveys to assess the depth of circulation

within the mountain block. The use of groundwater flow and transport models coupled with magnetotelluric

hydrogeophysical inversion techniques (e.g., Rubin and Hubbard, 2005; Herckenrath et al., 2013; Hinnell

et al., 2010) can open the door for the estimation of hydraulic parameters (i.e., permeability and porosity)

in mountain systems where direct measurements can be challenging. This approach can also provide valu-

able information about the distribution of solutes within the alluvium, which is crucial for the sustainable

management of “unconventional” water resources in arid regions such as the Tularosa Basin.

Future work should consider the development of 3D models that include the geologic structure of the

Tularosa Basin and its surrounding mountains and the calibration with water levels, water quality, and water

age information. This conceptualization would provide a more realistic representation of the system and

allow the assessment of the nested nature of flow in mountainous terrains. Finally, the implementation of

a magnetotelluric survey in the Tularosa Basin would provide valuable data to validate the results of the

numerical models and assess the potential of this geophysical survey to detect the depth of circulation within

the mountain block and the distribution of solutes within the alluvium.
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Part II

The Multiscale, Nested Nature of River

Corridor Connectivity and Their

Influence on Ecosystem Services
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CHAPTER 5

Introduction

River corridor connectivity (RCC) provides ecosystem services that play a crucial role in regulating the

ecosystemic health of rivers (Pringle, 2003) by driving surface water-groundwater exchange processes at mul-

tiple scales (Boano et al., 2014). Accelerated and uninformed anthropogenic-driven land changes have im-

pacted this connectivity, degrading the health of ecosystems at a global scale (Décamps et al., 1988; Pringle,

2001, 2003). These ecosystems’ preservation and remedial strategies rely on quantifying the exchange pro-

cesses occurring in the RCC (Hancock, 2002; Harvey and Gooseff, 2015; Harvey et al., 2018; Lewandowski

et al., 2019; Arora et al., 2022; Krause et al., 2022), complementing other management strategies provided

in principle by the Clean Water Act (US Government, 1972). An essential part of this solution requires con-

structing modeling tools to assess the amount of exchange and the biogeochemical processes occurring at

local and regional scales (Pringle, 2003; Harvey et al., 2018). This evaluation is often limited by the lack of

standardized data collection and the complexity of models constraining aggregated estimations on a water-

shed scale (Boano et al., 2014; Ward and Packman, 2019; Krause et al., 2022). Lateral exchange processes,

such as sinuosity-driven hyporheic exchange, are an integral part of the RCC processes that regulate the water

quality of rivers (Gomez-Velez and Harvey, 2014; Krause et al., 2022). This part of the dissertation focuses

on creating a novel tool for assessing meandering channels and their influence on RCC processes, specifically

the sinuosity-driven hyporheic exchange processes.

The hyporheic exchange zone is hydrologically defined as the zone in which surface water and ground-

water interact along river corridors (Tonina and Buffington, 2009; Cardenas, 2015). In meanders, the ex-

change is driven by the river morphology (Cardenas, 2008; Boano et al., 2006) and is modulated by regional

groundwater fluxes (Cardenas, 2009b). Current parsimonious physics-based models have explored the rel-

ative contribution of a plurality of exchange processes occurring at a watershed (i.e., Gomez-Velez et al.,

2015) and continental scale (i.e., Gomez-Velez and Harvey, 2014). These models have concluded that the

relative contribution of intra-meander processes to the total exchange fluxes is small and limited to large rivers

(Gomez-Velez and Harvey, 2014; Gomez-Velez et al., 2015). However, most models assume sinusoidal me-

ander planimetry (i.e., Cardenas, 2009b; Gomez et al., 2012; Gomez-Velez and Harvey, 2014; Gomez-Velez

et al., 2015, 2017), neglecting the important hydrodynamic and biogeochemical effect of complex meander

geometries in natural streams (Peterson and Sickbert, 2006; Cardenas, 2008; Revelli et al., 2008; Boano et al.,

2010b). The latter assumption can have substantial implications in estimating meanders’ relative hyporheic

exchange contribution, possibly underestimating the actual contribution of sinuosity-driven hyporheic ex-
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change at a large scale.

This part addresses this limitation by providing a framework that combines groundwater flow and trans-

port models with natural meander geometries to explore the role of sinuosity-driven hyporheic exchange at

multiple scales. The framework includes a groundwater flow and transport model that explores the hydro-

dynamic effects of the meander geometry, the regional groundwater fluxes, and the availability of chemical

constituents in the biogeochemical potential within the hyporheic exchange zone, with emphasis on nitrogen

cycling (Chapter 6). The framework also includes an automated meander identification tool that character-

izes meandering channels in river transects throughout the High-Resolution National Hydrography Dataset

(NHDPlus HR), allowing the identification of individual meander geometries across catchments (Chapter 7).

As shown throughout Part II, the framework explores the biogeochemical potential of meanders to be-

come sinks or sources of nitrates and the importance of particulate organic carbon in these biogeochemical

processes. It also provides the modeling basis and the identification tools that allow the future quantification

of the contribution of sinuosity-driven hyporheic exchange to the total hyporheic exchange fluxes throughout

the Conterminous United States (CONUS). Lastly, the meander identification tool also incorporates meth-

ods that characterize sinuous channels throughout CONUS, opening the door for the future morphodynamic

characterization of rivers at a national scale.
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CHAPTER 6

Sinuosity-driven Hyporheic Exchange: Hydrodynamics and Biogeochemical Potential

This chapter is a modified version of a paper accepted to Water Resources Research. Gonzalez-Duque, D.,

Gomez-Velez, J. D., Zarnetske, J. P., Xingyuan, C., & Scheibe, T. D., (2024). Sinuosity-driven Hyporheic

Exchange: Hydrodynamics and Biogeochemical Potential (Accepted). Water Resources Research.

Abstract

Hydrologic exchange processes are critical for ecosystem services along river corridors. Meandering con-

tributes to this exchange by driving channel water, solutes, and energy through the surrounding alluvium, a

process called sinuosity-driven hyporheic exchange. This exchange is embedded within and modulated by

the regional groundwater flow (RGF), which compresses the hyporheic zone and potentially diminishes its

overall impact. Quantifying the role of sinuosity-driven hyporheic exchange at the reach-to-watershed scale

requires a mechanistic understanding of the interplay between drivers (meander planform) and modulators

(RGF) and its implications for biogeochemical transformations. Here, we use a 2D, vertically integrated

numerical model for flow, transport, and reaction to analyze sinuosity-driven hyporheic exchange systemati-

cally. Using this model, we propose a dimensionless framework to explore the role of meander planform and

RGF in hydrodynamics and how they constrain nitrogen cycling. Our results highlight the importance of me-

ander topology for water flow and age. We demonstrate how the meander neck induces a shielding effect that

protects the hyporheic zone against RGF, imposing a physical constraint on biogeochemical transformations.

Furthermore, we explore the conditions when a meander acts as a net nitrogen source or sink. This transition

in the net biogeochemical potential is described by a handful of dimensionless physical and biogeochemical

parameters that can be measured or constrained from literature and remote sensing. This work provides a new

physically based model that quantifies sinuosity-driven hyporheic exchange and biogeochemical reactions,

a critical step toward their representation in water quality models and the design and assessment of river

restoration strategies.

Plain Language Summary

Meandering causes pressure gradients that induce water flow from the channel to the alluvial aquifer and back

to the channel. This circulation process is known as sinuosity-driven hyporheic exchange, and it has tradition-

ally been associated with ubiquitous and favorable impacts on ecosystem services. However, its presence and

biogeochemical implications can vary across river networks and even result in detrimental conditions. Here,
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we conducted a systematic modeling study to understand the hydrodynamics of sinuosity-driven hyporheic

exchange and its implications for nitrogen transformations. Our results show that the compressing effect of

regional groundwater flow can significantly reduce or vanish the hyporheic zone. Yet, narrow meander necks,

characteristic of high-sinuosity channels, shield the hyporheic zone even under extreme regional gradients.

This shielding effect has been previously ignored and highlights the persistent nature of the exchange and its

resilience against external modulators. We also use our model to propose and evaluate a framework based on

measurable physical and biogeochemical parameters to identify the conditions leading to a meander acting

as a net source or sink of nitrogen. These mechanistic insights can guide the design and evaluation of river

restoration strategies and provide a critical foundation for its representation in water quality models.

6.1 Introduction

Connectivity along river corridors plays a critical role in ecosystem services (Harvey and Gooseff, 2015;

Harvey et al., 2018; Harvey and Schmadel, 2021). For example, it provides thermal (White et al., 1987;

Holmes, 2000; Arrigoni et al., 2008; Wu et al., 2020, 2021) and nutrient regulation (Harvey et al., 2018;

Holmes, 2000; Bencala, 2011) for streams and rivers. Connectivity encompasses exchange processes that

move water, energy, and solutes between rivers and their surrounding surface and subsurface waters (Pringle,

2001), increasing the contact time with reactive environments and enhancing the biogeochemical processes

supporting aquatic life (Dent et al., 2000, 2001; Pringle, 2003). Modeling these exchange processes in rivers

at the local and catchment scales can provide useful tools for water management and remedial strategies

(Arora et al., 2022; Hancock, 2002; Harvey and Gooseff, 2015; Lewandowski et al., 2019; Ward and Packman,

2019; Krause et al., 2022).

Hyporheic exchange is one connectivity process of particular interest as it circulates water, solutes, and

energy through reactive environments, serving as a natural biogeochemical reactor modulating water qual-

ity across the river network (Boano et al., 2014). This exchange process occurs vertically and laterally and

is driven by spatial variations in the hydraulic head (both the hydrodynamic and hydrostatic components)

at the sediment-water interface, resulting in the circulation of water and the constituents it carries through

the streambed and alluvium sediments before returning to the channel (Tonina and Buffington, 2009; Boano

et al., 2014). The mechanisms that drive hyporheic exchange are dictated by river geomorphological features

at various scales, influencing the direction, magnitude, and stability of the hyporheic flow (Buffington and

Tonina, 2009; Poole et al., 2006) and controlling the residence times and biogeochemical processes (Buffing-

ton and Tonina, 2009). Previous efforts have proposed methodologies to quantify the relative role of different

geomorphic features in the overall channel hyporheic exchange (e.g., Buffington et al., 2004; Gomez-Velez

et al., 2015; Harvey et al., 2018; Kiel and Bayani Cardenas, 2014). These methodologies suggest that even
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though both vertical and lateral exchange processes persist across river networks, vertical exchange plays a

dominant role given the fragility of sinuosity-driven exchange to regional groundwater flow (Gomez-Velez

et al., 2015). However, as shown in this study, sinuosity-driven exchange may be more resilient than previ-

ously thought due to the hydrodynamic shielding caused by the neck of high-sinuosity channels (more details

in section 3.1).

Meanders are one of the ubiquitous geomorphic features driving channel water, solutes, and energy

through the surrounding alluvium, a process called sinuosity-driven hyporheic exchange. Their planimetry is

characterized by multiscale (Leopold and Wolman, 1960; Seminara, 2006; Lazarus and Constantine, 2013;

Vermeulen et al., 2016) and self-similar (Snow, 1989; Montgomery, 1996) patterns, which further influence

the nature of the exchange process. In fact, throughout river networks, from headwaters to coasts, similar

topologies (i.e., shapes) can be found in channels of all sizes. Even though the meander geometry (i.e., length

scales) differs drastically between small streams and large rivers, we can find similar meandering patterns at

both scales (Anderson and Anderson, 2010; Leopold and Wolman, 1960). This topological commonality is

fundamental to proposing a transferable understanding of sinuosity-driven hyporheic exchange.

Numerous studies have explored the underlying mechanisms and hydrodynamic effects behind the

sinuosity-driven hyporheic exchange, addressing the importance of channel sinuosity in driving and regulat-

ing the hyporheic flow and its residence times (see review by Boano et al., 2014). Channel curvature produces

hydraulic gradients between the channel and the alluvium that drive exchange and control the residence time

of water (Boano et al., 2006; Cardenas, 2008; Peterson and Sickbert, 2006). For example, meanders with high

sinuosity (i.e., sinuosities larger than approximately 2.5, typically characterized by a well-defined meander

neck) produce low-velocity zones near the meander apex, allowing for longer contact times with the reactive

environment (Boano et al., 2010b; Cardenas, 2008; Revelli et al., 2008). As meanders evolve, their planime-

try elongates and closes, creating a neck in the base of the meander. This is a common feature of natural

meanders that results in strong hydraulic gradients over the narrowest parts of the meander (Boano et al.,

2006; Peterson and Sickbert, 2006), inducing faster hyporheic flow along the neck and, therefore, shorter

residence times with important implications for biogeochemical transformations (Boano et al., 2010b; Rev-

elli et al., 2008). A previous study for low-sinuosity meanders (i.e., sinuosities lower than approximately

2.5, idealized as sinusoidal shapes that cannot capture the formation of meander neck) has shown the tight

connection between hyporheic exchange residence time distributions and sinuosity, valley slope, aquifer dis-

persity, and hydraulic conductivity (Gomez et al., 2012). This analysis was later extended to account for

the dynamics induced by river stage fluctuations (Gomez-Velez et al., 2017) and evaporation from riparian

vegetation (Kruegler et al., 2020).

Sinuosity-driven hyporheic exchange is embedded within and modulated by the regional groundwater
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flow (RGF), which compresses the hyporheic zone and potentially diminishes its overall impact. This modu-

lating effect has been explored by Cardenas (2009b), where low-sinuosity meanders were exposed to varying

degrees of RGF under gaining and losing conditions. His study focused on the net amount of exchange and

the extent of the hyporheic zone, which are highly sensitive to RGF, with relatively small fluxes significantly

compressing and, sometimes, obliterating the hyporheic zone. This high sensitivity to RGF is reflected in

the cumulative effects of this exchange process at the catchment scale (Kiel and Bayani Cardenas, 2014;

Gomez-Velez and Harvey, 2014; Gomez-Velez et al., 2015). However, these previous studies assessing the

impacts of RGF do not explore the hydrodynamic effects of complex river planimetry on the compression

of the hyporheic zone. As we show in this study, the strong hydraulic gradients induced by the meander

neck can counteract the effects of regional groundwater gradients, resulting in a persistent sinuosity-driven

hyporheic zone with implications for connectivity and water quality more important than we ever thought.

Although residence times are a critical indicator of biogeochemical reactions, this metric is not the only

factor involved in the reaction processes. Reactivity strongly depends on the relative magnitude of the hy-

porheic transport time scale, the hyporheic zone reaction rates (Gu et al., 2007; Zarnetske et al., 2012), and

on the availability of chemical constituents (Sawyer, 2015). From the perspective of nitrogen cycling and the

role of hyporheic exchange in nutrient retention, a process that is critical for water quality, as it limits or en-

hances the chemical transformations (Harvey et al., 2018), these constraints have been studied in detail (e.g.,

Boano et al., 2010b; Gu et al., 2007; Zarnetske et al., 2011a). For example, the works of Gu et al. (2007) and

Zarnetske et al. (2012) used a one-dimensional modeling framework to show how increasing values of the

aerobic respiration Damköhler number, DaO (ratio between the characteristic times of reaction and transport),

enhance the removal of nitrates in the hyporheic zone of streambeds. Furthermore, nitrogen cycling is also

limited by the availability of dissolved organic carbon (DOC) and ammonia (NH+
4 ) (Zarnetske et al., 2011a,

2012), where the removal of nitrates (NO−
3 ) is associated with the presence of DOC in the hyporheic zone

either transported from the stream or locally dissolved from particulate organic carbon (POC) (e.g., Sawyer,

2015; Stelzer et al., 2015; Zarnetske et al., 2011b).

Quantifying the role of sinuosity-driven hyporheic exchange at the reach-to-watershed scale requires a

mechanistic understanding of the interplay between drivers (e.g., meander planform) and landscape modu-

lators (e.g., RGF) and its implications for biogeochemical transformations. This issue remains a gap in our

knowledge, and this study aims to provide new insight from the perspective of flow hydrodynamics and the

transformation of nitrogen with the sinuosity-driven hyporheic zone, allowing the systematic comparison to

multiple scales of meanders in the river network. We propose a dimensionless framework to systematically

explore hyporheic flow and residence times under different sinuosities and regional groundwater gradients

while including the effects of reaction time scales and the availability of chemical constituents. In particular,
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this study builds on the work of (Gomez-Velez et al., 2017) by representing more complex channel planime-

tries that span the full spectrum of meanders observed in nature, describing the age distribution, not only

its mean and explicitly modeling nitrogen transformations to estimate the hyporheic zone’s biogeochemical

potential.

6.2 Methods

We use a reduced-complexity model to explore sinuosity-driven hyporheic exchange’s hydrodynamics, trans-

port, and biogeochemical potential. Our approach explicitly represents the effects of (i) planform (mean-

dering pattern), (ii) channel hydraulics, (iii) alluvium’s physical and biogeochemical properties, and (iv) the

modulating effect of regional groundwater flow. We used COMSOL Multiphysics (COMSOL AB, 2024), a

finite-element code for all simulations. We generated free-triangular meshes for the four meander geome-

tries with significant refinement near the boundaries and within the meander. In all cases, the mesh quality

was high (with a skewness average element quality of 0.90 (Gothäll, 2022), and the simulations are mesh-

independent.

6.2.1 Reduced-complexity Model

The physical and biogeochemical process controlling sinuosity-driven hyporheic exchange and its biogeo-

chemical potential in natural systems is highly complex (e.g., Dwivedi et al., 2018); however, in the spirit

of Vušanović and Voller (2021), we use a reduced-complexity model, where only the first-order controls for

flow and transport are represented. The assumption is that this simplification of the underlying mechanisms

captures the general exchange patterns within the alluvium without compromising the predictive outcomes

of the physical processes and highlights general and generalizable trends in the system’s response. Our con-

ceptualization mimics an alluvial valley characterized by a meandering river that fully penetrates the alluvial

valley aquifer, which overlies an older, horizontal, low-permeability river deposit (Figure 6.1C-D). The chan-

nel (boundary ∂Ωc in Figure 6.1C) is described by a Kinoshita curve (Abad and Garcia, 2009; Kinoshita and

Miwa, 1974; Seminara et al., 2001; Seminara, 2006), which is expressed as a parametric curve:

θ(s) = θ0 sin
(

2π

λ
s
)
+θ

3
0

[
Js cos

(
6π

λ
s
)
− J f sin

(
6π

λ
s
)]

, (6.1)

where θ is the angle between the channel centerline and the down-valley direction [-], s is the streamwise

coordinate [L], θ0 is the maximum angular amplitude [-], λ is the arc wavelength [L], Js is the skewness

coefficient [-] and J f is the flatness coefficient [-]. Given these parameters, we can calculate the length of the

meander bend in the direction of the alluvial axis L [L] and estimate the sinuosity for an individual meander

as σ = λ/L.
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Figure 6.1: Conceptualization of the reduced-complexity model for sinuosity-driven hyporheic exchange.
(A) Examples of meandering channels at different scales (images taken from Google Earth). The river in
the upper image illustrates the alluvial valley axis (solid black line), the alluvial belt (dashed black line), and
the flow field of a single meander bend dictated by the interaction of sinuosity-driven hyporheic exchange
(cyan arrows) and regional groundwater flow (orange arrows). (B) Examples of meanders generated with a
Kinoshita curve for different values of the maximum angular amplitude θ0. In these synthetic meanders, the
wavelength (λ = 100), flatness coefficient (J f = 1/192), and skewness coefficient (Js = 1/32) are constant,
except for the last meander where Js = 1/10. Planimetric view (C) and longitudinal view along the channel
(D) of the domain used in the model. The model focuses on a single meander bend described by a Kinoshita
curve (∂Ωc). To minimize boundary effects, we repeat this meander unit three times and assume periodic
boundary conditions for flow and transport in the downstream (∂Ωd) and upstream (∂Ωu) boundaries. Our
analyses focus on the meander bend in the middle of the domain. The alluvial valley length is B = 3λ , which
is selected to minimize numerical artifacts in the simulated hyporheic flow field caused by the influence of
the valley-side boundary (∂Ωv).

The Kinoshita curve’s flexibility and simplicity make it ideal for exploring the similarities in meander

planform across scales in river networks. This curve is flexible enough to reproduce the main planimetric

features of individual meanders, including “flattening” and “skewing” of meander loops (Camporeale et al.,

2007). For example, compare the meanders in Figure 6.1A with the curves in Figure 6.1B). Also, the curve

only requires three parameters (θ0, Js, and J f ), with the arc wavelength λ serving as a scaling factor. As
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we show in the following sections, this is a major advantage to nondimensionalize the model, reducing the

computational burden and generalizing our results.

We focus our analysis on the flow, transport, and reactivity of sinuosity-driven hyporheic exchange in a

single meander bend; however, our numerical implementation uses a periodic modeling domain with three

meanders to minimize boundary effects. The total length of the modeling domain in the direction of the

alluvial axis (x) is 3L. Boundary conditions for flow and transport processes along the downstream (∂Ωd) and

upstream (∂Ωu) boundaries are assumed periodic to mimic an infinite domain. More specifically, for water

flow, we maintain a constant hydraulic head drop, given by the slope of the channel, along these boundaries

(the sensitivity analysis for the periodic heads is presented in Section C.1 and Figure C.1 in the Appendix C).

For transport, we mirror concentrations along these boundaries. The boundary within the alluvial valley

belt (∂Ωv) is located at a distance B = nL from the channel. Based on a sensitivity analysis (presented in

Section C.1 and Figure C.2 in the Appendix C), the factor n = 1 was selected to minimize the influence of

the alluvial belt boundary on the flow field.

In the following subsection, we describe the physics and mathematical conceptualization used to describe

water flow, the evolution of the water age, and the fate and transport of key constituents involved in the

denitrification process (nitrate, ammonium, oxygen, and dissolved organic carbon).

6.2.1.1 Flow Model

We model a two-dimensional homogeneous and isotropic alluvial aquifer bounded by a fully penetrating

channel (Figure 6.1C-D). This assumption is fundamental for the Dupuit-Forchheimer approximation (pre-

dominantly horizontal flow) (Troch et al., 2013) and has been used in previous studies focusing on lateral

sinuosity-driven hyporheic exchange (Boano et al., 2006, 2010a; Cardenas, 2009a,b; Gomez et al., 2012;

Gomez-Velez et al., 2017). Although this assumption neglects the vertical flow induced by partially pene-

trating channel (e.g., Boano et al., 2010a), it is a reasonable approximation given the scale of the analysis

and the focus on lateral circulation cells. With the latter in mind, we use the following continuity equation to

describe the spatial distribution of hydraulic head (h(x); [L]) under steady-state conditions (Bear, 1972; Bear

and Cheng, 2010):

∇ ·Q = 0, (6.2)

where Q(x) =−KH∇h is the vertically integrated flux [L2T−1], q(x) = Q(x)/H =−K∇h is the Darcy flux

[LT−1], x = [x,y] is the spatial coordinate vector [L], K is the hydraulic conductivity [LT−1], H(x) = h−Zb is

the saturated thickness [L], and Zb(x) is the vertical location of the impermeable layer elevation with respect
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to a reference datum z = 0 [L]. See Figure 6.1C and inset for the cross-section A-A’ for additional details.

For simplicity, and without loss of generality, we assume Zb(x) = Jx(3L−x), with Jx [-] and L [L] the average

valley slope and the meander wavelength in the direction parallel to the alluvial valley axis (x-direction),

respectively.

Boundary conditions are imposed to resemble a periodic system of meander bends running along the

alluvial valley axis. The hydraulic head along the meandering channel (x ∈ ∂Ωc) is given by h(x) = Hc +

(3L)Jx− Jx
σ

s(x), where σ = λ/L is the meander sinuosity [-], s(x) is the arc length along the channel [L], and

Hc is the channel saturated thickness [L]. The model is minimally affected by changes in Hc; therefore, we

assumed a typical value of 10 m characteristic of alluvial aquifers (Larkin and Sharp JR, 1992). A periodic

boundary condition is assumed for the lateral boundaries (x∈ ∂Ωu∨∂Ωd), where a prescribed hydraulic head

drop proportional to the average valley slope is imposed, resulting in h(x = 3L,y) = h(x = 0,y)− (3L)Jx.

Finally, we assume that flow along the alluvial valley boundary (x ∈ ∂Ωv) is given by n ·Q = −KHJy, with

Jy [-] the average slope of the far-field water table perpendicular to the alluvial valley axis (y-direction) and n

an outward unit vector. In this case, we use Jy to capture the role of regional groundwater flow under neutral

(Jy = 0), gaining (Jy > 0), or losing (Jy < 0) conditions.

To aid the interpretation and parameterization of scenarios, we recast the flow model in nondimensional

terms. This is also done for all the processes that we model and is described in detail in the Supporting

Information. After nondimensionalization, the solution to this problem for the dimensionless hydraulic head

(h∗ = h/(Jxλ )), vertically integrated flux (Q∗ = Q/Qc = Q/(KJ2
x λ )), Darcy flux (q∗ = q/qc = q/(KJx)), or

any boundary-integrated flux metric only depends on the following dimensionless variables (see Appendix C,

Appendix C.2 for a detailed derivation):

σ = σ(θ0,J f ,Js), ΠHc =
Hc

Jxλ
ΠJy =

Jy

Jx
, (6.3)

where the sinuosity σ is a function of the Kinoshita curve parameters θ0, J f , and Js, defining the topology of

the meander, ΠHc is a dimensionless number that compares the stage at the river relative to the characteristic

head drop along a meander, and ΠJy reflects the magnitude and direction (positive for gaining and negative

for losing channels) of the regional groundwater flow, the larger this number, the more important is the

modulating role of regional groundwater on the hyporheic exchange process.

6.2.1.2 Water Age

The age of water (τ; [T]) describes the time of exposure of water and its constituents to the subsurface re-

active environment. In particular, the probability distribution function of age, known as the age distribution
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(ψ(x,τ); [T−1]), serves as a proxy metric for the hyporheic zone’s biogeochemical potential. From a nu-

merical perspective, it is easier to model the cumulative age distribution (Ψ(x,τ); [-]), which is described

by the Advection-Dispersion Equation (ADE) (Ginn, 1999; Gomez and Wilson, 2013), and then estimate

the probability distribution function as ψ(x,τ) = ∂Ψ/∂τ . Here, we expand on the mathematical formulation

previously proposed by Gomez et al. (2012) and Gomez-Velez et al. (2017) for a vertically-integrated system:

∂ (εp(h−Zb)Ψ)

∂τ
= ∇ · (D∇Ψ)−∇ · (QΨ) (6.4)

where εp is porosity [-] and D = {Di, j} is the vertically-integrated dispersion-diffusion tensor [L3T−1]. The

dispersion-diffusion tensor is defined as

Di, j = αT |Q|δi, j +(αL −αT )
QiQ j

|Q|
+

εpH
η

Dm (6.5)

with αT and αL the transverse and longitudinal dispersivities [L], respectively, δi, j the Kronecker delta func-

tion [-], Dm the molecular diffusion [L2T−1], and η = ε
−1/3
p the tortuosity factor approximated with the

Millington and Quirk model (Millington and Quirk, 1961).

By definition, water inside the domain has already aged (i.e., τ > 0). Mathematically, this corresponds

to Ψ(x = 0,y,τ = 0) = 0. We assume that water entering the alluvial aquifer from the channel (i.e., ∀x ∈

∂Ωc| n ·Q ≤ 0) is “new,” and therefore Ψ(x,τ) = 1. In contrast, we assume water leaving the alluvial

aquifer into the channel (∀x ∈ ∂Ωc| n ·Q > 0) can be described by an advective boundary condition, that

is −D∇Ψ = 0. Similar to the flow model, we assume a periodic boundary condition, Ψ(x = 3L,y,τ) =

Ψ(x = 0,y,τ), for the lateral boundaries (x ∈ ∂Ωu ∨ ∂Ωd). Finally, we prescribe boundary conditions for

the alluvial valley boundary (x ∈ ∂Ωv). Under gaining condition, when water enters the domain from the

regional aquifer, we assume that the water age distribution at the boundary is characterized by an exponential

distribution Ψ(x,τ) = 1 − exp
(
− τ/τv

)
, with a mean age τv. Typical values for the mean age of water

discharging to rivers from regional groundwater (τv) range from one to ten years (McGuire and McDonnell,

2006). With this in mind, and consistent with (Gomez-Velez et al., 2014), we selected τv = 10 years for our

simulations. On the other hand, under losing conditions, when the water leaves the domain, we assume an

advective boundary condition along ∂Ωv, that is, −D∇Ψ = 0.

The net cumulative age distribution for the water leaving the hyporheic zone, also known as the cumulative

residence time distribution, is estimated by flux-weighting Ψ(x,τ) along the boundary where hyporheic water

returns to the channel (∂Ωc,hz):
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F(τ) =

∫
∂Ωc,hz

(n ·Q(x))Ψ(x,τ)dx∫
∂Ωc,hz

(n ·Q(x))dx
. (6.6)

Finally, Eq. (6.4) can be nondimensionalized by introducing dimensionless age τ∗ = τ/τc, where τc =

λ/(KJx) is a characteristic time scale (see C, Appendix C.2 for a detailed derivation).

6.2.1.3 Reactive Transport of Solutes Involved in Nitrogen Transformations

The Advection-Dispersion-Reaction Equation (ADRE) describes the spatiotemporal evolution of the reactive

solutes involved in nitrogen transformations, including nitrate (NO−
3 ; subscript NO), ammonium (NH+

4 ; sub-

script NH), oxygen (O2; subscript O), and dissolved organic carbon (DOC; subscript C) (Molz et al., 1986;

Hunter et al., 1998; Gu et al., 2007; Zarnetske et al., 2012). In particular, we recast the biogeochemical model

used by Zarnetske et al. (2012) for the microbially mediated reactions in Table 6.1 for a vertically-integrated

domain:

∂ (εpHCi)

∂ t
= ∇ · (D∇Ci)−∇ · (QCi)+ εpHRi (6.7)

where Ci(x, t) and Ri are the concentration [ML−3] and reaction rate [ML−3T−1] for species i (i = NO, NH,

O, or C), respectively. The reaction rates are described by Monod kinetics models (Zarnetske et al., 2012):

Table 6.1: Microbial Reaction Processes in the Transport Modela

Reaction Processes Stoichiometric Reaction Equation
Aerobic Respiration CH2O + O2 → CO2 + H2O
Nitrification O2 + (1/2)NH+

4 → (1/2)NO−
3 + H+ + (1/2)H2O

Denitrification CH2O + (4/5)NO−
3 + (4/5)H+ → (7/5)H2O + (2/5)N2 + CO2

Microbial NH+
4 Uptake 5CH2O + HCO−

3 + NH+
4 → C5H7NO2 + 4H2O + CO2

aAdapted from Zarnetske et al. (2012); Gu et al. (2007)

RO =−VO yO XAR

(
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KC +CC

)(
CO

KO +CO

)
−VO (1− yO)XNIT

(
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KNH +CNH

)(
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)
,

(6.8)

RNH =−VNH yNH XNIT

(
CNH

KNH +CNH

)(
CO

KO +CO

)
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(
CNH

KNH +CNH

)(
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,
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)(
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)(
CNO
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)
−VNH (1− yNH)XUP

(
CNH

KNH +CNH

)(
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+

ρb

εp
α(P−KdCC)

(6.11)

where Vi is the maximum microbial process reaction rate [T−1]; X j is the biomass of the j-th functional

microbial group [ML−3] facilitating aerobic respiration ( j = AR), nitrification ( j = NIT ), biological uptake

( j = UP), or denitrification ( j = DN); KI is the inhibition constant for the denitrification reaction [ML−3];

Ki is the half-saturation constant [ML−3], ρb is the sediment bulk density [ML−3], and yO and yNH are the

dimensionless partition coefficients for oxygen and ammonium, respectively. These partition coefficients

depend on the reaction of interest. More specifically, the partition coefficient for the oxygen demand process

(yO) is based on the known free energy yield between the two competing processes of aerobic respiration and

nitrification Zarnetske et al. (2012). On the other hand, the ammonium partition coefficient (yNH ) is based on

the bioenergetics and bacteria growth efficiencies (Zarnetske et al., 2012).

Finally, this model assumes that the dissolution of particulate organic carbon (POC, P) [M M−1
sediment] is

described by an irreversible, first-order process (Jardine et al., 1992; Robertson and Cherry, 1995):

∂P
∂ t

=−α(P−KdCC), (6.12)

where α is the first-order mass transfer coefficient [T−1], Kd is the linear distribution coefficient for the

sediment [L3M−1
sediment].

Initial and boundary conditions are needed to complete the mathematical statement. An initial distribution

of dissolved solutes (Ci(x, t = 0) = Ci,0(x)) and POC (P(t = 0) = P0) are prescribed. Because our focus is

on the long-term behavior of the alluvial aquifer under the assumption of time-invariant flow, we explore the

spatial distribution of reactive species after it reaches a steady-state equilibrium, where initial conditions are

irrelevant. With this in mind, we can assume Ci(x, t = 0) = 0. In the following, we will further specify this
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model.

Boundary conditions along the meandering channel depend on flow direction. The concentration of dis-

solved species in rivers can have important and large variations in space and time (e.g., DOC and DO, Creed

et al. (2015) and Diamond et al. (2023), respectively). To reduce the complexity of our model, for water enter-

ing the alluvial aquifer from the channel (i.e., {∀x ∈ ∂Ωc| n ·Q < 0}), we prescribe constant concentrations

for all the dissolved species (Ci =Ci,c). On the other hand, for water leaving the alluvial aquifer and discharg-

ing into the channel (i.e., {∀x ∈ ∂Ωc| n ·Q > 0}), we assume an advective boundary condition of the form

−n · (−D∇Ci) = 0. A periodic boundary condition is assumed for the lateral boundaries (x ∈ ∂Ωu ∨ ∂Ωd),

where the spatial distribution of the solute concentration along the upstream and downstream boundaries

satisfies Ci(x = 3L,y) = Ci(x = 0,y). Finally, the conditions along the alluvial valley boundary (x ∈ ∂Ωv)

depend on the regional groundwater flow direction. Under neutral conditions (Jy = 0) we impose a no-flux

boundary condition, −n · (QCi −D∇Ci) = 0. Under gaining conditions (Jy > 0), we prescribe constant con-

centrations for all the dissolved species (Ci = Ci,v). And, under losing conditions (Jy < 0), we assume an

advective boundary condition of the form −n · (−D∇Ci) = 0.

To gain some perspective on the characteristic time scale for POC dissolution, we explore the following

scenario. The maximum dissolution rate for POC is reached when CC = 0, resulting in a simplified version

of Eq. (6.12):

dP
dt

=−αP (6.13)

The solution to this ordinary differential equation (ODE) is given by P(t) = P0 exp(−αt), with P0 the

initial concentration of POC within the sediment. In this case, tc,POC = α−1 is a characteristic time scale

for the dissolution of POC, which typically varies within the range 0.1-10 years (Zarnetske et al., 2012). In

other words, the time required for a 10% decrease of the original POC available can be calculated as t10% =

−tc,POC ln(0.1), resulting in approximately 0.23-23 years. Again, this is a low-end estimate of the dissolution

time scale, which is expected to be significantly longer given the availability of DOC. Furthermore, this

estimate is consistent with the relatively recalcitrant nature of POC, and it is likely longer given the potential

for replenishment of POC by hydrologic events taking place at time scales shorter of the order of magnitude

of t10% (see, e.g., Gu et al. (2007)). Based on these arguments, it is reasonable to assume that the change

of POC concentration within the alluvium is insignificant during the modeling time scales (i.e., P(t) ≈ P0).

This approximation simplifies the reaction rate for DOC, where the contribution of POC (see last term in

Eq. (6.11)) can be replaced by (αρb/εp)(P0 −KdCC). We validated this assumption with a series of one-

dimensional numerical experiments using typical values of the coefficients involved in the model. In this
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case, we solved the system of PDEs from Eqs (6.7)-(6.11), which is transient in nature and accounts for

the coupled dissolution of POC, and compare its long-term solution with the steady-state version of these

equations, where ∂ (εpHCi)/∂ t → 0 and P(t) = P0. Both solutions converge to the same concentrations (see

Figure C.3 for an example.)

Similar to the flow and water age models, we nondimensionalize the biogeochemical model. In addition

to the dimensionless variables defined in Eq. (6.3), the solution to this fully-coupled system of PDEs only

depends on the values of 18 dimensionless variables (see Appendix C, Section C.2 for a detailed derivation).

First, a series of Damköhler numbers (Dai) comparing the role of reaction and transport processes (expressed

as the ratio of time scales characterizing advective transport and biogeochemical transformations) of the i-th

constituent (Oldham et al., 2013):

DaO =
VOλ

KJx
, DaNO =

VNOλ

KJx
, DaNH =

VNHλ

KJx
, DaP =

αλ

KJx
(6.14)

Transformation in systems where Dai ≫ 1 are likely limited by the transport of critical constituents (i.e.,

the supply) relative to the reaction demand. We refer to these systems as reaction-dominated or transport

limited. In contrast, transformations in systems with Dai ≪ 1 are limited by the reaction rate. We refer to

these systems as transport-dominated or reaction-limited.

Second, a series of dimensionless channel concentrations:

ΠC,c =
CC,c

CO,c
, ΠNH,c =

CNH,c

CO,c
, ΠNO,c =

CNO,c

CO,c
, ΠP−C =

ρbP0

εpCC,c
(6.15)

and alluvial valley concentrations:

ΠO,v =
CO,v

CO,c
, ΠC,v =

CC,v

CO,c
, ΠNH,v =

CNH,v

CO,c
, ΠNO,v =

CNO,v

CO,c
(6.16)

The dimensionless concentrations for the channel and the alluvial valley boundary (Πi,c and Πi,v) i-th

chemical constituent are scaled by channel oxygen concentration CO,c. In particular, the dimensionless pa-

rameter ΠC,c =CC,c/CO,c plays a central role in the denitrification process because it dictates the availability

of oxygen and DOC for the aerobic respiration reaction within the hyporheic zone. This, at the same time,

becomes a critical control in the nitrification and denitrification reactions that depend on this respiration reac-
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tion (see Table 6.1). In other words, ΠC,c is a master variable critical to identify the biogeochemical potential

of hyporheic zones to process nitrate. If ΠC,c > 1, the reaction will be limited by the availability of oxygen,

and we refer to these systems as oxygen-limited. On the other hand, if ΠC,c < 1, the availability of carbon

limits the aerobic respiration process, and we refer to the system as carbon-limited. Among these dimen-

sionless concentrations, the dimensionless initial POC content in the alluvium (ΠP−C = (ρbP0)/(εpCC,c)) is

particularly important. ΠP−C can be understood as the ratio of the mass of carbon stored as POC per unit

volume of alluvium to the maximum mass of carbon as DOC in the pores per unit volume of alluvium. The

larger this number, the higher the potential of POC dissolution to offset the carbon limitation observed in

systems with ΠC,c < 1. With this in mind, ΠP−C becomes a master dimensionless variable to evaluate the

biogeochemical potential of hyporheic exchange.

Third, a series of dimensionless half-saturation (ΠKi ), inhibition (ΠKI ), and POC linear distribution (ΠKd )

coefficients:

ΠKC =
KC

CO,c
, ΠKO =

KO

CO,c
, ΠKNH =

KNH

CO,c
, ΠKNO =

KNO

CO,c
, ΠKI =

KI

CO,c
,ΠKd =

KdCO,c

P0
(6.17)

6.2.2 Selection of Scenarios: Exploring the Parameter Space

In the following, we describe the approach used to generate the simulation scenarios. In this case, we vary

the meander topology and model parameters. In total, we performed 10,200 numerical simulations.

6.2.2.1 Meander Topology

The maximum angular amplitude (θ0), flatness (J f ), and skewness (Js) parameters of the Kinoshita curve (Eq.

(6.1)) offer enough flexibility to capture the key aspects of the forms observed in single meanders (Seminara,

2006). Here, we explored the parameter space (θ0 ∈ [30,120], Js ∈ [0,10], and J f ∈ [0,10]) to reproduce four

types of meander planimetry similar to the ones studied by Revelli et al. (2008). As shown for the selected

topologies in Figure 6.2, we progressively increased the sinuosity from 2.1 to 5.9, and the size of the meander

neck (dashed red line) decreases with increasing θ0, while the degree of symmetry decreases with increasing

skewness. To assess the importance of the meander neck, which significantly impacts the hydrodynamics of

hyporheic exchange and biogeochemical transformation, we define the funneling factor FF = Ln/Ll , where

Ln and Ll are the maximum distances within the meander neck and lobe, respectively, of lines parallel to the

line defined by the meander inflection points. High FF values correspond to meanders with narrow necks

and significant lobe space.

It is important to note that the topologies in Figure 6.2 are shown in the dimensionless space x∗ = x/λ and
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y∗ = x/λ , and therefore have a unitary channel length (i.e., arc wavelength). However, because the Kinoshita

curve scales linearly with arc wavelength, we can obtain a meander with any value of λ without changing the

topology simply by multiplying the axes x∗ and y∗ by a factor of λ .

Figure 6.2: Meander topologies used in the analysis. Four Kinoshita topologies generated with parameters,
from left to right, θ0 = [90,105,115,120]◦, Js = [0,0.014,0.020,0.020], and J f = [0.0048,0,0,0]. Axes are
in dimensionless coordinates x∗ = x/λ and y∗ = x/λ , resulting in meanders with a unitary dimensionless
arc wavelength. The red dots denote the inflection points, and the dashed lines represent the characteristic
lengths of the meander neck (red) and lobe (blue). These lengths are estimated as the longest distance within
the neck or lobe along a line parallel to the line defined by the inflection points. Each meander shows the
sinuosity (σ ) and funneling factor (FF).

6.2.2.2 System parameters

Central to our analysis is the selection of scenarios that span a parameter space representative of natural sys-

tems. Values for all the parameters involved in our models can be found in the literature (e.g., Hedin et al.,

1998; Bekins et al., 1998; Lindsey et al., 2003; Gu et al., 2007, 2008a,b, 2012; Liao et al., 2012; Stelzer

and Bartsch, 2012; Zarnetske et al., 2012; Deng et al., 2015; Hester et al., 2014; Sawyer, 2015; Zheng et al.,

2016; Dwivedi et al., 2018; Green et al., 2018). However, reported values typically consist of a handful of

observations or only a range, limiting our ability to establish correlations or empirical probability distribu-

tions. To partially address this issue, we use a Monte Carlo simulation approach to assess the variability of

the dimensionless parameters controlling the flow, transport, and reaction models.

Our Monte Carlo analysis generates 10,000 independent random realizations of each parameter to calcu-

late 10,000 random realizations of the dimensionless parameters. These realizations are then used to propose

a probability density function (PDF) for each dimensionless parameter. For some parameters, we have enough

data to obtain an empirical PDF (see below). However, in several cases, especially for critical biogeochemical

parameters, we only have information about the typical ranges reported in the literature. Therefore, we as-

sume an “uninformative” uniform distribution bounded by the reported range in these cases. If the parameter
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varies over orders of magnitude, we assumed that the logarithm of the parameter was uniformly distributed.

For channel slope (Jx), channel DOC (CC,c) oxygen concentrations (CC,c), nitrate concentration (CNO,c),

and hydraulic conductivity (K), we propose empirical PDFs with values reported for the conterminous US

(CONUS). First, values for Jx and mean annual discharge (Qma) were taken from the NHD Plus High-

Resolution dataset (Moore et al., 2019). Oxygen, DOC, and nitrate concentrations were obtained from the

CAMELS-Chem dataset, provided in Sterle et al. (2024). Values of oxygen concentration higher than 20 mg/L

were removed because it is uncommon to find natural channels with such a high concentration; they account

for less than 0.001% of the dataset. Hydraulic conductivity values were taken from the StreamCat database

version 2 (Hill et al., 2016), which reports mean reach catchment lithological hydraulic conductivity. Finally,

all the other parameters were explored with a uniform distribution. Table 6.2 2 summarizes these ranges. The

probability distribution functions for the input parameters are shown in Figures C.4, C.5, C.6, and C.7; and

the resulting probability distribution functions are shown in Figures C.8 and C.9.

To explore the effects of regional groundwater flow, we simulated scenarios with ΠJy = Jy/Jx ∈

[−10,−1,0,1,10], covering neutral, gaining, and losing conditions. Consistent with our Monte Carlo anal-

ysis, we also analyzed a wide range of oxygen Damkhöler numbers, covering reaction-limited systems

(DaO ∈ [10−2,1]) and transport-limited or supply-limited systems (DaO ∈ (1,1014]). Similarly, we explored

ΠC values representative of covered carbon-limited (ΠC ∈ [10−2,1) and oxygen-limited (ΠC ∈ (1,102]) sys-

tems. In general, DaO and ΠC can be understood as master variables that dictate the consumption of oxygen

through aerobic respiration, which, at the same time, constraining the reaction ladder leading to the progres-

sion of nitrification, denitrification, and uptake (Table 6.1).

Lastly, we evaluated two scenarios of the channel concentrations for nitrate (NO−
3 ) and ammonium

(NH+
4 ). Like Zheng et al. (2016), we explored a pristine channel with CNO = 1 mg/L and CNH = 0.05 mg/L)

and a contaminated channel with CNO = 8 mg/L and CNH = 5 mg/L. We also explored three cases for POC

concentration: P0 = [0,0.02,0.2]%. POC within the alluvial aquifer can offset the DOC limitations, enhanc-

ing biogeochemical transformations (Sawyer, 2015).

To reduce the parameter space, we assume the ratios VNO/VO and VNH/VO are relatively stable for most

alluvial systems. In other words, for the purposes of our analyses, we assume that these ratios, and therefore,

the ratios of their corresponding Da numbers (Eq. (6.14)) are constant. Figures (C.10) and C.11 in the

Appendix C show the distribution of these ratios from our Monte Carlo (MC) realizations. In this case,

we compared the MC-derived PDF and its mean value with the values reported by Zarnetske et al. (2012)

(VO = 1.97 h−1, VNH = 1.08 h−1, and VNO = 3.98 h−1). The simulated mean ratios are close to the ratios

from Zarnetske et al. (2012).

Now, for the half-saturation constants, we assumed that the ratio of the Monod Kinetics term remains
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Table 6.2: Parameters for the Monte Carlo analysis. This table includes information on the typical range of
the parameter and the probability distribution function used for the generation of independent realizations.
ECDF is the Empirical Cumulative Distribution Function, and Uniform is a uniform probability distribution
function (i.e., uninformative prior).

Symbol Range Domain Distribution Units
Ja

x 10−5 – 73.36 Logarithmic ECDF –
Kb 10−10 – 10−3.3 Logarithmic ECDF m s−1

λ c 1 – 4.70 Logarithmic Uniform m s−1

Cd
O,c 0 – 20 Linear ECDF mg L−1

Ce
NH,c 0.05 – 5 Logarithmic Uniform mg L−1

Cd
NO,c 0 – 19.6 Linear ECDF mg L−1

Cd
C,c 0.1 – 171 Logarithmic ECDF mg L−1

Pf
0 10−6 – 0.02 Logarithmic Uniform mg mg−1

V e
O 0.1 – 10 Logarithmic Uniform h−1

V e
NH 0.36 – 4.2 Logarithmic Uniform h−1

V e
NO 0.26 to 10 Logarithmic Uniform h−1

αe 10−5 – 10−3 Logarithmic Uniform h−1

Ke
O 0.2 – 5.8 Logarithmic Uniform mg L−1

Ke
NH 0.1 – 1.1 Logarithmic Uniform mg L−1

Ke
NO 0.21 – 3.1 Logarithmic Uniform mg L−1

Ke
C 1 – 10 Logarithmic Uniform mg L−1

Ke
d 5 – 100 Logarithmic Uniform L mg−1

Ke
I 0.2 – 1 Logarithmic Uniform mg L−1

aMoore et al. (2019), bHill et al. (2016), cNHDPlus High-Res dataset, dSterle et al. (2022),
eZarnetske et al. (2012), fFrom Sawyer (2015), Zarnetske et al. (2012), and Gu et al. (2007).

relatively constant. This ratio can be expressed in terms of the metric Mi = [(KO/CO,c)+ 1][(Ki/Ci,c)+ 1]

with i = C, NH, NO. The MC-derived PDFs are consistent with the estimates with the values reported by

Zarnetske et al. (2012) (KDOC = 8.68 mg/L, KNH = 0.43 mg/L, and KNO = 1.64 mg/L).

6.3 Results and Discussion

In the following, we use our modeling framework to explore the role of meander topology (the exchange

driver), regional groundwater flow (the exchange modulator), and alluvium physical and biogeochemical

properties of sinuosity-driven hyporheic exchange and its potential for biogeochemical transformations. To

this end, we use the key dimensionless variables described in Section 6.2 (and derived in the Appendix C

Section C.2), which provide master variables to characterize the exchange process in terms of widely available

hydrogeomorphic parameters and water quality observations. Using these master variables is critical to gain

mechanistic understanding, transferability, and the integration of this mechanism into future generations of

water quality models.
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6.3.1 Meander topology drives hyporheic exchange and conditions the modulating effects of regional

groundwater flow

First, we focus on the exchange hydrodynamics, specifically, the interplay between two master dimension-

less variables: σ and ΠJy . The former corresponds to sinuosity, which encapsulates the Kinoshita curve

parameters, and the latter represents the magnitude and direction (positive for gaining and negative for losing

channels) of the regional groundwater flow (RGF).

6.3.1.1 Implications for flow

We performed systematic simulations of the exchange process spanning typical ranges for the dimensionless

master variables for flow. The results, summarized in Figures 6.3 and 6.4), include four sinuosity values

(σ = 2.1, 3.1, 4.6, and 5.9), which correspond to significant changes in the funneling factor (respectively,

FF = 1.0, 1.5, 3.5, and 16.3), and five ΠJy values. The ΠJy values represent RGF parallel to the channel

axis (ΠJy = 0), which we refer to as neutral conditions, moderate gaining (ΠJy = 1) and losing (ΠJy = −1)

RGF, and strongly gaining (ΠJy = 1) and losing (ΠJy =−1) RGF. All simulations have unitary dimensionless

channel wavelength (i.e., dimensionless distance along the channel).

Changes in the master variables result in significant changes in the velocity field (colors in Figure 6.3)

and extent of the sinuosity-driven hyporheic zone (area delimited by the black streamlines in Figure 6.3).

Under neutral conditions (ΠJy = 0, third row in Figure 6.3), all the sinuosity scenarios (columns) have im-

portant commonalities: (i) the hyporheic zone extends slightly into the alluvial valley, (ii) the highest fluxes

occur along neck flow paths, and (iii) the lowest fluxes occur within the lobe. However, as sinuosity increases

and the neck narrows (increasing funneling factor), the magnitude of the flux along neck flow paths signif-

icantly increases due to the higher hydraulic gradients. Previous work by Revelli et al. (2008) and Boano

et al. (2010b) show similar zonation and highlight its importance for constraining the dominant transport

time scales within the meander and, therefore, the potential for specific biogeochemical transformation. For

example, flow paths along the lobe are more likely to contribute to processes that require long time scales

such as methanogenesis (e.g., Dahm et al., 1998; Baker et al., 1999). In contrast, neck flow paths have shorter

time scales for reactions to take place but are likely enough to control aerobic respiration and denitrifica-

tion processes (e.g., Boano et al., 2010b). Note that except for the studies mentioned above, most previous

work has focused on low sinuosity meanders where the neck does not impact the timescales (e.g., Cardenas,

2009a,b; Gomez et al., 2012; Gomez-Velez et al., 2017).

We explore four conditions where regional groundwater flow has a component perpendicular to the chan-

nel axis: moderate gaining (ΠJy = 1) and losing (ΠJy = −1) and strong gaining (ΠJy = 10) and losing

(ΠJy =−10). In this case, the hyporheic zone is compressed, and in some cases, it does not develop (rows 1,
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Figure 6.3: Flow field and sinuosity-driven hyporheic zone within the alluvial aquifer. The magnitude of the
dimensionless flux (Q∗; colors), dimensionless hydraulic head (white contours), and hyporheic streamlines
(black lines) for four meander topologies (columns) under neutral (ΠJy = 0), moderate (ΠJy = 1), and strong
(ΠJy = 10) regional groundwater flow conditions (rows).
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2, 4, and 5 in Figure 6.3). Low sinuosity channels (σ = 2.1; first column in Figure 6.3) are susceptible to the

compressing effect of regional groundwater flow. For example, for moderate RGF conditions (ΠJy =±1), the

extent of the hyporheic zone decreases by about 30%, and a more significant proportion of the hyporheic zone

is within the meander lobe. When this flux is further increased (ΠJy =±10), the exchange zone almost disap-

pears, becoming confined to a small fraction of the meander lobe. These flow field changes reflect significant

reductions in the total amount of water circulating through the hyporheic zone. For example, for σ = 2.1,

the total hyporheic exchange flux can be reduced by a factor of 1.7 for moderate conditions and as much

as a factor of 70 for strong conditions (Figure 6.4). As sinuosity (and funneling factor) increases, the com-

pressing effect of regional gaining and losing conditions decreases (cases with |ΠJy | > 0 and 3.1 ≤ σ ≤ 5.9

in Figure 6.3). The meander neck offers a hydrodynamic shielding effect that protects the hyporheic zone,

maintaining its general flow patterns and decreasing the differences in the total amount of hyporheic exchange

(Figure 6.4).

Our findings highlight the critical role of meander topology to drive exchange and counteract the modu-

lating effect of regional groundwater flow. This aspect has not been revealed in previous studies (e.g., Revelli

et al., 2008; Boano et al., 2010b), where regional groundwater flow was not represented. Channels with low

funneling factor and sinuosity are characterized by a fragile hyporheic zone that easily disappears under the

influence of regional groundwater flow. This behavior is consistent with previous contributions by Cardenas

(2009b) and Gomez-Velez et al. (2017). In contrast, channels with more significant funneling factors (and

sinuosity) form a hydrodynamic shield that protects the sinuosity-driven hyporheic zone. Previous efforts to

assess the cumulative biogeochemical potential of meanders along river corridors (e.g., Gomez-Velez et al.,

2017; Gomez-Velez and Harvey, 2014; Gomez-Velez et al., 2015; Kiel and Bayani Cardenas, 2014) likely

underestimate the importance of sinuosity-driven hyporheic exchange, which is more robust than previously

thought.

6.3.1.2 Implications for transport time scales

Changes in the flow field result in changes in water residence time, which is a proxy for the time that solutes

interact with the reacting environment and, therefore, for the biogeochemical potential within the hyporheic

zone (Gomez and Wilson, 2013). We modeled the flux-weighted cumulative residence time distribution

(CRTD) for the sinuosity-driven hyporheic zone. This distribution measures the characteristic time scales

for hyporheic water discharging to the channel. While this is not the only constraint on reactivity, it is a

fundamental metric that deserves attention. In particular, because it provides insight into the changes in

transport mechanisms, in the following subsection, we summarize the results of a more detailed exploration

of the biogeochemical transformation and the balance between residence times and reaction time scales.
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Figure 6.4: Total dimensionless hyporheic exchange flux (Q∗) as a function of meander topology (σ ) and
regional groundwater flow (ΠJy ). The funneling factor (FF) for each meander topology is included as a
reference. Also, notice that the green solid line (ΠJy = 1) is on top of the red line (ΠJy =−1).

As expected, increasing the funneling factor (or sinuosity) shifts the CRTD left toward younger residence

times (compare blue and red curves in Figure 6.5). This shift is expected because the relative contribution of

meander neck flow paths, which have younger water, to the total exchange increases as sinuosity increases.

For example, the median residence time for a meander with σ = 5.9 (blue lines in Figure 6.5) is about two

orders of magnitude younger than the ones observed in low-sinuosity meanders (σ = 2.1, red lines in 6.5).

Interestingly, increasing the regional groundwater flow has relatively minor effects on the overall shape of

the CRTD (notice the variability between lines of the same color, which correspond to different values of ΠJy ,

in Figure 6.5). Differences are minimal for high-sinuosity cases, where the hyporheic zone is only slightly

affected by the regional groundwater flow. For example, for σ = 5.9, increasing regional groundwater flow

shifts the CRTD towards younger ages. In this case, the outer hyporheic flow paths within the alluvium are

compressed (see the last column of Figure 6.3). Because these flow paths have lower velocities and travel

longer distances, their removal results in a slightly younger CRTD. In other words, the role of the meander

neck and its overall contribution to the total exchange flux is enhanced.

Meanders with σ = 3.1 and 4.6 behave somewhat differently because some of their neck flow paths

are removed by the RGF, leading to an enhanced role of older residence times within the meander lobe.

For example, when these meanders are exposed to moderate regional groundwater flow (dashed lines in

Figure 6.5), their CRTD is biased towards younger residence times. This bias is explained by the prevalence
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Figure 6.5: Cumulative residence times (CRTD). CRTD of all meander topologies separated by the colors
shown above, the line styles denote the stream conditions, from strong gaining (ΠJy = 10) to strong losing
(ΠJy =−10) conditions, passing through neutral conditions (ΠJy = 0).

of neck flow paths, which remain dominant (see second and fourth rows in Figure 6.3). However, under

strong regional groundwater flow (|ΠJy |= 10), a more significant fraction of the neck flow paths are removed,

resulting in a higher relative contribution of older water from the meander lobe and a shift the CRTD towards

older residence times (see dashed lines with stars in Figure 6.5).

For the lowest sinuosity (σ = 2.1), the neck flow paths are readily removed under the modulating effect of

RGF. In the case of strong RGF, only a small hyporheic zone with short flow paths and low velocities remains

(see first and last row in the first column of Figure 6.3). This compression of the hyporheic zone results in

younger residence times for low quantiles and older residence times for higher quantiles (Figure 6.5).

Previous efforts have highlighted the dominant role of neck flow paths in residence times distributions

(Revelli et al., 2008; Boano et al., 2010b). However, these studies did not assess the role of regional ground-

water flow. On the other hand, Cardenas (2009b) and Gomez-Velez et al. (2017) represent the role of regional

groundwater flow but only explore low-sinuosity meanders. Here, we demonstrate the critical interplay be-

tween these two factors and how they affect transport time scales. Furthermore, it is important to highlight

that while the effects of RGF in the CRTD are minor for moderate sinuosity, the changes in the total amount

of exchange flux can be one to two orders of magnitude. In other words, two systems with the same sinu-
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osity and different values of ΠJy will have similar characteristic time scales for transport, but very different

amounts of water (and solutes) will be exposed to the hyporheic reactive environment.

6.3.2 The Biogeochemical Potential of Sinuosity-Driven Hyporheic Zones

Flow and residence time are critical indicators of the potential for biogeochemical transformation; however,

realizing this potential strongly depends on the reactions considered and their biogeochemical time scales.

To further explore this issue, we focused our analysis on nitrogen transformations (see Table 6.1), and in

particular on the net biogeochemical function of sinuosity-driven hyporheic zones to remove or produce

nitrate (NO−
3 ; subscript NO in our model), given the widespread excess in streams and rivers across the globe

(Smith et al., 2003; Dodds et al., 2013).

Our simulations are spatially explicit; however, to evaluate the net biogeochemical potential of sinuosity-

driven hyporheic zones, we conceptualize this exchange zone as a biogeochemical reactor that processes

inputs from the channel and delivers outputs back to the channel. With this aggregate perspective, we define

the net biogeochemical potential for a constituent i (e.g., NO−
3 , NH+

4 , O2, and DOC) as the net mass of the

constituent removed (Pi > 0) or produced (Pi < 0) within the reactor relative to the input mass. Mathemati-

cally, this is given by

Pi =
Mi,in −Mi,out

Mi,in
= 1−

Mi,out

Mi,in
(6.18)

where Mi,in and Mi,out are the mass of constituent i entering and leaving the hyporheic zone, respectively.

We illustrate the spatial variation of the biogeochemical potential for nitrate (PNO) by estimating the metric

along flow paths (Figure 6.6). In this case, we explore eight scenarios with varying sinuosity and DaO, which

highlights the complex interplay between transport and biogeochemical time scales, substrate availability,

and sinuosity. For example, systems with high DaO values (DaO = 108) are characterized by hyporheic flow

paths with plenty of contact time with the reactive environment and, therefore, a tendency to fully consume

the nitrate recharged from the channel within a short distance. When we aggregate the contribution from

all the flow paths leaving the hyporheic zone, these meanders behave as a net sink for nitrate. In contrast,

hyporheic flow paths in meanders with low DaO (DaO = 104) take longer distances to transition from source

(red) to sink (blue). In fact, increasing sinuosity results in flow paths crossing the meander neck that remain

as a sink (meander with σ = 4.6 and DaO = 104 in Figure 6.6) and ultimately a system that behaves as a net

source for nitrate. The net behavior can be explained by the large contribution of meander neck flow paths to

the overall flux. In the following subsection, we explore a wide range of scenarios to better understand the

controls on nitrogen retention/production within sinuosity-driven hyporheic zones.
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Figure 6.6: Potential for the biogeochemical transformation of nitrate in a meander under neutral conditions
(ΠJy = 0) with ΠC,c = 1. The colors denote the potential PNO (calculated with Equation (6.18)), the thick
black line denotes the zero contour value (transition from source to sink of nitrate), and the thin black lines
denote streamlines. The two first columns show simulations for pristine conditions, while the last two show
polluted conditions.

6.3.2.1 Master dimensionless variables for biogeochemical potential: ΠC,c and DaO

We explore the overall hyporheic potential for biogeochemical transformations by exploring two master di-

mensionless variables that emerged from our dimensional analysis: (i) the availability of DOC relative to

dissolved oxygen for water entering the hyporheic zone (ΠC,c = CC,c/CO,c) and (ii) the Damköhler number

for aerobic respiration (DaO = (VOλ )/(KJx)). These variables are expected to play a fundamental role in

nitrogen transformations and can be easily calculated at the catchment to continental scales from readily

available hydrogeomorphic and empirical data. Note, however, that previous studies have almost exclusively

focused on exploring the role of DaO as a master variable for other hyporheic exchange processes (e.g., Gu

et al., 2007; Zarnetske et al., 2012) without a systematic analysis of ΠC,c. This dimensionless ratio naturally

emerges as a critical quantity from the scaling analysis, yet it is seldom considered a master variable. As

we show here, ΠC,c varies significantly in river networks and plays a significant role in the biogeochemical

potential of sinuosity-driven hyporheic zones.

In the following, we summarize our results using the ΠC,c −DaO domain (Figure 6.7A), where each
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Figure 6.7: Biogeochemical potential in the ΠC,c - DaO domain (Panel A). Each point in this domain repre-
sents potential Pi for a single meander with dimensionless parameters ΠC,c and DaO (e.g., Panel B). The x-
axis separates the domain into meanders exposed to carbon-limited (ΠC,c < 1) and oxygen-limited (ΠC,c > 1)
boundary conditions, while the y-axis separates the domain into meanders characterized by reaction-limited
(DaO < 1) and transport-limited (DaO < 1) conditions. For reference, we include histograms for typical
values of the dimensionless variables found across the Conterminous US and their corresponding 5%, 25%,
50%, 75%, and 95% percentiles (yellow boxes and point). Generally, this diagram results in two characteris-
tic zones: one for hyporheic zones that act as net sources of the constituent (Pi < 0; red colors) and one for
meanders that act as net sinks (Pi > 0; blue colors).

point represents a meander with different dimensionless variables, and therefore net biogeochemical poten-

tial (Figure 6.7B). This domain can be discretized into quadrants based on typical thresholds of the master

variables. The first quadrant (upper left) is characterized by meanders with carbon (ΠC,c < 1) and transport

(DaO > 1) limitations. The second quadrant (lower left) is characterized by meanders with carbon (ΠC,c < 1)

and reaction (DaO < 1) limitations. The third quadrant (upper right) is characterized by meanders with
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oxygen (ΠC,c > 1) and transport (DaO > 1) limitations. And lastly, the fourth quadrant (lower right) is char-

acterized by meanders with oxygen (ΠC,c > 1) and reaction (DaO < 1) limitations. From the Monte Carlo

analysis, which leverages hydrogeomorphic and chemical information across the conterminous United States

(CONUS) (Subsection 6.2.2.2) and the literature values reported in Table 6.2 2, we estimated a subdomain

of the ΠC,c −DaO domain where the CONUS meanders are more likely to map (see histograms and yellow

rectangles in Figure 6.7A). However, their net behavior can change depending on the other dimensionless

variables, especially the amount of particulate organic matter, which serves as a potential source of DOC to

offset the carbon limitations (e.g., Sawyer, 2015).

Figure 6.7 illustrates a typical pattern of nitrate’s biogeochemical potential (PNO) for meanders in the

ΠC,c −DaO domain. Using this figure as an example, we can discriminate meanders as sinks (blue colors)

or sources (red colors) for nitrate. More specifically, reaction-limited (DaO < 1) meanders tend to be mild

sinks with PNO ≳ 0. These meanders have characteristic time scales for reactant supply that are shorter than

the time scales for reaction. In other words, the hyporheic zone does not provide enough time to consume

oxygen, so denitrification is limited or has significant nitrification, which is equivalent to having a reactor

where nitrate NO−
3 is transported without significant transformations. As DaO exceeds unity, a source zone

typically develops. This source zone eventually transitions to a strong sink zone as DaO increases, where the

transition threshold differs for carbon-limited (ΠC,c < 1) and oxygen-limited (ΠC,c > 1) systems. Oxygen-

limited systems tend to transition after small values of DaO, and, in some cases, the source zone does not

develop. On the other hand, for carbon-limited systems, a large value of DaO is needed before the system

behaves as a nitrate sink.

To better understand the key controls on the ΠC,c −DaO zonation, we performed a systematic analysis

for 800 meanders (i.e., scenarios) in pristine (low inorganic N) and polluted (high inorganic N) systems

(Zheng et al., 2016) and with varying sinuosity, magnitudes of regional groundwater flow, and availability of

labile POC. First, we will focus on the effects of sinuosity and regional groundwater flow for systems with a

constant POC of 0.02%. Then, we will explore the implications of POC on the patterns observed.

Pristine systems. Meanders in pristine systems (Figure 6.8; POC = 0.02%) are predominantly sinks for

nitrate, with typical meanders across CONUS (yellow rectangles) having PNO ≈ 1. In some cases, small

areas of the ΠC,c −DaO domain are classified as sources; however, PNO is still close to zero, implying that

these meanders behave as a net conveyor of nitrate with minimal transformations. In fact, systems with

gaining conditions (ΠJy > 0) do not develop a source zone.

The transition interface from mild to strong sink in the ΠC,c −DaO domain (transition from light to dark

blue in Figure 6.8) is minimally affected by the magnitude of the regional groundwater flow (i.e., similar

patterns for all rows in a column). This transition, however, changes significantly with the degree of sinu-
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osity. Systems with high funneling factor transition to strong sinks at higher DaO numbers, resulting in a

larger proportion of CONUS meanders within the mild sink domain (area enclosed by the yellow rectangle).

In other words, the likelihood of systems with conservative transport behavior for NO−
3 increases with sinu-

osity. These findings are at odds with the common assumption that increasing sinuosity leads to increasing

river corridor and hyporheic complexity and, therefore, a likely increase in river corridor biogeochemical pro-

cessing – the basis for the design of typical hyporheic restoration efforts (Hester and Gooseff, 2010, 2011).

Our model shows that the reduction of the net denitrification in high sinuosity meanders results from the

higher velocities around the neck of the meander that transport a significant amount of water and solutes at

higher rates, reducing the amount of time in contact with the reactive sediments for the majority of the flow.

Based on the histograms derived for natural channels across CONUS (Figure 6.7), a predominant portion of

channels will be sink zones in all cases for these conditions. As we show later, this transition can be highly

sensitive to POC availability, completely changing the dynamics and overall behavior of these systems.

In general, a source zone of small extent and magnitude develops under neutral (ΠJy = 0) and losing

(ΠJy < 0) regional groundwater flow conditions. This zone is absent under gaining conditions (ΠJy > 0).

Under neutral conditions (third row in Figure 6.8), the source zone is smallest and roughly constrained to

ΠC,c ≤ 10−1 and 102 ≤ DaO ≤ 104 and similar in shape for all sinuosity values. As the magnitude of the

losing regional groundwater flow increases, the source zone extends lower DaO values, reaching DaO = 1.

As mentioned, the magnitude of the biogeochemical potential within the source zone is close to zero. We

hypothesize that the expansion of the source zone under losing conditions is caused by dispersive mixing

along the hyporheic zone boundary, which interacts with channel-born flow paths recharging the alluvial

aquifer. The opposite effect is observed for gaining conditions given the boundary conditions assumed for

the alluvial aquifer boundary in our model. In general, this dispersive mixing along the hyporheic zone

boundary represents a minor fraction of the overall mass flowing through the hyporheic zone (Hester and

Gooseff, 2010, 2011; Hester et al., 2014; Gomez et al., 2012).

The ΠC,c −DaO zonation for pristine systems is consistent with our expectations based on the microbial

reaction process represented in our model. For these scenarios, the concentrations of NO−
3 and NH+

4 at the

channel (and their corresponding dimensionless variables ΠNO,c and ΠNH,c) are relatively small. Low DaO

values characterize systems where meanders take longer to reach anoxic conditions, constraining denitrifi-

cation, or the small amounts of NH+
4 cannot drive significant nitrification. These conditions likely result in

meanders that preferentially transport NO−
3 with negligible transformations. As DaO increases, this oxic con-

straint becomes weaker, and preferentially anoxic conditions develop to facilitate denitrification. As shown

in Figure 6.8, the development of these conditions occurs for lower DaO values when DOC limitations are

unimportant (i.e., ΠC,c > 1).
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Figure 6.8: Potential of retention of nitrates for the pristine river channel case and P0 = 0.02%. The columns
denote different meander topologies described by the sinuosity (σ ). The rows separate the regional gradient
ΠJy . The colors show the potential for biogeochemical retention. The solid black line shows the zero contour
line. The horizontal dashed line is the division between transport-limited (log(DaO)> 0) and reaction-limited
systems (log(DaO) < 0). The vertical dashed lines is the division between carbon-limited (ΠC,c < 0) and
oxygen-limited systems (ΠC,c > 0). For reference, we include histograms for typical values of the dimen-
sionless variables found across the Conterminous US and their corresponding 5%, 25%, 50%, 75%, and 95%
percentiles (yellow boxes and point).
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The effects of sinuosity can be explained by the dominant role of meander neck flow paths with shorter

time scales. These flow paths move a larger proportion of total exchange as sinuosity increases. For example,

oxic conditions extend a larger proportion of the meander neck due to shorter transport time scales, increasing

the opportunities for nitrification while limiting denitrification. This effect explains the emergence of a source

zone, which is mild due to the low supply of NH+
4 that limits the production of NO−

3 through nitrification.

As the sinuosity increases, and therefore the prevalence of short transport time scales characteristic of the

meander neck, a higher DaO value is needed to drive nitrification. This explains the upward migration of the

strong sink transition in Figure 6.8.

Polluted systems. Similar to Zheng et al. (2016), our polluted scenarios increase channel NO−
3 and NH+

4

concentrations and their corresponding dimensionless variables by approximately one order of magnitude

relative to pristine systems. Figure 6.9 illustrates the simulations in the ΠC,c −DaO domain with POC of

0.02%. The polluted scenarios are characterized by the emergence of a pronounced source zone that marks

a transition from mild sinks, for low DaO values, to strong sinks as DaO increases. For the scenarios in this

figure, a small fraction of probable value ranges for meanders across CONUS falls within the source zone.

The lower boundary, marking the transition from mild sinks to strong sources, occurs at DaO = 1 for neutral

and gaining conditions; however, it can extend to DaO < 1 for losing conditions. Note that the meanders with

the lowest sinuosity and the strongest gaining conditions explored (upper left corner in Figure 6.9) present a

different behavior, where the source zone is limited to a small region where 102 ≤ DaO ≤ 104 and ΠC,c ≤ 0.1.

As explained before, this difference is likely driven by mixing along the boundary of a highly compressed

hyporheic zone.

The upper limit marking the transition from a strong source to strong sink meanders varies primarily

as a function of sinuosity. For example, under neutral conditions, the transition boundary migrates toward

higher DaO values with increasing sinuosity. This is consistent with the dominant role of short residence

times in higher sinuosity systems where neck flow paths dominate the total exchange flux. In this case,

transport residence times constrain the capacity of the hyporheic zone to denitrify, resulting in a dominant

role of nitrification that leads to a net source of nitrate. Furthermore, the zone is larger in carbon-limited

systems (ΠC,c < 1), where aerobic respiration is likely consuming a large proportion of the available DOC,

which limits the progression of denitrification. Nitrate source conditions can also be found for oxygen-

limited systems, highlighting a “hot spot” of residence times where nitrification is favored (McClain et al.,

2003; Zarnetske et al., 2011b). As will be shown later, the dissolution of POC requires large enough DaO

to offset the DOC limitation and significantly activate the role of denitrification. This defines the location

of the transition zone from source to sink as DaO increases. Finally, as gaining fluxes increase (ΠJy > 0),

the source zone in the oxygen-limited quadrant disappears; this is consistent with the removal of neck flow
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Figure 6.9: Potential of retention of nitrates for the polluted river channel case and P0 = 0.02%. The columns
denote different meander topologies described by the sinuosity (σ ). The rows separate the regional gradient
ΠJy . The colors show the potential for biogeochemical retention. The solid black line shows the zero contour
line. The horizontal dashed line is the division between transport-limited (log(DaO)> 0) and reaction-limited
systems (log(DaO) < 0). The vertical dashed lines is the division between carbon-limited (ΠC,c < 0) and
oxygen-limited systems (ΠC,c > 0). For reference, we include histograms for typical values of the dimen-
sionless variables found across the Conterminous US and their corresponding 5%, 25%, 50%, 75%, and 95%
percentiles (yellow boxes and point).
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paths and a general increase in residence times, leading to enhancement of aerobic respiration and additional

contact time under anoxic conditions, which ultimately enhances the role of denitrification. The net effect of

these conditions is a transition to a net sink. This behavior is not consistent with losing conditions, given the

mixing effects at the boundary of a thin hyporheic zone.

These findings have important implications for river restoration practices. If sinuosity is increased as

a restoration strategy (e.g., Hester and Gooseff, 2010, 2011), the meander can act as a net source of nitrate,

leading to adverse and unintended consequences from the perspective of nutrient retention. In fact, the overall

negative impact increases with sinuosity, given that sinuosity significantly increases flux and, therefore, the

overall contaminant load delivered from the hyporheic zone to the river. For example, the exchange increases

by about two orders of magnitude when sinuosity is increased from 2.1 to 5.9 (Figure 6.9). As mentioned,

this issue is driven by the dominant role of the meander neck as a control for the net flow and residence times

within the meander’s hyporheic zone.

6.3.2.2 The role of Particulate Organic Carbon

Labile POC is a key constraint for offsetting DOC limitations in our simulations. The importance of this

offset depends on the amount of POC available (represented by the dimensionless variable ΠP−C) and the

dimensionless POC linear distribution coefficient (represented by ΠKd). Here, we illustrate the changes in

the biogeochemical potential for NO−
3 transformations within the ΠC,c−DaO domain for three values of POC

under pristine and contaminated conditions. These results are summarized in Figure 6.10 for a single meander

(σ = 3.1) under neutral conditions. Note that the role of ΠKd decreases as POC increases (see Appendix C

for additional details), and therefore, we focus on ΠP−C, which is directly proportional to POC.

The systems without POC available to offset DOC limitations (first column of Figure 6.10) consume all

the DOC available through aerobic respiration, which in turn constrains the role of denitrification because it

needs DOC to proceed. When aerobic respiration is limited by the availability of DOC or short transport time

scales, the oxygen remaining can promote nitrification and lead to the formation of a nitrate source zone (red

areas in the ΠC,c −DaO domain). The nitrification reaction is then limited by the availability of NH+
4 . In the

case of the polluted river channels, the nitrate source zone is constrained to ΠC,c ≤ 0.1) and 102 ≤DaO ≥ 107.

For polluted channels, the nitrate source zone extends the majority of the carbon-limited domain and some

sections of the oxygen-limited domain, primarily for small DaO values. The meanders from the CONUS

analysis (yellow rectangles) will be within the source zone under polluted conditions, imposing a positive

feedback cycle where the sinuosity-driven hyporheic zone may exacerbate the nitrate excess problems.

As the available POC increases to 0.002% and 0.2%, we see the emergence of a strong source zone for

DOC (dark brown colors with PC < 0). The DOC promotes aerobic respiration and denitrification while
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Figure 6.10: Effect on POC concentration in the biogeochemical potential for DOC and NO−
3 transformations

for meanders of moderate sinuosity (σ = 3.1) and neutral regional groundwater flow (ΠJy = 0.0). Columns
correspond to labile POC of 0%, 0.02%, and 0.2%. The figure includes meanders under pristine (rows one and
two) and polluted (rows three and four) channel conditions. The solid black line shows the zero contour line.
The horizontal dashed line is the division between transport-limited (log(DaO) > 0) and reaction-limited
systems (log(DaO) < 0). The vertical dashed lines is the division between carbon-limited (ΠC,c < 0) and
oxygen-limited systems (ΠC,c > 0). For reference, we include histograms for typical values of the dimen-
sionless variables found across the Conterminous US and their corresponding 5%, 25%, 50%, 75%, and 95%
percentiles (yellow boxes and point).

suppressing nitrification. In other words, the overall effect of the dissolution of POC is to compress the

nitrate source zone in the ΠC,c−DaO domain and to expand the zones classified as strong sinks. This effect is

particularly important in polluted systems where the CONUS meanders transition to sinks of nitrate with POC
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concentrations as small as 0.02%. Note, however, that the increases in POC do not completely eliminate the

nitrate source zone, but it significantly decreases its extent. Hence, the availability and reactivity of organic

carbon are likely a significant control on the fate of the nitrogen in meanders, and the reactivity of DOC

remains an understudied area of field hyporheic research (Zarnetske et al., 2012).

6.4 Conclusions

Meanders in river channels provide a critical and underappreciated natural biogeochemical reactor. Our

models and simulations provide a fundamental understanding of the role that first-order drivers (meander

topology) and modulators (regional groundwater flow) play in the hydrodynamics, transport, and reactions

taking place within sinuosity-driven hyporheic zones occurring in meanders. Furthermore, we reveal and

propose a dimensionless framework to characterize these processes in terms of metrics that can be quantified

by widely available remote sensing and water quality data. These metrics, at the same time, offer a first step

toward the development of a new generation of surrogate models that explicitly include the role of meanders

in water quality modeling efforts.

From the perspective of the hyporheic exchange hydrodynamics, meander topology, and in particular, the

relative size of the meander neck (expressed as a funneling factor), emerges as a key variable controlling the

total amount of exchange and the characteristic time scales for transport. As sinuosity increases, the funneling

factor increases, leading to a hydrodynamic shielding effect that protects the sinuosity-driven hyporheic zone

from the compressing effects of regional groundwater flow. This effect highlights the robust nature of this

hyporheic exchange process along river corridors and shows that it can be more important and ubiquitous

than previously thought (Cardenas, 2009a,b; Gomez et al., 2012; Gomez-Velez et al., 2015, 2017).

Meander topology also plays a key control in multiple biogeochemical transformations taking place

within the hyporheic zone. Here, we focused on nitrogen transformation, and in particular on the fate of

nitrate. However, other transformations of interest could be explored within a similar framework, especially

those chemical transformations associated with oxidation-reduction (redox) processes and carbon utiliza-

tion (e.g. Hedin et al., 1998; Burgin and Loecke, 2023). Our simulations show the complex interplay be-

tween transport and biogeochemical time scales, substrate availability, and sinuosity. Topology and regional

groundwater flow determine the transport time scales, solute concentrations at the channel impose critical

boundary conditions and limitations, alluvial aquifer biogeochemical parameters impose transformation time

scales, and availability of particulate organic carbon becomes a critical factor to offset carbon limitations.

All these factors can lead to similar meanders acting as net sources or sinks of nitrate. Understanding their

role allows us to predict the potential implications of the exchange process and propose reasonable restora-

tion strategies that take advantage of the natural potential of river corridors to remove excess nitrogen (e.g.,
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Hester and Gooseff, 2010, 2011). For example, a practitioner interested in increasing sinuosity for channel

restoration purposes could use field measurements and estimates of the expected post-restoration sinuos-

ity to map scenarios into the ΠC,c −Dao domain (Figures 6.8, 6.9, 6.10). This mapping would provide a

“back-of-the-envelope” prediction for the expected behavior of the meanders under the proposed restoration

strategy. More generally, this framework offers general insight into the tight coupling of substrate availability,

residence times, and channel topology.

Although our conceptual model is idealized, we are confident it captures the first-order controls for the

exchange process, providing fundamental insight into the biogeochemical potential of meanders across river

corridors. Furthermore, it provides a scalable framework to explore multiple meander topologies and regional

groundwater conditions. Finally, our results stress the vital role of dissolved and particulate organic carbon

content in the biogeochemical potential of sinuosity-driven hyporheic zones and, in particular, the need to

better constrain POC content in stream sediments and alluvial aquifers.

It is important to note that the assumptions behind the reduced-complexity model carry important limi-

tations, most of which can be relaxed in future applications. First, our model neglects the three-dimensional

nature of groundwater flow and the nested nature of exchange processes. This three-dimensional structure

can be particularly important near the channel (e.g., Boano et al., 2010a, 2014; Perez et al., 2021; Stonedahl

et al., 2013; Wang et al., 2022), where convergent flow and the interplay of multiple morphologies driving

hyporheic exchange are a first-order control for transport and reaction. Second, we assume a homogeneous

and isotropic porous media, ignoring the important role of physical and biogeochemical heterogeneity (e.g.,

Arora et al., 2022; Song et al., 2020; Zhou et al., 2014), which plays a central role in the formation of biogeo-

chemical hotspots (e.g., Briggs et al., 2018; Krause et al., 2022). The representation of POC heterogeneity

(Sawyer, 2015) and its liability (Zheng et al., 2019) is of particular interest, which is ignored in the current

conceptualization. Lastly, we assume a steady river stage and constituent concentration. As mentioned before,

these boundary conditions covary over space and time (Creed et al., 2015), constraining exchange dynamics,

residence times, and substrate supply (e.g., Dwivedi et al., 2018; Gomez-Velez et al., 2017; Song et al., 2020;

Wu et al., 2021). Future work should consider the temporal dynamics and correlations of discharge and con-

centrations (e.g., Dwivedi et al., 2018; Gomez-Velez et al., 2017), the influence of heterogeneity in sediments

(e.g., Sawyer, 2015), and the potential implications of including our conceptualization into reach-scale water

quality models, where the effects of concentrations on reaction rates play a significant role (e.g., Schmadel

et al., 2020).
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CHAPTER 7

WigglyRivers: A Tool to Characterize the Multiscale Nature of Meandering Channels

This chapter is a modified version of a paper in preparation that will be sent to Environmental Modelling

& Software. Gonzalez-Duque, D. & Gomez-Velez, J. D. (2024).WigglyRivers: a tool to characterize the

Multiscale Nature of Meandering Channels (In preparation). Environmental Modelling & Software.

Abstract

Sinuous channels are ubiquitous features along river networks. Their complex patterns span scales and influ-

ence morphodynamic processes, landscape evolution, and ecosystem services. Identifying and characterizing

meandering features along river transects has been a challenge for traditional curvature-based algorithms.

Here, we present WigglyRivers, a Python package that builds on existing work using wavelet-based methods

to create an unsupervised identification tool. This tool allows the characterization of the multiscale nature

of river transects and the identification of individual meandering features. The package uses any set of river

coordinates and calculates the curvature and direction-angle to perform the characterization, and also lever-

ages the use of the High-Resolution National Hydrography Dataset (NHDPlus HR) to assess river transects

at a catchment scale. Additionally, the WigglyRivers package contains a supervised river identification tool

that allows the visual selection of individual meandering features with satellite imagery in the background.

Here, we provide examples in idealized river transects and show the capabilities of the WigglyRivers package

at a catchment scale. We also use the supervised identification tool to validate the unsupervised identification

on river transects across the US. The package presented here can provide crucial data that represents an es-

sential step toward understanding the multiscale characteristics of river networks and the link between river

geomorphology and river corridor connectivity.

7.1 Introduction

Meandering channels are prevalent features in river networks across landscapes (Leopold et al., 1992). Their

irregular patterns vary across scales in both sedimentary and non-sedimentary environments (Seminara, 2006)

and are developed from morphodynamical processes that involve the interaction between hydrology and ge-

omorphological characteristics of the river channel (Schumm, 1985; Zolezzi and Seminara, 2001). Charac-

terizing these river patterns at multiple scales can provide crucial information on processes occurring in the

river channel and its surroundings. For instance, at a reach scale, the identification of meandering patterns in

an evolving river planform allows the study of stability and self-organized behavior of rivers (Hooke, 2007,
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2003), as well as the understanding of river meander migration (Lagasse et al., 2004; Dominguez Ruben et al.,

2021), how it is linked to erosion heterogeneity (Güneralp and Rhoads, 2011), and how this process impacts

landscapes and floodplain processes (Piégay et al., 2005; Van De Wiel et al., 2007; Odgaard, 1987), and

ecosystem dynamics (Ward et al., 2002). At a local scale, the geometry and topology of a meander bend and

the characteristics of the channel have been shown to impact the lateral hyporheic exchange fluxes (Cardenas,

2008; Stonedahl et al., 2013; Gonzalez-Duque et al., 2024b), affecting residence times and biogeochemical

processes occurring within the hyporheic zone (Boano et al., 2010b; Revelli et al., 2008; Gomez et al., 2012;

Gomez-Velez et al., 2017; Gonzalez-Duque et al., 2024b), and thus, impacting the ecosystem services the

river corridor provides (Harvey et al., 2018).

The identification and posterior characterization of meandering channels has been a topic of interest

among geomorphologists for decades (Leopold and Wolman, 1960). One of the most common identification

processes involves finding the inflection points in the curvature of the river planform (Howard and Hem-

berger, 1991) as these points describe the starting and ending points of a single meander bend. This method,

however, is highly sensitive to noise in the data. So, a smoothing of the planimetry is required to obtain a

reasonable computation of the curvature (Güneralp and Rhoads, 2008). Another approach uses morphody-

namic modeling of the river planimetry to locate the possible cutoffs of a given meander bend and then a

tracking algorithm to detect the starting and ending points of a meander bend from these cutoffs (Schwenk

et al., 2015). However, this method requires a morphodynamic model and a tracking algorithm that can be

computationally expensive when applied to large river networks (Schwenk et al., 2015). An alternative to

these two approaches is to leverage the use of wavelet-based methods to characterize meandering features in

the curvature of the river planform, as performed by Vermeulen et al. (2016). This method is less sensitive to

noise in the data and can provide a multiscale characterization of the river planimetry (Zolezzi and Güneralp,

2016; Vermeulen et al., 2016).

Wavelet-based methods, different from conventional spectral tools like Fourier transforms, are able to cap-

ture the multiscale nature of non-stationary signals like the ones produced by meandering rivers (Gutierrez

and Abad, 2014). Among the numerous applications of these methods, we can see the study of El Niño-

Southern Oscillation (ENSO) (Gu and Philander, 1995; Wang and Wang, 1996), how it impacts local meteo-

rological dynamics (Dı́az et al., 2022), and its association with influenza cases (Xiao et al., 2022); the study

of the Madden-Julian Oscillation (MJO) variability by CMIP6 models (Le et al., 2021), the characterization

of shoreline features (Vulis et al., 2023), and, more specifically to river networks, the determination of the

predominant wavelengths and scales of rivers transects (Zolezzi and Güneralp, 2016; Gutierrez and Abad,

2014), among others. In particular, the work done by Vermeulen et al. (2016) has shown that applying a

Continuous Wavelet Transform (CWT) to the curvature of the river planform can provide the location of
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individual meander bends over long reaches and their associated scales.

In this work, we built on top of Vermeulen et al. (2016) multiscale algorithm to create the WigglyRivers

Python package. This package allows the supervised and unsupervised identification of meandering bends

along river transects across scales. Although WigglyRivers uses any given river planimetry, it also contains

routines that leverage the use of the High-Resolution National Hydrography Dataset (NHDPlus HR) (Moore

et al., 2019), allowing the identification of meander bends at catchment and basin scales. The package also

contains an interactive tool that allows the manual identification of meander bends at a reach scale using

Jupyter Notebooks that can be used as a validation set for the unsupervised identification routine. Lastly,

WigglyRivers uses spectral metrics to characterize river transects similar to the ones described in Zolezzi and

Güneralp (2016) and also calculates individual meander metrics, such as the radius of curvature, amplitude,

asymmetry, funneling factor, and sinuosity for meander bend analysis like the ones provided in Leopold et al.

(1992) and Howard and Hemberger (1991).

The use of this tool with the NHDPlus HR information can open the door for the study of the multi-

scale nature of river networks across scales and environments and how they can be linked to hydrologic

and geomorphologic processes. Furthermore, the identification of individual meander bend’s geometry and

topology can be used in sinuosity-driven hyporheic exchange models to have estimates of lateral exchange

fluxes at catchment and basin scales, refining current estimates (i.e., Gomez-Velez and Harvey, 2014; Kiel

and Bayani Cardenas, 2014).

7.2 The WigglyRivers tool

The WigglyRivers package offers a workflow that characterizes meandering features in rivers, providing two

independent tools that allow the identification of meanders and the exploration of the multiscale nature of

river networks. The first one provides routines for the supervised identification of meanders, where users

can go through a reach on the network and manually select the beginning and ending points of meanders.

The manual identification of meanders serves as a tool to validate the automatic detection performed by the

second tool of the package. This second tool allows the automatic identification of meander bends at a reach

scale using a Continuous Wavelet Transform (CWT) approach proposed by Vermeulen et al. (2016). Lastly,

the routines and subroutines used in the automatic identification allow the user to assess the multiscale nature

of the river network.

To achieve this functionality, we divided WigglyRivers into three fundamental classes, RiverDataset,

RiverTransect, and Meander. The RiverDatasets class contains all the subroutines to store, save,

and load RiverTransect data. RiverTransect is the main class of the package; it stores all the

information related to a specific river (coordinates, distance, curvature, CWT, meanders, among others). This
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Figure 7.1: Structure of the WigglyRivers Python package. The blue boxes represent the main classes of the
package. The yellow boxes represent the classes and functions that make river-related computations, such as
river extractions, scaling, and resampling, among others. The red boxes represent wavelet-related functions,
the magenta boxes represent plotting-related functions, and the green boxes are utility-based functions. The
lines show the connection between the package sections and where to expect the computations to be made.

class also has the subroutines to perform the supervised and automatic detection of meanders. Lastly, the

Meander class has information about each meander (coordinates, meander arclength, sinuosity, radius of

curvature, amplitude, among others). The general rule in the package is that RiverDatasets contain

individual RiverTransect that can hold several Meander features. The general package structure with

classes, functions, and their relationships is shown in Figure 7.1.

In the following subsections, we will delve deeper into the process behind the characterization and detec-

tion tools and other functionalities crucial in understanding the underlying mechanisms of detecting meanders

with the WigglyRivers python package.

97



7.2.1 Data preparation

The WigglyRivers package uses any set of xo = [xo1 , . . . ,xon ] and yo = [yo1 , . . . ,yon ] coordinates that rep-

resent the river transect centerline planimetry. It is important to consider that the package will calculate

metrics with the given coordinates, such as distances, curvature, and meander lengths. Thus, using projected

coordinates while using the tool to have a realistic computation of the different metrics is strongly recom-

mended. Although the package uses any set of coordinates to perform the meander characterization, it also

contains routines that allow the extraction and processing of river transects within the High-Resolution Na-

tional Hydrography Dataset (NHDPlus HR). The processing of this information is explored in the following

sub-subsection.

7.2.1.1 NHDPlus HR information processing

As mentioned above, the WigglyRivers package has built-in routines that allow the processing of the High-

Resolution National Hydrography Dataset (NHDPlus HR) information (Moore et al., 2019). In this process-

ing, the tool first loads the geodatabase, then it projects and extracts the NHDFlowline table and coordi-

nates, and appends the NHDPlusFlowlineVAA and NHDPlusEROMMA tables that are needed in the con-

struction of the river network. As an additional set, the package also takes into account the NHDWaterbody

shapefile and includes a flag with ones where the specific reach is within a waterbody that will not be taken

into account in the characterization of meandering features in the river transect. The extracted coordinates

will be saved in hdf5 format with the NHDPlusID as the key to access any individual reach. On the other

hand, tables will be saved in either CSV or feather format to be accessed later by the RiverDatasets

class.

Once the initial information pre-processing is performed, the package creates a RiverDatsets ob-

ject and loads the extracted coordinates and tables. The object removes all the divergence paths and also

the reach paths that have an FCode indicator of a coastline (56600) and pipelines (42800 through 42816),

leaving the artificial paths and canals to have connectivity in the network. The remaining reach paths are

then used by a routine that maps the river network using the FromNode and ToNode in the tables. This

routine creates vectors of rivers that go from the headwaters to the outlet of the catchment or to the con-

necting path that has already been explored. Each vector is organized with Common Identifiers (ComIDs)

(comid = [comid1,comid2, . . . ,comidk]) where each comidi is the NHDPlusID that is linked to a row in the

NHDPlus HR table and a set of coordinates. The package then uses these vectors to extract and append all the

coordinates for each list of ComIDs. In this process, the routine creates new vectors with all the coordinates,

calculates the length of the river, and interpolates the drainage area (DA) of each link to estimate the width of

the channel (W ) using the relationship proposed by Wilkerson et al. (2014) (see Section E.1 in Appendix D).
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The extracted information is saved files that the RiverDatasets can easily access. The user should

keep in mind that the extraction process computational time scales with the number of headwaters nodes

available in the catchment. Therefore, it is recommended that sections of the catchment extract the coordi-

nates once the ComID lists are created. An example of performing the extraction is presented in a Jupyter

Notebook within the WigglyRivers package files.

7.2.2 Transect characterization

7.2.2.1 Resampling and smoothing the river transect

A crucial part of characterizing meanders with the WigglyRivers tool is having a river planimetry that has

equally spaced distance. This spacing allows a refined calculation of the curvature of the river and the

computation of the Continuous Wavelet Transform (CWT) used to characterize meandering features in the

river transect. We used a similar approach to the one proposed in Güneralp and Rhoads (2008) to achieve

equally spaced points. In this case, the RiverTransect object uses the user’s selected sampling distance

(∆s). Otherwise, it will use either the minimum channel width, if available, or the geometric mean of the

streamwise arclength (s). Once the sampling distance is selected, the RiverTransect object performs the

following series of steps,

1. take the n projected coordinates of the river (xo, yo) and calculates the cumulative Euclidean distances,

so = [0,D1,D1 +D2, . . . ,∑
n−1
i=1 Di], where

Di =
√

(xi+1 − xi)2 +(yi+1 − yi)2. (7.1)

2. Then, fits 1-D splines of third order between each coordinate vector and the cumulative distance, such

that xo = Sx(so, [sm]) and yo = Sy(so, [sm]), where sm is a smoothing parameter for the spline.

3. Finally, the routine creates the streamwise vector with the sampling distance s = [0,∆s, . . . ,∑n−1
i=1 ∆s]

and uses the splines to resample the coordinate on the new equally spaced distances, such that x =

Sx(s, [sm]) and y = Sy(s, [sm]).

The RiverTransect class uses the UniveratiateSpline function from the Scipy Python pack-

age (Virtanen et al., 2020) to fit the spline to the data. The UnivariateSpline function incorporates a

smoothing parameter (sm) that increases the number of knots until the criterion ∑
n
i=1(yo − y)2 ≤ sm is satis-

fied. The selection of a good number for sm depends on the complexity of the given planimetry. An approach

to estimate a reasonable value for sm is to use the expression sm = n× 10p, where p depends on the com-

plexity of the river planimetry, testing values of p for noisy synthetic rivers yielded a range of values of
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[0,4].

7.2.2.2 Characterization of planimetry curvature and direction-angle

The curvature has been widely used in the characterization of meandering features in rivers (Howard and

Hemberger, 1991; Vermeulen et al., 2015; Gutierrez and Abad, 2014; Zolezzi and Güneralp, 2016; Güneralp

and Rhoads, 2008). Following on these previous work, the WigglyRivers tool uses the curvature (C) to

determine the starting and ending points of meandering features in the channel. The computation of the

curvature depends on the estimation of first- and second-order derivatives of the planimetry coordinates and

the cumulative distances (x′, x′′, y′, y′′), This river variable can be calculated as follow (Güneralp and Rhoads,

2008),

C =
x′y′′−y′x′′

[(x′)2 +(y′)2]3/2 (7.2)

Another variable used in the characterization of the multiple spatial frequencies in meandering rivers is

the direction angle (θ ) (Zolezzi and Güneralp, 2016). This variable can be calculated using the curvature of

the channel as follows (Güneralp and Rhoads, 2008),

θ = θ0 +
∫ s=sn

s=0
Cds (7.3)

Where θ0 is the initial direction angle calculated as θ0 = tan−1(y′1/x′1). As can be seen from the previous

calculations, the computation of both the curvature and the direction angle depends on the first and second

derivatives of the planimetry coordinate, making them highly sensitive to noise in the data (see Figure D.1 in

Appendix D). Thus, the selection of a reasonable smoothing factor (sm) in the resampling steps is important

to achieve a reasonable computation of these signals.

The use of spectral tools to analyze the dominant frequencies on these signals can yield different results.

While the signal produced by the curvature is shifted to shorter harmonics, the direction-angle signal is shifted

towards longer harmonics (Zolezzi and Güneralp, 2016). Although the WigglyRivers package contains sub-

routines that calculate both of these metrics, we only use the curvature for the unsupervised detection of

meanders. The direction-angle can be used to study the dominant wavelengths of the river planimetry, as will

be seen later in Section 7.3.3.1.

7.2.2.3 River and meander bend definitions

Before we present the unsupervised and supervised detection, we use this subsection to present the definitions

used in the WigglyRivers package. According to Howard and Hemberger (1991), a half-meander is defined as
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Figure 7.2: (a) Idealized river planimetry is shown in the black solid line in the first panel. (b) and (c) show
the curvature and direction-angle calculated from the river planimetry. The half-meander is bounded by the
inflection points (red dots and red dashed line), and the full-meander is bounded by the maximum points
in the curvature (blue dots and green dashed line). The half-meander is characterized by the half-meander
arc-wavelength (λhm), valley length (Lhm), and amplitude (Ahm). Similarly, the full-meander is characterized
by the full-meander arc-wavelength (λ f m), valley length (L f m), and amplitude (A f m). The radius of curvature
(Rhm) is calculated for the half-meander. The gold solid line denotes the distance in the neck (Ln), and the
solid magenta line denotes the largest distance within the meander lobe (Ll). The distances between the
inflection points and the maximum points in the curvature upstream (λhm,u) and downstream (λhm,d) of the
half-meander are denoted by the magenta and cyan lines.

the region between two inflection points in the curvature of the river planimetry (dashed red line in Figure 7.2).

Furthermore, we consider a full-meander as the region between two curvature peaks encapsulating a half-

meander (dashed green line in Figure 7.2). On each half-meander, the WigglyRivers package calculates

the half- and full-meander arc-wavelengths (λhm and λ f m), valley lengths (Lhm and L f m), and amplitudes

(Ahm and A f m) (see dashed black lines Figure 7.2a). The package also calculates the half-meander radius of

curvature (Rhm, gray circle in Figure 7.2a), the distance in the neck (Ln, gold solid line in Figure 7.2a), the

largest distance within the meander lobe (Ll , blue solid line in Figure 7.2a), and the distances between the

inflection points and the maximum points in the curvature upstream (λhm,u) and downstream (λhm,d) of the

half-meander (magenta and cyan lines in Figure 7.2b). These variables will be used to calculate the half- and

full-meander sinuosities (σhm and σ f m) and the asymmetry (ahm and a f m), and the funneling factor (FF) of
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the full-meander. The details about these calculations are presented in Section 7.2.5.

A common approach in the morphological studies of meandering planimetry is to use the channel width

as a scaling parameter to non-dimensionalize the river variables (i.e., Zolezzi and Güneralp, 2016; Vermeulen

et al., 2016; Gutierrez and Abad, 2014; Seminara et al., 2001; Zolezzi and Seminara, 2001). One of the

purposes of the non-dimensionalization is to provide a comparable framework of river and meander metrics

among river transects. The WigglyRivers package has the option to use the non-dimensional form of the

planimetry variables by using the geometric mean of channel width as the scaling factor. The variables

utilized in the package and their non-dimensional form are presented in Table D.1 in the Appendix D.

7.2.3 Unsupervised identification of meandering features

The unsupervised identification of meanders implemented in the WigglyRivers tool builds upon the process

and MATLAB scripts created by Vermeulen et al. (2016). The process of identifying meanders has the

following steps: (i) resample and smooth river coordinates (a in Figure 7.3), (ii) estimate the curvature of the

planimetry using Equation (7.2) (b in Figure 7.3), (iii) compute the curvature continuous wavelet transform

(CWT) (c in Figure 7.3), (iv) identify the multiscale meandering signal (d in Figure 7.3), and (vi) identify

individual half-meanders (E in Figure 7.3). These steps will be described in detail below.

7.2.3.1 Continuous Wavelet Transform

The WigglyRivers package relies on the curvature’s continuous wavelet transform (CWT) to characterize

meandering features in river transect. The CWT provides mathematical tools that allow the mapping of

temporal or spatial series to time-frequency or scale-frequency domains. The mathematical descriptions and

some applications in geophysics can be found in Foufoula-Georgiou and Kumar (1994) and Torrence and

Compo (1998). In general, the CWT (Wn(ls)) of a discrete sequence n = 1,2, . . . ,N, where N is the total

number of points, can be defined as presented below (Torrence and Compo, 1998).

Wn(ls) =
N−1

∑
n′=0

xnΨ
∗
[
(n′−n)∆s

ls

]
(7.4)

where ls is the wavelet scale, the superscript ∗ denotes the complex conjugate, and the Ψ(η) is the wavelet

function. As is mentioned in Torrence and Compo (1998), the wavelet function is obtained by normalizing a

selected mother wavelet (Ψ0(η)) to represent unit energy, as follows,

Ψ(η) =

√
2πls
∆s

Ψ0(η) (7.5)

Within the WigglyRivers package, we use the Python codes created by Evgeniya Predybaylo that are based
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Figure 7.3: Process for automatic detection of meanders. (a) resampled and smoothed river planimetry. (b)
curvature of the planimetry. (c) CWT of the curvature. (d) Construction of the scale space tree in the CWT
plane. (e) zoomed in planimetry with the projected tree where individual half-meanders are identified. The
blue lines in (a) and (b) denote the zoomed-in river section presented in (e).

on work done by Torrence and Compo (1998). These codes contain the Morlet and DOG (Derivatives of a

Gaussian, also known as Mexican hat) mother wavelets. The mother wavelet selection depends on several

factors mentioned in Torrence and Compo (1998). Among these factors are the trade-off between the spatial

and scale resolutions and the use of real or complex wavelets. According to (Torrence and Compo, 1998), a

narrow mother wavelet function will resolve smaller spatial features but have poor scale resolution and vice-

versa for a wider function. Additionally, while real wavelets can detect sharp changes in amplitude, complex
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wavelets are better for looking at the oscillatory behavior of the signal Torrence and Compo (1998). With

the latter in mind and similar to Vermeulen et al. (2016), the WigglyRivers uses the DOG mother wavelet to

perform the automatic detection of meanders in the rivers (C in Figure 7.3). That said, the user can also utilize

the Morlet mother wavelet to assess the oscillatory behavior of the curvature and direction-angle signals, as

done by other authors (e.g., Zolezzi and Güneralp, 2016; Gutierrez and Abad, 2014).

The resulting CWT plane of the curvature will provide a matrix with columns reflecting the distance along

the channel and rows reflecting the scale of the wavelet. The package also calculates the Global Wavelet

Spectrum (GWS) and the Scale-Averaged Wavelet Power (SAWP) to detect dominant wavelengths and the

harmonic content of the river planimetry (Torrence and Compo, 1998; Zolezzi and Güneralp, 2016). The

GWS and the SAWP can be calculated as follows,

GWS =
1
N

N−1

∑
n=0

|Wn(ls)|2 (7.6)

SAWP =
δ j∆s
Cδ

J

∑
j= j0

|Wn(ls, j)|2

ls, j
(7.7)

where δ j is the scale resolution, Cδ is the reconstruction factor, and j = 0,1,2, · · · ,J is the scale index

with the largest scale J.

7.2.3.2 Multiscale meandering signal identification

A general approach to characterize meandering features in a river planimetry is by using the inflection points

(zero-crossings) in the curvature signal (Howard and Hemberger, 1991). This approach is highly sensitive

to the meander shapes and sampling of the river planimetry that are translated into the curvature signal,

leading to a misidentification of half-meanders in river transects (Andrle, 1996; Güneralp and Rhoads, 2008).

To overcome this limitation, Vermeulen et al. (2016) proposed using the CWT of the curvature to detect

the dominant wavelengths in the river transect associated with half-meanders. In the CWT plane, the zero-

crossing lines denote shape variations in the signal across scales, creating bounding regions at multiple scales

(Mallat, 1991). The WigglyRivers package constructs a scale space tree that identifies the multiscale signal

of meandering features, from half-meanders to large-scale variations in the river transect, the same approach

that Vermeulen et al. (2016) uses.

The construction of the scale space tree in the CWT plane is done by detecting singular points between

pairs of zero-crossing lines. The resulting partitioning creates regions in the CWT plane, which define the

scale space tree or the ternary tree (Witkin, 1984; Rosin, 1998). The tree nodes are then obtained by estimating

the maximum power in each region of the CWT plane, and the tree is constructed by linking the leaf nodes
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(nodes at the smallest scales) to their corresponding parent nodes (nodes that contain the leaf nodes at larger

scales) until we reach the root nodes (largest scales) (D in Figure 7.3).

Once the scale space trees are constructed in the CWT plane, the algorithm goes through each tree branch.

It detects the local peaks (maximum or minimum) in the CWT plane using a hexagonal lattice technique that

detects extremes and saddle points in a 2D field (Kuijper, 2004). While the local peaks in the CWT plane are

associated with the dominant wavelengths in the curvature signal (i.e., half-meanders), the parent nodes of

these peaks are associated with larger scales curvature variations in the river transect (i.e., “multiscale signal”

or “multiple loop tree”) (Vermeulen et al., 2016). This iterative process removes nodes in tree branches

where local peaks are not detected and the leaf nodes whose parent has a peak in the CWT plane (i.e.,

half-meander) as they are associated with noise in the curvature signal. The WigglyRivers also includes an

additional pruning algorithm that allows a refinement in characterizing the meandering features in the river

transect. This algorithm prunes the tree by peak power, where it goes through the branches, detects the parent

nodes with higher power than the average power of the leaf nodes, and removes the leaf nodes with lower

power, converting the parent node to a meander node. This process is helpful in river transects with multiple

scales (i.e., river transects containing various stream orders) with a high noise level where the initial algorithm

detects noise in the signal as individual half-meanders. This pruning routine is not included in the original

MATLAB scripts created by Vermeulen et al. (2016) and has to be used after the initial identification.

The resulting pruned scale space tree is then used to map the half-meanders back to the river planimetry.

This process is explained in the following section 7.2.3.3.

7.2.3.3 Meander identification

The half-meanders identified in the CWT plane are located in a specific wavelength value and are bounded

by the zero-crossing lines (Vermeulen et al., 2016). These bounds are associated with the inflection points

in the curvature signal and, thus, can be mapped back to the planimetry of the river by using the streamwise

arc length (s) and the resampling splines. However, due to the river sampling, the zero-crossing line does not

correspond to the exact location of the inflection points in the curvature. So, once the half-meander bounds

are identified in the CWT plane, the Wigglyrivers package runs a sub-routine that estimates the location of the

inflection point by interpolating the points in the curvature that passes through zero and then uses the resample

splines to estimate the coordinates where the inflection points are located in the river planimetry. On the other

hand, the tree nodes at each scale are projected to the planimetry (E in Figure 7.3) by circumscribing a circle

between the bounding points and the middle point in the planimetry with a radius as the quarter of wavelength

distance (R = λ/4π), similar to what was done in Vermeulen et al. (2016).

In addition to identifying the half-meanders by the inflection points, the WigglyRivers package also detects
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the peaks of curvature adjacent to the half-meander signal, which allows the identification of the full-meander

bend (green dotted line in Figure 7.2). This full-meander identification is crucial in the study of hyporheic

exchange processes at the meander scale, as the neck in meanders has a hydrodynamic effect in the exchange

zone impacting its residence times (Cardenas, 2008; Gonzalez-Duque et al., 2024b) and the biogeochemical

processes occurring within (Revelli et al., 2008; Boano et al., 2010b; Gonzalez-Duque et al., 2024b). The

extension of the meander bounds is optional in the identification process, and the user can select whether to

bound meanders by the inflection points or the curvature peaks.

Once the bounds have been identified and corrected, the package saves each meander as a Meander class

within the RiverTransect class and calculates the meander metrics described in section 7.2.5.

7.2.4 Supervised identification of meanders

To assess the performance of the automatic identification algorithm included in the WigglyRivers package,

we provide a supervised identification tool that allows the user to select meanders in the river planimetry

manually to create a validation set. The tool is built within the RiverTransect class, and it leverages the

capabilities of interactive plots in Jupyter Notebooks using plotly (Plotly Technologies Inc., 2015) with the

©Mapbox integration. This integration allows the user to go through the river network with a satellite image

as background, facilitating the manual selection of starting and ending points of full meanders through the

network. Section 7.3.3.1 presents an example of the tool. Further details on how to use the tool are presented

in the examples folder in the repository.

The manually identified meanders are also saved as Meander classes with a flag that indicates they were

manually selected. This information is used by the validation routine that compares the overlapping sections

(No) of the automatic (Na) and manually (Nm) selected meanders and calculates the fraction of automatic

overlaps (Foa) and the fraction of manual overlaps (Fma) as follows,

Foa =
No

Na
Fma =

No

Nm
. (7.8)

The closer both overlapping fractions are to one, the better the automatic detection algorithm performs.

With this in mind, the WigglyRivers package creates a 2D histogram plot (see the application in Section

7.3.3.1). It classifies the validation of the automatic identification into four zones: Zone I, or correctly

identified, contains the meanders that have a high degree of overlapping (Foa ≥ 0.75 and Fma ≥ 0.75), Zone

II, or sub-identified, contains the meanders where the automatic identification is only a portion of the manual

identification (Foa < 0.75 and Fma ≥ 0.75), Zone III, or over-identified, contains the meanders where the

automatic identification is a superset of the manual identification (Foa ≥ 0.75 and fma < 0.75), and Zone
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IV, or misidentified, contains the meanders where the automatic identification is not a subset of the manual

identification (Foa < 0.75 and Fma < 0.75). The user can then use this information to assess the performance

of the automatic identification algorithm and, if necessary, adjust the parameters used in the process.

The creation of the validation set through the manual identification tool can also serve as a training

set for future training machine learning algorithms that detect meandering features within river networks

using satellite imagery. Also, as the interactive capability is linked to NHDPlus HR, it allows the users to

qualitatively assess how well the river network aligns with current satellite images.

7.2.5 Meander Metrics

Once the meanders have been identified from the supervised or unsupervised identification tools, the

Meander class calculates the following metrics for each meander. These metrics provide morphological

characteristics of meanders and serve as the basis for analyzing meanders at multiple scales. The metrics

computed for each meander are the arc-wavelength (λhm), the valley length (Lhm), the radius of curvature

(Rhm), the amplitude (Ahm), the asymmetry (ahm), and the sinuosity (σhm). The calculation of each metric is

explained below.

Length metrics: The Meander class starts by calculating the arc-wavelength (λhm) as the summation of

the individual distance river sections from the starting to the ending point of the meander as follows,

λhm =
k

∑
i= j

√
(xi+1 − xi)2 +(yi+1 − yi)2 (7.9)

where j and k are the indices of the starting and ending points of the meander, respectively. The valley

length (Lhm) is calculated as the Euclidean distance between the starting and the ending point of the meander

as follows,

Lhm =
√
(xk − x j)2 +(yk − y j)2. (7.10)

Suppose the user decides to include the points for the full-meander. The package also calculates the

full-meander arc-wavelength (λ f m) and the full-meander valley length (L f m) by changing the range of values

between j and k in equations (7.9) and (7.10) to include the extended bounds (see Figure 7.2A).

Sinuosity: The half-meander’s sinuosity (σhm) is the fraction of the arc-wavelength (λhm) and the valley

length (Lhm) and reflects the degree of wandering of a given half-meander bend. This dimensionless metric

is calculated as follows,

σhm =
λhm

L
. (7.11)
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The subroutine also calculates the full-meander sinuosity (σ f m) by using the extended arc-wavelength

(λ f m) and the extended valley length (L f m).

Radius of Curvature: The radius of curvature of the half-meander (Rhm, see Figure 7.2a) is obtained by

circumscribing a circle between the inflection points of the half-meander with a radius of Rhm = λ/4π , where

λ is the dominant wavelength of the half-meander coming from the wavelet analysis, similar to the calculation

performed in Vermeulen et al. (2016). In half-meanders selected manually, we assume that λ f m = λ and use

the previous approach to calculate the radius of curvature.

Amplitude: The amplitude (Ahm, see Figure 7.2a) is estimated by rotating the half-meander coordinates

to align the meander axis with the x-axis between its inflection points ([x,y] → [xr,yr]) and calculating the

difference between the maximum and minimum y-coordinates as follows,

Ahm = max(yr)−min(yr). (7.12)

The subroutine also calculates the full-meander amplitude (A f m) by using the extended bounds of the

meander.

Asymmetry: For the half-meander asymmetry (ahm) calculation, the package breaks the half-meander

into two sections, the upstream (λhm,u) and downstream (λhm,d) arc-wavelengths, separated by the location

of the maximum curvature (Figure 7.2b). Then, the subroutine estimates the asymmetry as follows (Howard

and Hemberger, 1991),

ahm =
λhm,u −λhm,d

λhm
(7.13)

which ranges from -1 to 1, where negative values denote upstream asymmetry and positive values denote

downstream asymmetry. The full-meander asymmetry (a f m) is calculated by using the distance between

peaks of curvature of the full-meander.

Funnelning Factor: The funneling factor (FF) was defined by Gonzalez-Duque et al. (2024b) as the

ratio between the minimum distances in the full-meander neck (Ln) and the maximum distance within the

full-meander lobe (Ll) (see Figure 7.2). These lines are parallel to the line defined by the full-meander

inflection points. The subroutine calculates the funneling factor as follows,

FF =
Ln

Ll
(7.14)

This number has a minimum value of 1.0, where high FF values correspond to meanders with narrow

necks and significant lobe space, and low FF values correspond to meanders with wider necks.
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7.3 Applications

This section presents applications of the WigglyRivers package on idealized and natural systems. We start by

looking into idealized river planimetries and then transition to natural river transects using the NHDPlus HR

information. All of the applications presented here are saved as workflows within the WigglyRivers GitHub

repository https://github.com/gomezvelezlab/WigglyRivers.

7.3.1 Periodic river transect example

As mentioned above, the WigglyRivers package can use any river planimetry coordinates. For the following

applications, we will show the characterization of meandering features on idealized periodic river transects

to explore the potential of the spectral tools incorporated in the package. Then, we will use the unsupervised

detection tool to identify the meander bends present in the periodic river. In the first application, we use

a Kinoshita Curve river planimetry that is a particular type of sine-generated curves that account for the

fattening and skewing of meander loops (Kinoshita, 1961). The WigglyRivers package contains the version

of the Kinoshita Curve presented in Zolezzi and Güneralp (2016), where the direction angle (θ ) and the

curvature (C) are dependent on κ = 2π/λ , the amplitude of the direction angle oscillation (θ0), and the

skewness (θs), and fatness (θ f ) coefficients as follows:

θ = θ0 cos(κs)+θs sin(3κs)+θ f cos(3κs) (7.15)

C = κ[θ0 sin(κs)−3θs cos(3κs)+3θ f sin(3κs)] (7.16)

We first explored the spectral characteristics of three Kinoshita-type river transects by calculating the

CWT on the curvature and the direction-angle, using a Morlet mother wavelength as performed by Zolezzi

and Güneralp (2016). These transects have 20 full-meander bends that have the same wavelength (λ = 100

m), skewness (θs = 0.344), and fatness (θ f = 0.031) but vary in the amplitude of the direction angle oscillation

as θ0 = [90◦,115◦,120◦]. In all of the river transects, we calculated the CWT of the curvature and direction-

angle and their respective global wavelet spectrum (GWS) and scaled-average wavelet power (SAWP) (b and

c in Figure 7.4). The GWS of the curvature for the first river transect (b in Figure 7.4) shows two distinct

power peaks, one in the λ = 100 m, as expected, and another one in the λ = 37 m, this behavior is lost

in the CWT of the direction angle where we only see a strong peak at λ = 100 m (c in Figure 7.4). The

multiple peaks in the CWT of the curvature are common in these systems because the CWT of the curvature

tends to shift towards lower wavelengths than the direction-angle (Zolezzi and Güneralp, 2016). However,

this behavior is reduced as the complexity of the river planform increases, where we can see an unimodal
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Figure 7.4: Spectral characterization of a regular river transect planform. (a) river transect generated with
equation (7.15) with θ0 = 37◦, θs = 0.344, θ f = 0.031, and λ = 100. (b) curvature calculated with equa-
tion (7.2), CWT of the curvature below, the GWS on the right is calculated with equation (7.6), and SAWP at
the bottom is calculated with equation (7.7). The same arrangement is given on (c) direction-angle, calculated
with equation (7.3). The hatch areas are the cone of influence of the CWT calculations.

power distribution at λ = 100 m in the GWS (Figure 7.4). In the case of SAWP, we see a periodic signal

with a periodicity every 50 m associated with the half-meander arc wavelength in both river transects (see

SAWP in b and c in Figures 7.4). The remaining river transects are presented in Figures D.2 and D.3 in the
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Appendix D. Lastly, the comparison between the GWS of the three river transects shows a distinct peak in

λ = 100 m for all the river transects and the curvature and the direction-angle (a and c in Figure 7.5), this

behavior is expected as we selected the wavelength of the Kinoshita curve to be 100 meters. In the SAWP

comparison, we see the same periodicity with increasing power as the complexity of the meandering planform

increases (b and d in Figure 7.5).

Figure 7.5: Comparison between GWS values (a) for curvature and (c) for direction-angle, and SAWP (b) for
curvature and (d) for direction-angle on periodic river transects with a wavelength (λ ) of 100 m (dashed line
in a and c).

As the WigglyRivers explores the multiscale nature of the river transect, we wanted to see the spectral

characteristics of a periodic network with changing an increasing wavelength. With that in mind, we created

a river transect with a wavelength that increases as λ = [50,100,200,500] m every five full-meander bends

with values of θ0 = 115◦, θs = 0.344, and θ f = 0.031 (a in Figure 7.6). The CWT of the curvature for this

system shows an apparent increase in the dominant wavelength as the river transect wavelength increases with

the highest power shifted towards the small wavelengths (b in Figure 7.6). We see the opposite in the CWT of

the direction-angle, where the power is shifted towards the larger wavelengths (c in Figure 7.6). The SAWP

curves are different for both the curvature and the direction-angle. In contrast, the curvature SAWP shows

oscillating signals for the meanders at λ = 50 m with decreasing power and extending oscillations as we move

to larger wavelengths; the direction-angle SAWP oscillates around the same power with extended periodicity

as we move to larger wavelengths. Additionally, the SAWP oscillations in meandering river transects without

skewness and fatness tend to have smaller bumps in the spectrum (Figure D.4 in the Appendix D).
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Figure 7.6: Spectral characterization of a regular river transect planform with changing wavelength (λ =
[50,100,200,500]). (a) river transect with θ0 = 115◦, θs = 0.344, and θ f = 0.031. (b) curvature calculated
with equation (7.2), CWT of the curvature below, the GWS on the right is calculated with equation (7.6), and
SAWP at the bottom is calculated with equation (7.7). The same arrangement is given on (c) direction-angle,
calculated with equation (7.3). The hatch areas are the cone of influence of the CWT calculations.

In summary, while CWT and the curvature allow the characterization of the dominant wavelengths at

smaller scales, the CWT of the direction-angle is capable of identifying the dominant wavelengths at larger

scales, similar to Zolezzi and Güneralp (2016). Furthermore, the GWS shows the distribution of dominant
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wavelengths throughout the river transect, and the SAWP shows the power distribution across the river cen-

terline, allowing the user to identify the periodicity along the river planimetry. All of this information can be

used to characterize the multiscale nature of rivers.

For the last analysis on the Kinoshita-type river transects, we tested the unsupervised meander identi-

fication algorithm on the river presented in Figure 7.6. As can be seen, the algorithm constructs the scale

space tree in the CWT domain and, from there, is capable of identifying 39 out of the 40 half-meander bends,

with the last one missing due to its proximity to the boundary (Figure 7.7). The radius of curvature (Rhm)

increases with the meander size from 4 to 40 m, the half-meander amplitude (Ahm) increases from 7 to 70 m,

the half-meander sinuosity (σhm) has a constant value of 2.78, the funneling factor (FF) has a value of 2.4,

except in the transitions between wavelength values, and the asymmetry (ahm) has a constant value of -0.5,

which is related to an asymmetry upstream (we assumed the river flows from left to right in this case).

Figure 7.7: Unsupervised identification of meander bends in the regular river transect planform with changing
wavelength (λ = [50,100,200,500]). (a) river transect with θ0 = 115◦, θs = 0.344, and θ f = 0.031 with the
projected scale space tree. (b) CWT of the curvature with the scale space tree. The blue dots denote the
location of the meander nodes, the red dots denote parent nodes, and the green node represents the root
node. These nodes are connected by the branches (red lines). The blue dashed lines denote the peaks in the
wavelength found in the GWS.

7.3.2 Idealized channel example

For the following example, we used the meanderpy Python package (Sylvester et al., 2019; Sylvester, 2023)

to generate idealized meadering river planforms. This package is based on the numerical model described
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Figure 7.8: Spectral characterization of a river transect modeled with meanderpy. (a) river transect. (b)
curvature calculated with equation (7.2), CWT of the curvature below, the GWS on the right is calculated
with equation (7.6), and SAWP at the bottom is calculated with equation (7.7). The same arrangement is
given on (c) direction-angle, calculated with equation (7.3). The hatch areas are the cone of influence of the
CWT calculations.

by Howard and Knutson (1984). It creates evolving meander planforms that depend on the computation of

migration rates based on the weighted sum of upstream curvatures (Sylvester et al., 2019). However, the

simple kinematic model creates realistic meandering planforms that serve as a tool to test the functionality of
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WigglyRivers. We ran one simulation assuming the default values of the example presented in meanderpy and

took three river planforms that have increasing complexity. In this work, we present the results for the most

complex planform in non-dimensional form, taking the width of the channel for the simulations (W = 200 m)

(Figure 7.8). The remaining planforms are presented in the Appendix D (Figures D.5 and D.6).

Figure 7.9: Unsupervised identification of meander bends of a river transect modeled with meanderpy. (A)
river transect with the projected scale space tree. (B) CWT of the curvature with the scale space tree. The
blue dots denote the location of the meander nodes, the red dots denote parent nodes, and the green node
represents the root node. These nodes are connected by the branches (red lines). The blue dashed lines
denote the peaks in the wavelength found in the GWS.

In the modeled river planimetry, we see meanders varying in complexity, from sinusoidal to highly skewed

meander geometries. This complexity is reflected in the CWT of the curvature, where there is a broader range

of dominant wavelengths in the GWS distribution that ranges from 10 to 42 river widths (b in Figure 7.8);

these values are similar to the ones presented in (Gutierrez and Abad, 2014). Conversely, the direction-angle

shows a multimodal distribution of the dominant wavelengths with the highest peak at 57 river widths and two

other peaks at larger wavelengths close to the cone of influence. The presence of high powers close to the cone

of influence is a known behavior for the direction-angle due to its tendency to capture higher wavelengths

(Zolezzi and Güneralp, 2016). This behavior can have substantial implications while analyzing large river

transects where the direction-angle would not be capable of detecting signals within the range of the meander

bends. In both cases, the SAWP presents non-periodic fluctuations with power peaks close to small half-

meander bends. Lastly, in Figure 7.9, we show the results of the unsupervised identification of meander
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bends in the river planimetry. In this identification, the package detected 83 of the 89 half-meander bends in

the river planimetry, capturing complex full-meander bends throughout the river planform. Different metrics

show that the algorithm can capture simple and complex meander bends. For instance, the σhm varies from

1.01 to 4.88, and the FF ranges from 1 to 5.9, where small values of these metrics are related to sinusoidal

geometries and higher values are related to complex geometries with closer necks. We will explore the range

of these and the other meander metrics in natural river channels present in the next subsection.

7.3.3 Natural river channels examples

The following subsections explore the tool’s potential in natural river systems using the NHDPlus HR in-

formation. We manually identify meanders in random river transects across the conterminous United States

(CONUS) to test the automatic identification. Then, we analyze the spectral characteristics and the mean-

der metrics of automatically identified meanders at a subregion level related to a 4-Digit Hydrologic Unit

(HUC-4) according to Moore et al. (2019).

7.3.3.1 Validation of unsupervised detection

To validate the automatic identification of meanders, we manually selected 1313 full-meander bends in 35

random reaches of HUC-8 across CONUS. As was mentioned in section 7.2.4, the validation is performed

by calculating the overlapping fractions (Foa and Fma) and dividing the resulting meanders into four zones.

The resulting comparison (Figure 7.10a) shows that more than 53% of the automatically identified full-

meander bends are in reasonable agreement with the manual identification (Zone I). The comparison also

presents a 35% of the full-meander bends where either the automatic or manual identification is a subset of

the other (Zone II and III). Finally, the remaining 11% of the full-meander bends are either misidentified or

not identified (Zone IV). As an additional analysis, we include a histogram of the classification discretized

by stream order (SO) (Figure 7.10b), where we can see that the automatic identification works well in middle

to large stream orders (SO 3 to 8) and has more difficulties in small stream orders (SO 1 and 2) due to the

lower resolution of the river planform. In summary, the results show that the automatic identification can

capture most of the full-meander bends in the explored river planforms, where more than 88% of meanders

are identified in the network.

7.3.4 Catchment analysis

As an example for the catchment characterization, we used the WigglyRivers tool to analyze the unsuper-

vised identification results on the Tennessee River Region (HUCs-4 0601, 0602, 0603, and 0604) using the

NHDPlus HR information. To do this, we used the NHD extraction tool built inside the package to obtain
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Figure 7.10: (a) hexbin plot of the overlapping fractions (Foa and Fma) of the automatic and manual iden-
tification of full-meander bends, calculated with equation (7.8). The color scale represents the number of
full-meander bends in each hexbin. The dashed lines are the set thresholds for the zone separation. The insets
show examples of the identification of meander for each zone, where the blue line is the river centerline, the
red line is the automatic identification, the green dots show the manual identification, and the gold dots show
the overlapping points. (b) histogram of the classification of the overlapping fractions discretized by stream
order (SO).

the river transects from headwaters to the outlet of each subregion or an already explored path, generating

around 180,000 reaches to analyze. First, we study the spectral behavior of one river transect that contains

streams of order 1 to 7 within the 0602 subregion (Figure 7.11). The curvature of the river transect is highly

fluctuating, with the highest amplitude variability at the start of the river transect, going in tandem with the

CWT and SAWP powers. As we move downstream, the amplitude of the curvature decreases, as well as the

power values in the CWT and SAWP (b in Figure 7.11). The range of fluctuations in the direction-angle is

smaller than the curvature, presenting high variability throughout the SAWP and shifting the dominant wave-

lengths to the highest powers close to the cone of influence (c in Figure 7.11). The GWS of the curvature

has one dominant wavelength at around 1,000 m with a small peak at 4,000 m, suggesting an overall increase
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Figure 7.11: Spectral characterization of a river transect within the 0602 subregion river network. (a) river
transect. (b) curvature calculated with equation (7.2), CWT of the curvature below, the GWS on the right
is calculated with equation (7.6), and SAWP at the bottom is calculated with equation (7.7). The same
arrangement is given on (c) direction-angle, calculated with equation (7.3). The hatch areas are the cone of
influence of the CWT calculations.

in meander size as we move downstream, similar to the one presented in Figure D.3. On the other hand, the

high peak in the GWS of the direction-angle is located at 60,000 m, which is close to the cone of influence of

the CWT and masks the dominant wavelengths of meandering features in the network. A similar behavior is
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shown in another river transect within the 0604 subregion (Figure D.7 in the Appendix D).

Figure 7.12: Relationships between meander length metrics and (a) radius of curvature (Rhm), (b) full-
meander amplitude (A f m), (c) meander neck distance (Ln), (d) full-meander sinuosity (σ f m), (e) funneling
factor (FF), and (f) asymmetry (ahm). The colors denote the stream order.

After performing the unsupervised identification, we obtained 55,593 full-meander bends across the Ten-

nessee River Region. This information allows us to analyze the possible relationships between the meander

metrics and the river characteristics. As an example, we relate the meander metrics for all the stream orders

in the river network (Figure 7.12), and also show maps that contain the distribution of the analyzed metrics

across the region (Figure 7.13). In our results we visualize a scaling relationship between the half-meander

arc wavelength (λhm) and the radius of curvature (Rhm) and another relationship between the full-meander arc
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wavelength (λ f m) and the full-meander amplitude (A f m) (A and B in Figure 7.12) that have scaling values

similar to the ones reported in Leopold et al. (1992). From these relationships, we can see that the radius of

curvature and amplitude increases with an increasing meander size with a scaling parameter of around 1.0.

This relationship can also be seen in the distribution of meanders across the Tennessee River Region, where

darker blue colors are close to the outlets of the subregions (a, b, and c in Figure 7.13). Another interesting

relationship is the one between the full-meander arc wavelength and the full-meander neck length (Ln), where

we see that the same neck length can be associated with different meander arc wavelengths (c in Figure 7.12),

this explains why the funneling factor (FF) does not vary considerably over scales and across the region (e

in Figure 7.12 and f in Figure 7.13). On the other hand, the sinuosity shows a tendency to increase with

increasing stream order; however, there is a lot of variability in the sinuosity values across the region (d in

Figure 7.12 and e in Figure 7.13), suggesting that large rivers can also produce simple meander geometries.

Lastly, we see that the full-meander asymmetry (a f m) is fairly constant over scales and across the region, with

values that range between -1 and 1 for the majority of stream orders (f in Figure 7.12 and d in Figure 7.13). It

is important to note that the box plot presented in Figure 7.12 for stream order nine was constructed with only

four full-meander bends due to the limited information obtained for this stream order, so we cannot make

inferences about this river scale.
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Figure 7.13: Tennessee River Region (HUCs-4 0601, 0602, 0603, and 0604) maps showing the distribution of
(a) the full-meander arc-wavelength (λ f m), (b) the radius of curvature (Rhm), (c) the full-meander amplitude
(A f m), (d) the full-meander asymmetry (ahm), (e) the full-meander sinuosity (σ f m), and (f) the funneling
factor. The watershed outlet is located on the top left corner. Notice that the main stem was not captured by
the unsupervised detection and is illustrated here in gray for representation purposes.
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7.4 Conclusions

The WigglyRivers Python package provides tools that allow the analysis of the multiscale nature of river

planforms and the exploration of relationships between the meander metrics and river characteristics. The

package also contains supervised and unsupervised meander bend identification algorithms that characterize

meandering geometries in river transects. We validate the package with idealized and natural river plan-

forms using spectral and supervised identification tools, showing the potential of the package to capture the

multiscale nature of river planimetry and the relationships between the meander metrics.

The incorporation of extraction tools for the NHDPlus HR information expands the scope of the pack-

age by allowing the extraction and subsequent analysis of river transects across CONUS. This NHDPlus HR

information can also give additional river metrics, such as flow and slope, and can be connected to other

databases that can expand the analysis on meandering bends. We show part of this potential by analyzing the

Tennessee River Region’s spectral characteristics and the meander metrics, where we found scaling relation-

ships between the meander metrics and river characteristics.
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CHAPTER 8

Conclusions and Future Work

In this part of the dissertation, we explore the role of the meander geometry and topology, the regional

groundwater flow, and the availability of chemical constituents in the biogeochemical potential for denitrifi-

cation within the hyporheic exchange zone (Chapter 6). We achieve this by conceptualizing a dimensionless

framework using the groundwater flow and transport models. In this dimensionless framework, we proposed

a set of master variables that describe the hydrodynamics of the system and the biogeochemical processes

occurring in the hyporheic zone. Our results show how the neck of the meanders creates strong hydraulic

gradients that shield the hyporheic zone from the compressing effect of the regional groundwater flow. This

necking effect also impacts the residence times in the hyporheic zone, where meanders with a smaller neck

tend to have shorter residence times due to the increase in velocities close to the neck. Lastly, our work ex-

plores the complex interplay between the transport of chemical constituents, the biogeochemical time scales,

and substrate availability, illustrating the importance of carbon and oxygen as limiting factors in the denitri-

fication process of the hyporheic exchange zone. Although the conceptualized model is idealized, it captures

the first-order controls for the exchange process and provides insight into the biogeochemical potential of

meanders to become net sinks or sources of nitrates across river corridors. Additionally, the model dimen-

sionless framework allows the exploration of multiple meander topologies and geometries, providing a basis

for future work that explores the biogeochemical potential of sinuosity-driven hyporheic exchange across

scales.

One crucial concept not explored in Chapter 6 was the impact of physical and chemical heterogeneities

of the porous matrix in the biogeochemical potential of denitrification. The heterogeneity of both proper-

ties in the porous matrix generates hotspots that show disproportionately high reaction rates relative to the

surrounding matrix (McClain et al., 2003), which can produce important zonation in the biogeochemical pro-

cesses within the hyporheic exchange zone and have implications for the management of ecosystem services

and river restoration strategies (Arora et al., 2022). Furthermore, as Khurana et al. (2022) suggests, ignoring

the spatial-terminal heterogeneities can exacerbate inaccurate estimations of nutrient export and microbial

biomass. This problem is compounded by the fact that heterogeneities are site- and scale-dependent and

can be assessed by integrating biogeochemical, hydrogeological, and geophysical data into the groundwater

modeling approach (Scheibe et al., 2006). A way to approach the heterogeneity problem is to use simplified

homogeneous models that capture the overall biogeochemical process (Sanz-Prat et al., 2015). An example

of this approach is presented in Sanz-Prat et al. (2016), where the authors approximate the complexity of a
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two-dimensional heterogeneous biogeochemical model into an equivalent uniform one-dimensional model

by mapping the spatial exposure-time distribution and accounting for the time offset between exposure and

travel time.

In our case, we are interested in looking at the overall denitrification potential for the complete sinuosity-

driven hyporheic exchange zone. While heterogeneities within the meander can cause the zonation of biogeo-

chemical reactions, we are confident that our modeling approach can provide reasonable estimates of the over-

all denitrification potential by mapping the chemical and hydraulic properties to equivalent variables. As an

example, we created an idealized two-dimensional model that compares the denitrification potential between

a heterogeneous and a homogeneous porous matrix (the model conceptualization is provided in Appendix E).

In this model, we included 15 elongated lenses of a liable substrate at random locations (Figure 8.1a) and

compared its denitrification potential (PNO) to a homogeneous porous matrix that has an equivalent amount

of particulate organic carbon (POC) (Figure 8.1b). Results show that even though the homogeneous model

does not capture the spatial details of the heterogeneous model, both have the same integrated denitrification

potential. These preliminary results suggest that we could be able to map the complexity of the biogeochem-

ical process to equivalent variables to account for the heterogeneity of the hyporheic exchange zone in future

work.

Figure 8.1: Denitrification potential comparison between (a) heterogeneous and (b) homogeneous porous
matrix. The 15 black lenses in the heterogeneous system (a) are the location of liable particulate organic
carbon (POC) where the dissolution of organic carbon will occur. The integrated denitrification potential is
calculated with equation (6.18) using the integrated mass of nitrates coming from the left and the integrated
mass of nitrates leaving the porous media on the right.

Besides heterogeneity, it is important to remember that the assumptions behind the reduced-complexity

model carry other limitations that can be addressed in future work. First, our model neglects the three-

dimensional nature of groundwater flow and the nested nature of exchange processes that can be important

near the channel. Also, we assumed a steady river stage and chemical constituent concentration, as mentioned

in Chapter 6, these boundary conditions have significant variations over space and time constraining the
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exchange dynamics, residence times, and substrate supply.

The second piece of the puzzle on the road to characterizing the biogeochemical potential of sinuosity-

driven hyporheic exchange at a national scale is the identification of meandering geometries along river

transects. In the work presented in Chapter 7, we developed the WigglyRivers Python package, a river iden-

tification tool that characterizes meandering features in river transects. This Python package uses wavelet-

based methods to explore the spectral characteristics of a given channel and uses this information to identify

meander bends along the river. It also has an integration that leverages the NHDPlus HR information to ex-

tract river planforms across the Conterminous US (CONUS). Finally, this package also contains a supervised

identification tool that allows the user to create a validation set for the unsupervised identification routines.

The unsupervised identification was validated using information from rivers across the CONUS. This pack-

age opens the door for future characterization of meander geometries across CONUS that will be later used

to estimate the contribution of lateral exchange processes to the total hyporheic exchange fluxes. Finally, the

package also provides the basis for future morphodynamic characterization of rivers at a national scale.

In future work, we intend to create hyporheic exchange surrogate models using the meander geometries

extracted from the NHDPlus HR and the conceptual hydrodynamic and biogeochemical model. These sur-

rogate models can be trained using an active kriging approach (i.e., Jones and Schonlau, 1998; Bichon et al.,

2008; Lam and Notz, 2008; Mo et al., 2019) and will allow the efficient estimation of hyporheic exchange

fluxes across CONUS. Additionally, we aspire to use the spectral tools in the WigglyRivers package to explore

the characteristics of rivers across CONUS and how they relate to morphodynamic and lithological variables.
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Appendix A

Supplemental Material for Chapter 2: ”Groundwater Circulation within the Mountain Block:
Combining Flow and Transport Models with Magnetotelluric Observations to Untangle Its Nested

Nature”

A.1 Additional Figures

Figure A.1: MT survey crossing Dosit River, China. (a) topography and location of survey profile. (b)
distribution of apparent resistivity and schematic streamlines along with profile DD’, the pink numbers and
triangles denote the location of MT stations, the black dashed line is the boundary of the Cretaceous and
Jurassic formations, the solid black arrows are streamlines of local flow systems, the solid blue lines with
arrows are streamlines old regional flow systems, and the white circles are internal hydraulic traps (stagnation
zones). Modified from Jiang et al. (2014).
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Figure A.2: Water quality and Carbon-14 measurements within the Tularosa Basin. The water quality mea-
surements were provided by the New Mexico Environment Department (NMED), the New Mexico Bureau
of Geology and Mineral Resources (NMBGMR), and the US Geological Survey (USGS). The information
was downloaded from the NMBGMR interactive map (NMBGMR et al., 2016). The Carbon-14 age mea-
surements were taken from Eastoe and Rodney (2014) and Mamer et al. (2014). The map shows old and
saline groundwater systems in the basin west of the Sacramento Mountains mountain block. The geology of
the cross-section profile A-A’ is presented in Figure A.3.
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Figure A.3: Geologic cross-section through the Tularosa Basin. Modified from Newton and Land (2016).
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Figure A.4: Comparison between five empirical models for the fluid electrical resistivity. The first row
shows the comparison between the models for a range of values of concentration of solutes (c) (NaCl, in this
case) and temperature (T). The black dots denote the concentration and temperature location of the measured
values for resistivity collected by Pepin (2019). The middle row compares calculated resistivity (ρr,c) and
measured resistivity (ρr,m). The bottom row shows the histogram of the residuals between the calculated
and measured resistivity. Notice that the scales of Pepin (2019), Ucok et al. (1980), and Sen and Goode
(1992) have a different scale from the Becker et al. (1982) and Constable et al. (2009) models to provide a
better comparison of the errors. The first three models reasonably fit the data, showing the importance of
temperature variations in fluid resistivity.
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Figure A.5: Effective resistivity (ρr,bulk = 1/σr,bulk) resulting from variations in porosity (φ ) and fluid resis-
tivity (ρr, f ) for Glover’s model σr,bluk = σr, f φ mr +σr,s(1−φ)pr (Glover et al., 2000). The solid resistivity is
assumed to be 500 Ω·m. Results show that low resistivity water (lower than 3.1 Ω·m), associated with hot
saline water, can be detected in systems porosities lower than 5%.

Figure A.6: (left) Fluid resistivity using the model by Sen and Goode (1992). (right) Effective resistivity
calculated with Glover et al. (2000) for different rock groups and porosities within those values. High solid
resistivity mediums provide a higher contrasting factor between fresh and saline water.
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Figure A.7: The MARE2DEM forward and inverse MT simulations use a telescopic meshing approach to
minimize artificial boundary effects. In this case, we combine an unstructured mesh outside the area of
interest (panel a) and a structured mesh for the mountain-to-valley system (panel b). The red polygon in
panel (a) corresponds to the location of the mountain-to-valley system.
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Figure A.8: Scenarios of permeability on the z direction (κz). The only changes in permeability are present
in the mountain block.
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Figure A.9: Temperature fields of the mountain-to-valley transition systems. In the figure, the columns denote
the two scenarios for permeability, increasing from left to right, the rows present different topographic relief
systems, and the contours represent the isotherms. The temperature follows the multi-scale nature of flow in
the mountain block and increases with depth, agreeing with previous studies (Gleeson and Manning, 2008;
Jiang et al., 2009; Smith and Chapman, 1983; Tóth, 1963).
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Figure A.10: Profiles of permeability, velocity, mass flux, and heat flux at the fault. The colors show the
difference in permeability for the simulations. The line styles show the combination of systems with high
regional slope and high relief (H-S, H-R), low regional slope and high relief (L-S, H-R), high regional slope
and low relief (H-S, L-R), and low regional slope and low relief (L-S, L-S).

Figure A.11: RMS misfit for each iteration of all the inversions performed with MARE2DEM. The dashed
line denotes the target misfit value of 1.0.
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Appendix B

Supplemental Material for Chapter 3: ”Exploring The Multiscale Nature of Flow in the Sacramento
Mountains and Their Influence on Brackish Groundwater Resources Distribution in the Tularosa

Basin in New Mexico”

B.1 Additional Figures

Figure B.1: Interpolated water table for the Tularosa Basin. The solid black line shows the cross-section A-
A’-A” used for the simulations. The water table was interpolated from water-level maps from the Sacramento
Mountains (Land et al., 2014), the basin-fill (Embid et al., 2011), and the San Andres Mountains (Horne,
2019).
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Figure B.2: Comparison between measured and computed total dissolved solutes (TDS). The measured salin-
ities where obtained from NMBGMR et al. (2016). The computed information comes from the modeled
Scenario 2.
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B.2 Additional Tables

Table B.1: Parameter values used in the numerical simulations of the Tularosa Basin

Ta (◦C) Temperature at the Alluviuma 17

Γ (◦C/km) Thermal Lapse Rate 6.5

qHb (mW/m2) Basal Heat Fluxb 60

µ f (kg/(m·s)) Initial Fluid Viscosity 0.001

ρ f Initial Fluid Density 998.2

Cp f (J/(kg·K)) Fluid Specific Heat Capacityb 4,183

K f (W/(m·K)) Fluid Thermal Capacityb 1

ρs (kg/m3) Solid (Rock) Density 2,600

Cps (J/(kg·K)) Solid Specific Heat Capacity 836.8

Ks (W/(m·K)) Solid Thermal Capacityb 3

cmax (mg/L) Maximum Salinityc,d 2.9×105

c0,m (mg/L) Recharge Solute Concentration in the Mountains 9.98

c0,WS (mg/L) Recharge Solute Concentration in White Sandse 5,000

c0,A (mg/L) Recharge Solute Concentration in Alamogordof 3,000

R0 (kcal/(mol·K)) Ideal Gas Constantg 1.9871×10−3

E0 (kcal/mol) Activation Energyg 10.0

kmt0,Q (1/s) Dissol. Rate of the Undifferentiated Basin Alluvium 1×10−18

kmt0,T s f p (1/s) Dissol. Rate of the Santa Fe Group 1×10−12

kmt0,T s f c (1/s) Dissol. Rate of the Santa Fe Conglomerate Facies 1×10−18

kmt0,Py (1/s) Dissol. Rate of the Yeso Formation 2×10−6

kmt0,Ph (1/s) Dissol. Rate of the Hueco Formation 1×10−12

kmt0,Pps (1/s) Dissol. Rate of the Panther Seep Formation 1×10−16

kmt0,Plc (1/s) Dissol. Rate of the Lead Camp Formation 1×10−16

kmt0,M (1/s) Dissol. Rate of the Lake Valley 1×10−14

kmt0,Os (1/s) Dissol. Rate of the El Paso de Montoya Group 1×10−14

kmt0,b (1/s) Dissol. Rate of the Basement and Mountains 1×10−14

αL (m) Longitudinal Dispersivityh,i 100

αT (m) Transversal Dispersivityh,i 10

MNaCl (g/mol) NaCl Molar Mass 58.442

ρr,Q (Ω·m) Solid Resistivity of the Undifferentiated Basin Alluviumj 20

ρr,T s f p (Ω·m) Solid Resistivity of the Santa Fe Groupj 100

ρr,T s f c (Ω·m) Solid Resistivity of the Santa Fe Conglomerate Faciesj 250

ρr,Py (Ω·m) Solid Resistivity of the Yeso Formationj 100

ρr,Ph (Ω·m) Solid Resistivity of the Hueco Formationj 100

ρr,Pps (Ω·m) Solid Resistivity of the Panther Seep Formationj 150

Symbol Variable Name Values

Continued on next page
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Table B.1: Parameter values used in the numerical simulations of the Tularosa Basin (Continued)

ρr,Plc (Ω·m) Solid Resistivity of the Lead Camp Formationj 1000

ρr,M (Ω·m) Solid Resistivity of the Lake Valleyj 1000

ρr,Os (Ω·m) Solid Resistivity of the El Paso de Montoya Groupj 1000

ρr,b (Ω·m) Solid Resistivity of the Basement and Mountainsj 1000
aBourret (2015), bSmith and Chapman (1983),cLemieux et al. (2008b),dProvost et al. (2012),

eNewton and Allen (2014), fNewton and Land (2016),gLangmuir (1997),hFetter (2001),iGelhar et al. (1992),

jPalacky (1988).

Symbol Variable Name Values
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Appendix C

Supplemental Material for Chapter 6: ”Sinuosity-driven Hyporheic Exchange: Hydrodynamics and
Biogeochemical Potential”

C.1 Model Sensitivity Analysis
We conceptualize the modeling domain as an infinite series of meanders within an infinite alluvial belt.
To mimic this conceptualization with a finite numerical modeling domain, we use (i) periodic boundary
conditions for the upstream and downstream boundaries (i.e., ∂Ωu and ∂Ωd) in a domain with a prescribed
number of meanders and (ii) a valley-side boundary that is far enough from the meandering channel such that
our simulations are unaffected by its location (i.e., ∂Ωv). We performed a series of exploratory simulations to
select reasonable parameters. First, periodic boundary conditions can create numerical artifacts propagating
within the domain, affecting the flow and solute concentration fields. These artifacts are more prevalent
under dynamic flow conditions (see discussion in Gomez-Velez et al. (2017)). To minimize the potential
presence of these artifacts, we refine the mesh around the boundaries and use high-order numerical schemes.
Furthermore, to ensure that if the numerical instabilities form, they do not significantly affect our simulations,
we model several channel meander cycles and focus our analyses on a bend far from the boundaries. Here,
we balance the selection of a number of meander cycles that minimize the effects of potential instabilities
while maintaining a reasonable computational cost. To this end, we performed a series of simulations with
one, two, three, and four meanders (Figure C.1). We compared the flow and solute concentration fields for
all these cases. In this case, and given the steady-state nature of flow, all cases result in the same solution and
extent of the hyporheic zone. In the abundance of caution, we used three meanders and focused our analyses
on the middle one.

To select the location of the valley-side boundary (∂Ωv), we explored four values of the distance B= 0.1L,
0.2L, 0.5L, and L. As shown in Figure S C.2, the sensitivity of the modeling results to the boundary location
is minimal for B > 0.5L. The smallest value of B constrains the formation of the alluvial hyporheic cell for
the highest sinuosity under neutral regional groundwater conditions (the most challenging scenario) (see A in
Figure S C.2). As we increased the value of B, this effect vanishes relatively fast. For example, the flow field
near the meander for the simulations with B = 0.5L and B = L are unchanged (see B-D in Figure S C.2). In
other words, we obtain a B-independent result for values of B larger than about 0.5L. Like before, we selected
B = L with an abundance of caution, which resulted in a moderate increase in the computational burden.

C.2 Flow, Transport, and Reaction Models
C.2.1 Nondimensionalization of the flow model
As described in Chapter 6, the mathematical statement for the flow model is given by

∇ ·Q = 0 with Q =−KH∇h (C.1)

h(x) = Hc +(3L)Jx −
Jx

σ
s(x) forx ∈ ∂Ωc (C.2)

h(x = 3L,y) = h(x = 0,y)− (3L)Jx forx ∈ ∂Ωu ∨∂Ωd (C.3)
−n ·Q = KHJy forx ∈ ∂Ωv (C.4)

Here we nondimensionalize Eqns. C.1-C.4 to remove physical dimensions and aid interpretation and
parameterization of scenarios. Let lc and hc be characteristic length scales for distance in the x− y plane and
hydraulic head, respectively, such that

x = lcx∗ ∇(·) = ∇∗(·)
lc

h = hch∗ (C.5)

where the asterisk (∗) makes reference to dimensionless quantities.
Using the above definitions, Eqns. C.1-C.4 are recast as
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Figure C.1: Sensitivity analysis on the number of meanders. While panels (A) through (D) show the dimen-
sionless vertical integrated fluxes (Q∗), panels (E) through (H) show the potential of denitrification (PNO) for
one, two, three, and four meander sequential bends. The black streamlines show the extent of the hyporheic
zone, the black solid contour line shows the places where PNO = 0, the white contour lines denote the dimen-
sionless hydraulic head, and the red square boxes point to the extent of the hyporheic zone through the neck
of the meander.

∇
∗ ·Q∗ = 0 with Q∗ =−H∗

∇
∗h∗ (C.6)

h∗(x∗) =
(

Hc

hc

)
+3
(

JxL
hc

)
−
(

Jxlc
σhc

)
s∗(x∗) forx∗ ∈ ∂Ωc (C.7)

h∗(x∗ = 3(L/lc),y∗) = h∗(x∗ = 0,y∗)−3
(

JxL
hc

)
forx∗ ∈ ∂Ωu ∨∂Ωd (C.8)

−n ·Q∗ =
lcJy

hc
H∗ forx∗ ∈ ∂Ωv (C.9)

where Q = QcQ∗, with Qc =
Kh2

c

lc
; q = qcq∗, with qc =

Khc

lc
; H = hc(h∗−Z∗

b) = hcH∗, with Zb = hcZ∗
b ; and

s(x) = lc s∗(x∗). In particular, the relationship between the dimensional (s(x)) and dimensionless (s∗(x∗)) arc
length can be found by expressing the Kinoshita curve as a parametric curve within our modeling domain:

x(ξ ) = [x(ξ ),y(ξ )] with ξ ∈ [0,3λ ]. (C.10)

In this case, x(ξ = 0) = [0,0], and the arc length distance from the origin to any point x along the curve
such that x = x(η) is given by

s(x) =
∫

η

0

√(
dx
dξ

)2

+

(
dy
dξ

)2

dξ (C.11)

Then, this expression can be recast in dimensionless terms as
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Figure C.2: Sensitivity analysis on the extent of the alluvial valley. The panels (A) through (D) show the
dimensionless vertical integrated fluxes (Q∗) for B = 0.1L, 0.2L, 0.5L, and L. The black streamlines show the
extent of the hyporheic zone, the white contour lines denote the dimensionless hydraulic head, and the red
square boxes point to the extent of the hyporheic zone through the neck of the meander.

s∗(x∗) =
s(x/lc)

lc
=
∫

η∗

0

√(
dx∗

dξ ∗

)2

+

(
dy∗

dξ ∗

)2

dξ
∗. (C.12)

Now, based on our physical intuition, we propose the following characteristic lengths:

lc = λ hc = Jxλ (C.13)

In this case, the horizontal scale corresponds to the meander’s wavelength and the vertical scale to the
average head drop over a distance λ . With these definitions, the mathematical statement in Eqns. C.6-C.9
can be recast as
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∇
∗ ·Q∗ = 0 with Q∗ =−H∗

∇
∗h∗ (C.14)

h∗(x∗) = ΠHc +σ
−1[3− s∗(x∗)] forx∗ ∈ ∂Ωc (C.15)

h∗(x∗ = 3σ
−1,y∗) = h∗(x∗ = 0,y∗)−3σ

−1 forx∗ ∈ ∂Ωu ∨∂Ωd (C.16)
−n ·Q∗ = ΠJyH∗ forx∗ ∈ ∂Ωv (C.17)

where Qc = KJ2
x λ , qc = KJx, Z∗

b = 3Π−1
σ − x∗, ΠHc =

Hc

Jxλ
, and ΠJy =

Jy

Jx
. Notice that exploratory analyses

(not shown) demonstrate that for the Kinoshita curve, the sinuosity σ is independent of λ and only depends
on the parameters θ0, J f , and Js. This is also the case for the dimensionless arc length function s∗(x∗). To
summarize, the dimensionless flow problem only depends on the values of the following five dimensionless
parameters:

σ =
λ

L
= f (θ0,J f ,Js), ΠHc =

Hc

Jxλ
ΠJy =

Jy

Jx
(C.18)

C.2.2 Nondimensionalization of the Cumulative Age Distribution
The cumulative residence time distribution, Ψ(τ), is described by the following form of the advection-
dispersion equation (ADE) Gomez et al. (2012); Gomez and Wilson (2013):

∂ (εpHΨ)

∂τ
= ∇ · (D∇Ψ)−∇ · (QΨ) (C.19)

Ψ(x) = 1 forx ∈ ∂Ωc| n ·Q ≤ 0 (C.20)
D∇Ψ = 0 forx ∈ ∂Ωc| n ·Q > 0 (C.21)

Ψ(x = 3L,y) = Ψ(x = 0,y) forx ∈ ∂Ωu ∨∂Ωd (C.22)

Ψ = 1− exp
(
− τ

τv

)
forx ∈ ∂Ωv (C.23)

From our previous definitions, we know that lc = λ , hc = Jxλ , Qc = KJ2
x λ , and Dc = KJ2

x λ 2. We also
know that the cumulative residence time distribution (Ψ) is dimensionless, and it is already scaled from 0 to
1. Thus, we can assume a characteristic residence time τc = λ/(KJx) such that τ = τcτ∗ and τv = τcτ∗v ,

∂ (εpH∗Ψ)

∂τ∗
= ∇

∗ · (D∗
∇
∗
Ψ)−∇

∗ · (Q∗
Ψ) (C.24)

Ψ(x∗) = 1 forx∗ ∈ ∂Ωc| n ·Q∗ ≤ 0 (C.25)
D∗

∇Ψ = 0 forx ∈ ∂Ωc| n ·Q∗ > 0 (C.26)

Ψ(x∗ = 3σ
−1,y∗) = Ψ(x∗ = 0,y∗) forx∗ ∈ ∂Ωu ∨∂Ωd (C.27)

Ψ = 1− exp
(
− τ∗

τ∗v

)
forx ∈ ∂Ωv (C.28)
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C.2.3 Nondimensionalization of Transport and Reaction Model
The complete mathematical statement for the transport model is given by

∂ (εpHCi)

∂ t
= ∇ · (D∇Ci)−∇ · (QCi)+ εpHRi (C.29){

Ci =Ci,c, forx ∈ ∂Ωc| n ·Q < 0
−n · (−D∇Ci) = 0, forx ∈ ∂Ωc| n ·Q > 0

(C.30)

Ci(x = 3L,y) =Ci(x = 0,y) forx ∈ ∂Ωu ∨∂Ωd (C.31)
Ci =Ci,v, forx ∈ ∂Ωv| n ·Q < 0
−n · (−D∇Ci) = 0, forx ∈ ∂Ωv| n ·Q > 0
−n · (QCi −D∇Ci) = 0, forx ∈ ∂Ωv| n ·Q = 0

(C.32)

Let us assume a characteristic concentration for each species that corresponds to the oxygen channel
concentration (Ci = CO,cC∗

i ) and a characteristic time scale tc = lc/qc = λ/(KJx) such that t = tc t∗. Then,
using these definitions and the ones defined previously, Eqs. C.29-C.32 can be recast in dimensionless form
as

∂ (εpH∗C∗
i )

∂ t∗
= ∇

∗ · (D∗
∇
∗C∗

i )−∇
∗ · (Q∗C∗

i )+ εpH∗R∗
i (C.33)C∗

i =
Ci,c

CO,c
, forx∗ ∈ ∂Ωc| n ·Q∗ < 0

−n · (−D∗∇∗C∗
i ) = 0, forx∗ ∈ ∂Ωc| n∗ ·Q∗ > 0

(C.34)

C∗
i (x

∗ = 3σ
−1,y∗) =C∗

i (x
∗ = 0,y∗) forx∗ ∈ ∂Ωu ∨∂Ωd (C.35)

C∗
i =

Ci,v

CO,c
, forx∗ ∈ ∂Ωv| n ·Q∗ < 0

−n · (−D∗∇∗C∗
i ) = 0, forx∗ ∈ ∂Ωv| n ·Q∗ > 0

−n · (Q∗C∗
i −D∗∇∗C∗

i ) = 0, forx∗ ∈ ∂Ωv| n ·Q∗ = 0

(C.36)

where the dispersion diffusion tensor can be expressed as D = Qcλ D∗ with

D∗
i, j =

Di, j

Qcλ
= α

∗
T |Q∗|δi, j +(α∗

L −α
∗
T )

Q∗
i Q∗

j

|Q∗|
+

εpH∗

η
D∗

m, (C.37)

Dm = KJxλ D∗
m, αT = λα∗

T , αL = λα∗
L , C∗

i,c = Ci,c/CO,c, Πi,v = Ci,v/CO,c, and Ri = (CO,c/tc)R∗
i =

(CO,cqc/λ )R∗
i .

We define the Damhköler number for each reaction as Dai = Vi tc, DaP = α tc, P = P0 P∗, and Kd =
(P0/CC,c)K∗

d .
The dimensionless reaction rates R∗

i are given by

R∗
O =−DaO

[
yO

(
XAR

CO,c

)(
C∗

C
(KC/CO,c)+C∗

C

)(
C∗

O
(KO/CO,c)+C∗

O

)

+(1− yO)

(
XNIT

CO,c

)(
C∗

NH
(KNH/CO,c)+C∗

NH

)(
C∗

O
(KO/CO,c)+C∗

O

)]
,

(C.38)
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R∗
NH =−DaNH

[
yNH

(
XNIT

CO,c

)(
C∗

NH
(KNH/CO,c)+C∗

NH

)(
C∗

O
(KO/CO,c)+C∗

O

)

+(1− yNH)

(
XUP

CO,c

)(
C∗

NH
(KNH/CO,c)+C∗

NH

)(
C∗

C
(KC/CO,c)+C∗

C

)]
,

(C.39)

R∗
NO =DaNH yNH

(
XNIT

CO,c

)(
C∗

NH
(KNH/CO,c)+C∗

NH

)(
C∗

O
(KO/CO,c)+C∗

O

)

−DaNO

(
XDN

CO,c

)(
(KI/CO,c)

(KI/CO,c)+C∗
O

)(
C∗

C
(KC/CO,c)+C∗

C

)(
C∗

NO
(KNO/CO,c)+C∗

NO

)
,

(C.40)

R∗
C =−DaO yO

(
XAR

CO,c

)(
C∗

C
(KC/CO,c)+C∗

C

)(
C∗

O
(KO/CO,c)+C∗

O

)

−DaNO

(
XDN

CO,c

)(
(KI/CO,c)

(KI/CO,c)+C∗
O

)(
C∗

C
(KC/CO,c)+C∗

C

)(
C∗

NO
(KNO/CO,c)+C∗

NO

)

−DaNH (1− yNH)

(
XUP

CO,c

)(
C∗

NH
(KNH/CO,c)+C∗

NH

)(
C∗

C
(KC/CO,c)+C∗

C

)

+DaP

(
ρbP0

εpCO,c

)(
P∗−

(
KdCO,c

P0

)
C∗

C

)
(C.41)

The dissolution of particulate organic carbon (POC, P) is described by a first-order mass transfer coeffi-
cient:

∂P∗

∂ t∗
=−DaP

(
P∗−

(
KdCO,c

P0

)
C∗

C

)
(C.42)

As part of this nondimensionalization, we used the channel oxygen concentration as a characteristic
concentration given its widespread availability. Zarnetske et al. (2012) assumed XAR = CO,c, XNIT = CNH,c,
XDN =CNO,c, and XUP =CNH,c. Under these assumptions, we can recast Eqns. C.38-C.41 as

R∗
O =−DaO

[
yO

(
C∗

C
ΠKC +C∗

C

)(
C∗

O
ΠKO +C∗

O

)

+(1− yO)ΠNH,c

(
C∗

NH
ΠKNH +C∗

NH

)(
C∗

O
ΠKO +C∗

O

)]
,

(C.43)

R∗
NH =−DaNH

[
yNH ΠNH,c

(
C∗

NH
ΠKNH +C∗

NH

)(
C∗

O
ΠKO +C∗

O

)

+(1− yNH)ΠNH,c

(
C∗

NH
ΠKNH +C∗

NH

)(
C∗

C
ΠKC +C∗

C

)]
,

(C.44)
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R∗
NO =DaNH yNH ΠNH,c

(
C∗

NH
ΠKNH +C∗

NH

)(
C∗

O
ΠKO +C∗

O

)
−DaNO ΠNO,c

(
ΠKI

ΠKI +C∗
O

)(
C∗

C
ΠKC +C∗

C

)(
C∗

NO
ΠKNO +C∗

NO

)
,

(C.45)

R∗
C =−DaO yO

(
C∗

C
ΠKC +C∗

C

)(
C∗

O
ΠKO +C∗

O

)
−DaNO ΠNO,c

(
ΠKI

ΠKI +C∗
O

)(
C∗

C
ΠKC +C∗

C

)(
C∗

NO
ΠKNO +C∗

NO

)
−DaNH (1− yNH)ΠNH,c

(
C∗

NH
ΠKNH +C∗

NH

)(
C∗

C
ΠKC +C∗

C

)
+DaP ΠP−C (P∗−ΠKdC∗

C)

(C.46)

∂P∗

∂ t∗
=−DaP (P∗−ΠKdC∗

C) (C.47)

Based on the dimensionless form of the biogeochemical model, and in addition to the dimensionless
parameters defined in Eq. C.18, the solution to this fully-coupled system of PDEs only depends on the values
of the following dimensionless parameters:

DaO =
VOλ

KJx
, DaNO =

VNOλ

KJx
, DaNH =

VNHλ

KJx
, DaP =

αλ

KJx
,

ΠKC =
KC

CO,c
, ΠKO =

KO

CO,c
, ΠKNH =

KNH

CO,c
,

ΠKNO =
KNO

CO,c
, ΠKI =

KI

CO,c
,ΠKd =

KdCO,c

P0

ΠC,c =
CC,c

CO,c
, ΠNH,c =

CNH,c

CO,c
, ΠNO,c =

CNO,c

CO,c
, ΠP−C =

ρbP0

εpCC,c

ΠO,v =
CO,v

CO,c
, ΠC,v =

CC,v

CO,c
, ΠNH,v =

CNH,v

CO,c
, ΠNO,v =

CNO,v

CO,c

(C.48)
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C.3 Additional Figures

Figure C.3: Comparison of the numerical solutions for the transient (solid lines) and steady-state (dots)
versions of the reactive transport model in equations . (6.7)-(6.11) from Chapter 6. In this case, we use
relative concentrations in a one-dimensional domain. The transient solution corresponds to the long-term
relative concentrations predicted by the system of PDEs from equations (6.7)-(6.11), which are transient in
nature and account for the coupled dissolution of POC. The steady-state solution corresponds to the relative
concentrations predicted by the system of PDEs from equations (6.7)-(6.11) when ∂ (εpHCi)/∂ t → 0 and
P(t) = P0.

Figure C.4: Monte Carlo simulations of hydraulic conductivity (K), slope (Jx), and meander arc length (λ ).
The hydraulic conductivity was obtained from the HydrlCondCat variable in the StreamCat dataset (Hill
et al., 2016), the slope was obtained from the NHDPlus High-Resolution dataset (Moore et al., 2019), and
we assumed a uniform distribution in log space from 10 meters to 50 kilometers for the arc length of the
meanders, similar to what can be found from exploration in river planimetries in satellite images.
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Figure C.5: Monte Carlo simulations of channel concentration in oxygen (CO,c), ammonium (CNH,c), nitrate
(CNO,c), dissolved organic carbon (DOC, CC,c), and particulate organic carbon (POC, P0) . We use CAMELS-
Chem dataset, provided in Sterle et al. (2022), for oxygen, DOC, and nitrate. The ammonium concentration
was assumed uniform with a range between pristine and polluted streams, presented in Zheng et al. (2016),
with values of CNH,c between (0.05, 5). Finally, we assumed a uniform distribution in log space for the
particulate organic carbon exploring ranges where POC is low 1×10−6, and where is high 1×10−2.

Figure C.6: Monte Carlo simulations of reaction rates for oxygen (VO), ammonium (VNH ), and nitrates (CNO),
and the first-order mass transfer rate to dissolve organic carbon (α). We assumed a uniform distribution for
all the rates with the ranges presented in Zarnetske et al. (2012).
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Figure C.7: Monte Carlo simulations of high-saturation constant for oxygen (KO), ammonium (KNH ), nitrates
(KNO), and dissolved organic carbon (DOC, KC), and histogram of the linear distribution of coefficient for
sediments (Kd) and the inhibition constant for denitrification (KI). We assumed a uniform distribution for all
the concentration constants with the ranges presented in Zarnetske et al. (2012).
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Figure C.8: Monte Carlo simulations for the advection time scale (τc), and the Damköhler numbers for
oxygen (DaO), ammonium (DaNH ), nitrates (DaNO), and the particulate organic carbon (POC, DaP). The
values within the red lines show the range of values explored in the biogeochemical simulations.
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Figure C.9: Monte Carlo simulations for the scaled concentrations of dissolved organic carbon (DOC, ΠC,c),
ammonium (ΠNH,c), nitrate (ΠNO,c), and particulate organic carbon (POC, ΠP−C). The solid red lines show
the range of values explored in the biogeochemical simulations. The dashed lines show the values explored
for pristine and polluted streams in ammonium and nitrates. Finally, the solid green and blue lines show the
ranges of values explored for POC cases.

Figure C.10: Monte Carlo simulations for the ratios of reaction rates of ammonium (VNH/VO) and nitrate
(VNO/VO). The green solid line shows the mean, and the blue line is the ratio from the values used in
Zarnetske et al. (2012).
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Figure C.11: Monte Carlo simulations for the ratios of reaction rates of ammonium (MNH ) and nitrate (MNO).
The green solid line shows the mean, and the blue line is the ratio from the values used in Zarnetske et al.
(2012).
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Figure C.12: Potential of retention of dissolved organic carbon for the pristine case and P0 = 0.02%. The
columns denote different meander topologies described by the sinuosity (σ ). The rows separate the regional
gradient ΠJy . The colors show the potential for biogeochemical retention. The solid black line shows the
zero contour line. The horizontal dashed line is the division between transport-limited (log(DaO) > 0) and
reaction-limited systems (log(DaO) < 0). The vertical dashed lines is the division between carbon-limited
(ΠC,c < 0) and oxygen-limited systems (ΠC,c > 0). For reference, we include histograms for typical values
of the dimensionless variables found across the Conterminous US and their corresponding 5%, 25%, 50%,
75%, and 95% percentiles (yellow boxes and point).
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Figure C.13: Potential of retention of dissolved organic carbon for the polluted case and P0 = 0.02%. The
columns denote different meander topologies described by the sinuosity (σ ). The rows separate the regional
gradient ΠJy . The colors show the potential for biogeochemical retention. The solid black line shows the
zero contour line. The horizontal dashed line is the division between transport-limited (log(DaO) > 0) and
reaction-limited systems (log(DaO) < 0). The vertical dashed lines is the division between carbon-limited
(ΠC,c < 0) and oxygen-limited systems (ΠC,c > 0). For reference, we include histograms for typical values
of the dimensionless variables found across the Conterminous US and their corresponding 5%, 25%, 50%,
75%, and 95% percentiles (yellow boxes and point).
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Appendix D

Supplemental Material for Chapter 7: ”WigglyRivers: A Tool to Characterize the Multiscale Nature of
Meandering Channels”

D.1 Interpolation of drainage area and channel width
The drainage area is interpolated on each link using the total drainage area (TotDASqKm, DAT ), the incremen-
tal drainage area (AreaSqKm, DAinc), and the headwaters drainage area (HWNodeSqKm, DAHW ) available in
the NHDPlus HR tables. At the start of the river, we use the following criteria to start the drainage area (DA0).
If the starting node is a headwater,

DA0 =


DAHW if DAHW > 0
DAinc if DAinc ̸= DAT

0.1DAT otherwise
(D.1)

If the starting node is not a headwater,

DA0 =

{
DAT −DAinc if DAinc > 0
DAT of upstream otherwise

(D.2)

Finally, the RiveDatasets routine performs an estimate of bankfull width (wb f ) of the channel using
the relationship proposed by Wilkerson et al. (2014), where

Wb f =


2.18DA0.191

i if ln(DAi)< 1.600
1.41DA0.462

i if 1.600 ≤ DAi < 5.820
7.18DA0.183

i if ln(DAi)≥ 5.820
(D.3)
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D.2 Additional Tables

Table D.1: River and meander variables used in the WigglyRivers package with their dimensionless form.

Symbol Variable Name Units Dimensionless Notation
W Geometric Mean Channel Width [L] 1

xo,yo Original Planimetry Coordinates [L] xo
∗ = xo/W yo

∗ = yo/W
x,y Resampled Planimetry Coordinates [L] x∗ = x/W y∗ = y/W
s Arc-length [L] s∗ = 2s/W
C Curvature [L−1] C∗ =CW
θ Direction-angle [·] θ

ls Wavelet scale [L] l∗s = ls/W
λ Wavelength [L] λ ∗ = λ/W
k Wavenumber [L−1] k∗ = 2πW/λ

r Radius of Curvature [L] r∗ = r/W
Rhm Half-meander Radius of Curvature [L] R∗

hm = Rhm/W
λhm Half-meander arc-wavelength [L] λ ∗

hm = λhm/W
Lhm Half-meander Valley Length [L] L∗

hm = Lhm/W
Ahm Half-Meander Amplitude [L] A∗

hm = Ahm/W
ahm Half-meander Asymmetry [·] ahm
σhm Half-meander Sinuosity [·] σhm
λ f m Full-meander arc-wavelength [L] λ ∗

f m = λ f m/W
L f m Full-meander Valley Length [L] L∗

f m = L f m/W
A f m Full-Meander Amplitude [L] A∗

f m = A f m/W
a f m Full-meander Asymmetry [·] a f m
σ f m Full-meander Sinuosity [·] σ f m
FF Funneling Factor [·] FF
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D.3 Additional Figures

Figure D.1: Computation of curvature and direction angle. Comparison between normal, noisy, and spline-
fitted planimetry coordinates in a kinoshita-type river.
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Figure D.2: Spectral characterization of a regular river transect planform. (a) river transect generated with
equation (7.15) with θ0 = 115, θs = 0.344, θ f = 0.031, and λ = 100. (b) curvature, CWT of the curvature
below, the GWS on the right, and SAWP at the bottom. The same arrangement is given on (c) direction-angle.
The hatch areas are the cone of influence of the CWT calculations.
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Figure D.3: Spectral characterization of a regular river transect planform. (a) river transect generated with
equation (7.15) with θ0 = 115◦, θs = 0.344, θ f = 0.031, and λ = 100. (b) curvature calculated with equa-
tion (7.2), CWT of the curvature below, the GWS on the right is calculated with equation (7.6), and SAWP at
the bottom is calculated with equation (7.7). The same arrangement is given on (c) direction-angle, calculated
with equation (7.3). The hatch areas are the cone of influence of the CWT calculations.
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Figure D.4: Spectral characterization of a regular river transect planform with changing wavelength (λ =
[50,100,200,500]). (a) river transect with θ0 = 115◦, θs = 0, and θ f = 0. (b) curvature and CWT of the
curvature. The same arrangement is given on (c) direction-angle. The hatch areas are the cone of influence
of the CWT calculations.
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Figure D.5: Spectral characterization of a river transect modeled with meanderpy. (a) river transect. (b) cur-
vature, CWT of the curvature below, the GWS on the right, and SAWP at the bottom. The same arrangement
is given on (c) direction-angle. The hatch areas are the cone of influence of the CWT calculations.
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Figure D.6: Spectral characterization of a river transect modeled with meanderpy. (a) river transect. (b) cur-
vature, CWT of the curvature below, the GWS on the right, and SAWP at the bottom. The same arrangement
is given on (c) direction-angle. The hatch areas are the cone of influence of the CWT calculations.
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Figure D.7: Spectral characterization of a river transect within the 0604 subregion river network. (a) river
transect. (b) curvature, CWT of the curvature below, the GWS on the right, and SAWP at the bottom. The
same arrangement is given on (c) direction-angle. The hatch areas are the cone of influence of the CWT
calculations.
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Appendix E

Supplemental Material for Chapter 8: 2D Heterogeneous and Homogeneous Model Conceptualization

E.1 Model Conceptualization
To compare the effect of heterogeneity in the porous matrix on the denitrification potential, we created a two-
dimensional model that compares the denitrification potential between a heterogeneous and a homogeneous
porous matrix (Figure E.1). The model is a simplified version of the conceptual model presented in Chapter 6
and is described by the following equations for flow (Bear, 1972; Bear and Cheng, 2010).

Figure E.1: Conceptualization of the 2D model for the (a) heterogeneous and (b) homogeneous porous matrix.
The 15 black lenses in the heterogeneous system (a) are the location of liable particulate organic carbon (POC)
where the dissolution of organic carbon will occur.

∇ ·Q = 0 with Q =−KH∇h (E.1)
−n ·ρQ = 0 on ∂Ωu ∧∂Ωd

p(x = 0,y) = ρg(Jxλ ) on ∂Ωl

p(x = λ ,y) = 0 on ∂Ωr

where Q(x) = −KH∇h is the vertically integrated flux [L2T−1], q(x) = Q(x)/H = −K∇h is the Darcy
flux [LT−1], x = [x,y] is the spatial coordinate vector [L], K = 1×10−6 is the homogeneous hydraulic con-
ductivity [LT−1], H(x) = h−Zb is the saturated thickness [L], and Zb(x) is the vertical location of the im-
permeable layer elevation with respect to a reference datum z = 0 [L]. For simplicity, and without loss of
generality, we assume Zb(x) = Jx(λ − x), with Jx = 0.1425 [-] and λ = 5 m [L] the slope and the system
length (x-direction), respectively. In this model, the groundwater moves from left to right, driven by the hy-
draulic gradient Jx. The up-and-down boundaries (∂Ωu and ∂Ωd) are no-flow boundaries, and we imposed
constant hydraulic head boundary conditions to the left and right boundaries (∂Ωl and ∂Ωr).

Similar to the model described in Chapter 6, we recast the biogeochemical model used by Zarnetske et al.
(2012) for the microbially mediated reactions in Table 6.1 for a vertically-integrated domain:

∂ (εpHCi)
∂ t = ∇ · (D∇Ci)−∇ · (QCi)+ εpHRi (E.2)

Ci(x, t = 0) = 0
−n · (D∇Ci −QCi) = 0 on ∂Ωu ∧∂Ωd

Ci(x = 0,y) =Ci,c on ∂Ωl

−n ·D∇Ci = 0 on ∂Ωr

where Ci(x, t) and Ri are the concentration [ML−3] and reaction rate [ML−3T−1] for species i (i = NO,
NH, O, or C), defined in equations (6.8)-(6.12), εp is porosity [-] and D = {Di, j} is the vertically-integrated
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dispersion-diffusion tensor [L3T−1], defined in (6.5). In both systems, we assumed a no flux boundary
condition for the up-and-down boundaries (∂Ωu and ∂Ωd), a constant polluted concentration (CNO,c = 8
mg/L, CNH,c = 5 mg/L, CO,c = 10 mg/L, and CC,c = 0.831 mg/L) boundary conditions in the left boundary
(∂Ωl), and an outflow boundary condition in the right boundary (∂Ωr). For the heterogeneous system, we
assume the concentration of POC in the lenses is P0 = 0.2% mg/L and P0 = 0 mg/L everywhere else, and for
the homogeneous system, we assume P0 = 0.008% mg/L everywhere. The rest of the reaction variables are
the same as the ones used in Chapter 6.
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