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2.3 (a) Electric field enhancement distribution for σ = 1/2. The diameter of the trapped silicon
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2.6 (a) Electric field enhancement distribution for σ = 2/3 depicting the placement of parti-
cles. White dash ellipses show the placement of the spheres. The positions of the silicon
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3.5 (a) Temperature field distribution of the xy plane 300 nm above the bowtie surface. The
radial velocity vector plot of the electrothermal flow induced around the resonant BPCN
is superimposed on the temperature profile. Arrow length represents the magnitude of the
flow velocity. (b) Temperature field distribution of the xz plane and (c) the yz plane. (d)
Illustration of three cascaded BPCNs placed beside a bus waveguide. The right three pan-
els show corresponding radial velocity profiles of the induced electrothermal flow along x
and y directions (300 nm above the bowtie surface) around the three BPCNs in different
states. The electrothermal flow shows a long-range characteristic (∼ 50µm). (a) to (c)
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4.1 Working principle and experimental facility. (a) Schematic of the system. When the meta-
surface is off-resonance, the laser heating of the bulk water induces buoyancy-driven flow,
transporting and aggregating particles to the center of the illuminated region. When the
quasi-BIC is excited, additional heat sources come from the heat dissipation of the water
layer close to the resonators. The thermal-induced flow velocity is increased up to three
times. The flow is represented by the two lobes near the nanoantennas. Inset: a unit cell
of the metasurface. The geometrical parameters: periods, Px = 950 nm,Py = 778 nm;a =
532 nm,b = 192 nm,H = 190 nm,θ = 10◦. (b) Experimental set-up used for excitation
of the quasi-BIC metasurface and imaging of the motion of suspended tracer particles. L1
and L2, focusing lenses; M1 and M2, mirrors; BF1 and BF2, bandpass filters used to filter
light used for excitation of the fluorescent particles and light transmitted for imaging on
the camera, respectively. Filtered fluorescent illumination is passed through the objective
lens (10x or 40x) and focused on the sample. EDFA, Erbium-doped fiber amplifier used to
amplify the power of the input laser; FC, fiber collimator; HWP, half wave-plate used to ro-
tate the polarization direction of the laser beam; LP, linear polarizer. The metasurfaces and
fluorescent tracer particles are visualized on a complementary metal-oxide-semiconductor
camera by collecting signals through the same objective lens. . . . . . . . . . . . . . . . 93

4.2 Experiment and simulation results for particle transport. All data are obtained under a 10x
objective lens. The field of view is 900 µm. (a) Representative particle aggregation when
a collimated laser beam is illuminated on the metasurface. (b) Representative particle tra-
jectory map extracted from sequential 600 frames of a recorded video. The frame rate is
10 frames per second. The empty region at the center indicates that particle movement
is trivial in this area, corresponding to the aggregated particle cluster. The result shows
that the flow is directed radially inwards towards the center of the laser spot and serves
as a powerful means to concentrate suspended particles to the vicinity of the metasurface.
It’s noted that some particle trajectories are interruptted at the edge of the metasurface
region. This is due to the low transmittance of silicon in the visible range, which dims
the fluorescence of these tracer particles, making them hard to be tracked. (c) Scaling of
experimentally measured radial flow velocity with laser wavelength. The negative sign
represents the inward direction. The error bar shows the standard error of the mean. The
laser power fluctuates around 420 mW. The position where velocity reaches a maximum
is slightly farther away from the center for wavelengths closer to the resonance. We at-
tribute this to the stronger positive (repulsive) thermophoresis in the lateral direction due
to the stronger heating effect. (d) Scaling of experimentally measured radial flow velocity
with laser power. The same repulsive phenomenon is observed for higher laser power. e
Simulated flow velocity distributions in the near-resonant condition of the xy-plane (5 µm
above the substrate) and (g) of the xz-plane. Color map shows the velocity magnitude and
superimposed arrows show the direction of the flow vectors. Radial velocities in the black
dash box region (shown in (g)) are averaged to obtain the dash lines in (f). (f) Simulated
(dash lines) and measured (solid lines) radial flow velocity for near-resonance (1545.3 nm)
and off-resonance (1554.3 nm). The maximum velocities for 1545.3 nm and 1554.3 nm
are 45 µm/s and 17 µm/s, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
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4.3 Optical characterization and thermal simulation. (a) Simulated and measured spectra of
the metasurface. The resonance positions are 1548.9 nm and 1544.8 nm for the simulation
and measurement, respectively. The sample shows a larger transmittance (46.1%) and
a larger linewidth (6.3 nm) compared to the simulations (0% and 3.0 nm, respectively)
attributed to the finite size and fabrication imperfections. The well-overlapped Fano fitting
curve (yellow solid line) with the measured transmittance spectrum validates a typical
quasi-BIC resonance. (b) Electric field enhancement distribution within one unit cell.
The maximum electric field enhancement factor is 49.4, i.e., 2440 times for the intensity
enhancement, supporting strongly enhanced water absorption. (c) Representative scanning
electron microscopy image of the fabricated metasurface. The array size is 500 µm. (d)
Depiction of the major forces acting on the trapped particles suspended in deionized water
for the off-resonant condition. tho, thermo-osmosis; buoy, buoyancy; thp, thermophoresis.
(e) Simulated temperature field distribution of the xz plane for off-resonant conditions and
(g) for on-resonant conditions. Black dash lines mark the lines from which the spatial
temperature rise curves in f are extracted. (f) Temperature rise in z direction for off-
resonant and on-resonant conditions. z = 0 is the surface of the glass substrate. (h) Forces
exerted on a 500 nm PS bead. Fdragz corresponds to the Stokes drag force resulting from
the fluid flow, which is composed of Fbuoyz and F thoz . The direction of the thermophoretic
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CHAPTER 1

Introduction

Nanostructures that exhibit high quality factors, strongly enhanced and tightly confined electromagnetic fields

down to subwavelength scales, and accessible hotspots are of paramount importance for photonic devices.

Plasmonic nanostructures can generate highly enhanced and tightly confined electromagnetic hotspots but

suffer from inherent metal losses that limit their quality factors. Dielectric Mie resonators using high-index

dielectric materials have emerged as alternatives due to their negligible intrinsic losses; however, they typi-

cally exhibit lower quality factor values and larger mode volumes compared to plasmonic counterparts.

In this dissertation, two novel platforms are investigated that achieve high quality factors, strong field en-

hancement, and exposed hotspots simultaneously, demonstrating new physical concepts and mechanisms that

were previously unattainable. Applications of these platforms in optical trapping, optofluidics, and thermal

emission control are presented.

The following sections in this chapter briefly introduce the fundamental concepts and principles used

in this dissertation, including photonic crystal nanobeams, bound states in the continuum, plasmonic nan-

otweezers, fluid dynamics, and thermal emitters.

1.1 Photonic crystals

Photonic crystal (PhC) microcavities are characterized by regions of diverse materials, each with distinct

refractive indices and arranged periodically. These microcavities exhibit a multitude of optical properties

such as confinement and slowing down of light. The photonic bandgap (PBG) emerges from the periodic

organization of these contrasting dielectric materials [5]. By modulating the dielectric constant in one, two,

or three orthogonal directions within a structure, PhCs can be created. One-dimensional (1D) PhCs can be

generated either by periodically stacking alternating dielectric layers [5] or by carving a sequence of air holes

into a dielectric waveguide, as depicted in Figure 1.1(a) [1]. Two-dimensional (2D) PhCs can be achieved

by growing high aspect ratio dielectric columns [41] or by etching holes into a dielectric material in a two-

dimensional periodic pattern. The latter method is usually called a PhC slab and has been widely investigated

[42] due to its simpler fabrication process. Three-dimensional (3D) PhCs involve complete PBG formation

and refractive index modulation in all three directions [43], but fabricating these structures is a complex task.

Figure 1.1 [1] schematically illustrates the PhC cavities constructed using these three types of PhCs.
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Figure 1.1: Schematic diagrams of (a) 1D, (b) 2D, and (c) 3D PhCs [1].

1.1.1 Photonic crystal nanobeam

In 1997, Foresi et al. [44] showcased the concept of the PhC nanobeam cavity for the first time by incorpo-

rating PBG structures directly into a silicon waveguide. This nanobeam cavity exhibited a mode volume (V )

of 0.055 µm3 and a Q factor of 265 at 1.56 µm. The high Q/V ratio and substantial bandgap of this proposed

nanobeam cavity rendered it superior to traditional vertically integrated resonant-cavity devices and allowed

a light-emitting cavity to be directly coupled into a waveguide. Generally, the Q factor and mode volume V

serve as metrics for evaluating the performance of a PhC cavity, with a high Q/V ratio being favorable for

various applications such as sensors, lasers, and high Purcell factors.

Subsequently, numerous experimental and numerical efforts have been made to enhance the Q/V ratio

by delicately adjusting the geometry surrounding the cavity defect. Notably, Lalanne et al. introduced the

concepts of engineering Bloch modes and identified two physical mechanisms for the fine-tuning of hole

geometry in PhC cavities [45]. The first mechanism, known as recycling, could be interpreted as the in-

terference between leaky modes and fundamental modes. Additionally, the authors adapted a conventional

Fabry-Perot cavity model to account for energy recycling through leaky waves, thereby physically explaining

the importance of a phase-matching condition for obtaining a high Q/V ratio. On the other hand, the second

mechanism could be achieved by tapering the guided mode of the center defect into Bloch modes of the out-

side mirror region to minimize out-of-plane far-field radiation [46]. Both methods potentially lead to a Q/V

ratio increase by several orders of magnitude. We note that the second approach has since emerged as the

most widely adopted design principle and is utilized in this dissertation. These investigations offer valuable

physical insights into nanobeam cavity optimization and serve as a foundation for future advancements in the

nanobeam cavity design.

Drawing on the concepts of Bloch mode engineering [45, 46], Velha et al. [47] adjusted the cavity defect

length based on the number of mirror holes, resulting in a mode volume of 0.6(λ/n)3 and a Q factor of 58,000

in 2007. Numerous studies have since focused on design concepts and methodologies for optimizing the Q

and V of nanobeam cavities. For example, M. Notomi et al. [48] numerically introduced size-modulated PhC
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cavities based on mode-gap waveguides, demonstrating an ultrahigh Q of 2.0× 108. Typically, the design

process involves modulation of three elements: the PhC mirror, cavity length, and taper (as depicted in Figure

1.2 [1]). Notably, a deterministic method was proposed by Q. Quan et al. for creating a nanobeam cavity with

a high Q/V ratio [49, 50]. The authors employed photonic band calculations, e.g., mirror strength calculation

and quadratic tapering, instead of a trial-based approach in the design process, reducing computation costs

and enhancing design efficiency. This method enabled the attainment of a final cavity resonance with only a

minor deviation from the predetermined wavelength. In particular, cavities are created by tapering the PhC

unit cells between highly reflective regions and the cavity region, ensuring a smooth transition and minimizing

sudden alterations between unit cells. This can be achieved by progressively changing the unit cell radius,

lattice spacing, or nanobeam width. As a result, a Gaussian field profile with low scattering losses is enabled

[51]. It is worth mentioning that this approach has become an established design technique for traditional

PhC designs and is utilized in this dissertation. Subsequent developments have led to alternative tapering

techniques, such as tapering the width of the waveguide [52], which are based on this approach.

Figure 1.2: Mirror, taper and cavity regions involved in the optimization of PhC nanobeam cavities [1].

1.1.2 Bowtie photonic crystal nanobeam (BPCN)

Simultaneously achieving exceptional temporal confinement (high Q factors) and spatial confinement (low

mode volume) is essential for realizing technological advancements in a broad array of photonic and op-

toelectronic applications. These include compact, low-power light sources, swift and low-power optical

switches and modulators, highly sensitive biodetectors for detecting minuscule concentrations of chemical

and biological molecules, enhanced and small-volume nonlinear processes, and more. Metal-based plas-

monic nanostructures can concentrate light into deep-subwavelength volumes with a typical mode volume

of 10−3(λ/n)3, but their intrinsic ohmic losses restrict the Q factor to around 10. Low-loss photonic crystal

cavities can attain extremely high Q factors (Q≈ 105−106), but their mode volume is generally three orders
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larger (∼ (λ/2n)3). To address this trade-off, S. Hu et al. introduced the BPCN for the first time [2, 3], en-

abling an extremely strong light-matter interaction regime that simultaneously incorporates both an ultra-low

mode volume and an ultra-high quality factor.

The operational principle of BPCN stems from the boundary conditions of the electric field and the

electric displacement field. As depicted in Figures 1.3(a)-(c), the antislot configuration concentrates the

electric field energy in the central dielectric beam due to the continuity of the tangential component of the

electric fields. Conversely, as shown in Figures 1.3(d)-(f), the slot configuration confines the electric field

energy in the nanoscale low-permittivity region, or the air slot, due to the continuity of the normal component

of the electric displacement field. In both cases, the electric field energy density, defined as uE = 1
2 DE, has

an enhancement factor of εSi /εair .

Figure 1.3: Schematic diagrams and field distributions for antislot ((a)-(c)) and slot ((d)-(f)) configurations,
respectively [2].

Owing to the orthogonal nature of the electromagnetic boundary conditions, light can be progressively

compressed in both the propagation direction and the perpendicular in-plane direction by incorporating a

series of interlocked antislots and slots. As illustrated in Figure 1.4, light is continually compressed in the

x-direction by adding an antislot and in the y-direction by adding a slot. Consequently, optical energy is

gradually confined to increasingly smaller mode volumes. When an infinite number of antislots and slots are

added to the unit cell, the geometry approximates that of a bowtie shape, where light is highly concentrated

in the central region.
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Figure 1.4: Distributions of electric field energy for increasing numbers of incorporated silicon antislots and
air slots from left to right [2].

To create a cavity with deep subwavelength confinement at the level of plasmonic components and an

ultra-high Q comparable to photonic crystal cavities, the authors developed the BPCN. A bowtie-shaped

subwavelength dielectric inclusion added to the lattice holes allows for the optical mode to be redistributed to

the bowtie tips. Based on the design methods outlined in the previous section, the BPCN comprises the mirror,

tapering region, and the bowtie cavity, as demonstrated in Figure 1.5. The air band of the cavity is positioned

in the middle of the mirror bands’ bandgap. The v-groove cross-sectional profile results from the fabrication

process. In this instance, the authors numerically exhibited a mode volume as tiny as 5×10−4(λ/n)3 with a

quality factor as large as 1.75×106 [2], and experimentally demonstrated a loaded Q factor on the order of

105 and record deep-subwavelength mode confinement in silicon (Vm ∼ 10−3 (λ/nSi)
3) [3].

Figure 1.5: Configuration, band structure and field distribution of the experimentally demonstrated BPCN
[3].

BPCNS simultaneously incorporate both an ultralow mode volume and an ultrahigh quality factor, thus

bridge the long-standing gap that had remained elusive in optical resonators. Due to the strong electric
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field enhancement and tight light confinement, it presents great potential in optical trapping applications. In

Chapert 3, we demonstrate a nanotweezer system based on cascaded BPCNs. By cooperating with thermal

effects in microfluidics such as the electrothermal effects and thermophoresis, we propose Multiplexed long-

range electrohydrodynamic transport and nano-optical trapping of sub-20nm particles.

1.2 Bound states in the continuum (BICs)

Bound states in the continuum (BICs) represent localized states with energies embedded in the continuous

spectrum of radiating waves. BICs were first predicted as a mathematical curiosity in quantum mechanics in

1929 [53]. In spite of the fact that the system proposed in that work has never been implemented experimen-

tally, the physics of BIC was widely used in wave-relevant fields [4]. For last years, BICs have been attracting

very broad attention in photonics, primarily because they provide a simple way to enhance substantially the

quality factors (Q factors) for photonic crystals [54], waveguide arrays [55], metasurfaces [6, 9, 10], and even

subwavelength isolated resonators [8, 11, 12].

Here, we provide a general background of the concept of BIC, as well as the underlying physics and

manifestations of the very recent results in photonic BICs. The key idea underlying bound states in the

continuum is vanishing coupling between the resonant mode and all radiation channels of the surrounding

space. We follow the classification adopted from Ref. [4] and briefly summarize the two different BICs with

respect to the physical origin of radiation suppression. Some applications of this novel photonic nonradiating

states reported recently under each category are also introduced.

1.2.1 Bound state and extended state

The confinement of waves is ubiquitous in nature and in wave-based technology. Examples include electrons

bound to atoms and molecules (i.e. electrons in potential wells), light confined in waveguides and so on.

To determine whether a wave can be perfectly confined or not (that is, if a ‘bound state’ exists or not) in an

open system, a simple criterion is to look at its frequency. If the frequency of the oscillation is outside the

continuous spectral range spanned by the propagating waves, it can exist as a bound state because there is no

pathway for it to radiate away. Conversely, if the frequency of the wave is inside the continuous spectrum, it

can only be a ‘resonance state’ that leaks and radiates out to infinity. This is the conventional wisdom accord-

ing to our previous experience. A bound state in the continuum (BIC) is an exception to this conventional

wisdom: it lies inside the continuum and coexists with extended waves, but it remains perfectly confined

without any radiation. BICs are found in a wide range of wave systems through confinement mechanisms

that are fundamentally different from those of conventional bound states.

The general picture describing the spectrum and the spatial profile of the modes are shown in Figure 1.6.
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Figure 1.6: Illustration of the spectrum and the spatial profile of the modes. Blue solid line: continuum of
spatially extended states. Green solid line: discrete levels of bound states that doesn’t radiate energy. Black
dashed line: a confining structure or potential well that leads to the spatial localization of the bound states.
Orange solid line: leaky resonance modes that lie inside the continuous spectrum and couple to the extended
waves and radiate. Red solid line: bound states in the continuum (BICs; red) that lie inside the continuum
but remain localized with no radiation [4].

Here we consider a wave that oscillate in a sinusoidal way as e−iωt in time t and at angular frequency ω .

Extended states (blue region) exist across a continuous range of frequencies. Discrete levels of conventional

bound states (green) lie outside this continuum that have no access to radiation channels. A typical example

in quantum physics is a bound electron in an infinite potential well. A corresponding example in optics is the

discrete modes in a photonic crystal, shown in Figure 1.7(a).

Inside the continuum, the most normal state is the extended state or in other words the propagating waves

(blue). The resonance modes (orange) can kind of confine the energy locally as a bound state but in fact the

energy still couples to the extended waves and leak out. They can be associated with a complex frequency,

ω = ω0− iγ , in which the real part ω0 is the resonance frequency and the imaginary part γ represents the

leakage rate. This complex frequency is defined rigorously as the eigenvalue of the wave equation with

outgoing boundary conditions. A typical example is a one–dimensional photonic crystal cavity at resonance

frequency, shown in Figure 1.7(b).

In addition to these familiar wave states, there is the less known possibility of bound states in the contin-

uum (BICs, red) that lie inside the continuum but remain perfectly localized with no leakage, namely γ = 0. In

a conventional scattering experiment, waves coming in from infinity can excite the resonance modes, causing

a rapid variation in the phase and amplitude of the scattered waves with a spectral linewidth of 2γ . However,

such waves cannot excite BICs, because BICs are completely decoupled from the radiating waves and are in-
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visible in this sense. Therefore, a BIC can be considered as a resonance with zero leakage and zero linewidth

(γ = 0; or an infinite quality factor Q = ω0/2γ). BICs are sometimes referred to as embedded eigenvalues or

embedded trapped modes.

Figure 1.7: (a) Band diagram of a 1D photonic crystal. The discrete lines show the available bound states in
the photonic crystal. (b) Field distribution of a 2D photonic crystal cavity [5]. The input frequency is at the
resonance frequency of the cavity thus the cavity region shown as a hot spot [5].

Since the linewidth of true BICs is zero, it can’t be observed directly in the experiment. To see a resonance

peak in the transmission spectrum, researchers usually break the complete confinement and open some small

leaky channels. As shown in Figure 1.8, a metasurface is composed of the silicon ellipse pair arrays. When the

tilted angle of the ellipse pair becomes not zero, resonance peak start to appear in the transmission spectrum,

providing an observable signal. By introducing leaky channels, true BICs are transformed into quasi-BICs

and the most recent studies on BICs are actually focusing on quasi-BICs. It has to be noted that the bound

state frequency may shift when transformed into a quasi-BIC.

Most of the current study on BICs are based on high-index dielectric meta-optics. According to my

knowledge, the only work demonstrating a plasmonic induced BIC is a metal-dielectric system in Ref. [56]

which consists of a plasmonic grating coupled to a dielectric optical waveguide. One important reason for

that is the low magnetic resonance response of plasmonic nanostructures. However, to generate BICs in

nanophotonics, the coupling between multiple modes is fundamentally required. High-index dielectric meta-

atoms can support both electric and magnetic Mie resonances including electric and magnetic dipole modes

and high-order modes in the visible and mid-IR spectral ranges, which can be tailored by the nanoparticle

geometry. And to emphasize the importance of optically-induced magnetic response, the field of all-dielectric

resonant nanophotonics is often termed as meta-optics [8]. Figure 1.9 shows the electric and magnetic field

enhancement at the midpoint of a plasmonic (gold) and a dielectric (silicon) dimer, both composed of two

spherical particles and illuminated with CP light propagating orthogonal to the dimer axis. It’s apparent

that although both the dielectric and plasmonic dimer have a high electric field enhancement and the gold

dimer even has a higher enhancement, the magnetic field enhancement of the gold dimer is almost negligible
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compared to the silicon dimer. Therefore, current studies on BICs are mostly focusing on dielectric meta-

optics devices rather than plasmonic nanostructures.

Figure 1.8: Evolution of the transmission spectrum from BICs to quasi-BICs by tuning the tilted angle of the
ellipse pair [6].

1.2.2 Classification of BICs

The key idea underlying bound states in the continuum is vanishing coupling between the resonant mode

and all radiation channels of the surrounding space. In other words, the light is confined in the structure

at a resonance frequency while has no radiation paths to leak its energy into the surrounding environment.

Different BICs can be categorized with respect to the physical origin of radiation suppression; here, we follow

the classification adopted from Ref. [4] and Ref. [8].

The coupling coefficient could vanish due to the symmetry breaking when the spatial symmetry of the

mode is incompatible with the symmetry of the of outgoing radiating waves. Such kind of BIC is called

symmetry-protected. It appears in a variety of photonic structures such as grating and metasurfaces [6],

photonic crystal slab [54] and waveguide arrays [55].

In contrast to the symmetry-protected BIC, there is also a so-called accidental BIC forming due to acci-

dental vanishing of the coupling coefficients to the radiation waves via continuous tuning of one or several

system parameters. The simplest example of accidental BIC is a Fabry-Perot-type BIC. Such a state is formed

between two mirrors resonantly reflecting the waves placed at a proper distance providing the phase shift mul-

tiple times of 2 after the round-trip [57]. Some of accidental BICs could be explained in terms of destructive

interference of two (or more) leaky waves, whose radiation is tuned to cancel each other completely. This

mechanism is known as Friedrich-Wintgen scenario [11, 12].
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Figure 1.9: Comparison between local electric and magnetic field enhancement at the midpoint of a plas-
monic (gold) and a dielectric (silicon) dimer, both composed of two spherical particles and illuminated with
CP light propagating orthogonal to the dimer axis. The gray shaded area highlights the spectral range of
overlapped electric and magnetic resonances in the dielectric dimer, whereas the yellow shaded area specifies
the spectral range of the electric resonance in the plasmonic dimer [7].

1.2.2.1 Symmetry–protected BICs

As we just mentioned, the symmetry-protected BIC can be found in a variety of photonic structures. Here we

discuss the most recent studies on generating quasi-BICs in dielectric metasurfaces. Sharp spectral resonances

(i.e., high Q factors) for various types of metasurfaces originate from the distortion of the symmetry-protected

BIC. A true BIC can transform into quasi-BICs (i.e., super cavity modes) when the in-plane inversion symme-

try of a unit cell becomes broken. A typical example is the metasurface of which each unit cell is composed

of a pair of ellipse nano-bars made of silicon, as shown in Figure 1.10. The polarization of the incident linear

polarized light is along the x direction.

To understand the radiation suppression that generating the quasi-BIC, we need to analyze the electric

field distribution in the near-field. As shown in Figure 1.11(a), the dominant polarization component within

the Si region is Ey (i.e., the black arrows are almost along y direction with a very tiny inclination angle),

while the main polarization component of the back-scattered field is Ex. This is due to the antisymmetric

distribution of the dominant polarization components Ey of the meta-atoms within each unit cell, consistent

with the collective modes described in Ref. [58, 59]. Two inverse electric dipoles are excited in the two
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Figure 1.10: Illustration of the metasurface composed of square lattices of tilted silicon-bar pairs [6]. The
corresponding evolution of the transmission spectrum is shown in Figure 1.9.

elliptical- cylinder resonators (i.e., px and py, seen in Figure 1.12. Although py is dominant in each meta-

atom, the directions of the py components are inverse for the two meta-atoms in the unit cell (clearly shown by

the black field vector arrows in two meta-atoms, and also seen in Figure 1.12), which cancel with each other

and thus the out-coupling of Ey is forbidden. When the orientation angle θ is small, the overall radiative loss

is then suppressed significantly. Thus, a fairly narrow reflectance peak as well as a high field enhancement are

obtained. On the other hand, although the px components are relatively small, they are in the same direction.

Therefore, only Ex contributes to the radiative loss and becomes the dominant polarization component of the

back-scattered field.

Figure 1.11: (a) Electric field distributions of xy plane at the middle height. The black arrows in the figures
show the electric field vectors and the colorbar represents the field enhancement. (b) The reflection spectrum
of the metasurface with different dimensions of the meta-atoms [8].

Since the materials of both the resonators and the substrate have almost no loss, the leaky channels are

strongly suppressed and only very small part of the incident energy can radiate into the far field. Therefore,

the field enhancement is high and can be even higher with small tilted angles. Furthermore, scaling the whole

unit cell by ratio can further increase the field enhancement due to a smaller mode volume. It has to be noted

that, due to the specially designed geometry, this metasurface allows for a straightforward and nearly linear

resonance frequency tuning via scaling of the unit cell geometry by a factor S, as shown in 1.11(b).

Yuri Kivshar et al. developed an analytical approach [6] to describe light scattering by arrays of meta-
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Figure 1.12: Diagram presenting the two inverse electric dipoles excited in the ellipse pair resonators. The
blue and red dash arrows represent the two components px and py, respectively.

atoms based on the explicit expansion of the Green’s function of open systems into eigenmode contributions,

and demonstrate rigorously that the Q factor of such an asymmetric metasurface governed by BICs has

a simple relationship which can be expressed as Q = Q0α−2. Here Q0 is a constant determined by the

metasurface design and represents the asymmetric parameter as shown in Figure 1.13.

1.2.2.2 Applications of symmetry-protected BICs

Based on the symmetry-protected BIC metasurface we just discussed, several applications have been demon-

strated recently. Here we introduce two prominent works that both are reported by Hatice Altug’s group.

Since this metasurface allows for a straightforward and nearly linear resonance frequency tuning via

scaling of the unit cell geometry, it can work as pixels. Researchers arrange these metasurfaces with different

geometries into an array and feature a big two dimensional pixelated dielectric metasurface with a range of

ultrasharp resonances, each tuned to a discrete frequency; this enables molecular absorption signatures to be

read out at multiple spectral points, and the resulting information is then translated into a barcode-like spatial

absorption map for imaging. As shown in Figure 1.14, the one-dimensional discrete reflection spectrum of a

protein molecular monolayer can be transformed into a readable two-dimensional barcode-like map, which

is specific for the chosen protein molecular.

Researchers demonstrate the detection on signatures of protein, polymer, and pesticide molecules with

high sensitivity which corresponds to a detection limit of 2130 molecules per µm2, covering potential appli-

cations such as biosensing and environmental monitoring. This technique can resolve absorption fingerprints

without the need for spectrometry, frequency scanning, or moving mechanical parts, thereby paving the way

toward sensitive and versatile miniaturized mid-infrared spectroscopy devices.

Besides the imaging-based chemical identification in mid-IR, they also show the application of hyperspec-

tral imaging in near-IR. As shown in Figure 1.15, their device comprises an array of all-dielectric sensors,
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Figure 1.13: Definitions of the asymmetry parameter α for different metasurfaces. Green and red region
represent ”add” and ”remove” part of the original geometry to introduce asymmetry [6].

Figure 1.14: The envelope of metapixel reflectance amplitudes of a model protein layer (top inset) and how
to obtain the molecule-specific barcode by the metasurface’s reflectance response [9].
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Figure 1.15: Sketch of the hyperspectral imaging principle and processing of the hyperspectral data cube
[10].

allowing for multiplexed analyte detection in a single measurement. In the optical set-up, they use a con-

tinuously tunable narrow bandpass filter coupled to a supercontinuum laser source for continuously tunable

excitation and record transmission images at each illumination wavelength using a CMOS camera. This

optical configuration can spatially probe the metasurface spectral response over large areas, in contrast to

traditional spectrometers. Each metasurface pixel has a specific resonance wavelength and generates a reso-

nance shift when covered by the analyte. Specifically, they use an extremely narrow bandwidth (∼ 2 nm) and

tunable excitation with high spectral resolution (∆λ = 0.1 nm) to build a hyperspectral data cube of the field

of view that contains full spectral information from the entire sensor array, where each sensor is mapped by

tens of thousands of CMOS pixels. This technique reveals biomolecular detection information at molecular

counts as low as around 3 IgG molecules per µm2).

1.2.2.3 Accidental BICs

In nanophotonics, conventional ways to enlarge the Q factor are to increase the size of a resonator, for ex-

ample, by exploiting whispering gallery modes and cavities in photonic crystals, as shown in Figure 1.16(b)

and Figure 1.16. Although such techniques allow for light confinement with reduced energy losses, the size

of the resonating system is still large compared to the operating wavelength. Here we introduce a completely
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different approach based on the concepts of BICs and supercavity modes in isolated nanoparticles.

Figure 1.16: Classification of eigenmodes of an isolated dielectric cylindrical resonator [11].

As shown in Figure 1.16(a), the electric field of the incident wave is assumed to be perpendicular to the

axis of the cylinder. The eigenmodes of such a finite-length nanocylinder can be roughly divided into two

families, namely, radially oscillating and axially oscillating modes. The radial resonances are formed mainly

due to reflection from a side wall of the cylinder, and they could be associated with the Mie resonances of

an infinite cylinder. The axial resonances are formed mainly due to reflection from the faces of the cylinder,

and they could be associated with the Fabry–Perot modes (FP modes). A pair of low-frequency FP-like and

Mie-like modes can undergo strong coupling via continuous tuning of the disk aspect ratio r/h, producing the

characteristic avoided resonance crossing feature, as labeled by red circles in Figure 1.17(a). The avoided res-

onance crossing is a key feature for generating a quasi-BIC near the crossing region, which can be understood

in Figure 1.17(b).

Figure 1.17: . Strong coupling of two resonator modes resulting in the emergence of a quasi-BIC. Colorbar
in (a) represents the scattering cross section effiency [11].
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This avoided crossing reflects a strong coupling between the FP-like and Mie-like modes, corresponding

to a supercavity mode. The near-field electric field profiles and far-field radiation pattern of the high-Q mode

for the aspect ratio in- and out of this supercavity regime are shown in Figure 1.18. It is clearly seen from

the near-field distributions that a Mie-like mode smoothly transforms to a FP-like mode through a quasi-BIC

with a hybrid field distribution. Away from the quasi-BIC condition, the far-field distribution of the high-Q

mode is dominated by the magnetic dipole contribution for both Mie-like and FP-like modes. Since both

FP-like and Mie-like modes are characterized by the magnetic dipole radiation pattern, their coupling leads

to sufficient suppression of the magnetic dipole component enabling a highly symmetric magnetic octupole

term [11].

Figure 1.18: Upper panel: Near-field distributions of the electric field at the points A, B, and C in Figure
1.17(b). Lower panel: Transformation of the radiation pattern for the high-Q mode while passing the avoided
resonance crossing regime [8].

1.2.2.4 Applications of accidental BICs

The theoretical analysis discussed in the previous part is based on an illumination from the side of the res-

onator. It’s really difficult to realize such an optical set-up or fabrication in nanophotonic experiments. Re-

cently, a work reported by Yuri Kivshar’s group demonstrate a second-harmonic generation (SHG) enhance-

ment which is based on the accidental BIC while the individual nanodisk is illuminated from top.

As shown in Figure 1.19, the quasi-BIC mode is generated in a nano-cylinder made of AlGaAs (alu-

minum gallium arsenide, a kind of nonlinear material with superior second order nonlinear properties) placed

on a three-layer substrate (SiO2/ITO/SiO2). Similarly, the physics of quasi-BIC relies on destructive inter-

ferences of two leaky modes with similar far-field patterns. The cylindrical resonator supports two families

of leaky modes, which we have discussed previously as radially and axially polarized modes, as depicted in

Figure 1.20(a). Away from the hybrid regime, both of them demonstrate dipolar magnetic response in the
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Figure 1.19: Schematic diagram of the isolated subwavelength nanodisk and the generation of SHG [12].

far-field. To couple incident light illuminated from top efficiently to the quasi-BIC resonant mode from the

far-field, they employ an azimuthally polarized vector beam which has a similar electric field profile with the

hybrid mode. Decreasing the difference between their frequencies via tuning of the disk diameter they achieve

the strong coupling regime which produces the characteristic avoided resonance crossing of frequency curves

and enhancement of mode radiative Q factors (see Figure 1.20(b) and 1.20(c)).

Figure 1.20: (a) Near-field patterns transition between the radial mode and the axial mode. (b) Avoided
resonance crossing between the high-Q and low-Q modes. (c) Q factor for the high-Q and low-Q modes vs.
resonator diameter.

To compensate the decrease of the Q factor induced by energy leakage into the substrate, they engineer
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the substrate with an additional layer of ITO (indium tin oxide) exhibiting epsilon-near-zero transition acting

as a conductor above 1200 nm wavelength (i.e. at the quasi-BIC wavelength and thus reflect the leaky light),

and as an insulator below this wavelength (i.e. at the SHG wavelength and thus not affect the transmission

of 2ω wave). The ITO layer is separated from the resonator by a SiO2 spacer. Thickness of the SiO2 spacer

layer allows to control the phase of reflection, also enhancing the destructive interference of the two leaky

modes in the far-field and thus increasing the Q factor.

To maximize the SHG efficiency, firstly the spatial profile of the pump must be structured to match the

distribution of the excited mode. To provide the perfect spatial matching, they use the cylindrical vector

beam with azimuthal polarization resembling the far-field pattern of the quasi-BIC mode. Next, the optimal

structure must be resonant simultaneously at pump and second-harmonic wavelengths (magnetic octupole

and quadrupole modes respectively) and both resonances must be of a high Q factor. The ITO film of the

structured substrate, while acting as a mirror at the pump wavelength, is transparent at the SHG wavelength

with material properties similar to glass, allowing second-harmonic radiation to propagate in both forward

and backward directions.

1.2.2.5 Summary

In this section, we briefly introduce the concepts of bound states in the continuum in general wave physics

and photonics and discuss the two different types of BICs. We use specially designed dielectric metasurface

as an example for the symmetry-protected BIC and individual dielectric nano-cylinder antenna as an example

for the accidental BIC. Relevant applications are reviewed for each type respectively.

Strong field enhancement and high quality factor are crucial for many applications in nanophotonics.

BICs based on dielectric meta-optics have attracted great attention recently and provide different ways to

achieve large enhancement of electromagnetic fields and confinement of light in high-index dielectric res-

onators with significant advantages for integrated photonics applications under mature semiconductor fab-

rication technologies. Since the basic physical principles of photonic BICs have now been understood and

demonstrated, further exploitation of the physics of BICs and the study of their properties would involve a

design of different types of resonant structures with a higher field enhancement and stronger magnetic field

confinement in specific “hot spots”, which is important for broad applications such as optical trapping and

Raman signal enhancement. Due to the narrow spectrum linewidth and nearly loss-free material properties,

dielectric BICs have an enormous potential in taking place of conventional plasmonic nanostructures in many

domains of nanophotonics, including but not limited to biological sensing, Raman scattering, multifunctional

on-chip lasers and particle trapping.

As an investigation, this dissertation explores several interesting applications based on the quasi-BIC
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metasurface composed of elliptical resonators, including optical trapping (Chapter 2), optofluidics (Chapter 4)

and thermal emission control (Chapter 5) at mid-infrared. These studies demonstrate the enormous potential

of BIC metasurfaces in optoelectronic devices, and have attracted a lot of attention in the BIC community.

1.3 Plasmonic nanotweezers

Optical trapping technology has been widely used in biology, medicine, and colloidal assembly [60–63]

due to its precise control and non-invasive manipulation of microscale particles. Traditional optical tweez-

ers have been employed to manipulate objects such as bacteria, colloidal particles, and cells [64–66], and

Arthur Ashkin received the 2018 Nobel Prize in physics for his groundbreaking work on optical tweezers

[67]. Single-beam optical tweezers, first demonstrated in 1986, use a tightly focused laser beam to trap par-

ticles near the laser’s focal spot. However, the diffraction limit of light makes it challenging to focus light

on nanoscale subwavelength volumes and, thus, to trap nanoscale objects using low-power optical tweez-

ers. Plasmonic nanotweezers [68] have garnered considerable interest due to their ability to confine light

in nanoscale volumes with high field enhancement, creating tight trapping potential wells required for trap-

ping nanoscale objects. Despite overcoming the diffraction limit, plasmonic materials inherently suffer from

Ohmic loss and generate photo-induced heating, which can harm trapped particles and destabilize trapping if

heat management is not properly addressed.

1.3.1 Plasmonic nanotweezers

The strong enhancement and tight confinement of the light field in plasmonic resonances enable plasmonic

nanotweezers to exert strong optical gradient forces given by

Fgrad = πεea3 εp− εe

εp +2εe
∇|E⃗(r)|2 (1.1)

,allowing for low-power optical trapping compared to traditional optical tweezers. Various designs of plas-

monic resonators have been explored in the rapidly growing field of plasmonic nanotweezers.

One design involves extruded metal resonators sitting on a flat surface, which are commonly used struc-

tures for creating localized plasmonic resonances. Examples include nanopillars, plasmonic bowties, and

nano-dimers, as shown in Figure 1.21(a) to (c). This design is fabricated using standard metal-based lithog-

raphy and lift-off technology. Another resonator design involves apertures in a continuous metal film, such

as bowtie apertures, double nanoholes, and coaxial apertures shown in Figure 1.21(d) to (f). These are fab-

ricated by directly removing portions of the metal from the film to create discontinuity, using a focused-ion

beam, for instance. Targets as small as sub-10nm nanoparticles, such as single protein molecules [17] and
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silica beads [69], have been demonstrated.

Figure 1.21: Examples of plasmonic nanotweezers utilizing (a) nanopillar [13], (b) plasmonic bowtie [14],
(c) nano-dimers [15], (d) bowtie aperture [16], (e) double nanohole [17] and (e) coaxial aperture [18].

However, one drawback of plasmonic nanotweezers is the photoinduced heating effect resulting from the

intrinsic loss of metallic materials, which can generate undesired thermal effects that interfere with trapping

and reduce trapping stability. Furthermore, excessive temperature increases can damage trapped particles,

especially biological objects like cells. Regrettably, all previously reported plasmonic nanotweezers trap par-

ticles at the location of maximum temperature rise. It is important to note that extruded resonators generally

suffer more from these effects, as they are situated on low thermal conductivity substrates and surrounded by

a low thermal conductivity dielectric environment. Such weaker heat dissipation leads to a higher temper-

ature rise. In contrast, nanoaperture-based plasmonic nanotweezers experience less heat dissipation due to

their embedded position in a continuous metal film, which allows for direct heat dissipation by the metal film

and a more moderate local temperature rise [70].

Another challenge for plasmonic nanotweezers is the lack of dynamic manipulation capability. Typically,

a plasmonic resonator is fabricated on a substrate and fixed at a specific location. Loading the plasmonic

cavity relies on non-deterministic Brownian diffusion, rendering the particle loading process random and

slow [71].

1.3.2 Photothermal effects in plasmonics

As previously mentioned, plasmonic structures inherently exhibit loss, leading to light absorption and heat

generation. The absorption of an object increases with the intensity of the electromagnetic wave.
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Excessive heating can cause several disadvantages. First, it can damage trapped targets, such as denatur-

ing DNA molecules [72] or deactivating and restructuring proteins. Second, positive thermophoresis moves

particles away from hotspots to colder regions, compromising trapping stability. This phenomenon can be

explained by the fact that, when a particle is within a temperature gradient, the side exposed to higher tem-

peratures experiences more active Brownian motion of water molecules. The momentum transferred to the

particle from collisions with water molecules is greater on the hotter side than on the colder side, causing

the particle to move toward the colder region. Third, buoyancy-driven convection can destabilize the particle

trapping. This effect arises from the heat expansion of water within a temperature field gradient, leading to

the change of water density and creating bulk water motion [73]. One way to mitigate convection’s impact is

to reduce the microfluidic chamber’s height.

Several methods have been proposed to lessen the effects of photothermal phenomena on trapping sta-

bility. For example, Wang et al. [13] suggested placing a heat sink made of metals (i.e., gold and copper)

beneath the plasmonic resonator to dissipate heat. Another approach is to detune the resonant wavelength

from the plasmonic resonance, though this sacrifices the field enhancement that could have been utilized

[74]. It is important to note that photothermal effects in plasmonics are not always detrimental. Recently,

researchers have discovered that the enhanced light absorption can efficiently transform metal nanostructures

into nanoscale heat sources, giving rise to the study of thermoplasmonics [75, 75, 76]. This finding has led to

numerous applications in nanotechnology, such as photothermal cancer therapy [77], targeted drug delivery

[78], solar-powered steam generation [79], and nanoscale temperature distribution control for optofluidics.

Both single [80] and arrays [73, 81, 82] of metal nanostructures have been investigated to regulate convection-

driven dynamics. With careful management, these effects can contribute to trapping and endow nanotweezers

with unique functionalities, including dynamic manipulation and rapid particle transport.

According to these discussions, we realize that the photoinduced heating is an important topic in plas-

monic nanotweezers. This dissertation has tried to play with this from two sides. In Chapter 2, we propose a

lower-power optical trapping system based on an all-dielectric quasi-BIC metasurface, in which the heating

effect is supressed. In Chapter 4, we propose a new method to manipulate temperature field distribution and

fluid motion at the micro-nano scale levearaging the narrow lindwidth of the quasi-BIC resonance.

1.4 Fluid dynamics

Non-uniform AC electric fields have been used to analyze and process particles for over 50 years. The

movement of polarizable particles in non-uniform electric fields is called dielectrophoresis (DEP) and was

first demonstrated by Pohl in 1951 [83]. In the later particle trapping and separation experiments, people

gradually observed that fluid flow driven by electrohydrodynamic (EHD) forces also played an important
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role in governing the behavior of particles. In 1998, A Ramos et al summarized these AC electrokinetic

forces in a publication that described the frequency and voltage dependence of both the DEP and EHD forces

for a simple co-planar electrode system[84] (see Figure 1.28). It was shown that fluid flow could be driven by

both electrothermal (ET) forces caused by Joule heating (from the electric field) and by AC electro-osmosis

(EO) caused by the reaction of the induced charge at the electrode surface to the applied electric field. Later

in 2003, A Castellanos et al presented a comprehensive discussion laying out a whole set of equations for

these forces, providing a tool to predict the behavior of particles and fluids subjected to non-uniform AC

electric fields [85].

Over the last 25 years the field of AC electrokinetics has grown exponentially and many interesting

innovations have appeared. One area of interest is the Lab-on-a-Chip: technologies that offer new approaches

for processing and analyzing cells and particles. Exploiting the effects of both the EHD and DEP is an area

of growing interest. DEP is a short-range force, whereas EHD drives the fluid (and the suspended particles)

over large distance. Combining the two provides new routes to processing and analyzing cells and other

particles, particularly in the high conductivity media that cells require for growth [86]. In other areas, AC

electrokinetics is also being used for the directed assembly and separation and alignment and trapping of

protein molecules [87].

Recently, by leveraging the development of plasmonic nanostructures which are made of metal materials

(gold for example) and show highly confined and enhanced electric field in the subwavelength scale when

reaching resonance peak under laser illumination. Due to the good thermal and electric properties, a new way

to reconsider EHD by a hybrid combination of optical effects with AC electrokinetics has attracted a lot of

attention [33, 80].

In this section, we will briefly discuss the three main forces, i.e. DEP, EO, ET. The structure of each

section is as following. Firstly, we will summarize the relevant equations and properties of the force. We

will then take several examples showing the applications of this force in pure microelectrode-structure based

systems and finally in hybrid optoelectronic-structure based systems. Comparisons between these forces will

also be given in the passage.

1.4.1 Dielectrophoresis (DEP)

1.4.1.1 Formula and properties of DEP

The movement of polarizable particles in non-uniform electric fields is called dielectrophoresis (DEP) and

was first demonstrated by H. Pohl in 1951 [83] in a paper describing the polarization of matter and its sub-

sequent movement in divergent electric fields. The principle is as follows. When a particle is immersed

in a dielectric medium, and an electric field is imposed on the system, a dipole is induced in the particle
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whenever there is a mismatch between the dielectric properties of the particle and the medium [88]. If the

field is uniform, the electric forces are balanced and thus the net force on the particle is zero. However, if

the field is gradient, i.e., the field is non-uniform, there will be a force on the particle. For a particle whose

dielectric permittivity is greater than the medium, a dipole will be induced that aligns with the field, and the

particle will be attracted towards regions of higher field, i.e. a positive DEP. Whereas for a particle with

dielectric permittivity less than the medium, it will be polarized in the opposite sense, and migrate down the

field gradient, exhibiting negative DEP, as shown in 1.22.

Figure 1.22: Effect of dielectrophoresis [19].

The basic equation on the effective of positive and negative DEP is described in Eq. 1.2

FDEP = 2πεmR3 Re(K(ω))∇E2 (1.2)

where R is the radius of the particle (normally regarded as a sphere), E is the external electric field strength

which is related to the geometry of the electrodes polarizing the particle, εm is the permittivity of the medium,

Re(K(ω)) is the real part of the very important Clausius-Mossotti factor K(ω) defined as

K(ω) =
ε∗p− ε∗m

ε∗p +2ε∗m
(1.3)

where ε∗m is the complex permittivity of the medium and ε∗p is the complex permittivity of the particle. The

complex permittivity here is defined by

ε
∗ = ε +

σ

jω
(1.4)

and depends on the permittivity (ε) and conductivity (σ ) of the particle or the medium and the angular

frequency ω of the applied electric field. The permittivity (ε) can be a complex number when the dissipation

of the material associated with the passage of current through is considered. j represents the imaginary unit.

Re(K(ω)) can vary from −0.5 to 1.

Eq. 1.2 to 1.4 are concise but can give us a lot of intuition. DEP force is proportional to particle volume
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and to the permittivity of the dielectric medium. DEP force is directed along the gradient of the electric field

intensity, which in general is not parallel to the electric field vector.

Since the DEP force is sensitive only to the field intensity gradient rather than to the field direction,

particles experience DEP only when the field is non-uniform and are unaffected by reversing the field. Thus

the DEP will occur in the same way in an AC field as in a DC field, and AC has the advantage of eliminating

the effect of any electrophoretic force due to the presence of an electric double layer. What’s more, DEP

force highly depends on the sign and magnitude of the Clausius-Mossoti factor K(ω), which is frequency

dependent. Therefore, by judicious choice of suspending medium conductivity and applied frequency, even

particles with very similar dielectric properties can be efficiently separated.

1.4.1.2 DEP in microelectrode structures

To generate DEP, an electric field gradient is required. The most common way is to use specific electrode

geometries, for example a point together with a plane. This rule is still working even when going down to

micro and nano-scales. Early work used large electrodes (cm to mm scale) and thus required high voltages to

induce strong enough field gradient (then useful particle motion). For example, H. Pohl himself showed how

to separate live and dead yeast cells in an electric field in 1966, in which the system applied a voltage of 30

to 200 volts [89].

A breakthrough occurred when it was realized that simple planar micro (rather than mm) electrodes

with precise dimensions could generate much stronger gradients and field magnitudes with only moderate

applied voltages since the electric field E is approximately expressed as U/d (where d is the distance between

electrodes), as shown in Figure 1.23 [20].

Due to the mature fabrication techniques from semiconductor industry, new avenues of research were

opened. With electrode structures become smaller and more precise, it becomes possible to study the behavior

of smaller and smaller objects. Electrode arrays with dimensions in the micrometer size have been used to

trap, separate and analyze nano-particles including DNA [90] and virus [91]. For example, H Morgan et

al. firstly reported a separation of latex beads with diameters of only 94 nm in 1997 [92]. In their work,

the electrode structure is similar to that in Figure 1.23 but the distance between electrodes is less than 10

µm. Typical micro-electrodes include metal electrodes which can be fabricated on metal films (particularly

gold films, as shown in Figure 1.24(a)) by photolithography, and insulator electrodes by non-conductive

materials such as glass and polymer, as shown in Figure 1.24(b)). With well-designed geometries (such

as pillars), metal electrodes only need a few volts to polarize the particles compared with several hundred

volts previously. However, under experimental conditions, metal electrodes can interact with the sample

which leads to sample electrolysis, bubbling, and electrode arcing which reduces the lifetime of the device.
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Figure 1.23: One example of precisely designed micro-electrodes, in which the voltage applied was 15 volts
[20].

Insulator electrodes, on the other hand, can avoid the contact with samples and create desired electric field

gradient by specific geometries or even by pores in polymer membranes to distorts the field. Unfortunately,

A voltage as high as hundreds of volts, sometimes even a few thousands, is commonly required since the

micro-scaled electrode are now separated by millimeters to a few centimeters.

Figure 1.24: (a) A single quadrapole trap consisting of four electroplated gold electrodes [21]. (b) SU-8
membrane is positioned in between a couple of planar electrodes (ITO-coated polycarbonate). Upon polar-
ization of the planar electrodes, bacteria cells are trapped in the electric field gradients formed at the edge of
the pores in the membrane [22].

A more up-to date example demonstrated dielectrophoresis-based separation of intact cells from damaged

cells based on 3D carbon-electrode arrays, which could be used for rapid label-free enrichment of intact

persister cells from antibiotic-treated cultures while preserving the metastable persister phenotype [23], as

shown in Figure 1.25. This work shows the importance of developing electrode techniques.
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Figure 1.25: Glass-like 3D carbon-electrodes on a transparent fused silica substrate. The electrical configu-
ration is indicated as ‘+’ and ‘−’. Electrode dimensions are 50 µm diameter by 100 µm height [23].

The 3D carbon-electrode array used in this work combines some of the advantages of metal-based and

insulator-based electrodes. For example, the possibility of sample electrolysis and bubbling is reduced with

the use of carbon electrodes, an advantage shared with insulator-based electrodes, whereas low voltages are

enough to polarize the carbon electrodes and create an electrical field suitable for DEP, an advantage shared

with metal-electrode electrodes [93].

1.4.1.3 DEP in optoelectronic structures

In the field of optical manipulation, one direct way is using tightly focused laser beam, which is called optical

tweezers and was invented by Ashkin et al in 1970 [94]. Particles are trapped at the focal spot by the optical

gradient force which is created by the interaction between particles and the gradient optical field, and thus can

be dynamically moved by moving the laser spot. The biggest limitation of optical tweezers is that to create

a stable trap, optical tweezers require very high optical power intensities which limit their effectiveness in

performing high-throughput and large-scale optical manipulation functions. One the other hand, DEP only

need an AC field of several volts but the micro-electrode structures have to be made before hand and hence

not amenable for dynamic translation of particles.

The technique, called optoelectronic tweezers (OET), combines the advantages of the two particle ma-

nipulation methods mentioned above. This technique uses light to excite a photoconductive layer and create

an electric field gradient in the sample. In other words, it is not the optical field that is performing the

manipulation directly; it is the electric field gradient created by the interaction of the optical field with the

photoconductive material (usually using a-Si) that is trapping the objects. Therefore, OET is capable of

manipulating objects with optical power intensities that are approximately 5 orders of magnitude smaller

than optical tweezers [24]. In practice, an OET can work under an simple incoherent light source such as a

light-emitting diode or a halogen lamp without any necessity for a laser beam.
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A typical configuration of an OET is shown in Figure 1.26(a). The sample is contained in between a

conductive layer and a photoconductive layer; the photoconductive layer is on top of another conductive

layer. An AC field is applied between the two conductive layers. It is important to note that in principle these

layers are featureless (which is different from a well-designed micro-electrode structure) and are deposited

on a substrate transparent to the wavelength of the light used.

Figure 1.26: (a) Typical configuration of an OET. Indium tin oxide (ITO) is a good conductor and transparent
at visible region. (b) Two polystyrene particles with sizes of 10 mm and 24 mm pass through the sorter path
[24].

When a projected light illuminates the photoconductive layer, the impedance of the illuminated area has a

lower impedance than the area in the absence of light. The photoconductive layer is commonly implemented

using hydrogenated amorphous silicon, or a-Si:H. Since light is shined in patterns by a digital micromirror

spatial light modulator, and not on the whole layer, the electric field in the sample becomes nonuniform.

Hence virtual electrodes are turned on and gradients of electric field are formed. By dynamically controlling

the patterns of the light, the particles can be transported along designed paths. What’s more, by constructing

an asymmetric optical pattern, particle separation can be achieved. As shown in Figure 1.26(b), two particles

of different sizes can be moved in the upper and lower region respectively, shown as the white and black

trajectory.

Even though the main operational principle of OET has been DEP, it has to be noted that the particle

transporting and trapping can be a hybrid process which may contain DEP, electro-thermal flow, and light-

actuated AC electro-osmosis. The different operational methods can be achieved in OET by tuning the
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parameters such as optical power and frequency. Also, although cells with a size of 20 µm were reported to

be able to move with speeds higher than 30 µm/s, the nano-scale particles that can be manipulated by DEP

are usually several to tens of micrometers in diameter21 since DEP is proportional to the volume (R3) of the

particle.

1.4.2 Electro-osmotic flow (EOF)

1.4.2.1 Formula and properties of EOF

If an electric field is applied tangentially to a surface bathed in electrolyte, the charges in the double layer

between the surface and the electrolyte experience a force. The consequence of this is that these double layer

charges move, pulling the fluid along and generating a flow. This flow is zero immediately at the surface and

rises to a maximum (and constant thereafter) at the slip plane. This flow is called electroosmosis. As shown

in Figure 1.27(a), a DC field is linearly applied along x direction, then the slip velocity of the electro-osmotic

flow at lower zeta potential (Debye–Huckel limit [95]) is given by:

us =−
εwζ

η
E∥ (1.5)

where εw is the dielectric permittivity of the solvent, ζ is the is the zeta potential, η is the fluid viscosity

and E∥is the tangential component of the of the bulk electric field. For a freely suspended particle with fixed

surface charge, the electro-osmotic slip velocity gives rise to motion of the particle itself (Figure 1.27(b)),

also termed electrophoresis. In the thin-double-layer limit, the electrophoretic velocity is given by Smolu-

chowski’s formula [26]:

u =
εwζ

η
Eext (1.6)

where Eext is the externally applied field. For an AC field and with this geometry, the fluid would move in

anoscillatory manner with zero time-averaged displacement. For an AC field and with the geometry in Figure

1.27(a), the fluid would move in an oscillatory manner with zero time-averaged displacement [25].

When the AC field is non-uniform, however, a non-zero time-averaged flow can be created. This is

similar as that a non-uniform field results in DEP but a uniform field does not. The typical configuration of

the microelectrodes is shown in Figure 1.28(a). As in Fig 7( a), voltages ±V are applied to either electrode,

which give rise to the electric field E with tangential components Et outside the double layer and induced

charges with an opposite sign on each electrode. The induced charge experiences a force Fq due to the

tangential field, resulting in fluid flow shown in Figure 1.28(b). It has to be noted that the direction of the

force vector remains the same when reversing voltages on the electrodes, giving a non-zero time-averaged

force and a steady-state fluid flow in the AC field.
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Figure 1.27: (a) Typical configuration of an electro-osmosis in a DC field. (b) Electrophoresis of a freely
suspended particle with fixed surface charge.

Figure 1.28: (a) Description of electric field distribution and forces on induced charges in AC electro-
osmosis. (b) Description of bulk fluid flow lines in AC electro-osmosis [25].

AC electroosmotic fluid flow is governed by the charge induced by the electric field at the electrode/elec-

trolyte interface. Since the amount of charge is frequency dependent, the magnitude of AC electroosmosis is

also frequency dependent. As shown in Figure 1.29, the flow occurs mainly at low frequencies (of the order

of Hz to tens of kHz, less than 100 kHz). In the low frequency limit, the magnitude of the AC electroosmotic

flow tends to zero since there is no field in the bulk electrolyte and large fraction of the applied potential is

dropped across the electric double layer. At high frequencies the AC electroosmotic flow again tends to zero,

because there is insufficient time for the induced charge to form in the double layer. The time-averaged fluid

velocity can be approximately expressed by a simple model as [25]

⟨ux⟩=
1
8

εwφ 2
0 Ω2

ηx(1+Ω2)2 (1.7)
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where Ω is the non-dimensional frequency Ω = (1/2)πκx(εw/σ)ω .

Figure 1.29: AC electro-osmotic fluid flow at the surface of an electrode calculated from Eq. 1.7 for the
geometry configuration in Figure 1.28(a) [25].

Compared to the hundreds to thousands of volts often required in DC electro-osmosis, the AC electro-

osmosis occurs at frequencies below the charge relaxation frequency of the electrolyte solution (less than

100 kHz as described above), and can drive fluids with voltages of 5 volts or less. In fact, frequencies can

be used that are sufficiently high to avoid irreversible electrochemical reactions at the electrode interface,

which minimizes electrolysis. This allows the electrodes to be positioned inside the microfluidic device, and

therefore, high electric fields can be generated with relatively small voltages.

Another important non-linear scenario (named induced-charge electro-osmotic flow (ICEF)) appears

when a sphere (as well as a cylinder) in the AC field (similar geometry configuration with Figure 1.27(b)) is

now polarizable, which means the charge distribution on the surface is not fixed. The charge distribution after

the relaxation time is shown in Figure 1.30(b). The applied DC electric field drives the positive ions in the

electrolyte into a charge cloud on one side of the conductor and negative ions to the other. Then charges are

induced on the cylinder surface which creates a dipole moment with the same direction of the applied electric

field. A dipolar charge cloud grows as long as a normal field injects ions into the induced double layer, and a

steady state is achieved when no field lines penetrate the double layer (shown as Figure 1.30(b)).

The tangential field drives an electro-osmotic slip velocity (Eq. 1.5 and 1.6) proportional to the local

double-layer charge density, driving fluid from the ‘poles’ of the circular cross-section towards the ‘equator’

(Figure 1.31(a)). An AC field still drives an identical flow, since an oppositely directed field induces an

oppositely charged screening cloud, giving the same net flow. For an isolated, uncharged polarizable cylinder

of radius a submerged in an electrolyte solution with very small Debye length λD ≪ a (shown in Figure
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Figure 1.30: The evolution of the electric field lines around a solid, ideally polarizable cylinder immersed in
a liquid electrolyte. (a) Electric field lines at t = 0 in which the lines intersect the surface. (b) A dipole cloud
forms over a charging time [26].

1.31(a)), the tangential field drives the two sides of the charge cloud in opposite directions – each side away

from the poles – resulting in a quadrupolar electro-osmotic slip velocity expressed by [26]

us = 2U0 sin2θθ̂ (1.8)

where U0 is the natural velocity scale described by

U0 =
εwE2

0 a
η

(1.9)

The electro-osmotic flow around a polarizable cylinder with non-zero total charge, shown in Figure 1.31(b),

simply superimposes on the non-linear flow described above the standard linear electro-osmotic flow dis-

cussed in Figure 1.27(b).

1.4.2.2 EOF in microelectrode structures

From Figure 1.28, we can find that EOF is a kind of body force which depends on the motion of the bulk

fluid and has no relation with the size of the particles suspended in the solution. Therefore, it is a powerful

tool for transporting small particles, even DNAs. And the induced particle surface velocity can exceed 100

µm/s [28]. However, to trap the particles after transporting, we also require other mechanisms such as DEP

and electrophoresis. It has to be noted that when manipulating short, single strands of DNA, the DEP force is

insufficient (due to the small volume) to hold the molecules down over the electrode and an electrophoretic

force must be introduced.
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Figure 1.31: The steady-state ICEF around (a) a polarizable cylinder with zero net charge and (b) a positively
charged polarizable cylinder [26].

As shown in Figure 1.33, a modified electrode configuration from Figure 1.28(a) is applied to trap DNA

molecules. Similarly, since the sign of the electric field and the charge density change are in phase with each

other, the fluid motion is always in the same direction under AC field. The bulk fluid flow (shown as light

blue arrows) is driven by the movement of the double layer (shown as dark blue arrows near the surface)

towards the center of the electrode. DNA molecules are then carried to the center of the electrode by the fluid

where they are trapped by the vertical component of the DEP force (shown as red arrow arrows).

Figure 1.32: Electrokinetic DNA concentrator [27].

As shown in Figure 1.33(b), the inner disk and the outer ring are two electrodes. To give a general idea,

the center electrode is 300 µm in diameter and the gap between the electrodes is 250 µm. The outer electrode

is 25 µm wide and is open on one side to allow electrical connections to be made to the center electrode.

A voltage of 4 volts and frequency f = 1kHz, with no DC offset, was applied for DNA concentration. The
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DNA molecules used in the experiment are λ -phage DNA which contains a DNA molecule 15000 nm long

inside a head 50 nm in diameter [96] and is labelled by fluorescent dye.

Figure 1.33: Picture of the wafer contains several DNA concentrators (a), and a schematic diagram of the
electrode configuration (b) [27].

AC electro-osmotic flow is a surface flow that is highest at about 10 nm to 100 nm (i.e. the thickness of

the electrode double layer) from the electrode surface. Hence, micron scaled particles are conveyed at the

surface by the maximum fluid velocity in the microfludic channels. As a result, AC electro-osmotic flow is

most effective at the surfaces of substrates, independent of particles or pattern dimensions down to nanometer,

and capable of parallel processing over a large area [28]. One application for this property is the particle line

assembly/patterning. As shown in Figure 1.34, with similar electrode configuration in Figure 1.28(a), two

particle lines are generated on the electrodes where the light areas are the electrodes. From Fig 7(b), we

know that the movement of the flow will particles toward the outer edge of each electrode. However, the

particles are actually held at the edge. To explain this particle line assembly mechanism, researchers showed

that another two minor vortices besides the two main vortexes (shown in Figure 1.28(b)) are generated to

focus and hold particles into lines, as the simulated fluid velocity distribution described in Figure 1.34.

1.4.2.3 EOF in optoelectronic structures

Similar to DEP in optoelectronic structures, by introducing photoconductive electrodes and transparent sub-

strates, dynamic particle manipulation can be achieved. This mechanism is called light-actuated AC elec-

troosmosis (LACE). As shown in Figure 1.35(a), An aqueous medium containing nanoparticles and molecules

of interest is sandwiched between a transparent ITO electrode and a photoconductive electrode coated with

ITO and an undoped a-Si:H layer of which the photoconductivity increases by several orders of magnitude

when illuminated by light. The equivalent circuit model in which the liquid and the undoped a-Si layer are

regarded as resistors while the electrical double at the interface is regarded as a capacitor, is shown in Figure

1.35(b).
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Figure 1.34: Simulation of the side view of the fluid velocity distribution inside the chamber [28].

Figure 1.35: (a) The device structure and the working principle of the LACE. (b) The equivalent circuit
model along an electric-field line [29].

For the left half cycle, the charged ions accumulated at the interface are driven toward the center of a

virtual electrode by the tangential field on the surface, pumping the surrounding fluids to circulate around the

virtual electrode. For the right half cycle, the polarities of the ions and also the direction of the tangential

electric field are both inverse, resulting a fluid flow in the same direction as in the left half cycle. From the

simulation of the liquid flow velocity shown in Figure 1.36, the highest flow velocity exists on the surface at

the edge of a virtual electrode. Meanwhile, owing to the symmetrical flow pattern, there exists a stagnant flow

zone near the middle surface of a virtual electrode. The nanoparticles than can be trapped there. By using

light patterning to create virtual electrodes (i.e. light illuminated areas), electrode patterns can be changed

quickly and efficiently and thus dynamic particle manipulation can be realized.

As shown in Figure 1.37(a) and (b), parallel trapping and transport of single 2 µm polystyrene beads are
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Figure 1.36: Velocity distribution of LACE flow near a virtual electrode [29].

demonstrated. Figure 1.37(c) shows the concentration of these polystyrene beads on a 20 µm diameter virtual

electrode. These beads not only concentrate in the center of the virtual electrode but also form crystalline

colloidal structures. This is because when particles are circulated to the surface of a virtual electrode, they

perturb the electric double layer on the electrodes and create particle-induced AC electroosmotic flows around

themselves, as shown in Figure 1.37(d). These particle-induced ac electroosmotic flows help these particles

form compact crystalline structures. This mechanism is quite useful for self-assembly processes of micro-

and nano-scale colloidal particles.

By benefiting from the combination of these electrokinetic forces generated in the platform shown in Fig-

ure 1.35(a), various arbitrary nanoparticles can be dynamically manipulated and patterned (shown in Figure

1.38). Surface enhanced Raman spectroscopy hot-spots can even be obtained by patterning gold nanoparti-

cles of 90 nm diameter with enhancement factors exceeding 107. In this system, collection forces collect the

particles from long-range (over 100 µm) distances and concentrate them in the light spot and immobilization

forces strongly attract the particles and immobilize them on the electrode surface. The collection force ben-

efits from DEP attracting particles over the short range and LACE and electrothermal flow-based (ET flow,

which will be discussed later) collection of the particles over the longer range. The immobilization force on

the other hand is mainly dominated by the DEP force but can also be affected by electrophoretic forces due

to the particles surface charges [30].

35



Figure 1.37: (a)-(b) Parallel trapping and transport of single 2µm polystyrene beads. (c)-(d) 2µm polystyrene
beads form crystalline colloidal structures in the center of a virtual electrode [29].

Figure 1.38: “NIH” logo patterning of nanoparticles [30] over 160×140µm2.

1.4.3 Electrothermal flow (ETF)

1.4.3.1 Formula and properties of ETF

In general, the application of electric fields to a fluid produces body forces and therefore fluid flow. We have

discussed the electro-osmosis flow which is significant under lower frequencies (less than 100 kHz). With

the increase of frequencies, the Joule heat due to current in the electrolyte become non-negligible and a new

kind of body force needs to be considered. Besides the EOF induced by the motion of ions in the electric

double layer at the electrode/electrolyte interface, a system with non-uniform permittivity and conductivity
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can also induce another kind of body force. In such a system, a local free charge distribution must be present

if Gauss’s Law and charge conservation are to be satisfied simultaneously. The local charges, both free

and bound, responds to the applied electric field, resulting in a non-zero body force on the fluid, i.e. the

electrothermal effect.

The electric body force is given by [84]

f e = ρE− 1
2
|E|2∇ε +

1
2

∇

(
ρm

(
∂ε

∂ρm

)
|E|2

)
(1.10)

where ρ and ρm are the charge and mass densities respectively. On the right-hand side of this expression,

the first term is the Coulomb force, the second is the dielectric force and the last term is the electrostriction

pressure. For an incompressible fluid, the electrostriction pressure can be ignored since it is caused by

displacement of ions in the crystal lattice upon being exposed to an external electric field [97] and has no

effect on the dynamics of the system. For water, the relative changes in permittivity and conductivity are

small which means that the changes in the charge density and the electric field are small and a perturbative

expansion of the electric field can be performed. After the perturbative expansion and rewriting the equation

in terms of the temperature gradient, the final expression of the electrothermal body force can be described

as [84]

⟨ f e⟩=
1
2

Re
[

σε(α−β )

σ + iωε
(∇T ·E0)E∗0−

1
2

εα |E0|2 ∇T
]

(1.11)

where α = (1/ε)(∂ε/∂T ) and β = (1/σ)(∂σ/∂T ). This electric body force is comprised of two parts: the

first term is the Coulombic force and the second term is the dielectric force. At low frequencies the Coulomb

force dominates, and at high frequencies, the dielectric force dominates. Typically, these two forces act in

different directions and over a certain range of frequencies they compete, resulting in a changing flow pattern

[84].

Let’s consider the same electrodes configuration with Figure 1.28(a). In this system, if no external heat

source is introduced, the temperature gradient is generated by the Joule heating and can be calculated from

the electric field distribution in the electrolyte. In other words, the applied electric field heats the electrolyte

of conductivity σ , giving the time-averaged power density dissipated in the system. Then the ETF body force

is expressed by [98]

⟨ f e⟩=
2

π3k
εσV 4

0
r3 Π

(
1− 2θ

π

)
θ̂ (1.12)

where Π is a frequency dependent term expressed as [98]

Π =

[
α−β

1+(ωτp)
2 −

α

2

]
(1.13)
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and here τp is the charge relaxation time ε/σ .

On the other hand, if the heat is external to the system and for example a heated substrate, a temperature

gradient will be established, as shown in Figure 1.39. Here the heat radiates upwards into the electrolyte to

produce gradients in temperature, conductivity and permittivity as shown in the figure. In this case, the ETF

body force is expressed by

⟨ f e⟩=
2

π2
εV 2

0
r2

(
1
σ

dσ

dT

)
|∇T |cosθθ̂ (1.14)

where the temperature gradient ∇T directly comes from the heat diffusion from the substrate.

Figure 1.39: Schematic diagram of the temperature gradient generated by a heated substrate beneath the
electrodes and the resulting gradients in conductivity and permittivity [25].

By substituting the electric body force into Navier-Stokes equation [25]

ρm
∂u
∂ t

+ρm(u ·∇u) =−∇p+η∇
2u+ f e (1.15)

the ETF distribution can be solved. The two different ETF velocity field distributions are shown in Figure

1.40. Two things have to be noted. First, the directions of the fluid flow are inverse and second, the magnitude

of the flow from Joule heating (Figure 1.40(b)) is approximately 40 times smaller, showing that even a

moderate external temperature gradient can produce significant fluid flow. The differences appeared here

will be very helpful when introducing external heat sources by well-designed micro-electrode structures.

1.4.3.2 ETF in microelectrode structures

As we have discussed, the AC electro-osmosis flow is typically limited to fluids with low ionic strength, for

example de-ionized water since high conductivity will compress the thickness of the double layer, rendering

electro-osmosis ineffective. For the same applied voltage, more conductive fluids have a lower peak velocity.

It has been reported that the AC electro-osmosis flow is not observable for fluids with conductivity above
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Figure 1.40: Numerical simulations of the ETF for one half of the two-electrodes system and two different
heat sources: (a) a heated substrate and (b) Joule heating. Both solutions are for low frequencies2 [25].

140 mS/m [99]. However, labs-on-a-chip devices frequently involve samples with conductivity higher than

0.1 S/m and even higher for biological application (1 – 2 S/m). On the other hand, the AC electrothermal

effect can utilize a higher electrolyte conductivity to generate more Joule heat, thus has shown promise in this

aspect.

In this section, we will briefly introduce two works which either has a different electrode configuration or

introduces a different external heat source. As shown in Figure 1.41, the electrodes in this system consist of

a pair of parallel plate electrodes at a spacing of 500 µm, which is different from the side-by-side electrode

configuration shown in Figure 1.28(a) which limits their application to low ionic strength solutions and the

trapping range into the fluid in the order of the system characteristic length [31]. It has to be noted that the

bottom electrode is shorter than the top one in order to create a non-uniform electric field, which in turn

induces non-uniform temperature field and then the ETF field.

Figure 1.41: Schematic of the parallel-plate particle trap chamber [31].

The numerically simulated flow velocity field is shown in Figure 1.42, where the arrow length scales with

the fluid velocity. Two counterrotating vortices are produced above the bottom electrodes. The flow direction
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is upwards in the middle and downwards at the sides. Global velocity maxima are seen at the edge of bottom

electrode, where the electrical field strength is also at the highest. Flow velocity decreases along the electrode

inwards until it becomes zero at the middle. It’s clear that the fluid motions in the middle of bottom electrode

are cancelled out by flows in opposite directions and consequently producing stagnation. It is expected that

micro/nano particles are deposited (i.e. trapped) in that area. It’s different from the particle trapping by DEP

which greatly depends on the size of the particle as previously discussed. Moreover, DEP decreases much

faster than ETF/EOF with respect to the distance from the electrode (approximately 1/r3 for DEP and 1/r

for ETF).

Figure 1.42: Simulated flow field profile in the parallel-plate particle trap chamber [31].

As shown in Figure 1.43, the other work we are going to discuss reported a four-coplanar-electrodes

design subjected to a four-phase AC signal, generating a rotating field. In their experiment, electrothermal

liquid flows are generated by alternating and rotating electric fields under strong illumination coming from the

fluorescence microscope which is enough to heat the electrodes. A clear indication of this was the observation

of natural convection (driven by buoyance) for a chamber with a height of 1 mm. In this chamber, the fluid

was observed to move when the spot of incoming light was on the bottom electrodes with no applied electric

field. At the level of the electrodes, the fluid flowed towards the light spot as expected by natural convection.

However, when the spot of light was on the top glass, no observable fluid flow occurred. The conclusion is,

therefore, that the light is heating the electrodes much more than the glass or the aqueous solution.

Then for chambers with smaller heights, gravity can’t overcome the viscous friction and no observable

natural convection could be detected without electric fields. However, with the application of electric fields

under illumination, fluid flow was observed in chambers with heights even smaller than 200 µm when the

buoyancy force was less important as the typical system length decreased [32]. This result confirms that

40



the flow is mainly driven by ETF rather than a natural convection due to non-uniform mass densities. The

rotating flow on top of the four coplanar electrodes is shown in As shown in Figure 1.43.

Figure 1.43: Rotating flow on top of the four coplanar electrodes by superimposing successive video frames
[32].

1.4.3.3 ETF in optoelectronic structures

Plasmonic nanoantennas which are made by metal materials (typically gold) can create highly localized and

intensified electromagnetic fields under the illumination of laser at resonance frequency. The highly confined

field can provide hot spots at the subwavelength scale, overcoming the diffraction limit in traditional optical

tweezers. Therefore, plasmonic nanoantennas are great candidates for particle trapping through a high opti-

cal gradient force (similar to DEP) generated by localized hot spots. However, the optical gradient force is

a short-range force due to the rapidly decrease of the electromagnetic field. Hence, although the plasmonic

nanoantennas can stably trap particles with subwavelength sizes (which can be as small as tens of nanome-

ters), the process to wait for the target particle moving to the vicinity of the nanoantenna is time consuming.

This process is usually based on Brownian motion. On the other hand, due to the high energy dissipation

of gold (great imaginary part of the complex dielectric permittivity) and the low thermal conductivity of the

glass substrate where the plasmonic nanoantennas are deposited on, the local temperature can also be very

high under laser illumination, particularly the wavelength of the laser is close to the resonance position of the

nanoantenna. It has to be noted that this heating can also produce strong fluid convection and thermophoresis

to manipulate particles which we will not discuss here.

Recently, a novel optofluidic mechanism was proposed which generates fluidic transport and particle
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Figure 1.44: (a) Schematic of an ETP nanotweezer system. The illuminated plasmonic nanoantenna locally
heats the fluid medium and induces local gradients in the fluid electrical permittivity and conductivity. With
an applied AC electric field, an ETP flow is induced. (b) Side view: Electromagnetic field enhancement in
the vicinity of the plasmonic nanoantenna. The system features two plasmonic hotspots [33].

delivery by combining the photo-induced heating of plasmonic nanoantennas with an AC electric field bias

inside a suspension of particles [33, 98]. In this system, the target particles are transported towards the center

of the nanoantenna array by ETF where the external heat source is provided by these gold nanoantennas

under plasmonic resonances. Then particles can be stably trapped at the localized hot spots. By temporarily

switching the AC field to a DC. field, the particles held in the plasmonic hotspots are immobilized. The

researchers thus name it as an electrothermalplasmonic (ETP) flow. A typical configuration of such a system

is shown in Figure 1.44(a) in which each nanoantenna is a gold nanopillar. The electric field distribution on

the lateral cross-section is shown in Figure 1.44(b), clearly showing two hot spots aligned with the direction of

the polarization of the incident beam. It has to be noted that the researchers compared the flow radial velocity

with and without the applied electric field while keeping laser illumination and found that the velocities were

11.8 µm⁄s and 75 nm⁄s. This indicates that the thermal convection flow due to buoyance is much weaker than

the ETP flow and thus can be ignored.

The ETF microfluidic device above can also be applied for facilitating biosensing applications35, as

shown in Figure 1.45(a). The difference part here is that instead of using gold nanopillars with a circular

cross-section, the authors used gold nanorods which have different resonance responses to incident polar-

izations along the long and short axis respectively (see Figure 1.45(b)). By leveraging on this property and

properly designing the geometry parameters (i.e., length and width of the nanorod and the pitch), a transversal

extinction peak is excited at 785 nm that can be used to induce heating whereas a longitudinal peak at 850

nm, used for sensing, as shown in Figure 1.45(c). In the experiment, local temperature gradients are created

by shining a weakly focused 785 nm laser beam on the gold nanorod array (linearly polarized along the trans-

verse resonance). While along the same optical path, a white light source linearly and cross-polarized to the

heating beam excites the longitudinal resonance of the nanorods at 850 nm. When target particles are trapped
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at the localized hotspots, the resonance peak will present a red shift due to the refractive index change in the

vicinity which then can be regarded as the sensing signal.

Figure 1.45: (a) Schematic of ETP flow facilitating biosensing. (b) SEM image of gold nanorod array. (c)
Extinction spectra for each of the linear polarization, longitudinal and transversal with respect to the axes of
the nanorods [34].

1.4.4 Summary

In this section, we briefly discuss the three main forces that may appear in an AC electrokinetic process in a

microfluidic channel with an applied AC electric field. From the aspect of particle transport and capture, DEP

is usually short-range and highly dependent on the size but can be a good candidate for particle separation due

to the frequency-dependent Clausius-Mossoti factor. EOF and ETF, on the other hand, are both electric body

forces which means they are independent on particle size (thus usually no separation ability) and the flow

velocity can reach tens to hundreds of micrometers per second. EOF requires a lower frequency and lower

solution conductivity since it relies on the ions motion in the electric double layer at the electrode/electrolyte

interface. Nevertheless ETF dominates under a higher frequency and the solution conductivity be high which

is a normal case particularly for biological samples. In a microfluidic system with an applied AC electric

field, all of these forces can appear and play a part in the particle manipulation process. Recently, plasmon-

enhanced particle manipulation has attracted a lot of attention. By leveraging on the great thermal and electric

properties and specific resonance responses to laser illumination of plasmonic nanostructures, many forces
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in colloid systems have been redemonstrated, paving ways for the development of new particle manipulation

techniques, i.e. the hybrid optoelectroplasmonic nanotweezers.

In this dissertation, mechanisms discussed in this section are widely utilized through Chapter 3 and Chap-

ter 4 where phenomena in microfludic channels are discussed. The synergistic effects of optofluidics and

high-Q all-dielectric nanostructures greatly enrich the freedom of particle manipulation and hold enormous

potential in applications including self-assembly of nanoparticles, high-sensitivity biosensing, drug delivery

etc.

1.5 Thermal emitters

Thermal emitters generally exhibit a broadband spectrum determined by Planck’s law. However, there is a

strong motivation to realize narrowband thermal emission with high emissivity at a target wavelength range

while suppressing it as much as possible at all other wavelengths [100]. We emphasize that the “narrow”

means a peak with a Q factor of at least ∼ 10. In other words, we want to design a narrowband perfect

absorber, not a “black” super absorber [101] with subwavelength thickness. Let’s take some examples.

The first example is nondispersive infrared (NDIR) sensing. Basically, it leverages that the absorption

spectra of most gases and liquids based on their molecular vibrations are located in this range. And their

absorption linewidths typically correspond to a Q factor of more than 50 [100]. The majority of traditional

NDIR sensors use a broadband lamp source and an optical filter to select a narrow band spectral region that

overlaps with the absorption region of the gas of interest, together with an infrared detector to measure the

power change. In this context, the “narrow” may be 50 - 300 nm bandwidth.

The second example is thermophotovoltaic (TPV) power generation. A spectrally selective emitter should

have high emittance for energies above the photovoltaic bandgap (Eg) and low emittance for energies below

the bandgap. To excite enough thermal modes for substantial emission above the bandgap, the emitter tem-

perature should ideally be high enough that Planck’s blackbody peak coincides with the bandgap. In other

words, T opt
e ≈ 2336

[
KeV−1]. For example, Figure 1.46 shows a classical work [102]. The absorber is made

of an array of multiwalled carbon nanotubes, spaced by a silicon layer to spread the heat. The underneath

emitter is made of five layers of Si/SiO2 to form a 1D photonic crystal. As shown in Figure 1.46(c), the mea-

sured spectral emittance of the emitter at 1,285 K overlaps well with the internal quantum efficiency (IQE) of

the InGaAsSb photovoltaic cell (Eg = 0.55 eV) at 1 – 2 µm. The experimental efficiency reaches 3.2%. For

this area, i.e., thermophotovoltaic power generation, most works reported an actual system efficiency (ratio

of output power to ingoing heat flux) less than 10% [102–104]. Given that a reasonably optimized theoretical

TPV design yields system efficiencies of 40%, it is not clear if the complexity of the TPV arrangement

provides a sufficient benefit over conventional multi-junction PV, which can achieve similar or greater effi-
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ciencies. Therefore, Baranov et al [101]. suggested that applications of TPVs in which the heat source is not

the Sun may be more promising, since existing technologies to convert, for example, waste heat, are far less

efficient than state-of-the-art PVs for solar-energy conversion.

Figure 1.46: Ref. A nanophotonic solar thermophotovoltaic device.

Let’s consider these concepts. The emissivity is defined as the ratio of spectral radiance of thermal

emission from an object to that of a black body:

ε
l(ν ,θ ,φ ,T ) =

Ll(ν ,θ ,φ ,T )
LBB(ν ,T )

(1.16)

Therefore, the emissivity of any thermal emitter cannot exceed the black body radiation. For a black body,

ε l(ν ,θ ,φ ,T ) = Al(v,θ ,φ ,T ) = 1 where Al is the absorptivity. For emission from an arbitrary object, the

emitted power is expressed as L(v,T ) = εvLBB(v,T ), where εv is the wavelength-dependent emissivity and

equivalent to absorption. LBB(v,T ) describes the thermal emission from blackbodies. Figure 1.47 depicts

such a concept to control thermal emission.

The principle of thermal emission control is based on Kirchhoff’s law of thermal radiation, which states

that the emissivity of an object equals its absorptivity for a given frequency, direction, and polarization.

Therefore, by creating an optical resonance and maximizing the absorptivity at a specific frequency while

minimizing it at all other wavelengths, a well-performing thermal emitter can be achieved. Based on this

concept, various types of wave-length-scale optical nanostructures have been utilized for thermal emission

control.

Metallic nanostructures have been extensively studied in this regard where optical resonances confined in

the microcavities or surface plasmon polaritons excited on the metal surface enhance the absorptivity. Two

typical works [105, 106] are shown in Figure 1.48. They both aim for potential applications in thermopho-
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Figure 1.47: WS-EM represents wavelength-selective thermal emitter.

tovoltaic generation. Therefore, the chosen metals are tungsten and tantalum which are stable at the targeted

high operating temperatures (> 1000 K) and long operational time span due to their high melting points (>

3000 K) and low vapor pressure.

Figure 1.48: (a) Ref. High-temperature stability and selective thermal emission of polycrystalline tantalum
photonic crystals. (b) Ref. Thermophotovoltaic generation with selective radiators based on tungsten surface
gratings.

As a different approach, subwavelength metallic elements combined with thin dielectric layers (i.e., MIM

structures) have realized narrowband thermal emission. Perfect absorption (i.e., maximum emission) at the

resonant wavelength was demonstrated as well. Below are two typical works. The one [107] in Figure

1.49(a) is from Willie Padilla’s group, who first proposed a series of works related to thermal emitters based
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on metamaterial perfect absorbers [107–109]. Both works demonstrated a dual-band design (the standard

specifications of dual-band detectors for CO2 sensors in the market), i.e., one of the two peaks is used as a

reference signal to cancel the sensitivity drift of the system. Both were based on the MIM structure with the

metal as gold and the Q factors were ∼ 10.

Figure 1.49: (a) Ref. Taming the blackbody with infrared metamaterials as selective thermal emitters. (b)
Ref. Dual-band infrared metasurface thermal emitter for CO2 [35].

It should be noted, although the aforementioned two types of metal-based thermal emitters have shown

reasonable stability at high temperatures and trivial shifts of resonances, their strong free carrier absorption

results in undesired emissions over a wide wavelength range, and the emission peaks are broadened (Q < 10).

For our plasmonic quasi-BIC design, although we also adopt the MIM design, we achieved a much higher

Q (∼ 60 - 120) while maintaining a high absorptance by leveraging the BIC mode. It’s noted that, to design

such a perfect absorber system containing the intrinsic and radiation losses, a phase diagram method (under-

damping/overdamping) was proposed by Qu et al [110], and used by Ref. [111] Mirror-coupled plasmonic

bound states in the continuum for tunable perfect absorption (although the authors did not cite the former

paper).

On the other hand, all-dielectric thermal emitters are promising for obtaining a narrower thermal emis-

sion peak due to their lower loss. One example is the use of surface-phonon polariton resonances in polar

materials. Several examples are shown in Figure 1.50 [112–115]. Figure 1.50(a) and 1.50(c) are 1D grat-

ing structures while 1.50(b) and 1.50(d) are 2D metasurface designs (based on Kerker effect) from Joshua

Caldwell’s and Jason Valentine’s group. Figure 1.50(a), 1.50(b) and 1.50(d) are SiC which has high-energy

phonon resonances in the 10.6 – 13 µm wavelength range while Figure 1.50(c) is GaP exhibits strong phonon

resonances Reststrahlen band (25–30 µm). Therefore, the emission wavelength cannot be tuned over a wide
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range because such resonances require strong lattice absorption, which is limited by the property of the mate-

rial. For our plasmonic quasi-BIC design, since our resonators are made of gold, the resonance position can

be freely tuned within mid-IR range.

Figure 1.50: (a) Ref. Coherent emission of light by thermal sources. (b) Ref. Engineering the spectral
and spatial dispersion of thermal emission via polariton–phonon strong coupling. (c) Ref. Engineering
absorption and blackbody radiation in the far-infrared with surface phonon polaritons on gallium phosphide
(d) Ref. Near-Unity and narrowband thermal emissivity in balanced dielectric metasurfaces.

To achieve full control of a thermal emission spectrum in an arbitrary frequency range, it is necessary

to use more tunable absorbing materials and combine them with elaborated optical resonant structures. One

approach is to use the intersubband transitions (ISB-Ts) in doped multiple quantum wells (MQWs). By mod-

ifying the structure and materials of the quantum wells, not only the magnitude of absorption (by changing

the doping density), but also the absorption bandwidth can be controlled. A series of works leveraging this

type of material for photonic crystal designs were developed by Susumu Noda’s group. One example [116]

is shown in Figure 1.51. A triangular lattice of air holes was introduced into the MQW layer to form a 2D

photonic-crystal resonance (Figure 1.51(a)). As can be seen in Figure 1.51(b), the thermal emission control

device reached much higher temperatures than the reference sample at the same input power. This is com-

mon for these narrowband thermal emitters and can be understood as a consequence of the narrowing of the

wavelength and angular spread of the emission, which leads to an accumulation of energy inside the device.

This then induces an increase in temperature until the total thermal emission power output via the controlled

emission band and angle are equal to the input power.

To achieve a good performance, the important point is to attain a Q-matching condition (i.e., critical

coupling) between the losses of an isolated photonic-crystal resonant mode determined by the optical con-

finement and the absorption of the material. However, the presence of a number of resonant modes in a

typical photonic crystal makes it difficult to precisely Q-match just the desired ones to the absorption spec-

trum. Therefore, their strategy is to limit the absorption bandwidth and wavelength of the material in order to

position a single isolated mode of the PC within the absorption range of the ISB-T. Figure 1.51(c) shows the
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spectrum of a 2D photonic crystal where many peaks appear. So, one needs to carefully design the MQWs

to overlap the ISB-T with one of these peaks. As a comparison, for our plasmonic quasi-BIC design, we can

obtain a clean resonant response thanks to the mode property of BICs, i.e., a single peak within 3- 13 µm.

Figure 1.51: Ref. Conversion of broadband to narrowband thermal emission through energy recycling.

There are several concerns about this approach. First, the fabrication needs complex MBE (molecular

beam epitaxy). For example, the MQW below contains 63 layers. Second, many ISB-T designs are sensitive

to temperature. According to Mingze He’s experiences, generally, the longer the working wavelength is,

the more sensitive they are. While when the temperature is higher, such as 400 ◦C, the fluctuation declines.

However, this paper does not show the emission spectra versus temperature, neither in the main text nor the

supporting information. Moreover, although Noda’s group made a series of demonstrations on thermal emis-

sion based on such an MQW design [116–119], they didn’t show works on lasing, which is an intuitive idea.

Noda’s group is famous for PCSEL [120] (photonic-crystal surface-emitting lasers) and they demonstrated a

1.3 µm PCSEL by MQW. Several works from other groups have demonstrated PCSEL [121–124] or VCSEL

(vertical-cavity surface-emitting laser)-based mid-IR lasing, two are shown in Figure 1.52. But these works

are not cited often. Based on these works, it is possible to achieve mid-IR lasing by cavity design, such as

BICs, and not only by laser pumping, but may also by electrical pumping. But why these have not been done,

what are the difficulties, and why this field does not seem to be popular are unclear.

Another approach is to leverage the dielectric/spacer/absorber structure, where the absorber material

can be metal. This is one promising way to achieve high Q factors and high absorptance (i.e., high emit-

tance) at the same time. The reason can be understood as follows [125]. For an absorber, the total Q-factor

Qtot is determined by the radiative Q-factor Qr and non-radiative Q-factor Qn with the relationship Qtot =(
Q−1

r +Q−1
n
)−1. High-Q efficient absorption requires (1) simultaneously high Qr and Qn and (2) critical
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Figure 1.52: (a) Ref. Broadband continuous single-mode tuning of a short-cavity quantum-cascade VEC-
SEL. (b) Ref. Room temperature mid-infrared surface-emitting photonic crystal laser on silicon.

coupling for the resonance, that is, Qr = Qn. In the design paradigm, efforts should be exerted not only to

increase Qr and minimize its degradation in the fabrication process but also to achieve a high Qn and precisely

engineer Qn to reach the critical coupling condition since either overdamping (Qn < Qr) or underdamping

(Qn > Qr) can decrease the absorptance dramatically. The low loss in dielectrics can thus make a high-Q

design possible.

One recent example is the work [126] (Arbitrarily polarized and unidirectional emission from thermal

metasurfaces) from Andrea Alu’s group. Although it’s not the main target of this paper (arbitrary polarization

including circular polarization emission is the key highlight), the authors demonstrated a measured Q of ∼

100 with 55% emissivity at ∼ 4 µm. The meaning of this work is that it represents a major step towards

a generalized solution to flexibly custom wavefront thermal generation in which the metasurface does not

need to be externally excited by a coherent source, but instead leveraging incoherent thermal oscillations,

i.e., thermal metasurfaces. Some immediate applications can be light sources for chiral sensing in mid-IR,

free-space communication by polarization multiplexing, etc. More importantly, this solution may also be

used in other incoherent mechanisms such as luminescence [127] and fluorescence emission, and without a

doubt in coherent mechanisms such as lasing, nonlinear, and quantum information.

It’s noted that the refractive index of dielectric may vary with different temperatures, leading to a reso-

nance shift. This might be a disadvantage of dielectrics-based thermal emitters compared with metal-based

designs. Metallic nanostructures are less susceptible to temperature-dependent resonance variation as their

permittivity is dominated by the imaginary part at mid-IR. Two examples of the temperature-dependent opti-

cal properties of amorphous silicon at elevated temperatures are shown in these references [128, 129].

On the other hand, in visible to near-IR, dielectric-based high absorption is much simpler. For example,
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Figure 1.53: Ref. Arbitrarily polarized and unidirectional emission from thermal metasurfaces. Non-local
quasi-BIC resonance and local geometry phase are combined.

absorption from silicon in visible by Yang et al [130]. (Kerker effect); absorption from silicon in near-IR by

Yu et al [131]. (doped silicon), Pye et al [132]. (silicon with FP cavity, coherent perfect absorption); and

absorption from germanium in near-IR by Tian et al [133]. (Kerker effect), Yu et al [134]. (PT symmetry

breaking), Yu et al [125]. (dielectric/spacer/Ge film).

The last common method is to use the Tamm plasmon polaritons [135] (TPPs). Surface plasmon polari-

tons (SPPs) need complex nanostructures to excite the resonance which is a result of the large in-plane wave

vector of surface plasmon modes. Typical TPP structures consist of a distributed Bragg reflector (DBR) on a

conductor. The mode exists at their interface and can have a zero in-plane wave vector. The DBR provides

optical phase matching to the metal surface, resulting in an absorptive resonance with a high Q factor at

near-normal incident angles. As only thin-film deposition is required for fabrication, TPP thermal emitters

[136–138] can be grown at the wafer scale with relatively low-cost and minimal fabrication steps without any

lithography process, offering a promising candidate for wavelength-selective thermal emitters (WS-EMs).

Although TPP-EMs have so many benefits, there are several key concerns. First, despite the broad po-

tential of TPP-EMs, the design of such structures is challenging, as most applications require simultaneous

control over both emission frequencies and corresponding Q-factors, and suppression of emission at other

frequencies. Due to the large parameter space associated with the design of aperiodic DBRs, forward-design

methodologies are not efficient and thus, inverse design protocols must be used. Earlier works exhibited poor

optimization efficiencies, requiring upwards of 24-day-long simulations per optimized structure [136]. Joshua

Caldwell’s work [139] well solved this problem by implementing a machine-learning algorithm. Second, the
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physical properties of TPP-EMs fundamentally limit their ability to produce a “clean” emission spectrum

over a large wavelength range, as shown in Figure 1.54(a) [139]. Again, as a comparison, for our plasmonic

quasi-BIC design, we can obtain a clean resonant response, i.e., a single peak within ∼ 3 - 13 µm. Third, the

temperature-dependent optical properties of the dielectrics in the DBR layer may shift the resonance. As an

example, Figure 1.54(b) [137] shows a so-called wavelength-tunable TPP-EM which shows a 23-nm-redshift

as the temperature changes from 100 to 150◦C. Moreover, by combining a cavity, the performance can be

improved as well [138] (Figure 1.54(c)).

Figure 1.54: (a) Ref. Deterministic inverse design of Tamm plasmon thermal emitters with multi-resonant
control. (b) Ref. Narrowband thermal emission realized through the coupling of cavity and Tamm plasmon
resonances. (c) Ref. Ultranarrow and wavelength-tunable thermal emission in a hybrid metal–optical Tamm
state structure.

Finally, for polarization and angle, both dependent or independent cases can have specific applications.

For example, for our design, due to the different resonance peak positions for x and y polarization, the y-

polarized emission can be stated to serve as a reference signal to calibrate the sensitivity drift of the system

during elevating the temperature, similar to the dual-band detectors for CO2 sensors [35]. As a comparison,

Table 1.1 summarizes some of the recently experimentally reported thermal emitters in mid-IR in the past

decades.

The high-Q property of quasi-BIC metasurfaces suggests a solution to the narrow band and high-efficiency

thermal emitters. In Chapter 5, inspired by the slotting engineering of a quasi-BIC metasurface working

at mid-infrared, we further propose and experimentally demonstrate the single-peak narrowband thermal

emission of light based on plasmonic metasurfaces driven by quasi-BICs.
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Table 1.1: Summary of some experimentally reported thermal emitters in mid-IR.

Structures &

materials

Central

wavelength

(µm)

Peak

emittance

Q Temperature

(K)

References

Al MIM 4.2 0.95 14 373 ACS Photonics 201543

Au MIM 4.25 0.85 ∼ 6.2 873 Physical Review Applied

2015 [140]

Au MIM 5.8 0.97 < 10 573 Physical Review Letters

2011 [107]

Au MIM ∼ 4.0 0.97 11 573 Applied Physics Letters

2014 [35]

Au MIM 5.83 0.997 33 Advanced Optical Materials

2019 [141]

Au MIM

(BIC)

4.5 0.97/0.67 65/111 673 Our work, simulation data

quantum well 10 0.74 72 473 Nature Materials 2014 [142]

MQW 8.936 0.4 109 453 Applied Physics Express

2014 [118]

MQW 9.1 0.4 107 473 Applied Physics Letters

2013 [119]

MQW 9.7 0.8 27 423 Nature Photonics 2012

[116]

MQW 9.5 ∼ 0.7 99 473 Optics Express 2016 [143]

TPP + cavity 4.731 0.90 88 323 - 423 ACS Photonics 2018 [138]

optimized

TPP

6.534 0.82 188 ACS Central Science 2019

[136]

TPP with

double DBR

4.565 0.35 780 tunable ACS Photonics 2020 [137]

TPP with GD

algorithm

2.5 – 10 0 – 1.0 26 –

10,117

423 - 523 Nature Materials 2021 [139]

Continued on next page
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Table 1.1 Continued from previous page

Structures &

materials

Central

wavelength

(µm)

Peak

emittance

Q Temperature

(K)

References

SiC grating 11.36 0.94 ∼ 100 773 Nature 2002 [112]

SiC grating 11.5 0.46 200 770 ASME Journal of Heat

Transfer 2008 [144]

SiC

metasurface

12.9 0.78 170 523 Advanced Optical Materials

2019 [115]

SiC bowtie ∼ 11.1 ∼ 0.45 ∼ 90 623 ACS Photonics 2017 [145]

SiC + Au

grating

11.2 0.94 19 < 873 Applied Physics Letters

2019 [146]

SiC pillar

array

∼ 11.7 > 0.6 > 200 539 Nano Letters 2021 [113]

Si

microsphere

∼ 1.4 400 1073 ACS Photonics [147]

Si + spacer +

Au

4 < 0.8 100 -200 573 arXiv [126]

Au MIM +

GST

3 0.66-0.94 5.4 tunable Advanced Optical Materials

2018 [148]

VO2 +

sapphire 1D

structure

11 0.3-1.0 4.1 tunable Physical Review X 2013

[149]

GST-Au 1D

structure

10 0.2-1.0 -3.6 tunable Light: Science &

Applications 2017 [150]

54



CHAPTER 2

Optical trapping of nanoparticles using an all-dielectric quasi-BIC metasurface

The following four chapters (including this chapter) contain material from author’s published journal articles

reporting relevant work. The text of each has been abridged and edited to better integrate into this document.

As we have discussed in Chaper 1, although plasmonic nanotweezers employing metallic nanoantennas

provide a powerful tool for trapping nanoscale particles, the strong heating effect resulting from light ab-

sorption limits widespread applications. In this chapter, I numerically propose an all-dielectric nanotweezer

harnessing quasi-BICs to enable the trapping of nanoscale objects with low laser power and negligible heat-

ing effect. The quasi-BIC system provides very high electromagnetic field intensity enhancement that is an

order of magnitude higher than plasmonic systems as well as high Q factor resonances comparable to PhC

cavities. Furthermore, the quasi-BIC metasurface tweezer array provides multiple optical hotspots with high

field confinement and enhancement, thereby generating multiple trapping sites for the high throughput trap-

ping of nanometer-scale objects. By purposefully truncating the tips of the constituent elliptical nanoantennas

in the quasi-BIC system to leverage the asymmetric field distribution, the optical gradient forces are further

enhanced by a factor of 1.32 in comparison to the intact elliptical nanoantenna, which has attractive potential

in sub-wavelength particle trapping applications. In addition, this chapter shows that trapped particles can

improve the resonance mode of the cavity rather than suppress it in a symmetry-broken system which in turn

enhances the trapping process. Studies in this chapter paves the way for applying quasi-BIC systems to low-

power particle trapping and sensing applications and provides a new mechanism to harness the self-induced

back-action.

2.1 Introduction

Yang, Sen, et al. ”Nanoparticle trapping in a quasi-BIC system.” ACS Photonics 8, no. 7 (2021): 1961-1971.

Optical trapping technology has found many applications in biology and medicine [60, 61, 151–153] and

colloidal assembly [62, 63] because it provides precise control and non-invasive manipulation of microscale

particles. For example, the traditional optical tweezer has been utilized to manipulate microscale objects

such as bacteria, colloidal particles and cells [64–66], and was recently recognized with a 2018 Nobel Prize

in physics awarded to Arthur Ashkin for his pioneering work on optical tweezers [67]. The single beam

optical tweezers demonstrated in 1986 [64] utilizes a tightly focused laser beam to trap particles near the

focal spot of the laser. Due to the diffraction limit of light that precludes the focusing of light to nanoscale

subwavelength volumes, the low power trapping of nanoscale objects by optical tweezers is challenging.

55



Plasmonic nanotweezers [68] have generated significant interest because plasmonic nanoantennas can con-

fine light to nanoscale volumes with high field enhancement. Such subwavelength hotspots generate the tight

trapping potential wells required to trap nanoscale objects. Different kinds of plasmonic nanoantenna geome-

tries have been explored including nanoholes [33, 154–156], coaxial apertures [18, 157], double-nanoholes

[17, 158, 159], nanopillar [160], dimers [15], bowtie [14, 161], and bowtie aperture [16]. Although plasmonic

nanotweezers have been proven to be effective for trapping sub-wavelength nanoparticles by overcoming the

diffraction limit, the photo-induced heating effect resulting from the intrinsic loss of the metallic materi-

als generates undesired thermal effects such as thermophoresis and convection [68, 162], and the excessive

temperature rise can damage trapped particles especially biological objects like cells. In addition, it is im-

perative to note that many of the previously reported near-field optical nanotweezers typically possess one or

a few hots-spots that define the trapping potential where the target objects in the solution can be trapped. A

platform that possesses multiple hotspots is crucial for achieving the multiplexed manipulation of multiple

nanoscale objects. Although some works have demonstrated multiple nanoparticles trapping [163–166], this

field presents many possibilities. Here we propose to realize these new features by harnessing an all-dielectric

metasurface supporting super-cavity resonances enabled by bound-states-in-the-continuum. A metasurface

[167–169] is an artificial nanostructured interface with a subwavelength thickness that manipulates light by

spatially arranged nanoantennas. It has found many applications in wavefront shaping [170–172], waveguide

[163], fiber [173, 174], and flat lens [175, 176]. Recently, bound states in the continuum (BICs), which were

first proposed in quantum mechanics [53] and refers to a kind of non-radiating states of light in photonics,

has attracted extensive attention in photonics due to the ability to achieve high quality-factor (Q factor) res-

onances as well as high field enhancement. An ideal BIC has no out-coupling. As a result, the Q factor of

the mode is infinite, and it cannot be observed in the spectrum. True BICs cannot be realized in practice

due to fabrication imperfections and material loss [177, 178]. If the outgoing radiation is not totally van-

ishing, a sharp peak can then be observed in the spectrum, and the Q factor does not go to infinity. Such a

case is called a quasi-BIC. Many applications of quasi-BICs have been reported to date, including biosensing

[9, 10, 179], nonlinear optics [180–182], chiral sensing [183], unidirectional radiation [184], and laser [185].

In this paper, we specifically focus on the symmetry-protected BIC [4, 6, 8], which is one class of BICs and

appears when the spatial symmetry of the mode is incompatible with the symmetry of the outgoing radiating

channels. Symmetry-protected quasi-BICs have been demonstrated in a variety of photonic structures such

as metasurfaces [6, 9], photonic crystal slabs [186], and waveguide arrays [55].

The quasi-BIC system can provide very high field enhancement comparable to or even higher than in

plasmonic systems. Additionally, the quasi-BIC system also provides much higher field enhancements than

the levels achievable in Mie resonant dielectric nanoantenna systems [187] with no need for a critical geom-
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etry [16, 161]. Moreover, in contrast to plasmonic nanostructures, the quasi-BIC system also has a very high

Q factor (102 ∼ 106) comparable to photonic crystals (PhC), making it a good candidate for trapping-assisted

sensing applications. Additionally, the dielectric quasi-BIC system has almost no material absorption and

thus negligible heating effects. This feature is especially critical for nano-optical trapping of biological spec-

imens without detrimental photo-induced heating effects present in plasmonic systems. On the other hand, in

comparison with a typical PhC cavity system [5], the quasi-BIC system has much higher field confinement,

although some recent works have reported the realization of deep-subwavelength confinement by unique

designs of PhC cavity geometries [2, 3].

We also present a new mechanism for harnessing the self-induced back-action (SIBA) effect based on

the proposed quasi-BIC system. The SIBA effect first proposed using a plasmonic gold nanohole structure

[156, 188] is a powerful technique for enhancing optical trapping under low optical intensities, reducing the

power required for stable trapping by one order of magnitude. In the particle-cavity system, the trapped

particle itself perturbs the local electric field and thus plays an active role in the dynamics of the trapping

process. To be specific, when a particle moves away from its equilibrium position, by virtue of Newton’s

law, the momentum exchange between the photons and the particle induces a back-action force that pulls the

particle back towards the cavity. SIBA effect has been shown to exist in some nanophotonic systems such as

plasmonic nanoantennas [16, 17, 69, 189, 190] and photonic crystals [191, 192]. However, the previous works

[190, 192, 193] have only analyzed the resonance frequency shift induced by the perturbation of particles to

the cavity. How the trapped particles alter the resonance mode (the quality factor of the mode, for example)

remains unclear. To reveal this mechanism, we need a system that meets three fundamental conditions: high

quality-factor (Q factor), high field enhancement, and high sensitivity to perturbations. Traditional plasmonic

nanostructures can fulfill the latter two requirements but usually have a low Q factor. The proposed quasi-BIC

system supports these features, which provides a novel platform to investigate the SIBA effect from a new

perspective.

In this work, we systematically discuss the optical trapping process in a dielectric quasi-BIC system for

the first time (as shown in Figure 2.1). The organization of this paper is as follows. First, we study the op-

tical trapping in a symmetry-protected quasi-BIC system comprised of pairs of complete elliptical dielectric

nanoantenna elements and present its features, including high field enhancement, high quality factor, neg-

ligible heating effect, and multiple hotspots, which make it suitable for particle trapping applications. By

purposefully breaking the symmetry of the trapping gaps where the two tips on one end of the nanoantenna

elements in each unit cell are truncated, we demonstrate that the trapping force and stability can be further

improved via the doubly truncated quasi-BIC system. The robustness of the system to fabrication uncertain-

ties and the characterization of its trapping performances are then investigated. Owing to the high Q factor,
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high field enhancement, and high sensitivity to perturbations of this quasi-BIC system, we also investigate

the relationship between the trapped particles and the cavity resonance mode. Our analysis reveals that par-

ticles trapped in the original intact elliptical dielectric nanoantenna array will break the system’s symmetry

and slightly suppress the resonance mode of the cavity. We consider truncating only one tip of the nanoan-

tenna elements in each unit cell to address this effect. Then, we present an idealized scenario, where we

show the positive influence of the trapped particles on the resonant modes of the quasi-BIC system. The

trapped particles partially compensate for the truncated part and improve the resonance performance of the

symmetry-breaking quasi-BIC system. This in turn results in an increased Q factor and peak reflectance

as well as stronger optical trapping forces. Both numerical and analytical investigations are presented to

elaborate on this concept.

Figure 2.1: Schematic diagram for the quasi-BIC metasurface. Gradient colors at the tips show the field
enhancement distribution.

2.2 Optical trapping in a quasi-BIC system

We start from the symmetry-protected quasi-BIC metasurface based on complete elliptical nanoantennas

[6, 9]. As shown in Figure 2.2(a), a unit cell is composed of two silicon elliptical resonators with a tilt angle

of The detailed geometrical parameters are given in the caption of Figure 2.2. Our design is tuned to work in

the C band of the optical communication wavelength bands, and the resonator side is immersed in water for

particle trapping purposes.

To understand the generation of the quasi-BIC mode, we consider the two inverse electric dipoles (black

58



Figure 2.2: (a) Schematic diagram of a unit cell of the symmetry-protected quasi-BIC metasurface. Geomet-
rical parameters are Px = 894 nm,Py = 515 nm,a = 445 nm,b = 216 nm,H = 175 nm,θ = 5◦. The resonator
side is surrounded by water. The refractive indexes are extracted from the Palik database in Lumerical (see
Methods for details). (b) Diagram depicting the electric dipoles induced in the two resonators. The incident
light is linearly polarized light with polarization perpendicular to the mirror plane (yz plane in this figure).
The blue and red dash arrows represent the two dipole components and respectively. (c) Electric field en-
hancement distribution of the xy plane (z = H/2) for one unit cell. The maximum field enhancement is 141,
which is defined as the maximum electric field enhancement factor on the xy plane when z = H/2. The elec-
tric field is confined in the gaps, reflecting a collective effect. (d) Reflection spectrum for an infinite array.
The reflectance peak is 56.6% due to water absorption in this wavelength band.

arrows in Figure 2.2(b)) excited in the two resonators by an incident x-polarized light. Each electric dipole is

decomposed into two directions, i.e., Px and Py in Figure 2.2(b). Although Py is dominant in each resonator,

the directions of the Py components are inverse for the two resonators, which cancel with each other and

thus the out-coupling of is forbidden. When the tilt angle θ is small, the overall radiative loss is suppressed

significantly. Hence, a fairly narrow reflection peak, as well as a high field enhancement, can be obtained.

Since the Q factor of this system satisfies Q ∝ sin−2
θ [6, 9] and we have selected a small tilt angle of θ = 5◦,

the electric field enhancement is extremely high ( 141) at the tips of each resonator, as shown in Figure 2.2(c).

Therefore, water absorption cannot be neglected even though it is relatively small (n = 1.31+ 0.00013i at
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λ = 1550 nm). This additional lossy channel perturbs the quasi-BIC mode, and the reflectance is reduced to

56.6% instead of approximately 100% reported in the previous work [9]. The reflection spectrum is shown

in Figure 2.2(d), where the linewidth is 0.65 nm, and the corresponding Q factor is 1940.

The high field enhancement in our design, which is also spatially confined, provides a key advantage

for optical trapping applications. Figure 2.3(a) shows the electric field distribution of two unit cells when a

silicon sphere is trapped in one gap. Here we define a parameter “trapping density” σ = 1/2 which means

every two unit cells share one trapped particle in the infinite array. Due to the high index contrast between the

sphere and the medium, a much higher field enhancement is observed near the sphere’s surface. Figure 2.3(b)

shows the force spectra of the silicon sphere depicted in Figure 2.3(a). Figure 2.3(c) and 2.3(d) show the

temperature fields when a 30 µm by 30 µm nanoantenna array on the glass substrate is excited at resonance.

The negligible temperature rise (less than 0.01K) confirms the low heating effect from our design. This is

because most heat dissipation comes from water absorption instead of the resonators.

Since the optical gradient force is proportional to the gradient of the square of the local electric field

Fgrad ∼ ∇|E⃗(r)|2 , we next investigate a truncated quasi-BIC system, wherein the trapping stability can be

further improved by leveraging the asymmetry introduced in the gap. To demonstrate this, we purposefully

truncate out a small part of both tips of the resonators in each unit cell to break the symmetry of the original

system (see Figure 2.4(a)). We refer to this as the “2 cuts” system, and for the original system in Figure 2.2(a)

we refer to it as the “0 cuts” system. For comparison with the “0 cuts” system, we have adjusted the gap size

of the “2 cuts” system to have the same gap size as the “0 cuts” system. The tip-to-tip gap size for both the “0

cuts” and “2 cuts” system is approximately 70 nm. Figure 2.4(a) shows the electric field distribution of two

unit cells of the “2 cuts” system that presents approximately the same maximum field enhancement compared

with the original “0 cuts” system. The inset shows a higher field enhancement at the intact tip (the black dash

ellipse) compared with the truncated tip (the white dash ellipse) due to the larger curvature of the intact tip,

which can induce a larger gradient force on the particle trapped in the gap. As shown in Figure 2.4(b), the

“2 cuts” system shows approximately the same peak reflectance value compared with the original “0 cuts”

system. The force spectra of silicon spheres with the same size and relative position in the “2 cuts” and “0

cuts” systems are shown in Figure 2.4(c). It can be found that the peak value of Fy on the sphere (66.10

pN/mW) trapped in the gap of the “2 cuts” system is larger (by 1.32 times) than that of the same sphere

trapped in the original “0 cuts” system (50.12 pN/mW), validating the improvement on trapping stiffness in

the xy plane. This enhancement in the trapping forces for the “2 cuts” system relative to the “0 cuts” system

is because truncating the tip of the antenna on one end results in an increased gradient of the electric field in

the gap in comparison to the untruncated (“0 cuts”) system. Since the optical gradient force in the quasistatic

limit is proportional to the gradient in the electric field, the “2 cuts” system with the enhanced electric field
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Figure 2.3: (a) Electric field enhancement distribution for σ = 1/2. The diameter of the trapped silicon
sphere is D = 50 nm. The maximum field enhancement is 347. To describe the position of the sphere, we
define x0 = Px/4,y0 = Py/2,z0 = H/2. The center position of the left bottom resonator can be expressed
as x = −x0,y = −y0,z = z0. Therefore the center position of the sphere in (a) is described as x = x0,y =
5 nm,z = z0. We will follow the coordinate notations here in this paper. This set of geometrical parameters
are applied to all systems (except for the second section) for comparisons between different systems. (b)
Force spectrums for the silicon sphere depicted in (a). Temperature fields of the (c) xz plane and (d) xy plane
for a 30 µm by 30 µm quasi-BIC array on the glass substrate. The maximum temperature rise is 0.005K.

gradient generates an increased optical gradient trapping force. We have also investigated the impact of

fabrication imperfections on the quality factor of the quasi-BIC antenna system. We have fabricated the “2

cuts” system and compared it with the designed system from numerical simulations. Figure 2.4(d) shows

the SEM image of a fabricated antenna array. The tilt angle has been set to θ = 15◦ because this is easier

to be fabricated using the readily available nanofabrication facility. As shown in Figure 2.4(e), by inputting

two unit cells of the SEM images into the numerical simulation model, the fabricated array presents a similar

reflection spectrum compared to the designed array with only a slight redshift.

Subsequently, we have simulated the performances of the “2 cuts” system for practical optical trapping

applications of relevant nanoscale particles, as depicted in Figure 2.5. Figure 2.5(a) shows the force spec-
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Figure 2.4: (a)Electric field enhancement distribution for the “2 cuts” system with adjusted gap size. The tip-
to-tip gap size is approximately 70 nm in both “0 cuts” and “2 cuts” systems. Here we set Py = Py0−20 nm =
495 nm for the “2 cuts” system to keep symmetry while adjusting the gap size. Following the coordinates
notation described above, the tip is vertically truncated along the z direction, and the line equation of the
edge (labeled by the white dash line) is y = −45.5 nm. All other geometrical parameters of the resonators
are the same. The maximum field enhancement is 147. Inset: Zoom-in figure showing the field enhancement
difference between the two tips. (b) Reflection spectrum for the original “0 cuts” and the “2 cuts” system.
(c) Force spectrums of the same silicon sphere trapped in the “0 cuts” system and the “2 cuts” system with
σ = 1/2. The relative position of the sphere in the gap is approximately the same in the “0 cuts” and the
“2 cuts” system for comparison. Inset: Zoom-in figure shows the field enhancement difference for the “2
cuts” system with σ = 1/2 which induces a larger gradient force. (d) SEM image of the fabricated “2 cuts”
array. The tilt angle is designed as θ = 15◦. The white dash ellipse labels two truncated tips while the red
dash ellipse labels two intact tips. (e) Reflection spectrums for the designed and fabricated “2 cuts” array
calculated by FDTD Solutions. The tilt angle is θ = 15◦. Inset: Electric field enhancement distribution for
the fabricated “2 cuts” array. Notice that the field enhancement is lower for θ = 15◦ in comparison to θ = 5◦.
The model for the fabricated array in FDTD Solutions is built from the SEM image in (d).

trums for some small particles comprising exosomes, quantum dots, and BSA protein molecules. Their

hydrodynamic diameters are taken as 30 nm, 20 nm, and 5 nm, respectively. Although the quantum dots are

smaller than exosomes, they show larger forces due to their larger refractive index of 2.49 relative to that

of the exosomes (n = 1.38) and the water medium (n = 1.31). Since the forces are normalized, the results

show that stable trapping for these particles is expected even under lower laser power of a milliwatt. Figure

2.5(c) shows the trapping potential of a 30 nm polystyrene (PS) sphere located above the top surface of the

resonators and moving along the path depicted by the red arrow in the inset. A broad and deep potential well

is observed within the gap of the “2 cuts” system. The depth of the potential well is larger than 10 kBT/mW,

which is sufficient to trap the PS sphere stably in the xy plane. The corresponding optical forces with respect
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to the sphere’s positions along the y direction are shown in Figure 2.5(b). Figure 2.5(d) shows the optical

trapping potentials for the same PS sphere trapped in the original “0 cuts” system and the “2 cuts” system

along the z direction obtained by evaluating the integral U (r0) =
∫ r0

∞
F(r) · dr [157]. It can be noticed that

the middle height z0 (the left black dash line) is the equilibrium position with Fz = 0, which corresponds to

the bottom of the trapping potential well. Near the top surface level z = H (the right black dash line), the

steep slope of the potential curve indicates a strong force pulling the particle back towards the gap. The broad

potential well indicates that the confinement in the z direction experienced by a trapped particle is not strong,

while the large depth of the potential well ( 59 kBT/mW) guarantees a strong back force pulling the particle

back when it reaches the top surface. Moreover, the “2 cuts” system presents a deeper trapping potential

well along the z direction than the original “0 cuts” system, indicating improved trapping stability along the

longitudinal direction. These properties make the “2 cuts” system an ideal platform for nanoscale particle

trapping applications.

2.3 SIBA effect with truncated quasi-BIC antenna system

As we have mentioned previously, to the best of our knowledge, discussions on how trapped particles alter

the resonance performance of the cavity rather than the resonance frequency have not been reported so far.

This section investigates the relationship between the cavity resonance and trapped particles, and presents a

new mechanism to generate the SIBA effect based on this quasi-BIC antenna system. Our discussions are

based on an idealized scenario assuming an infinite array where trapped particles are periodically placed in

the gaps.

To begin the discussion, we refer to the “0 cuts” system where the tips are intact and investigate the

influence of the trapping density on the resonance performance. For demonstrating this concept, we make

the assumption for the following section that trapped spheres are always placed in the right-side gap in each

unit cell for all the trapping density values. The placement of particles for σ = 2/3 in the “0 cuts” system

is intuitively depicted via the electric field enhancement distribution shown in Figure 6a. Due to the high

Q factor, perturbation to the “0 cuts” system by trapped silicon spheres cannot be neglected, and a redshift

when increasing the trapping density is observed (seen in Figure 6b). It should be noted that the reflectance

of the system is also decreasing with increasing trapping density. This means that the quasi-BIC mode is

slightly suppressed, and the scattering loss increases when a particle gets trapped in the gap. To verify that

the quasi-BIC mode is suppressed in the “0 cuts” system, we have fitted the reflection spectrum to a Fano

line shape to extract the Q factor for different (see Methods for details), as shown in Figure 6c. Both the Q

factor and the field enhancement show a drop with a higher trapping density. A qualitative explanation is that

the extra dipole moment excited in the silicon sphere breaks the original symmetry of the system. In other
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Figure 2.5: (a) Force spectrums for small particles, including exosomes, quantum dots, and BSA molecules.
The geometrical parameters are σ = 1/2,x = x0,z = H,y = 8 nm,y = 12 nm,y = 23 nm for exosomes, quan-
tum dots, and BSA molecules, respectively. The refractive index for each particle, namely exosomes, quan-
tum dots, BSA, is 1.38, 2.49 [36], and 1.45 [37], respectively. D in the legend denotes the diameter of each
particle. Solid lines correspond to Fy while dash lines correspond to Fz. Inset shows a zoom-in view of
the force spectrums for BSA molecules. (b) Trapping forces corresponding to the trapping potential in (c).
The vertical black dash line indicates the center of the gap (i.e., close to the equilibrium position in the xy
plane). The “y position” in both (b) and (c) is the y coordinates relative to the starting position. (c) Trapping
potential of a PS sphere (nPS = 1.59,D = 30 nm) moving along the red arrow 5 nm above the top surface of
the resonators. A broad and deep potential well is observed, corresponding to the gap region. Inset depicts
the trajectory of the sphere. (d) Optical trapping potential wells for the “0 cuts” and “2 cuts” systems when
moving a PS sphere along the z direction in the gap. The two vertical black dash lines correspond to z = z0
and z = H respectively. The trajectory of the sphere center is z = 30 nm to z = 2H The geometrical parameters
are D = 30 nm,σ = 1/2,x = x0,y = 0 (center of the gap for comparison). The laser wavelength is set as the
resonance wavelength when the sphere center is at z = z0 in each case.

words, the components of the left and right resonators are not able to equally cancel with each other due to

the extra dipole moments provided by the trapped particles.

We next consider a “1 cut” system where particles are trapped in the truncated region (see the inset of

Figure 2.7(a)). In contrast to a negative impact on the quasi-BIC mode, particles trapped in the asymmetric

gap of the “1 cut” system instead play a positive role in enhancing the performance of the mode. Direct

evidence can be found from the reflectance spectrum shown in Figure 2.7(a), where the peak reflectance

increases with increasing the trapping density σ . When no particles are trapped (i.e. σ = 0 ), the reflectance

decreases dramatically from 56.6% in the “0 cuts” system to 46.0% attributed to breaking the symmetry, while
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Figure 2.6: (a) Electric field enhancement distribution for σ = 2/3 depicting the placement of parti-
cles. White dash ellipses show the placement of the spheres. The positions of the silicon spheres are
x = x0,y = 5 nm and y = 5 nm + Py, respectively. (b) Reflection spectra for different trapping densities
σ = 0,1/3, and 2/3 With a higher trapping density, the resonance wavelength shows a redshift, and the peak
reflectance decreases. (c) Q factor and maximum field enhancement with respect to the trapping density. The
Q factor is decreasing, denoting a suppression to the quasi-BIC mode by trapped particles. The maximum
field enhancement jumps up when trapping density is not zero, originating from the high index contrast be-
tween silicon and water. It then gradually decreases due to the perturbation of trapped particles.

the reflectance increases again with increasing σ , in contrast to the trend of the “0 cuts” system where the

reflectance decreases with increasing σ (see Figure 2.6(b)). The new dipole moment induced in the trapped

silicon sphere partially compensates for the lost part of the truncated resonator and hence enhances the quasi-

BIC mode. In other words, the effective index in the gap gets increased and becomes closer to that in the

original system. By multipole decomposition analysis [194] shown in Figure 2.7(b), we can find that the

electric dipole around the right antenna is increased after trapping a particle, consistent with our expectation.

To further prove this positive effect, the Q factors and the maximum field enhancements with respect to the

trapping density are shown in Figure 2.7(c). It is evident that the Q factors and maximum field enhancement

both increase with increasing σ , which is opposite to the trend of the “0 cuts” system (see Figure 2.6(c)).

Since both a higher Q factor and a higher field enhancement denote a higher local density of photon states,

the improvement of the quasi-BIC mode is verified. This effect still occurs for low-index particles such as PS

spheres (n = 1.59).

To qualitatively demonstrate how this particle-enhanced effect assists with the trapping process, we have

derived the expression for the force Fy where the x and z components are not considered since they are much

smaller in the gap. The equations of one-dimensional particle motion while only considering optical forces

can be expressed as [193]

dy
dt

=
p
m

(2.1)
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Figure 2.7: (a) Reflection spectrums for different trapping densities in the ”1 cut” system: σ = 0,1/3, and
2/3. Similar to the “2 cuts” system, the line equation of the truncated edge is expressed as y = -55.5 nm. All
other geometrical parameters are the same as the original “0 cuts” system (i.e., the gap size is not adjusted).
With a higher σ the resonance wavelength shows a redshift and the peak reflectance is increased. Inset: Elec-
tric field enhancement distribution for σ = 2/3 depicting the placement of particles. White dash ellipses show
the placement of the spheres. (b) Multipole decomposition analysis showing the electric dipole components
before (solid line) and after (dash line with diamonds labeling data points) a silicon sphere is trapped with
σ = 1/2. An increase can be seen after a particle is in the gap, indicating the compensation for the lost part of
the resonator. Inset shows the region (the black dash rectangle) where the multipole decomposition analysis
is applied. (c) Q factor and maximum field enhancement both increase with increasing σ , denoting a positive
perturbation in contrast to particles trapped in the original system (seen in Figure 6c). (d) Force spectrums
of silicon sphere trapped in the “1 cut” system with σ = 1/3 and σ = 1/2 respectively. The peak values of
forces are: Fx = 16.43pN/mW,Fy = 49.21pN/mW for σ = 1/3 and Fx = 23.23pN/mW,Fy = 70.05pN/mW
for σ = 1/2, respectively. The two horizontal dash lines denote the peak values of forces when σ = 1/3.

dp
dt

=−n(y)
h

2π

dωc(y)
dy

(2.2)

dβ

dt
= i(ωL−ωc(y))β − κ

2
β + i

√
κexE0 (2.3)

where p is the momentum of the particle, β is the expectation value of the photon amplitude while n = |β |2

is the expectation value of the photon number in the cavity. ωc(y) = ω0 + δωc(y) denotes the resonance

frequency of the system as a function of particle position y while ω0 and δωc(y) describes the resonance
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frequency of the empty cavity and the resonance shift due to the particle perturbation, respectively. κ =

κex+κint+κscat (y) is the total cavity decay rate [195] (also the total linewidth), and the Q factor of the empty

cavity is defined as Q = ω0/(κex +κint). Here κex denotes the decay rate of the empty cavity into particular

external channels (such as backward scattering) which also serves as the source of injection of photons into

the cavity with number flux E2
0 and frequency ωL. κint denotes the intrinsic loss rate resulting from water

and material absorption. κscat(y) describes the scattering rate of trapped particles and is a negative value

here in contrast to that in the previous work [193] because the presence of particles increases the Q factor

(i.e., decreases the total linewidth). By solving equations (2.1) to (2.3), we show that the y component of the

optical forces satisfies Fy ∝ κex/κ at the resonance wavelength. Here we assume that the laser wavelength can

be freely tuned to reach a resonance for the particle at a specific position, which is different from the previous

work [193] where the laser wavelength ωL is considered to be fixed. With particles trapped in the gap, the

Q factor increases, namely, the total decay rate κ decreases, giving rise to an increase of Fy. The numerical

evidence from the aspect of trapping density is shown in Figure 2.7(d). When increasing the trapping density

from σ = 1/3 to σ = 1/2 in the “1 cut” system, the peak values of Fx and Fy on the same sphere are increased,

directly confirming the positive response of our “1 cut” system when particles are trapped.

Since we have assumed collective placement of multiple particles, it is instructive to investigate a scenario

in the limit of low particle density. For this case, we have simulated a 20µm by 20µm ”1 cut” array and

placed only five silicon spheres in the truncated regions. We find that for such low particle density, trapping

of particles in the truncated region does not improve the resonance quality of the quasi-BIC mode. Figure 8

shows the simulation results before and after five silicon spheres (i.e., σ = 5/858) are trapped at the center

region of a 20µm by 20µm “1 cut” array illuminated by a Gaussian beam. The reflection spectrums present a

slight redshift, while the differences between the reflectance peak values are small enough to be considered as

numerical calculation tolerance. Based on our findings, we predict that the trapping stability would increase

when more particles are trapped in the asymmetric gap, while no enhancement in the trapping stability is

expected for low particle trapping densities such as the case of single-particle trapping. Such a trapping

feature whereby increased trapping stability occurs as a result of increasing particle density represents a

novel form of self-induced back action.

2.4 Conclusion

We have systematically studied the optical trapping process in a dielectric quasi-BIC system for the first

time. We first investigate the optical trapping of dielectric sub-wavelength particles in a symmetry-protected

quasi-BIC system which contains a pair of complete silicon elliptical cylinder resonators in each unit cell.

Compared with traditional plasmonic nanotweezers, the high Q factor (∼ 2000), strong field enhancement
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Figure 2.8: Normalized reflection spectrums before and after five silicon spheres are trapped at the center
region of a 20µm by 20µm “1 cut” array. PML boundary condition is applied, and the incident light is set as
a Gaussian beam with the beam waist radius of 10 µm. Inset: Electric field enhancement distribution for the
whole array without particles.

(∼ 140), negligible heating effect, and multiple hot spots make such a system a great candidate for trapping-

assisted sensing applications. We have also shown that purposefully truncating a small part of the tips of both

resonators in each unit cell to give rise to a doubly-truncated system results in an enhanced optical gradient

trapping force. We attribute such enhancement to the higher electric field gradient induced in the asymmetric

gap of the system. Our results show that the doubly-truncated (“2 cuts”) system is more suitable for particle

trapping applications in comparison to the complete elliptical nanoantenna system. In addition, we have

demonstrated the positive interplay between trapped particles and the cavity in the symmetry-broken system

where only one resonator in each unit cell is truncated, in contrast to the trapping-induced suppression of

the quasi-BIC modes in the original intact system. This mechanism applies to particles with lower refractive

indexes and smaller sizes as well. Future work will focus on experiments to demonstrate these effects. We

envision that these results will pave the way for applying quasi-BIC systems into particle trapping-assisted

sensing applications and open a new door to harness the particle-cavity interplay to enhance the optical

trapping process.
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2.5 Apendix

Simulations: The numerical simulations of reflectance spectrums and field distributions presented in the

manuscript are performed by commercially available software (Lumerical FDTD Solutions 2019b) using a

finite-difference time-domain solver. Periodic boundary conditions are used in the x and y directions while

PML boundary conditions are used in the z direction. A maximum mesh step of 10 nm is set for resonators

and a maximum mesh step of 3 nm is set for trapped spheres. A mesh accuracy of “5” is set for the simulation

region. The dimensions, material properties, and background media are specified in the main text.

The numerical simulations of optical forces are performed by another commercially available software

(COMSOL Multiphysics 5.5) using the frequency domain solver in the Wave Optics Module. Periodic bound-

ary conditions are used in the x and y directions while PML boundary conditions are used in the z direction.

Normal-incident and x-polarized (perpendicular to the mirror plane of the unit cell) plane wave are defined at

the incident port. All forces are calculated by Maxwell Stress Tensor (MST) method and are all normalized

to an input power of 1 mW. Material properties are averaged from the Palik database in Lumerical and are

set as follows. nSi = 3.477,nSi22 = 1.41,nPS = 1.59, and nwater = 1.31+ 0.00013i where i is the imaginary

number denoting the loss component. A maximum mesh step of 15 nm is set for resonators and a maximum

mesh step of 5 nm is set for trapped spheres. Maximum mesh steps for water and glass substrate are set

as 1550 nm/6/1.31 and 1550 nm/6/1.41, respectively. The geometrical parameters are the same as those in

Lumerical simulations and are specified in the main text. It should be noted that the resonance wavelength

in COMSOL simulations all deviate slightly (∼ 1.5 nm) from that of the same structure in Lumerical FDTD

simulations. Therefore, we compare the reflection spectrums and force spectrums separately in the main text

to avoid confusion.

Q-factor extraction: We use a Fano model to extract the Q factor from the reflection spectrum following

the method reported in previous works [196, 197]. The simulated reflection spectrum is fitted to a Fano line

shape by the “CFTool” toolbox in MATLAB. The curve fitting equation is given by R=
∣∣∣a1 + ia2 +

b
ω−ω0+iγ

∣∣∣2
where a1,a2 and b are constant real numbers; ω0 is estimated by the central resonant frequency and needs

to be slightly modified during the fitting process; γ denotes the overall damping rate of the resonance. The

frequency terms ω and ω0 are pre-normalized to (0,1) so that all the unknown parameters will be within (0,

1). The Q factor is then calculated by Q = (ω0/2γ). In this manuscript, the R-square values of all curve

fittings are larger than 99%.
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CHAPTER 3

Transport and optical trapping of a single nanoparticle using cascaded BPCNs

PhC cavities have been widely studied due to their ability to generate high Q factor resonances. Prior PhC

nanotweezers suffer from a limited mode volume that limits the gradient force as well as low particle capture

rates. In this chapter, my collaborators and I propose a nanotweezer system based on BPCNs discussed

in Chapter 1. These BPCNs achieve extreme mode confinement and an electromagnetic field enhancement

factor of 138 times, while support a high quality factor of 15,000 in water. Furthermore, by harnessing

the localized heating of the water layer near the bowtie cavity region combined with an applied alternating

current electric field, our system provides long-range transport of particles with average velocities of 30 µm/s

towards the bowtie cavities on demand. Once transported to a given bowtie region, synergistic interactions of

optical gradient and attractive negative thermophoretic forces stably trap a 10 nm quantum dot in a potential

well with a depth of 10 kBT using a milliwatt (mW) input power. Thus, this system effectively addresses

the long-standing challenge of limited capture rate in PhC nanotweezers for the first time. Moreover, this

chapter presents the concept of multiplexed long-range transport for hand-off of a single emitter from one

cavity to the next by simply switching the wavelength of the input light. This novel multiplexed integrated

particle trapping platform is expected to open new opportunities in directed assembly of quantum emitters

for quantum photonics and ultrasensitive sensors for single particle spectroscopy.

3.1 Design and numerical investigation

3.1.1 Introduction

Yang, Sen, at al. ”Multiplexed long-range electrohydrodynamic transport and nano-optical trapping with

cascaded bowtie photonic crystal nanobeams.” Physical Review Letters 130, no. 8 (2023): 083802.

On-chip nanophotonic devices have been extensively studied in the past years based on their capabil-

ity to concentrate and manipulate light [198–201]. Among them, nanoscale optofluidic chips incorporating

plasmonic and photonic crystal cavities have recently emerged as a powerful platform for chemical and bio-

logical sensing [202], nanomanipulation [203] and optical nano-assembly [76, 204]. Owning to the nanoscale

feature of the cavities, the directed transport of nanoparticles and biomolecules to the region of highest elec-

tromagnetic field enhancement is critical to device performance. Though plasmonic nanocavities can support

localized electromagnetic hotspots, they suffer from intrinsic material loss that gives rise to low quality factor

(Q factor) resonances with broad spectral linewidths. This makes realizing multi-resonant plasmonic cavi-

ties for wavelength switchable trapping and long-range particle transport extremely challenging. Dielectric
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photonic crystal (PhC) cavities, on the other hand confine light by means of a defect in an otherwise periodic

arrangement of high index dielectric photonic structures [205, 206] leading to low-loss, narrow linewidth

resonances that can be leveraged for wavelength switchable trapping applications. To date, the deterministic

transport of particles for interaction with the enhanced field near resonant PhC cavities has been met with

challenges. Prior reported attempts to achieve transport of particles to PhC cavities rely on pressure-driven

flow [207, 208]. Unfortunately, this has limited particle capture rate because only the particles in the fluid

boundary layer near the cavity can interact with the electromagnetic hotspots. Additionally, such pressure

driven flow does not provide the mechanism for actively transporting particles from one nano-cavity to the

next.

In this letter, we investigate the physics of light-induced near-field trapping, attractive negative ther-

mophoresis and long-range electrohydrodynamic transport of nanoparticles in bowtie PhC cavities for direc-

tional delivery of particles and trapping at the cavity region by switching the input wavelength. We note that

the earlier work theoretically demonstrating the single nanoparticle trapping capabilities of such PhC structure

[209] only considered the optical trapping alone, while other thermal-induced effects such as the wavelength-

actuated electrothermal flow was not included. An important distinction between this work and our earlier

work with plasmonic tweezers [210] is that the bowtie PhC is effectively lossless so that the electrother-

mal flow is induced by the enhanced absorption of the water medium layer by the localized and enhanced

electric field of the bowtie PhC. In plasmonic tweezers, the plasmonic material is the lossy media. Accord-

ingly, the use of the bowtie PhCs enables both low-loss nanophotonic tweezers and rapid particle transport

on-demand. Furthermore, this work describes the actuation of electrothermal flow by means of switching the

wavelength of light coupled to the cascaded PhC cavities for the first time. This is only possible in high-Q

PhC cavities because of the high-Q and the ability to couple light in-plane. Such multi-wavelength actuation

of electrothermal flow is not possible in plasmonic structures which are characterized with large linewidths.

3.1.2 Architecture of the system

As shown in Figure 1, a PhC nanobeam with a bowtie defect at the center is placed beside a bus waveguide

to enable evanescent coupling from the side. For multiplexed long-range nanoparticle transport and trapping

across cavities, we design the system to contain (n= 3) engineered bowtie PhC nanobeams (BPCNs) cascaded

along the bus waveguide, each having a specific resonance wavelength. Light is coupled into the device

through the bus waveguide and then extremely localized in the bowtie defect. The figure illustrates that a

fundamental TE mode with the wavelength of λ1 is propagating in the bus waveguide and coupled to the

middle BPCN (Λ1), inducing the cavity resonance, and switching the cavity to the ”ON” state. With a

bus waveguide width of 480 nm and coupling gap of 150 nm, the loaded Q of the side-coupled BPCN is
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Figure 3.1: Schematic of the PhC-based multiplexed long-range electrohydrodynamic transport and trapping
system. The inset shows the forces experienced by a particle trapped at the bowtie. Here “opt”, “et” and “th”
denote “optical force”, “electrothermal force” and “thermophoretic force”, respectively.

1.5×104 and the coupling efficiency [211] is 62% in a water environment. The peak electric field amplitude

is 138 times higher in the bowtie compared to that of the light input into the bus waveguide, resulting in

an electromagnetic field intensity enhancement of ∼ 19000. The electric field profile of the side-coupled

BPCN is shown in Figure 3.2(a), where the extreme light localization at the center of the bowtie can be easily

observed. To obtain different resonance wavelengths for the other two BPCNs, we slightly adjust the period

of the PhC holes by -4 nm and +4 nm, respectively. Figure 3.2(b) shows the transmission spectra presenting

the multi-resonant property of our system.

3.1.3 Optical characterization

Next, we characterize the optical trapping performance of the optimized BPCN system. An enhanced optical

gradient trapping force requires a spatially confined electromagnetic field, which is provided by the bowtie

gap. The time averaged optical force exerted on a nanoscale object is calculated by integrating the Maxwell’s

stress tensor (MST) [212] over an arbitrary surface enclosing the nanoscale object, which is given by

⟨F⟩=
∮

S
⟨←→T ⟩ ·dS, (3.1)
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Figure 3.2: (a) Electric field enhancement distribution of the BPCN cavity on resonance in the absence
of the particle. The field enhancement is calculated by normalization to the amplitude of the electric field
of the input fundamental TE mode in the bus waveguide. Inset: Zoom-in view of the bowtie region. (b)
Transmission spectra for the three BPCNs, demonstrating the multi-resonant property of the system. The
resonant wavelengths are λ1 = 1635.33nm,λ2 = 1623.65nm,λ3 = 1647.28nm.

where ⟨←→T ⟩ is the time averaged Maxwell’s stress tensor given by:

⟨←→T ⟩= 1
2

Re
[

εEE∗+µHH∗− 1
2
(
ε|E|2 +µ|H|2

)
I
]

(3.2)

Here EE∗ and HH∗ are the outer products of the fields; I is the identity matrix; and ε and µ are the permittivity

and the permeability of the medium surrounding the object, respectively. The effective transverse trapping

potential resulting from the optical force is given by [213]

U (r0) =
∫ r0

∞

F(r)dr. (3.3)

Figure 3.3(a) illustrates the force spectra of a 10 nm diameter (D = 10 nm) PbSe quantum dot (refractive index

n = 4.73 + 0.24i [214]) positioned 21 nm above the center of the bowtie surface, showing a strong pulling

force along the z direction (0.44 pN/2.5mW). This trapping force is at least an order of magnitude higher

than those achieved using Mie-resonant dielectric nanoantenna [215] and dielectric nanoantenna supporting

anapole states [216]. Figure 3.3(b) to 3.3(d) show the trapping potentials as well as the corresponding trapping
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forces when moving the quantum dot along the x, y and z directions, respectively. The depth of the trapping

potential well is around 2 kBT /2.5mW for the x and y directions and 10 kBT /2.5mW for the z direction. Here

kB is the Boltzmann constant. This provides sufficient potential depth to stably confine the nanoparticle near

the bowtie region.

Figure 3.3: Optical trapping characterization for a 10 nm PbSe quantum dot placed 21 nm above the bowtie
surface. (a) Trapping force spectra for the quantum dot. (b) – (d) Trapping potential as well as trapping forces
when moving the quantum dot along the x, y and z directions, respectively. The vertical dashed lines in (b)
and (c) denote the center of the bowtie.

Next, we explore the impact of the particle size and the vertical distance between the particle and the

bowtie on the optical forces. We consider three different particle diameters (D = 5, 10, and 20 nm) for the

quantum dot positioned at different distances (3, 9, 15, and 21 nm) from the bowtie surface. We choose

these parameters for a comparison with a previously reported plasmonic nanoaperture [213]. Figure 3.4(a)

shows the depth of the optical trapping potential well along the y direction (Uopt
y ) with respect to Fopt

y and

Figure 3.4(b) shows the maximum absolute value of the pulling force Fopt
z as a function of the distance

z measured from the quantum dot bottom to the bowtie surface (shown in the inset), respectively. Given

the stable trapping requirement of 10 kBT for the trapping potential well, Figure 3.4(a) indicates that the

minimum power required for stable trapping of the three particles considered along the y direction is around

17 mW, 3 mW and 0.7 mW, respectively, when z is 3 nm, which is less than a half of the power required by a

plasmonic nanoaperture [213] taking into account the refractive index differences. Figure 3.4(b) shows that
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Figure 3.4: (a) Depth of the trapping potential well along the y direction (Uopt
y ) due to Fopt

y and (b) the
maximum absolute value of the pulling force Fopt

z at different distances z from the bowtie surface (shown in
the inset of (b)). z is varied as 3, 9, 15, and 21 nm. Both y axes are in log scale. (c) Transverse thermophoretic
trapping potential for a 10 nm quantum dot at z = 21 nm. (d) Transverse trapping potential for the optical
trapping and thermophoretic trapping potentials along the y direction (red dash line in (c), z = 21 nm).

the maximum pulling force along the z direction is 0.97 pN/2.5mW, 4.31 pN/2.5mW and 14.30 pN/2.5mW

for the three particles considered at the same distance (z = 3 nm). This pulling force drops exponentially as

the particle moves away from the bowtie.

Optical power dissipated in the water layer near the bowtie establishes a thermal gradient. To calculate

the temperature field distribution, the computed electric field distribution is used to determine the heat source

density, which gives the heat dissipated per unit volume and is expressed as [217, 218]

q(r) =
1
2

Re [J∗d(r) ·E(r)] =
ω

2
Im(ε)|E(r)|2, (3.4)

where Jd = iωD with D = εE is the displacement current density and ε is the permittivity of the specific
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material. Since water is the only lossy material in this system, the power density dissipated into water serves

as the source term in the heat diffusion equation for computation of the temperature around the BPCN as well

as in the surrounding fluid and substrate. The temperature field in the system is determined by solving the

steady-state heat equation given by

∇ · [−κ∇T (r)+ρcpT (r)u(r)] = q(r). (3.5)

The first term on the left is the heat conduction term, while the second term is the convection term, which

depends on the velocity of the fluid. T (r) and u(r) are spatial temperature and fluid velocity field, respec-

tively, and the material properties κ , ρ and cp are thermal conductivity, density and specific heat capacity,

respectively.

3.1.4 Effects of thermophoresis

Thermophoresis phenomenon [219, 220] is the motion of particles or molecules in the presence of thermal

gradients and provides an attractive trapping force under negative thermophoresis [38, 221, 222]. To compare

with the optical trapping, Figure 3.4(c) illustrates the simulated transverse thermophoretic trapping potential

(Uth
xy) for 10 nm particle at z = 21 nm. The thermophoretic trapping potential has the same order of magnitude

as the optical trapping potential shown in Figure 3, whereas the thermophoretic trapping potential well is

much broader than the optical one. For emphasis, the transverse optical trapping and thermophoretic trapping

potentials along the y axis are shown in Figure 3.4(d). The asymmetry of the thermophoretic trapping poten-

tial curve results from the bus waveguide which affects the heat diffusion. The superposition of the optical

trapping and the thermophoretic trapping achieves a long range and 1.7 times deeper trapping potential well.

In our system, the force that prevents particles from getting too close or stuck to the surface of the BPCN

comes from the interaction between charged surfaces (surface of the particle and the BPCN) in liquid media,

described by the DLVO theory [223].

3.1.5 Effects of electrothermal effects

Next, we demonstrate the long-range and rapid transport of individual nanoparticles to the vicinity of the

bowtie for optical trapping by generating wavelength-dependent electrohydrodynamic microfluidic vortices

based on the electrothermal flow effect in a microfluidic channel. The thermal gradient induced in the water

layer near the bowtie results in a gradient in the permittivity and electrical conductivity of the water medium
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Figure 3.5: (a) Temperature field distribution of the xy plane 300 nm above the bowtie surface. The radial
velocity vector plot of the electrothermal flow induced around the resonant BPCN is superimposed on the
temperature profile. Arrow length represents the magnitude of the flow velocity. (b) Temperature field dis-
tribution of the xz plane and (c) the yz plane. (d) Illustration of three cascaded BPCNs placed beside a bus
waveguide. The right three panels show corresponding radial velocity profiles of the induced electrothermal
flow along x and y directions (300 nm above the bowtie surface) around the three BPCNs in different states.
The electrothermal flow shows a long-range characteristic (∼ 50µm). (a) to (c) corresponds to the Λ1 panel.

near the bowtie. An applied a.c. electric field acts on these gradients to create a volumetric body force in the

fluid due to the electrothermal effect [84, 224].

By leveraging the configuration of the cascaded BPCNs, the body force of the electrothermal flow in

our system is not only space dependent, but also wavelength dependent. That means the spatial distribution

of the local temperature gradient can additionally be controlled by the wavelength of the input light, as

shown in Figure 3.5(d). Following a perturbative expansion [84], the wavelength dependent time-averaged

electrothermal body force per unit volume at a.c. frequency ω can be expressed as:

⟨FET⟩ ẑ =
1
2

εE2
z

[
σ2ε(α− γ)

σ2 +ω2ε2 −
1
2

α

]
∂T (z,λ )

∂ z
ẑ, (3.6)

⟨FET⟩ r̂ =−
1
4

εαE2
z

∂T (r,λ )
∂ r

r̂, (3.7)

where λ = λ1,λ2,λ3. . .λn and n is the number of the cascaded BPCNs; ε , τ = ε/σ , σ and ω are the fluid

permittivity, charge relaxation time, electrical conductivity, and applied a.c. frequency, respectively; α and
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γ are expressed as α = (1/ε)(∂ε/∂T ), γ = (1/σ)(∂σ/∂T ) and are given as −0.004 K−1 and 0.02 K−1,

respectively [225]. Eq. 3.6 and Eq. 3.7 describe the axial and radial components of the electrothermal body

force.

The velocity field distribution of the fluidic flow when a given BPCN is excited is determined from the

solution of the incompressible Navier–Stokes equations given by

ρ0(u(r) ·∇)u(r)+∇p(r)−η∇
2u(r) = F, (3.8)

∇ ·u = 0. (3.9)

The forcing term F in Eq. 8 describes the body force per unit volume acting on the fluid element, which is

given by Eq. 3.6 and Eq. 3.7. We note that the contribution from the buoyancy-driven convection is negligible

in this system.

Figure 3.5(a) shows the temperature field distribution in the xy plane 300 nm above the bowtie surface.

A temperature rise of 10.6 K is observed and the superimposed radial velocity vector plot of the flow shows

that the induced electrothermal flow is directed radially inwards towards the thermal hotspot generated by

water around the bowtie and serves as a powerful means to deliver suspended particles to the bowtie region.

The maximum radial flow velocity is about 29.8 µm/s, which is directed to the bowtie and hence much more

efficient than traditional particle delivery methods such as pressure-driven flow and slow Brownian motion.

Furthermore, this flow velocity is at least 20 times greater than the 1 µm/s thermoplasmonic convection flow

velocity achievable with an array of optimized plasmonic bowtie nanoantenna [73]. Figure 3.5(b) and (c)

show the temperature profile in the xz and the yz plane. The maximum temperature rise is 43.6 K under only

2.5 mW input power due to the high field enhancement. The superimposed velocity vectors verify the induced

electrothermal vortex flow shown in Figure 3.1. We note here that the maximum Stokes drag force along the z

direction exerted on the particles (10 nm quantum dot for example) from the electrothermal flow is estimated

to be far below the order of magnitude of the optical gradient force shown in Figure 3(a) (e.g., 0.0076 pN

drag force for the 10 nm quantum dot). Therefore, the electrothermal flow mainly assists in transporting the

particles to the vicinity of the BPCN.

Figure 3.5(d) demonstrates the concept of multiplexed nanoparticle transport and nano-optical trapping

with the cascaded BPCNs shown in Figure 3.1. When the input wavelength is tuned to λ1, only the middle

BPCN (Λ1) with a resonance wavelength of λ1 is excited while the other two are off resonance and not ex-

cited. Therefore, the electrothermal flow is only induced around Λ1 (see the radial velocity plot in the middle

panel). By integrating over the radial velocity curve when Λ2 is on, we estimate that it takes about 8 seconds
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for the flow to transport a nanoparticle 25 µm from the vicinity of Λ1 to Λ2. The high Q characteristic of the

bowtie PhC permits to integrate multiple BPCNs along the low-loss bus waveguide to provide the means to

achieve long range particle hand-off from tens of microns to millimeter scale distances by simply switching

the wavelength of the input light. We note that the electrothermal flow along the y direction shows a larger

magnitude of velocity in comparison to the electrothermal flow along the x direction. This is attributed to the

asymmetric spatial distribution of the in-plane thermal hotspots. It is evident that there is a higher temperature

gradient along the y direction and hence a stronger electrothermal flow velocity in comparison to that along

the x direction. The slightly different radial velocity values presented in the three panels are attributed to the

different electric field enhancements of the three BPCNs.

3.1.6 Conclusion

We have proposed and systematically studied a cascaded bowtie photonic crystal nanobeam system that

can achieve multiplexed long-range electrohydrodynamic transport and optical trapping of nanoscale parti-

cles. Compared with traditional 1D photonic crystal nanobeams, our bowtie photonic crystal cavity can more

strongly confine and enhance the electromagnetic field while maintaining a high quality factor. The extremely

localized field provides a strong field gradient that is ideal for trapping sub-20 nm particles. Furthermore, the

localized water absorption near the cavities serves as heat sources to generate negative thermophoresis that

can assist in the optical trapping process. Finally, we harness the localized water absorption to induce on-

demand electrothermal flow that can efficiently transport nanoparticles to the vicinity of the localized field of

the bowtie photonic crystal cavity region for enhanced optical trapping. Our proposed multiplexed platform

could enable millimeter scale transport and hand-off of particles across cavities in miniaturized optofluidic

chips by simply switching the wavelength. We envision that our system will be a promising platform in many

fields of biology and quantum information, such as in single molecule characterization and assembly of single

photon sources.

3.1.7 Appendix

3.1.7.1 Optimal design of bowtie photonic crystal

Our prior work has experimentally demonstrated that bowtie photonic crystal nanobeams can support extreme

light localization into a deep sub-wavelength region, i.e., to the bowtie [2, 206]. In this work, we present the

design of silicon-on-insulator bowtie photonic crystal (PhC) nanobeams optimized for a water immersion

environment for nanoparticle trapping applications. In particular, we designed a side-coupled 1D bowtie PhC
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nanobeam with high quality factor (Q), low mode volume, and large electric field enhancement in the bowtie

where optical trapping will take place. In this section, we demonstrate the detailed optimization process

for the bowtie PhC nanobeam. The following numerical simulations are carried out in Lumerical FDTD

Solutions (Ansys Lumerical 2021 R2.1).

We chose a mixed unit cell design [226] comprising circular air holes for the mirror and taper regions of

the nanobeam and a single bowtie unit cell in the center of the cavity, as shown in Figure 3.6. The height

of the nanobeam and the bus waveguide is 220 nm. This design minimizes the fabrication complexity but

maintains the advantages of the low mode volume of the bowtie and the high Q of the PhC nanobeam.

Following the mix and match design approach [226], we began with a high Q, air mode PhC nanobeam

design with all circular unit cells; our initial design follows from that of Kim et al. [227], with a period of

560 nm, air holes with radii tapering quadratically from 200 nm for the mirror unit cells to 174 nm for the

central cavity unit cell. Ten mirror unit cells and twenty-two taper unit cells were included on each side of

the central bowtie. A Q ∼ 1.5× 104 in a water environment was calculated using the built-in Q analysis

monitor in Lumerical FDTD Solutions, employing a mesh quality of 3 for the auto non-uniform meshing

option. We next replaced the central cavity circular unit cell with a bowtie-shaped unit cell of the same radius

and unit cell width. Due to the difference in fill factor and mode profile supported in the bowtie unit cell and

surrounding circular unit cells, scattering losses reduced the Q of the bowtie PhC nanobeam cavity by more

than 30% (see Table 3.1). We note that a mesh of 15 nm was added around the smallest features of the bowtie

for this simulation to ensure sufficient resolution of the bowtie feature. To recover a higher Q, we carried out

a gradient optimization based on the Barzilai-Borwein method [228] to adjust the period and radii of the unit

cells, using Q as the figure of merit. Gradient optimization was selected as the design optimization approach

due to its computational efficiency and ease of achieving a design space of mixed unit cell PhCs that is well-

behaved [226]. After optimization, the air mode bowtie PhC nanobeam cavity achieved a Q ∼ 2.4×104 in

water; the optimized design has a period of 400 nm, air holes with radii quadratically tapering from 115 nm

for the mirror unit cells to 90 nm for the taper unit cell adjacent to the bowtie, and a bowtie radius of 100 nm.

The width of the nanobeam is 700 nm.

Finally, a bus waveguide was added to facilitate evanescent wave side-coupling of light into the bowtie

cavity. We note that side-coupled PhCs are more appropriate than in-line coupled PhCs for optical trapping

applications because, in the case of in-line PhC nanobeams, light must couple through the mirror sections of

the nanobeam, which often results in low transmission intensity at the resonance wavelength and does not

facilitate multiplexed operation. In order to maximize the optical intensity at the bowtie cavity region, a state-

space overlap approach was utilized to efficiently couple light from the bus waveguide into the bowtie PhC

cavity [211]. The bus waveguide width was adjusted such that the wavevector of light in the bus waveguide
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matched the wavevector of light in the 1D bowtie PhC nanobeam (without the bus waveguide present) at

the resonance wavelength. Then, three-dimensional full-field simulations were carried out to determine the

loaded Q of the side-coupled 1D bowtie PhC nanobeam as a function of the coupling gap between the bus

waveguide and the nanobeam. PML boundary conditions are applied in x, y, and z directions, and the source

is set as a mode source with Fundamental TE Mode selected. With a bus waveguide width of 480 nm and a

coupling gap of 150 nm, the loaded Q of the side-coupled 1D bowtie PhC nanobeam is 1.5×104 in a water

environment. The peak electric field amplitude is 138 times higher in the bowtie compared to that of the light

input into the bus waveguide, resulting in an electromagnetic field intensity enhancement of ∼ 19000.

Table 3.1 compares the Q and mode volume of the 1D PhC at the various stages of the design process.

Using Eq. 3.10 (see Ref. [211]), we estimate a coupling efficiency of 62%, where Q0 is the intrinsic quality

factor of the 1D bowtie PhC nanobeam cavity and QL is the loaded quality factor of the side-coupled 1D

bowtie PhC nanobeam cavity.

Coupling efficiency =
2
(

Q0
QL
−1

)
+
(

Q0
QL
−1

)2

(
Q0
QL

)2 (3.10)

Figure 3.6: Dielectric profile of the side-coupled 1D bowtie PhC nanobeam cavity (gray = silicon, blue =
water). The height of the nanobeam and the bus waveguide is 220 nm.

3.1.7.2 Additional discussions on optical forces

3.1.7.2.1 Point-dipole approximation vs. MST

As has been demonstrated, the optical gradient force is proportional to the particle volume [229–231]

Fopt
grad(r) = πεea3 εp− εe

εp +2εe
∇|E(r)|2 (3.11)
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PhC nanobeam
without bowtie

PhC nanobeam
with bowtie

Optimized
PhCnanobeam

with bowtie

Optimized PhC
nanobeam

with bowtie
and side-coupler

Quality factor 1.5×104 1.03×104 2.44×104 1.5×104

Mode volume
(λ/n)3 0.8 7.1×10−3 6.6×10−3 6.7×10−3

Table 3.1: Quality factor and mode volume metrics at various stages of the design process for the side-coupled
1D bowtie PhC nanobeam cavity. Note that the quality factor for the side-coupled bowtie PhC nanobeam is
the loaded quality factor; all other quality factors are intrinsic.

where εp and εe are the permitivity of the particle and the environment, respectively; a is the diamater of the

particle. This expression arises from the point-dipole approximation when the particle size is much smaller

than the wavelength (particle radius a≪ λ , i.e., Rayleigh particles). Optical gradient forces calculated from

the point-dipole approximation method were obtained by inserting Eq. 3.11 into COMSOL before performing

the optical full-field simulations. Figure 3.7(a) shows the comparison between the MST method and the

point-dipole approximation method. Close agreement between the two approaches remains even for the 20

nm particle (the largest particle) at z = 3 nm (the lowest position in z direction considered in this work),

indicating that the perturbation from trapped particles is trivial in this system and the optical gradient force is

much larger than the optical scattering force. This can be verified by the negligible resonance shift (0.01 nm,

equivalent to the wavelength sweep step, while ∼ 0.1 nm for the cavity linewidth) before and after trapping

the 20 nm quantum dot at z = 3 nm, shown in Figure 3.7(b). The reason for the negligible perturbation is

attributed to the modeled small gap size and the low penetration of the electric field from the bowtie, which

is tightly confined in the cavity. As a further investigation, here we also simulate the trapping of a 5 nm

quantum dot in a 10 nm bowtie gap. The transmission spectrum is shown in Figure 3.7(e) before and after the

quantum dot is trapped. The resonance shift caused by trapping the quantum dot is almost negligible (0.01

nm red-shift, equivalent to the wavelength sweep step). This is because the quantum dot is very small (5 nm)

compared to the bowtie gap (10 nm wide, 220 nm high).

3.1.7.2.2 Negligible optical scattering force

Based on the point-dipole approximation method, the optical scattering force on a Rayleigh particle is ex-

pressed as [229, 231]

Fopt
scat(r) =

128π5a6

3λ 4c

(
εp− εe

εp +2εe

)2

S(r), (3.12)

where εp and εe are the permittivity of the particle and the environment, respectively; a is the radius of the

particle; S(r) is the time-averaged Poynting vector defined as 1
2 Re [E×H∗]. By inserting Eq. 3.12 into
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COMSOL before performing the optical full-field simulations, the optical scattering forces were computed.

As an example, the maximum absolute value of the z component of the optical scattering force
(
max

(∣∣Fscat
z

∣∣)
) on a 20 nm diameter PbSe quantum dot is 6.27× 10−5,5.36× 10−5,4.86× 10−5, and 4.60× 10−5fN at

3,9,15, and 21 nm from the PhC surface, respectively. The calculation results show that the scattering force

is eight orders of magnitude smaller than the optical gradient forces, which can be neglected when considering

the optical trapping.

3.1.7.2.3 Skin depth of the photonic crystal cavity

We have stated that the penetration of the electric field from the bowtie PhC cavity is short-range. Figures

3.7(c) and 3.7(d) verify that the skin depth of the electric field (defined as the electric field enhancement drops

to 1/e of the peak value) is only 8 nm, validating the tight confinement of the electric field in the cavity.

Figure 3.7: (a) The maximum absolute value of the pulling force Fz calculated for cases in Figure 4 (b) of the
main text using the comprehensive MST method (solid line) and the point-dipole approximation method (dash
line). Values for 5 nm particle (blue) are magnified by a factor of 5 . (b) Transmittance spectra before (black
circle) and after (blue diamond) trapping the 20 nm quantum dot at z = 3 nm. (c) Electric field enhancement
distribution of the yz plane when the bowtie PhC nanobeam is on resonance. (d) Electric field enhancement
distribution along the white dash line in (c). The black dash line denotes 1/ e of the peak electric field
enhancement value. (e) Transmittance spectra before (black circle) and after (blue diamond) trapping a 5 nm
quantum dot in a 10 nm gap. The quantum is located at the center of the gap. This comparison is intended to
study the effect when the particle goes into the gap.
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3.1.7.3 Negative thermophoretic trapping characterization

3.1.7.3.1 Expression of the Thermophoretic Force

Thermophoresis phenomenon is the motion of particles or molecules in the presence of thermal gradients.

It is important to recognize that the presence of the hotspots due to water absorption can also result in a

thermophoretic force on the nanoscale objects. The thermophoretic force is expressed as [232, 233]

Fth =−kBSTT ∇T, (3.13)

where T is the temperature, and ST is the Soret coefficient with ST = DT/D0. Here D0 is the Brownian

diffusion coefficient and DT is the thermophoretic mobility. ST is expressed as [234]

ST =−2πRε

kBT 2
2κl

2κl +κp

(
1+

∂ lnε

∂ lnT

)
ζ

2, (3.14)

for small particles. Here, η is the solvent viscosity and R is the radius of the particle; ε is the solvent

permittivity, which is considered to be the permittivity of water at the applied a.c. frequency; ζ is the zeta

potential of the particle; κl and κp are thermal conductivities of the solvent and the particle, respectively.

In bulk water, the differential permittivity change with temperature is ∂ lnε

∂ lnT = −1.4 at room temperature.

According to previous reports [39, 235], the Soret coefficient ST needs to be modified for particles near a

solid-state substrate due to the induced hydrodynamic boundary effect. The enhancement factor is

β =
1− 1

2
1

(1+ĥ)3

1− 9
8

1
1+ĥ

+ 1
2

1
(1+ĥ)3

(ĥ > 1), (3.15)

where ĥ = h/R and h is the particle-surface distance. Here, by considering a 10 nm particle at z = 21 nm, the

enhancement factor β = 1.3.

It is important to note that inside an electric double layer (EDL), the value of ∂ lnε

∂ lnT can reach +2.4 by

adding ionic surfactants to the solution [222, 236] which may be harnessed to induce a negative thermophore-

sis behavior. In our tweezer system, the negative thermophoretic force can be leveraged to assist pulling

particles to the vicinity of the bowtie for optical trapping.

3.1.7.3.2 Thermophoretic force simulations

The thermophoretic forces were solved by inserting Eq. 3.13 - 3.15 into the Multiphysics model. Values of

relative parameters were set as follows. Dynamic viscosity of water: 8.9×10−4 Pa · s; thermal conductivity

of the PbSe quantum dot [235] : 1.1 W/(m ·K); Zeta potential of the PbSe quantum dot [237]: −44mV. The
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temperature gradient was obtained from the Heat Transfer in Solids study.

3.1.7.3.3 Range of the thermophoretic force

The thermophoretic force has a shallower and wider trapping potential well and thus has a longer range

in comparison to the optical trapping force. This long-range characteristic results from the heat diffusion

process that induces the temperature gradient. The distribution of the negative thermophoretic force 300 nm

above the PhC surface is shown in Figure 3.8(a). The arrows show that the negative thermophoretic force

is pointing towards the bowtie even at micrometer scale, much longer than the range of the optical trapping

forces. Figure 3.8(b) shows the thermophoretic trapping potential along z axis. The magnitude of the potential

U th
z decreases to half of the maxima at 420 nm above the bowtie while the optical trapping potential Uopt

z

drops to half of the peak value only less than 10 nm away from the bowtie. Figure 3.8(c) illustrates the depth

of the transverse thermophoretic trapping potential well
(
U th

xy
)

at different heights from the bowtie. The depth

of the transverse potential well decreases even more slowly and reaches half of the maxima at 900 nm above

the PhC surface.

Figure 3.8: (a) Negative thermophoretic force distribution superimposed on the temperature field distribution
of the xy plane 300 nm above the bowtie. (b) Thermophoretic trapping potential as well as trapping force
when moving the quantum dot along the z axis. (c) Depth of the transverse thermophoretic trapping potential
well for the quantum dot at different heights. The diameter of the quantum dot is 10 nm.
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3.1.7.4 DLVO theory

The force that prevents particle from getting too close or stuck to the surface of the bowtie photonic crystal

(BPC) comes from the interaction between charged surfaces (surface of the particle and the BPC) in liquid

media. The theory describes this mechanism is the DLVO theory, named after Derjaguin, Landau, Verwey and

Overbeek. Following the methods described in Ref. [223], the interaction potential comprises an attractive

van der Waals contribution VydW and repulsive electrostatic contribution, VED, due to electric double layer

forces:

V (d,c0) =VED (d,c0)+VvdW(d), (3.16)

where d denotes the distance of the surfaces and c0 the electrolyte concentration in the liquid. The electro-

static potential between a spherical particle and a plane surface is [238]:

VE (d,c0)≈ 64πεR
(

kBT
e

)2

tanh2
(

eζ

4kBT

)
e−d/λD , (3.17)

where ε = 80ε0 is the dielectric constant of water, e the elementary charge, ζ the zeta potential and λD =√
εkBT/(2NAe2c0) the Debye length with the Avogadro constant NA for ion valence = 1. Note that the

concentration c0 enters Eq. 3.17 via the Debye length λD. The van der Waals potential between a spherical

particle and a plane surface is [239]

VVdW(d) =−AH

6

(
R
d
+

R
2R+d

+ ln
(

d
2R+d

))
, (3.18)

where AH is the Hamaker constant.

The parameters we use for calculating the DLVO curve are particle radius R = 10 nm, zeta potential of

substrate surface [240] ζ = −30mV,c0 = 5mM (below the critical micelle concentration of the surfactant

sodium dodecylsulfate (SDS) [28]), Hamaker constant of AH = 6.2 ·10−20 J [241]. The ion valence of SDS

is considered to be 1 [242]. The total potential for the quantum dot particle as a function of the distance

d to the BPC surface is shown in Figure 3.9, overlapping with the optical gradient force. It can be found

that the attractive optical gradient force is always larger than the repulsive force generated from the DLVO

potential when d is larger than 3 nm, guaranteeing a trapping behavior along the z direction besides the

negative thermophoretic force.

In experiments, we will functionalize the structure surface with charged polymer colloids. The trapped

particles under equilibrium would experience a balance of van der Waal’s force and electrostatic repulsion.

Those forces will prevent a particle from getting too close or stuck to (a few nanometers depending on how

we tune the solution parameters such as concentrations, ion species, etc.) the surface. It is for this reason that
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Figure 3.9: Comparison of the force generated from the DLVO potential and the optical gradient force for a
20 nm quantum dot.

we considered the particle to be at least 3 nm above the surface in the main text to count for the background

DLVO force. The relative equilibrium position of the DLVO force (i.e., the secondary minimum in the DLVO

part of the potential [223]) can be tuned by tuning the surface properties of the structure.

3.1.8 Experiment

In order to validate the functions of our proposed BPCN nanotweezer system, we fabricated the sample and

built a measurement setup from scratch. Figure 3.10(c) shows the measured spectra of a set of three cascaded

BPCNs exposed in air enviroment. From the images gathered by the near infread camera in 3.10(a) and (b),

we can clearly judge the mode profiles of the excited resonances at the center of each BPCN.

As shown in Figure 3.11, the experimental configuration includes a tunable fiber laser with a tuning range

of 1500 – 1630 nm. Its signal is amplified via an Erbium-Doped Fiber Amplifier (EDFA) and then polarized

by a paddle polarizer. The output from the tapered fiber is coulpled to the end face of a bus waveguide. This

tapered fiber is affixed to a translation stage to ease the coupling process. The optofluidic chip is placed

on a XYZ translation stage below a home-built upright fluorescent microscope. The emission from the

fluorophore-labeled polystyrene beads enters a Charge Coupled Device (CCD) camera after reflected by a

beam splitter for imaging.The near infrared signal enters a Short-wave Infrared imaging (SWIR) camera after

passing through the same beam splitter for imaging, which assists the fiber-to-waveguide coupling process.

For better imaging the chip, all the fluorescent filters are designed as pluggable.

The uncertainties in fabrication leaded to many bowtie gaps unopened. Due to the low loss of water (κ =
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Figure 3.10: (a) Photos of profiles for the second-order modes of the three cascaded BPCNs, respectively. (b)
Photos of profiles for the first-order modes of the three cascaded BPCNs, respectively. (c) Measured spectra
when coupling light into the bus waveguide. Copyright © 2023 Yanrong Zhang

Figure 3.11: (a)Photo of the experiment set up. (b) EDFA, Erbium-doped fiber amplifier used to amplify the
power of the input laser; FPC, paddle fiber polarization controller;TF, tapered fiber; L, convex lenses; TL;
200 mm tube lens; M, reflective mirror; DM, dichroic mirror; BS, beam spliter; AP, adjustable pinhole; LLG,
liquid light guide; BF1 and BF2, bandpass filters used to filter light used for excitation of the fluorescent
particles and light transmitted for imaging on the camera, respectively. Filtered fluorescent illumination is
passed through the objective lens (10x or 40x) and focused on the sample.

0.00013), we need to choose BPCNs with opened bowtie gaps so that the interaction between the surrounded

water media and the confined and enhanced light field is strong enough. The scanning electron microscope

(SEM) image in Figure 3.12(a) presents a typical BPCN we used for experiments. In order to introduce the

ET flow, we need to cover the BPCN samples with a conduction layer. One solution is to deposite a thin

graphene layer, which will not affect the resonances of the cavities. As an initial demonstration, we chose

to only include the negative thermophoresis effect, or thermoelectric effects, to transport particles within a

range of ∼ 20 µm and optically trap a single particle at the bowtie gap.

As depicted in Figure 3.12(b), we did observe a tendency for particles to gravitate towards the gap in

88



Figure 3.12: (a) Representative SEM image of a BPCN with the bowtie gap opened. Copyright © 2023
Yanrong Zhang (b) Particles were observed to prefer to move around the bowtie gap on resonance, while the
gravitation was not sufficient.

the bowtie. However, the thermophoretic force wasn’t as strong as anticipated, and we were also unable

to observe the optical trapping of a single nanoparticle. After running experiments that involved increasing

the input laser power to the tens of milliwatt (mW) range, we attributed these discrepancies to a couple of

potential causes: (1) The repeated usage of the samples, had led to significant degradation to the samples,

particularly the tips of those bowtie gaps; (2) Given that our current setup does not permit the evaluation or

measurement of the power channeled into the bus waveguide and subsequently into the BPCN, it’s possible

that the actual light power confined in the bowtie cavity is insufficient. We will persist in our investigations

and efforts to resolve these issues.
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CHAPTER 4

Optofluidic transport and assembly of nanoparticles using an all-dielectric quasi-BIC metasurface

Manipulating fluids by light at the nanoscale has been a long-sought-after goal for lab-on-a-chip applications.

Plasmonic heating has been demonstrated to control microfluidic dynamics due to the enhanced and confined

light absorption from the intrinsic losses of metals. Dielectrics, the counterpart of metals, has been used to

avoid undesired thermal effects due to its negligible light absorption. In this chapter, I report an innovative

optofluidic system that leverages a quasi-BIC-driven all-dielectric metasurface to achieve nanoscale control

of temperature and fluid motion. The experiments show that suspended particles down to 200 nanometers

can be rapidly aggregated to the center of the illuminated metasurface with a velocity of tens of micrometers

per second, and up to millimeter-scale particle transport is demonstrated. The strong electromagnetic field

enhancement of the quasi-BIC resonance increases the flow velocity up to three times compared with the

off-resonant situation. Experimentally investigations are made to study the dynamics of particle aggrega-

tion with respect to laser wavelength and power. A physical model is presented and simulated to elucidate

the phenomena and surfactants are added to the nanoparticle colloid to validate the model. Studies in this

chapter demonstrate the application of the recently emerged all-dielectric thermonanophotonics in dealing

with functional liquids and opens new frontiers in harnessing non-plasmonic nanophotonics to manipulate

microfluidic dynamics. Moreover, the synergistic effects of optofluidics and high-Q all-dielectric nanostruc-

tures hold enormous potential in high-sensitivity biosensing applications.

4.1 Introduction

Yang, Sen, at al. “Optofluidic transport and particle trapping using an all-dielectric quasi-BICmetasurface”,

under reviewed in Light: Science & Applications (2023)

Controlling the long-range transport of fluids has been a fundamental requirement in microfluidic systems,

from standard flow cell assays to lab-on-a-chip devices. Traditionally, pressure-driven control techniques

and syringe pumps have been widely used in microfluidics [243]. The evident scale mismatch between

the microfluidic system and the bulky control system has inspired significant efforts to develop integrated

micrometer scale control techniques [244]. Among them, one promising approach to achieve integrated

control of particle and fluid motion is to use light to control the flow of fluids, particularly at the micrometer

scale, i.e., optofluidics [245]. The buoyancy-driven toroidal convection generated by heating the water with

a laser beam can help transport and concentrate particles, but the flexibility to control the convection flow is

limited [246, 247]. One solution to achieve fluid manipulation is to use localized thermal gradients induced
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by light illumination3.

Metal nanostructures, when illuminated by light at their plasmonic resonance, can tightly confine the

energy to sub-wavelength scales in the vicinity of the nanostructures. The enhanced light absorption from

the intrinsic (Ohmic) losses of metals has been considered as side effects such as limited quality factor (Q)

[248], and reduced trapping stability in plasmonic nanotweezers due to undesired thermal heating effects

[249]. Recently, however, scientists have realized that this enhanced light absorption can efficiently turn

metal nanostructures into nanosources of heat, inspiring the study of thermoplasmonics [75, 75, 76]. This

finding has found numerous applications in nanotechnology, namely, for photothermal cancer therapy [77],

targeted drug delivery [78], solar-powered steam generation [79], as well as nanoscale control of temperature

distribution [250] and thereby for optofluidics. Single [80] and arrays [73, 81, 82] of metal nanostructures

have been studied to control the convection-driven dynamics. However, the surface of metal nanostructures

may have an unnecessarily high temperature which can be harmful to particles touching the surface [251].

All-dielectric nanostructures, on the other hand, have been rapidly developing for the past decade mainly

because they are relieved of parasitic Ohmic losses inherent by plasmonic nanostructures [252]. Many works

have leveraged its low light absorption and thereby negligible Joule heating to avoid undesired fluid mo-

tion and/or positive (repulsive) thermophoresis which can deteriorate the optical trapping stability in plas-

monic nanotweezers [74], such as by leveraging silicon dimers [187] and anapole-assisted nanoantennas

[216, 253, 254]. Very recently, however, an emerging new field of all-dielectric thermonanophotonics fo-

cuses on controlling subwavelength optical heating by precisely tuning optical losses in dielectrics [255].

In ref [255], it was identified that temperature-gradient-driven microfluidic flows may also be controlled by

dielectric nanoparticles. In this work, for the first time, we experimentally demonstrate the synergistic effects

of optofluidic transport and particle aggregation using an all-dielectric metasurface enabled by quasi-bound

states in the continuum (quasi-BIC) resonance.

The concept of BIC, first proposed in quantum mechanics by von Neumann and Eugene Wigner in 1929

[53] has rapidly emerged as a powerful approach for realizing high Q and strong field enhancement in dielec-

tric metasurfaces [256]. The dielectric quasi-BIC metasurfaces are highly promising as they provides high-Q

resonances comparable to photonic crystals [257], and strong field enhancements comparable to or even

higher than those reported in plasmonic nanostructures. A variety of applications has been demonstrated in

this field including lasing [185, 258], biosensing [9, 10, 259, 260], and nonlinear harmonic generation [261].

Among these designs, the intrinsic loss of materials has been identified as a critical issue for the quasi-BIC

mode [177, 262]. We reported that the loss of the surrounding environment (refractive index of water at 1.55

µm, n = 1.31 + 0.00013i) can strongly affect the quasi-BIC resonance [241]. The absorptance from water

in the proximity of the metasurface composed of elliptical silicon resonators can be as high as 45%, even
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though the loss from the resonators made by silicon is negligible. As shown by our recent work in which the

water absorption in a single photonic crystal cavity served as a heat source for electrothermal effects [263],

in this work, we instead discuss how to leverage the heat dissipation due to water absorption in a quasi-BIC

system to engineer the microfluidic flow (see Figure 4.1). Approaching the resonance, the total heat gener-

ation comprises of the global absorption by the bulk water in the microfluidic chamber as well as the heat

dissipation from the water layer close to the resonators which serves as the local heat source. We show that

this localized heating effect due to resonances strongly increases the flow velocity up to about three times in

comparison to that of the off-resonant condition. The flow velocity can be precisely controlled by simply tun-

ing the wavelength (within ±7 nm range) and/or power of the input laser. Particles can be rapidly transported

(with velocities of 10 to 102 micrometer-per-second) from distances of up to millimeter-scale and aggregated

at the center of the laser spot by the flow. The transported particles are then confined close to the metasurface

by positive thermophoresis. Fluorophore-labeled tracer polystyrene (PS) beads with a size down to 200 nm

are examined and we expect the same effects can be achieved for particles below 100 nm. Finally, we show-

case different particle aggregation distributions when adding a cationic surfactant (cetyltrimethylammonium

chloride) to the nanoparticle colloid by tuning the metasurface to on or off resonances. This verifies the tem-

perature field distribution is modified by the quasi-BIC resonance. As such, our work opens a new field for

controlling thermal-induced microfluidic dynamics at the nanoscale by non-plasmonic nanostructures.

4.2 Working principle and experimental set-up

Our system comprises an all-dielectric quasi-BIC metasurface sitting on the substrate of a microfluidic cham-

ber illuminated with a collimated and linearly polarized laser beam, as shown in Figure 4.1(b). The laser

spot follows Gaussian distribution, and the diameter is around 300 µm after it is shrunken through a beam

expander by 5-times. The laser power is amplified by an Erbium-doped fiber amplifier (EDFA) such that an

output of hundreds of milliwatts can be obtained. Relatively strong water absorption falls within the working

range of the EDFA. The metasurface is composed of elliptical silicon nanoantennas arranged in a zigzag array

on a glass substrate (see Figure 4.1(a)). When the input wavelength is away from the quasi-BIC resonance

(λBIC), the laser beam is transmitted after passing through the 160 µm height of water (i.e., chamber height).

The laser heating induces buoyancy-driven natural convection, which transports particles to the center of the

illuminated substrate. Particles are confined close to the substrate in the axial direction (i.e., normal to the

substrate) by the positive thermophoresis [264], as depicted in Figure 4.1(a). When the input wavelength

is approaching λBIC, the quasi-BIC resonance is excited. Highly localized field enhancement (see Figure

4.3(b)) in the tip-to-tip gaps induces strong light absorption in the adjoining water medium. These hotspots

then serve as local heat sources inducing strong temperature gradients for manipulating microfluidic dynam-
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Figure 4.1: Working principle and experimental facility. (a) Schematic of the system. When the metasurface
is off-resonance, the laser heating of the bulk water induces buoyancy-driven flow, transporting and aggregat-
ing particles to the center of the illuminated region. When the quasi-BIC is excited, additional heat sources
come from the heat dissipation of the water layer close to the resonators. The thermal-induced flow velocity
is increased up to three times. The flow is represented by the two lobes near the nanoantennas. Inset: a unit
cell of the metasurface. The geometrical parameters: periods, Px = 950 nm,Py = 778 nm;a = 532 nm,b =
192 nm,H = 190 nm,θ = 10◦. (b) Experimental set-up used for excitation of the quasi-BIC metasurface and
imaging of the motion of suspended tracer particles. L1 and L2, focusing lenses; M1 and M2, mirrors; BF1
and BF2, bandpass filters used to filter light used for excitation of the fluorescent particles and light transmit-
ted for imaging on the camera, respectively. Filtered fluorescent illumination is passed through the objective
lens (10x or 40x) and focused on the sample. EDFA, Erbium-doped fiber amplifier used to amplify the power
of the input laser; FC, fiber collimator; HWP, half wave-plate used to rotate the polarization direction of
the laser beam; LP, linear polarizer. The metasurfaces and fluorescent tracer particles are visualized on a
complementary metal-oxide-semiconductor camera by collecting signals through the same objective lens.

ics at the nanoscale. Besides the overall increased temperature which induces a faster buoyancy-driven flow,

these local hot spots also induce strong thermo-osmotic flow [265, 266] due to the large lateral temperature

gradient. Therefore, particles can be aggregated much more rapidly.

4.3 Particle aggregation

The representative aggregation of particles when illuminating the metasurface is shown in Figure 4.2(a).

We used 500 nm fluorophore-labeled PS beads as tracer particles to visualize the microfluidic flow. The

experimental videos are processed using an open-source particle tracking analysis package called Trackpy

[267]. Representative particle trajectories are presented in Figure 4.2(b). It can be found that particles are

rapidly transported towards the laser spot center and aggregated close to the substrate. The empty region at

the center of the trajectory map represents a stagnation zone, i.e., the aggregated particle cluster. Since the

aggregated particle cluster only takes 0.13% of the area of the whole metasurface and the refractive index

contrast between PS and water is low, we note that the impact of the particles to the quasi-BIC resonance
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was neglected. The experimentally measured, angularly averaged radial velocities obtained from the particle

tracking analysis are shown in Figure 4.2(c) and 4.2(d). As shown in Figure 4.2(c), the fluid radial velocity

when the collimated laser beam is illuminated on the metasurface increases rapidly as the input wavelength

approaches the resonance (1544.3 nm). The results show a maximum flow radial velocity of 45 µm/s at

1545.3 nm, two times larger than that at 1551.3 nm. This indicates that the flow velocity can be precisely

controlled over a wide range by simply tuning the wavelength within a ±7 nm bandwith due to the high Q

attribute of the quasi-BIC resonance. This is not achievable in plasmonic arrays. For example, in ref [73],

the wavelength distance for a 2-times difference of the maximum velocity is almost 100 nm, which is two

orders of magnitude larger compared to our case. Therefore, the transport and aggregation of particles can be

manipulated quite flexibly and benefits from the local thermal gradients caused by the quasi-BIC metasurface.

As shown in Figure 4.2(c) and 4.2(d), the radial flow velocity close to the metasurface initially increases

from a radial distance of more than 550 µm (limited by the field of view) until it reaches its maximum at a

radial distance of 180 µm from the particle cluster. Inward from this position, the radial velocity decreases

towards the center of the laser spot. Thus, we expect particles within at least a range of 550 micrometer-scale

radius can be rapidly captured and transported to the center of the illuminated region. The scaling of the

flow velocity with laser power is shown in Figure 4.2(d). The flow velocity rises when the input power is

increased. The particle tracking analysis is not applicable when the input power is larger than 500 mW as the

particles move too fast to be accurately located.

To understand the physics of the observed thermal-induced microfluidic dynamics in this system, we nu-

merically solved the flow field by a commercially available finite element method software package (COM-

SOL Multiphysics). We consider that two mechanisms contribute to the thermal-induced flows in this system:

the buoyancy-driven convection and thermo-osmotic flow [265, 266]. The velocity field distribution is deter-

mined from the solution of the incompressible Navier–Stokes equation given by

ρ0(u(r) ·∇)u(r)+∇p(r)−η∇
2u(r) = F (4.1)

, where ∇ · u = 0,ρ0, p(r) and η are fluid density, pressure, and dynamic viscosity, respectively; and F is

the force per unit volume acting on the fluid element. For the buoyancy-driven convection, we employ the

Boussinesq approximation given by [73, 80]

Fbuoy = gρ0β (T ) [T (r)−T0] (4.2)

,where g and β (T ) are the gravitational constant, and thermal expansion coefficient of water, respectively. For
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Figure 4.2: Experiment and simulation results for particle transport. All data are obtained under a 10x
objective lens. The field of view is 900 µm. (a) Representative particle aggregation when a collimated laser
beam is illuminated on the metasurface. (b) Representative particle trajectory map extracted from sequential
600 frames of a recorded video. The frame rate is 10 frames per second. The empty region at the center
indicates that particle movement is trivial in this area, corresponding to the aggregated particle cluster. The
result shows that the flow is directed radially inwards towards the center of the laser spot and serves as a
powerful means to concentrate suspended particles to the vicinity of the metasurface. It’s noted that some
particle trajectories are interruptted at the edge of the metasurface region. This is due to the low transmittance
of silicon in the visible range, which dims the fluorescence of these tracer particles, making them hard to be
tracked. (c) Scaling of experimentally measured radial flow velocity with laser wavelength. The negative sign
represents the inward direction. The error bar shows the standard error of the mean. The laser power fluctuates
around 420 mW. The position where velocity reaches a maximum is slightly farther away from the center for
wavelengths closer to the resonance. We attribute this to the stronger positive (repulsive) thermophoresis in
the lateral direction due to the stronger heating effect. (d) Scaling of experimentally measured radial flow
velocity with laser power. The same repulsive phenomenon is observed for higher laser power. e Simulated
flow velocity distributions in the near-resonant condition of the xy-plane (5 µm above the substrate) and (g)
of the xz-plane. Color map shows the velocity magnitude and superimposed arrows show the direction of
the flow vectors. Radial velocities in the black dash box region (shown in (g)) are averaged to obtain the
dash lines in (f). (f) Simulated (dash lines) and measured (solid lines) radial flow velocity for near-resonance
(1545.3 nm) and off-resonance (1554.3 nm). The maximum velocities for 1545.3 nm and 1554.3 nm are 45
µm/s and 17 µm/s, respectively.

the thermo-osmotic flow, we apply a slip velocity to the thin fluid layer close to the surface of the substrate

given by [265, 266]

v∥ = χ
∇∥T

T
(4.3)

,where χ is the thermo-osmotic coefficient dependent on the properties of the liquid-solid interface ( ζ po-

tential, Hamaker constant, etc.) and ∇∥T is the temperature gradient parallel to the surface. The related

temperature field distributions and simulations will be discussed in the next section (see Figure 4.3).

The simulated velocity distributions in the xy-plane near the substrate and in the xz-plane are shown in
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Figure 4.2(e) and 4.2(g), respectively. The flow close to the substrate brings particles inwards towards the

center of the illuminated area and drags particles away from the surface in the axial direction (z direction).

Due to the large depth of field of the 10x objective lens, the measured radial velocities are averaged from

particles that appear within 30 µm from the surface . Simulation results implementing the similar averaging

are compared with experimental results in Figure 4.2(f). The measured maximum flow velocity at 1545.3 nm

reaches around three times of that at 1554.3 nm (11 nm away from resonance). For the off-resonant condition,

the simulation agrees well with the measurement. For the near-resonant condition, the trend of the simulation

remains consistent with the measurement despite the underestimation. We attribute this difference mainly

to the underestimation of the thermo-osmosis contribution. Our simulations show that the thermo-osmotic

flow is weak in the off-resonant condition as the lateral temperature gradient is low for the large Gaussian-

distributed laser spot and it is insensitive to the changes of the thermo-osmotic coefficient χ . However,

when the quasi-BIC mode is excited, the thermo-osmotic flow becomes an important contributor to the total

transport flow velocity and significantly increases it. This is due to the strong ∇∥T provided by the hotspots

near the nanoantennas. As shown in Figure 4.3(b), the electric field distribution in each the tip-to-tip gap

is not uniform and thus should induce a stronger ∇∥T and consequently a stronger thermo-osmotic flow.

However, in our simulations, we use a pillar with uniform heat distribution to represent such a non-trivial

heat distribution for computational simplicity. This assumption likely underestimates the local temperature

gradients and thus leads to a lower flow velocity. Furthermore, our estimation for the zeta potential, ζ , of the

water-substrate interface may also play a part.

4.4 Particle dynamics

Up to now, we have demonstrated the boosted particle transport and aggregation assisted by the quasi-BIC

metasurface. To elucidate the particle dynamics, the following section focuses on the dynamics of particles

[268, 269] when on and off resonances. We start from the optical characterization of the metasurface. The

simulated and measured spectra of the metasurface are shown in Figure 4.3(a), respectively. For an infinite

array, no light is transmitted and the absorption of water (red dash line in Figure 4.3(a)) accounts for the

10% drop in the reflected power. In our experiments, each metasurface is a 500 µm by 500 µm square array,

large enough compared with the laser spot diameter. The finite array size and the fabrication uncertainties

(see Figure 4.3(c) for the scanning electron microscopy image) suppress the performance of the resonance

mode and increase the background noise during measurement. Therefore, a higher transmittance (from 0%

to 46.1%) and a reduced Q (from 500 to 250) are observed in the measured spectra. We expect this reduced

Q impairs the heating effect while our experiments show that it is still strong enough to modify the whole

temperature field distribution. The large near-field electric field enhancement close to the surface of the
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nanoantennas contributes to the strong heating effects, as shown in Figure 4.3(b). It is worth noting that the

BIC mode we employ is a symmetry-protected mode and is sensitive to the incident angle and the array size

[185]. This is the key reason we choose to use a collimated laser beam instead of a focused laser beam by an

objective lens.

Figure 4.3: Optical characterization and thermal simulation. (a) Simulated and measured spectra of the
metasurface. The resonance positions are 1548.9 nm and 1544.8 nm for the simulation and measurement,
respectively. The sample shows a larger transmittance (46.1%) and a larger linewidth (6.3 nm) compared to
the simulations (0% and 3.0 nm, respectively) attributed to the finite size and fabrication imperfections. The
well-overlapped Fano fitting curve (yellow solid line) with the measured transmittance spectrum validates a
typical quasi-BIC resonance. (b) Electric field enhancement distribution within one unit cell. The maximum
electric field enhancement factor is 49.4, i.e., 2440 times for the intensity enhancement, supporting strongly
enhanced water absorption. (c) Representative scanning electron microscopy image of the fabricated meta-
surface. The array size is 500 µm. (d) Depiction of the major forces acting on the trapped particles suspended
in deionized water for the off-resonant condition. tho, thermo-osmosis; buoy, buoyancy; thp, thermophoresis.
(e) Simulated temperature field distribution of the xz plane for off-resonant conditions and (g) for on-resonant
conditions. Black dash lines mark the lines from which the spatial temperature rise curves in f are extracted.
(f) Temperature rise in z direction for off-resonant and on-resonant conditions. z = 0 is the surface of the glass
substrate. (h) Forces exerted on a 500 nm PS bead. Fdragz corresponds to the Stokes drag force resulting from
the fluid flow, which is composed of Fbuoyz and F thoz . The direction of the thermophoretic force is reversed as
−F thpz for a better comparison. A correction factor is used for the thermophoresis due to the hydrodynamic
boundary effects [38, 39]. The star and circle symbols represent the balance point for off and on-resonant
conditions, respectively. (i) Zoom-in temperature field distribution of the xz plane, superimposed with vectors
of the total force exerted on a 500 nm PS bead for off-resonant conditions and (j) on-resonant conditions. The
star symbol in (i) and the circle symbol in (j) denote the same symbols in (h).

To understand the modulation of the heat distribution by the quasi-BIC resonance, we numerically solved
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the temperature field by COMSOL Multiphysics. The temperature field in the system is determined by

solving the steady-state heat equation given by

∇ ·
[
−κ∇T (r)+ρcpT (r)u(r)

]
= q(r) (4.4)

The first term on the left corresponds to heat conduction, while the second term corresponds to heat convec-

tion depending on the velocity of the flow. T (r) and u(r) are the spatial temperature and fluid velocity field,

respectively; κ,ρ and cp are the thermal conductivity, density, and heat capacity of the materials, respec-

tively; and q(r) is the heat source density giving by the heat dissipated per unit volume. In our system, q(r)

is comprised of two parts. The first part comes from the light absorbed by the bulk water modeled by [81]

q(r) = P0
αc

2πσ2 e−
(

r2

2σ2

)
e−αcz (4.5)

αc =
4πκ̄

λ
(4.6)

where P0 is incident laser power, λ is laser wavelength, αc is the attenuation coefficient of water, κ̄ is the

imaginary component of the refractive index of water. σ is defined by w0 = 2σ which is the waist radius

of the Gaussian beam. The second part comes from the light absorbed by the water near the nanoantennas

when the quasi-BIC resonance is excited. For computational simplicity, we approximate the heat dissipation

obtained from electromagnetic calculations as uniform at each hotspot while taking into account the spatial

Gaussian distribution of the incident laser beam.

To better compare the heat distributions when on and off resonances, we simulate the temperature fields

for the two cases, as shown in Figure 4.3(e) and 4.3(g), respectively. The temperature drops from the middle

of the chamber down to the substrate. Therefore, particles experience a positive thermophoretic force [264]

which pushes particles towards the substrate and acts as the main mechanism to confine particles in the axial

direction. Since the thermophoretic force [220] is proportional to ST ∇T where ST is the Soret coefficient,

the confinement stability depends on the temperature gradient in the axial direction. Although the highest

temperature rise increases from 38 K to 56 K, the location of the highest temperature rise changes from the

chamber center in the off-resonant condition to the vicinity of the substrate under the on-resonant condition

due to the strong heating effects from the resonators, as depicted in Figure 4.3(f). Therefore, the temperature

gradient in the axial direction is decreased significantly in the on-resonant condition, leading to decrease of

the downward thermophoretic force.

Based on the aforementioned temperature field analysis, we describe the particle dynamics as follows.

The key forces acting on the trapped particles suspended in deionized water are depicted in Figure 4.3(d).
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The positive thermophoretic force −F thp pushes particles from the middle down towards the substrate in the

axial direction. The drag force−Fbuoy from the buoyancy-driven convection bring particles towards the center

in the lateral direction and take particles away from the substrate in the axial direction. The thermo-osmotic

flow is generated due to the lateral temperature gradient close to surface. The related drag force−F tho moves

particles in the same direction as the buoyancy-driven convection. In the lateral direction, particles can be

confined at the center by these centripetal flows [270]. In the axial direction, these two upward drag forces

balance with the downward positive thermophoresis at around 2.4 µm above the substrate, as marked by the

star symbol in Figure 4.3(h) and 4.3(i). When a particle is transported to within 2.4 µm from the substrate,

it can be further pushed down and confined close to the substrate as the total force points down. However,

under on-resonant conditions, the thermo-osmotic flow becomes much stronger due to the increased lateral

temperature gradient while the axial thermophoretic force F thpz becomes weak attributed to the decreased

axial temperature gradient. Such a situation leads to a shift of the balance position to only around 70 nm

above the substrate, as shown by the circle symbol in Figure 4.3(h) and 4.3(j). This observation indicates

that it’s hard to confine a particle unless the particle is very close to the substrate, as the total force points

up above 70 nm. Thus, we expect a much lower stability for particle aggregation when on resonance. In

addition, when the quasi-BIC mode is excited, the short-range optical gradient force derived from the highly

enhanced electric field may be another mechanism to pull particles to the hotspots. However, we note that

in this work, the thermal forces and increased Brownian motion dominate the dynamics of the particles at

on-resonant conditions due to the strong heating effects. Thus, during on-resonant condition, the particle

aggregation disappears as depicted in Figure 4.4(c).

Next, we experimentally investigate the dynamics of particles in our system. We compare the evolution

of particle aggregation with illumination time when the input wavelength is near-resonant (1545.3 nm) and

off-resonant (1551.3 nm), as shown in Figure 4.4(a) and 4.4(b). It can be found that particles are concen-

trated in a faster manner for near-resonant illumination. More specifically, the time to concentrate particles

to reach a similar number of aggregated particles in the near-resonant condition is only two-thirds of that

for the off-resonant condition. This agrees with the aforementioned flow velocity measurements. Moreover,

the particle cluster is packed more tightly in the near-resonant condition as shown in the last frame of Fig-

ure 4.4(a) and 4.4(b). We attribute this to the stronger thermal-induced flow directed towards the center due

to stronger heating effects, which exerts larger drag forces on the particles. Notably, approaching the res-

onance condition does not necessarily improve particle aggregation. The particle cluster at different input

wavelengths is shown in Figure 4.4(c). The cluster is packed more tightly from 1553.3 nm to 1546.3 nm as

we are approaching the resonance represented by the effective particle distribution region marked by the red

circles. However, the concentrated particles start to be lost when the input wavelength is closer to resonance
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(1545.3 nm) in which the number of particles is decreased, while the cluster packing is even more tightly

packed. For the on-resonant condition (1544.3 nm), the particles can not be aggregated anymore. We note

that the slightly different resonance position from the spectra measurement (Figure 4.3(a)) comes from the

sample loading process as this symmetry-BIC mode is sensitive to the incident angle33. Three nanometers

away from resonance (1541.3 nm), the particle cluster appears again. This observation clearly prove our

aforementioned analysis of the particle dynamics. The mechanism for these phenomena is two-fold. First, at

resonance (or very close to resonance), the temperature gradient in the axial direction near the metasurface

is no longer strong enough to stably confine particles to the substrate by the positive thermophoresis, as seen

in Figure 4.3(e)-(g). Second, the thermal-induced fluid flow from both the buoyancy-driven convection and

thermo-osmosis is stronger, resulting in stronger drag forces in the axial direction to take particles away from

the substrate, as seen in Figure 4.3(h)-(j). We anticipate this can be improved by suppressing the quasi-BIC

mode properly to reduce the heating effects from the high electric field enhancement, for example, a larger

tilt angle θ for our case.

Finally, to further validate our analysis, we added a cationic surfactant, (cetyltrimethylammonium chlo-

ride, CTAC) to the nanoparticle colloid to experimentally investigate the temperature distribution when on

and off resonances. CTAC has been widely used for reversing the sign of the effective Soret coefficient, i.e.,

attracting particles towards hot regions [73]. CTAC molecules adsorbed on the PS particle surface can form

a positively charged molecular double layer. Simultaneously, CTAC molecules self-assemble into micelles

when above the critical micelle concentration (0.13 – 0.16 mM). As reported in ref [73], when the CTAC

concentration is below ∼2 mM, a thermoelectric field is generated to attract particles towards the hot region.

When the CTAC concentration is above 2 mM, the depletion of the CTAC micelles plays a key role in at-

tracting particles due to the generation of the depletion-attraction force (DAF). In brief, DAF is an osmotic

pressure exerted on particles to attract them towards hot regions due to the concentration gradient of micelles

generated from the migration of micelles from hot to cold regions [271]. In our case, we consider the latter

mechanism as the CTAC concentration in our experiments is 5 mM.

Figure 4.5 shows different particle distributions for on and off-resonance cases, respectively. This verifies

our aforementioned discussions that the temperature field distribution is modified by the quasi-BIC resonance

of the nanoantennas. For the off-resonant condition, particles are hard to be aggregated on the substrate at

low laser power (Figure 4.5(a)) as they are attracted towards the hot center at the center of the chamber

(see Figure 4.3(e)) by the DAF. At high power (Figure 4.5(c)), however, particles are aggregated again as

the positive thermophoresis overcomes the DAF to push the particles down. On the other hand, for the on-

resonant condition, since the hot center is close to the substrate, particles are aggregated at low power (Figure

4.5(b)) but show a ring-like localization at high power (Figure 4.5(d)). This transition from accumulation to

100



Figure 4.4: Experiment results for particle aggregation. All data are obtained under a 40x objective lens. The
laser power fluctuates around 270 mW. (a) Evolution of particle aggregation with illumination time when the
input wavelength is near-resonance (1545.3 nm) and (b) off-resonance (1551.3 nm). Particles are aggregated
more rapidly and packed more tightly in the near-resonant condition. (c) Evolution of particle aggregation
with illumination wavelength. The cluster is packed more tightly when approaching resonance, while the trap
starts to lose particles when very close to resonance. No particles can be aggregated on resonance. Particles
are aggregated again when away from resonance.

ring-like distribution is due to the interplay between the thermophoresis and DAF and has been reported by

several research groups where the hot spot was located at the top wall of the chamber and the concentration

of the added polymers was varied [271, 272]. In these works, the chamber height was usually less than 10

µm to suppress thermal convection. In a very recent work, David Simon et al. reported that the transition can

also happen between low and high laser power [273]. We emphasize that the positive thermophoretic force in

this experiment is strong enough to repel particles in the lateral direction to generate the ring-like distribution

when the quasi-BIC mode is excited and the temperature is higher. This enhanced positive thermophoresis

is attributed to the following reason. The magnitude and even the sign of the ζ potential of the particles

can be significantly modified by the adsorbed surfactant molecules55. In our experiments, the ζ potential
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of the 500 nm PS beads is modified from -40 mV suspended in deionized water to +88 mV with the CTAC

concentration of 5 mM. If we neglect the permittivity and salinity gradients, the thermophoretic mobility

[222, 266] of the particle is proportional to ζ 2. In this case, the natural thermophoretic force repelling

particles from the hot center increases up to around five times. We expect this ring-like distribution can be

beneficial for concentrating particles at cool regions as well as separating different particles [272].

Figure 4.5: Experiment results for CTAC solution. CTAC concentration is 5 mM. All data are obtained
under a 10x objective lens. (a) Particles are hard to accumulate at low power (300 mW) and (c) aggregated at
high power (420 mW) for the off-resonant condition (1560.3 nm). (b) Particles are aggregated at low power
(300 mW) and (d) localized as a ring at high power (420 mW) for the on-resonant condition (1544.3 nm).
The aggregation is not as tight as that of previous experiments in deionized water mainly due to the stronger
thermophoresis repelling particles from the center.

4.5 Discussions

Besides manipulating microfluidic dynamics, we expect the system we have proposed combining optofluidics

and high-Q all-dielectric nanostructures can offer significant potential for biosensing applications. Compared

with dielectrics, the nonradiative absorption resulting from the Ohmic losses of metals naturally limits the

Q of the resonance, which is crucial for ultrasensitive sensing [274] and lasing applications [275]. Hatice

Altug et al. have demonstrated several works employing all-dielectric quasi-BIC metasurfaces as label-free

nanophotonic biosensors [9, 10, 259, 260], which have presented promising sensing performances. How-

ever, in these systems, the analytes are immobilized on the sensor surface through either dropping droplets,

spin coating, or pressure-driven flow. We expect that the ability of our system to concentrate particles sus-

pended in the liquid can further push down the detection limit of such quasi-BIC-based biosensors and in

situ refractometric detection is also possible. What’s more, due to the strong near-field enhancement, quasi-

BIC metasurfaces have been demonstrated to boost surface-enhanced Raman and fluorescence spectroscopy

[276, 277]. Benefiting from the more broadly spectral operation range of resonant dielectric nanostructures

[274], this system can well separate the operation wavelengths between the optofluidic transport and the

high-sensitivity particle detection. Therefore, this system may provide a high signal-to-noise ratio detection

as well as quenching-free fluorescence spectroscopy which is a fundamental limit in plasmonics [278].

102



In summary, we have introduced and demonstrated the nanoscale control of temperature and fluid motion

in an all-dielectric system. Owning to the high Q and strong electromagnetic field enhancement of the quasi-

BIC mode, we present precise control of the fluid velocity up to three times by simply tuning laser wavelength

within several nanometers. We also show long-range (millimeter-scale) and rapid (tens of micrometers per

second) particle transport and aggregation. The undesired reduction of aggregation stability at resonance

is observed and attributed to the modified temperature field which is altered by the strong heating effects

from resonant quasi-BIC nanoantenna elements. This can be improved by slightly suppressing the quasi-BIC

mode, for example by illumination with the wavelength slightly away from the resonance or increasing the

tilt angle of the nanoantennas in our case. By implementing a physical model, we numerically show how

the quasi-BIC resonance altered the temperature field and fluidic dynamics at the nanoscale. Moreover, af-

ter adding a cationic surfactant, CTAC, to the nanoparticle colloid, the totally different particle aggregation

distributions for on and off-resonant conditions further validate our analysis. The ring-like particle aggre-

gation that arises on resonance also provides potential applications for trapping and separating particles in

low-temperature regions.

In addition, we propose that this system can become a powerful tool in colloid science and life science.

Although we show aggregation of polystyrene beads down to 200 nm, we expect the same effect can have

generality in particle size, shape, and composition, for example for sub-100nm nanoparticles. This can offer

many opportunities in biology and medicine such as for the concentration and detection of extracellular

vesicles and viruses. What’s more, as we have discussed, the combination of optofluidics and high-Q all-

dielectric nanostructures can have great potential in boosting the sensitivity of biosensors benefitting from

synergistic effects of effective particle aggregation and strong electromagnetic field enhancement in the near

field.

4.6 Appendix

Metasurface fabrication: All samples were fabricated on square glass wafers (the glass is from Präzisions

Glas & Optik GmbH, with a thickness of 0.7 mm) with a side length of 1.5 cm. Amorphous silicon (a-Si) films

with a thickness of 190 nm (measured by visible-NIR ellipsometry) were deposited onto the glass wafers by

plasma-enhanced chemical vapor deposition (Trion Orion), followed by the spin coating of a double layer of

polymethyl methacrylate (PMMA) resist of different molecular weights (495K A2 and 950K A4) and resistive

physical vapor deposition (Angstrom Amod) of a 10 nm chromium conduction layer. The 500 µm by 500 µm

patterns were transferred to the resist by 30 keV electron beam lithography (Raith eLiNE), after which the

sample was dipped first in the chromium etchant to remove the conduction layer and then in the MIBK/IPA

1:3 for development. A chromium hard mask (10 nm thickness) was vertically deposited via electron-beam
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physical vapor deposition (Angstrom Amod) followed by the wet-chemical lift-off in NMP 1165 remover on

the 80◦C hot plate overnight. Finally, patterns were subsequently transferred into the underlying a-Si layer

by fluorine-based dry plasma etching (Oxford PlasmaPro 100 Cobra) with the chromium hard mask residue

removed by the chromium etchant.

Surface treatment: To prevent the fluorophore-labeled polystyrene beads (Sigma-Aldrich, negatively

charged in the deionized water) from getting too close to the sample surface due to electrostatic interactions

and then stuck by the Vander Waals force in the deionized water, we treated the sample surface to make it

negatively charged. The sample was first dipped in the 3 mM polystyrene sulfonate (PSS, Sigma-Aldrich)

polymer colloid for 10 minutes followed by a rinse with deionized water. Then the sample was dipped in the

1 M potassium chloride (KCL) solution for 10 minutes followed by a rinse with deionized water.

Chip encapsulation: The treated sample was carefully covered by a thin glass coverslip separated by

a double-layer adhesive film with an average thickness of 160 µm that sealed the microfluidic chamber.

Polystyrene bead colloids with different concentrations were injected into the chamber by syringes.

Optical simulations: The numerical simulations of the spectra and field distributions were performed by

commercially available software (Ansys Lumerical FDTD 2021 R2) using a finite-difference time-domain

(FDTD) solver. Periodic boundary conditions were used in the x and y directions, while PML boundary

conditions were used in the z direction. The Anti-Symmetric boundary conditions were applied in the x

direction to save memory and simulation time. A maximum mesh step of 10 nm was set for the resonator

region while a mesh accuracy of “5” was set for the rest. The simulation time was set to 105 fs and the auto

shutoff min was set to 10−6 to ensure a good convergence of the resonance. The material properties were

taken from the Palik dataset included in the software.

Multiphysics Simulations: The temperature and flow field distributions were calculated by the commer-

cially available software COMSOL Multiphysics 5.6.

The dimension of the whole simulation region was set as 200 µm× 200 µm× 360 µm. To mimic the

encapsulated chip, the materials from top to bottom were glass, water, and glass, with thicknesses of 100

µm, 160 µm, and 100 µm, respectively. A four-fold symmetry (i.e., only a quarter of the whole region was

simulated) was applied to reduce the memory requirement and save the simulation time. In other words, the

whole area we calculated for was 400 µm× 400 µm. Two stationary steps solved Heat Transfer in Solids

and Fluids and Laminar Flow studies sequentially.

The Heat Transfer in Solids and Fluids study solved the temperature field distribution. The Temperature

(293.15 K) boundary condition was set for all the outer boundaries. The thermal conductivity of water and

glass was set as 0.598 and 1.38 W/(m ·K), respectively. The heat capacity of water and glass was set as

4200 and 840 J/kg ·K, respectively. As we have discussed in the main text, the heat sources are composed of
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two components: absorption from the water bulk (global) and the water layer close to the resonators (local).

Therefore, we defined the two types of heat sources separately. The Soret coefficient of a 500 nm PS bead56

was set as 1.0 K−1.

The Laminar Flow study solved the electrothermal flow induced by the temperature gradient and only the

water region was included. The upper boundary was set as Wall with no slip while the surrounding boundaries

were set as Open Boundary. As discussed by Martin Fränzl et al [266], to account for the thermo-osmotic slip

flow the lower boundary was defined as a wall with a slip velocity. The Thermal slip coefficient σT was set

as 0.02 assuming a surface zeta potential of -100 mV [279]. The expression of Volume Force was expressed

below which represents the buoyancy-driven convection force:

F = gρ0β (T ) [T (r)−T0] Ẑ (4.7)

where T0 = 293.15 K,g,β (T ) are the gravitational constant, and thermal expansion coefficient of water,

respectively.
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CHAPTER 5

Quasi-BIC metasurfaces at mid-infrared: Principles and applications

Metasurfaces governed by BICs are actively investigated for achieving high-quality factors and strong elec-

tromagnetic field enhancements. Traditional approaches reported for tuning the performance of quasi-BIC

metasurfaces include tuning the resonator size, period, and structure symmetry. In Sention 1 of this chapter,

my collaborators and I propose and experimentally demonstrate an alternative approach through engineer-

ing slots within a zigzag array of elliptical silicon resonators. Through analytical theory, three-dimensional

electromagnetic modeling, and infrared spectroscopy, systematical investigations are made on the spectral

responses and field distributions of the slotted metasurface in the mid-IR. The results show that by intro-

ducing slots, the electric field intensity enhancement near the apex and the quality factor of the quasi-BIC

resonance are increased by a factor of 2.1 and 3.3, respectively, in comparison to the metasurface without

slots. Furthermore, the slotted metasurface also provides extra regions of electromagnetic enhancement and

confinement, which holds enormous potential in particle trapping, sensing, and emission enhancement. Then,

inspired by the novel slots effects in these elliptical resonators, my collaborators and I propose and experi-

mentally demonstrate the Single-peak narrow-band thermal emission of light based on a plasmonic quasi-BIC

metasurface in Sention 2 of this chapter. The critical coupling condition is carefully engineered between the

intrinsic material loss and the radiative loss of the quasi-BIC mode, resulting in an ultra-narrowband emission

peak with a Q factor of approximately 42 and emissivity of 0.56 for a 500 µm pattern under 300◦C. This level

of performance is not achievable in traditional metallic designs. By introducing slots, we have been able to

achieve an even higher Q of approximately 53, with the peak emissivity remaining high at 0.4. This design

allows for a designable single-frequency peak ranging from 3 µm to 13 µm while having a relatively simple

fabrication process.

5.1 Engineering an all-dielectric quasi-BIC metasurface by slots

5.1.1 Introduction

Yang, Sen, et al. ”Engineering Electromagnetic Field Distribution and Resonance Quality Factor Using

Slotted Quasi-BIC Metasurfaces.” Nano Letters 22, no. 20 (2022): 8060-8067.

Creation of strong electromagnetic field enhancements is essential in nanophotonics and optical devices

used for many applications such as biosensing, lasing and quantum information [280]. Plasmonic nanos-

tructures harness the collective oscillation of conduction electrons sustained in metallic nanostructures to

generate highly enhanced and tightly confined electromagnetic hotspots in the vicinity of the metallic nanos-
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tructures. However, the non-radiative absorption resulting from the intrinsic (ohmic) loss of metals naturally

limits the quality factor (Q) of the resonance [281, 282], which is crucial for ultrasensitive sensing and lasing

applications [202, 275]. Some efforts have been made towards leveraging Fano resonances induced through

interference between plasmonic resonances [283] and the collective diffractive modes in a nanoantenna array

[284], though the typical Q is still relatively low [285] (Q < 100). We note that some recent works [286, 287]

based on surface lattice resonances in plasmonic nanoparticle arrays reported high Qs, with a record-high

of 2340 [288], although the energy dissipation is still not avoidable, which inevitably leads to photothermal

heating of the plasmonic elements [217]. In parallel, to circumvent the issue of intrinsic loss in plasmonic

nanostructures, high-index dielectric materials with low absorption have recently been studied as a promising

alternative for light manipulation at the subwavelength scale [289–291].

Recently, the concept of bound states in the continuum (BIC) has emerged as a powerful approach for

realizing high Qs and high field enhancements in all-dielectric metasurfaces. BICs are wave solutions em-

bedded in a radiative continuum but are completely decoupled from the radiating waves. The concept of BIC

was first proposed in quantum mechanics by von Neumann and Eugene Wigner in 1929 [53] and was then

expanded to other fields of wave mechanics, such as optics and acoustics [4]. BIC in optics refers to a kind of

non-radiating state of light and has been demonstrated in many structures, such as photonic crystals [54, 292]

and optical waveguides [55]. An ideal BIC has no outcoupling, making the true BIC modes inaccessible. If

the outgoing radiation is minimized while not totally vanishing, a sharp peak can be observed in the spectrum

with a finite Q. Such a case is called a quasi-BIC. Recently, all-dielectric metasurfaces are being investigated

as a versatile tool to realize quasi-BIC in finite structures. Such low-loss platforms are highly promising

for high-Q resonances comparable to photonic crystals (102-107) [257] and in some systems, the resulting

strong field enhancements are comparable to or even higher than those reported in plasmonic nanostructures,

providing opportunities for a variety of applications including lasing [185, 258, 293], biosensing [9, 10, 259],

low power nano-optical trapping of particles [76, 241], and nonlinear harmonic generation [180–182, 261].

Currently, the mainstream method [8] of tuning the resonance of a quasi-BIC metasurface is to engineer

the structure symmetry of individual resonators [6] or via parameter tuning such as modifying the dimensions

of the metasurface elements to excite supercavity modes [294, 295]. In this work, we propose and experi-

mentally demonstrate a new mechanism to improve the quasi-BIC resonance of an all-dielectric metasurface

by introducing slots into elliptical silicon resonators arranged in a zigzag array [9]. The “normal” slot effect

stems from the continuity of the normal component of the electric displacement field at high index-contrast

interfaces. It has been widely leveraged to expose and enhance electromagnetic fields confined in high index

materials [296–298]. In our work, besides this well-known slot effect, we demonstrate that introducing slots

can also effectively increase the local electromagnetic fields close to the apexes of the constituent elliptical
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resonators as well as the Q of the existing quasi-BIC resonance. In addition to these, the slots also provide

extra field enhancement and confinement regions due to the “normal” slot effect. Instead of introducing slots

to break the symmetry and transition a true BIC to a quasi-BIC mode [299, 300], we here engineer a quasi-

BIC system, and the slots are symmetrically introduced to retain the symmetry. Our slotted design therefore

opens the door for designing quasi-BIC governed metasurfaces and are especially suitable for applications

where high Q and multiple hotspots (i.e., electromagnetic field confined and enhanced regions) are desirable,

such as lasing, nonlinear optics, optical trapping and photonic metasensors [301].

5.1.2 Working principle and experimental set-up

The system we have studied is a symmetry-protected quasi-BIC-governed all-dielectric metasurface com-

prised of elliptical silicon resonators arranged in a zigzag array. First, we symmetrically introduce 1, 2, and

3 slots into each silicon resonator (see Figure 5.1 and 5.2), respectively, and simulate their optical responses

including reflectance spectra and electric field distributions. We prove that the Q and the maximum electric

field intensity enhancement increase with introducing slots, up to 3.3 times and 2.1 times, respectively, when

adding three slots in each resonator. Both Fourier-transform infrared (FTIR) spectroscopy and laser-based

spectroscopy are carried out to cross-validate the simulated spectral responses. Next, we implement the opti-

cal nanoantenna theory to qualitatively understand the influence of slots on the spectral response. We further

investigate the effects of slot geometry for the 1 slot case, which can be predicted by the optical nanoan-

tenna theory. Moreover, our presented methodology is also readily extendable to other dipole-based resonant

systems. We also note that this work is different from our prior work in Ref. [241], where a theoretical

description of the self-induced back-action optical trapping in a quasi-BIC system was performed.

Our all-dielectric metasurface comprises slotted silicon elliptical resonators with a tilt angle arranged

in a zigzag array on a magnesium fluoride (MgF2) substrate, as shown in Figure 5.1(a). Since one of the

applications we propose is biosensing, we design our metasurface to support a resonance at 6 µm free-space

wavelength near the frequencies of the amide I and II vibrational bands for proteins. Three slots are introduced

into each resonator, with one located at the center and the other two at the upper and the lower portions of

the resonator, as shown in Figure 1c. To be consistent, we refer to this slotted system as the “3 slots” design,

and similarly, we have “0 slots”, “1 slot”, and “2 slots” designs (see Figure 5.2 for details). To understand the

generation of the quasi-BIC mode, we consider the two inverted electric dipoles (black arrows in the dash box

of Figure 1b) excited in the two resonators of a unit-cell by an x-polarized plane wave. We decompose each

electric dipole into two components px and py. Although py is dominant in each resonator, their directions are

inverted in the two resonators, which results in them cancelling each other out and thus, are decoupled from

the radiative continuum. When the tilt angle is small, the overall radiative loss is suppressed significantly,
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and only the px component is found in the reflected light field. Hence, a narrow reflectance peak, as well as

a high field enhancement can be obtained.

Figure 5.1: Design and measurements of the all-dielectric metasurface. Schematic illustration of (a) the
metasurface illuminated with a collimated light beam and (b) a zoom-in view of four unit-cells of the meta-
surface. The metasurface comprises rectangular lattices (periods, Px = 4247 nm,Py = 2448 nm) of dimers
formed by two slotted elliptical resonators with a tilt angle of θ = ±20◦. The region in the black dash box
depicts the electric dipoles (ED) induced in the resonators. The incident light is x-polarized plane wave. The
yellow and red dash arrows represent the two components px and py, respectively. (c) Schematic of a unit cell
showing silicon elliptical resonators sitting on the magnesium fluoride (MgF2) substrate. The geometrical
parameters: a = 2124 nm,b = 1040 nm,w1 = 600 nm,w2 = 365 nm, l1 = 180 nm, l2 = 130 nm,H = 700 nm.
The slot centers are aligned with the long axis of the ellipse to maintain the structure symmetry. (d) Ex-
perimental set-up used for transmission laser-based spectroscopy. M1-M4, mirrors; QCL, quantum cascade
laser. (e) Representative SEM image of the “2 slots” sample. The roughness of the surface results from the
deposited chromium thin film which works as a charge dissipation layer for better imaging quality.

5.1.3 Optical characterization

The first noticeable improvement of adding slots is the increased Q. Compared to the “0 slots” design, a

dramatic increase in Q by as much as a factor of two appears when at least one slot is added into the original

resonator. The Q continues to increase for the “2 slots” and “3 slots” cases, as depicted in Table 5.1. In those

simulations, we used a tilt angle (θ ) of ±20◦ so that they could be directly benchmarked with Ref. [9]. We

find that the simulated Q of the “0 slots” design is comparable to the reported value (∼ 200), while our slotted

design exhibits significantly improved Qs.

In addition to the spectral properties, the field enhancement of quasi-BIC modes is also substantially

improved by introducing slots. While the highest field enhancement of all designs is located close to the

resonator apex due to the collective resonance [9, 58, 302], the field enhancement values are different: the

field enhancement at the apex increases with respect to the number of introduced slots, as shown in Figure

5.2(b)-(e). We attribute this to the fact that the Q increases with additional slots, and thus the increased local
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density of states leads to the higher local electric fields46. Besides the field confinement at the apex, the

slot effect confines and enhances the electric field in the slots due to the high relative permittivity of silicon.

The electric field vectors in slots are oriented along the long axis of the ellipse, denoting the resonances as

electric dipoles. To better understand the mechanism of the quasi-BIC mode, we performed the multipole

decomposition analysis of the “1 slot” design following referenced procedures [296, 303–306]. The multipole

decomposition shows that only the electric dipole component has contributions before and after adding the

slot (Figure 5.2(f)), validating that the nature of the modes is maintained. The increased field enhancement

of the slotted design is also manifested in the larger electric dipole component.

Figure 5.2: Optical characterization of the all-dielectric metasurface by numerical simulations. (a) Re-
flectance spectra of “0 slots”, “1 slot”, “2 slots”, and “3 slots” designs. (b) - (e) Electric field enhancement
distributions of xy plane at z = 350 nm for “0 slots” to “3 slots” designs, respectively. The electric field vector
plot is superimposed on the field profile. Arrow length represents the magnitude of the electric field. (f)
Multipole decomposition analysis shows the dominant electric dipole component. The nature of the mode
preserves for the slotted designs. The multipole decomposition is applied to the region enclosed by the white
dashed rectangle in (c). The solid line corresponds to the “0 slots” design while the dashed line is for the “1
slot” design.

Quantitatively, we compare the field enhancements of different slotted designs by extracting |E|/ |E0|

at the apex and the slot center. It can be found that by simply adding three slots, the maximum electric

field enhancement at the apex is increased up to 53.1, i.e., 2820 times for the intensity enhancement, which

is 2.1 times of the intensity enhancement of the original “0 slots” design, as shown in Table 5.1. Thus,

introducing slots provides a simple way to enhance the local field and Q, which is vital importance for lasing.

Furthermore, the added slots provide extra “hot spots” for strong interaction between fields and particles or

molecules as these slots all have a significant field enhancement. In contrast, the only effective regions of the

“0 slots” resonator original design are at the apexes, with the central part of the resonator having almost no

accessible field enhancement. The electric field in the middle slot of the “3 slots” design is even comparable
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to that at the ellipse apex of the “0 slots” design. Therefore, these extra “hot spots” offer significant potential

for applications such as optical trapping, biosensing, and emission enhancement. For example, considering

an application of sensing protein molecules51, the inner walls of the three slots increase the total surface area

where protein molecules can bind within a high field localization region. To quantify this improvement, we

define the average surface enhancement δ as the integral of the electric field intensity enhancement over the

total accessible surface area normalized by the area of one unit-cell. δ is expressed as:

δ =
1

PxPy

∫∫
A
(|E|/ |E0|)2 da, (5.1)

where A is the surface area of an ellipse plus that of the inner walls of the slots for slotted designs. The “3

slots” design increases δ by a factor of 2.25 compared with the original “0 slots” design, as shown in Table

5.1. This increased average surface enhancement is promising for applications requiring spatial overlap

between the local field and the target. As an example, we illustrate how it facilitates biomaterial sensing

application, e.g., monolayer protein detection. Following the discussions by Aurelian John-Herpin et al. [40],

we simulated an ideal situation where the (slotted) metasurface is coated by a conformal protein monolayer.

Detailed discussions are shown in Figure 5.5.

0 slots 1 slot 2 slots 3 slots
Q 185 367 463 613

max[|E|/|E0|] at apex 36.5 44.0 48.0 53.1
[|E|/|E0|] at slot center NA 34.2 28.6, 35.8 32.8, 39.2, 32.8

Average surface enhancement δ 139.8 296.9 364.6 453.9

Table 5.1: Resonance response comparison for “0 slots” to “3 slots”.

5.1.4 Experimental measurements

To validate our design principle, we fabricated large-scale (0.5 mm by 0.5 mm array) patterns and performed

spectroscopy measurements with a representative SEM shown in Figure 5.1(e). To be compatible with our

spectral resolution, we tune the geometry parameters with a tilt angle of θ = ±35◦ for “0 slots” to “2 slots”

designs, with the simulated transmittance spectra shown in Figure 5.3(e). We first measured the samples with

FTIR (Figure 5.3(a)), and the experimental results confirm that spectra of the slotted designs have a narrower

linewidth and shift to a larger wavenumber compared with the “0 slots” structure. However, the broadband

light source (a glowbar lamp) used in FTIR caused unavoidable beam divergence: the spectral responses

acquired are an integration of responses at different incident angles. As reported in Ref. [259], the resonant

response of this zigzag quasi-BIC metasurface is highly sensitive to the incident angle. Therefore, the beam

divergence broadens and damps the resonance, and the slotted designs are more sensitive to it, damping the
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resonances more severely. Although the FTIR results do not provide quantitative linewidth information, they

still qualitatively validate our numerical simulations that adding slots would increase the Q and shift the

resonance to larger wavenumbers (Figure 5.3(e)).

To obtain the spectral response of samples without the influence of such large beam divergence, we per-

formed transmission laser-based spectroscopy with a tunable quantum cascade laser (QCL). The experimental

set-up is shown in Figure 5.1(d). The beam divergence of the QCL is only 2 mrad, which can be safely ne-

glected, allowing us to determine the lineshape of the quasi-BIC resonances more precisely. Indeed, we find

that the full width at half maximum (FWHM) of all samples measured with the QCL is smaller than the values

observed via FTIR measurements. Note that the trend of the QCL measurements remains consistent with the

FTIR measurements, and the slotted designs exhibit higher Qs than the “0 slots” designs. More specifically,

the Q of the “0 slots” structure is determined to be 84 with an FWHM of 18 cm−1 (Figure 5.3(b)), which

agrees well with our numerical simulation (Q of 93 and FWHM of 16 cm−1). The Q of the “1 slot” sample is

increased from 84 to 197 (Figure 5.3(c)). Furthermore, the Q of the “2 slots” design is even higher (373±80),

and the linewidth (4.2± 0.9 cm−1) is approaching our instrumental limits (∼ 1 cm−1), as shown in Figure

5.3(d). The extracted resonance properties are tabulated in Table 5.2. We assume the relatively large differ-

ence between the QCL measurement and the numerical simulation for the “2 slots” sample come from the

sample loading process and/or fabrication imperfections. Therefore, the laser spectroscopy measurements as

well as the FTIR measurements validate that the slotted designs manifest narrower linewidths and shift the

resonances to larger wavenumbers. Moreover, we anticipate comparable field enhancements in the actual

samples considering the good agreements between simulations and experiments.

Number of
slots

Resonance
frequency (cm−1)

Resonance
FWHM (cm−1) Q

max[|E|/|E0|]
at apex

Sim. Exp. Sim. Exp. Sim. Exp. Sim.
0 1488 1511

(0.3)
16 18 (1.2) 93.3 84 (5.6) 19.5

1 1513 1535
(0.2)

9 7.8 (0.9) 170 197 (23) 24.1

2 1519 1567
(0.3)

7 4.2 (0.9) 219 373 (80) 27.9

Table 5.2: Comparison between measurements and simulations. The standard deviation of the resonance
frequency and FWHM are extracted from Lorentz fitting, which is included in the parenthesis, and the corre-
sponding errors of the Q are calculated by the error propagation equation.

5.1.5 Optical nanoantenna model

To understand and predict the spectral response of the slotted design, we implement an effective impedance

model by regarding each silicon resonator as a nanoantenna based on the optical nanoantenna theory [307–
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Figure 5.3: Spectroscopy measurements on fabricated samples. (a) FTIR transmission measurements for “0
slots” to “2 slots” samples. The measured transmission is defined as Power metasurface / Power MgF2 substrate. (b-
d) Normalized transmission of “0 slots” to “2 slots” samples measured with the homebuilt laser spectroscopy,
respectively. The FTIR measurements in the frequency range of interest extracted from (a) are normalized
and plotted in corresponding figures as a comparison. The curve fittings are all performed with Lorentz fitting
by commercially available software Origin 2021b. (e) Simulated spectra for “0 slots” to “2 slots” designs.

313]. For simplicity, we assume that the dominant contribution of the near-field electric polarization comes

from the electric dipole moment. The resonator only has radiative loss and is positioned in a homogenous

background (i.e., air in this work). When only considering the radiative loss, generally a single dipolar

nanoantenna can be approximated with a series RLC circuit, associated with the intrinsic impedance of the

system expressed as [9]:

Zint = Rint− jXint = Rint− jωLint−
1

jωCint
, (5.2)

where j is the imaginary unit Rint is the intrinsic resistance and is contributed to by the radiative loss. Accord-

ing to Ref. [307], a dipolar nanoantenna with one loaded gap at the center can act as the series combination of

the intrinsic impedance and the load impedance when excited by an external plane wave with the electric field

parallel to the nanodipole axis. For positive values of the real part of permittivities for dielectric materials,

the optical impedance is capacitive. Since the silicon resonator is approximated as a dipole antenna with the

direction of the main dipole moment along the long axis of the ellipse, it’s reasonable to regard the original

“0 slots” resonator as a nanoantenna with a gap loaded with silicon (εr = 10.30), as shown in Figure 5.4(a).
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The load nanocapacitance is expressed as [308, 311]:

C0
slot 1 = ε0εrHb/w, (5.3)

When introducing a slot (i.e., the “1 slot” resonator), part of the gap is unloaded (i.e., filled with air) and

then the gap can be equivalent to a parallel connection of three capacitors, also seen in Figure 5.4(a). The

equivalent circuit model for the “1 slot” design is sketched in Figure 4b and the load nanocapacitance is now

given by:

Cslot 1 =CSi +Cair +CSi =
ε0H
w

[εrb− (εr−1) l] , (5.4)

When l = 0 (i.e., the air slot is not introduced), Cslot 1 =C0
slot 1 . The resonance peak is achieved when the

optical frequency ω equals to ω0, where ω0 is the open-circuit resonance frequency expressed as [309]:

ω0 =
1

XintCslot 1
(5.5)

When the slot length l is not 0,Cslot 1 is always smaller than the nanocapacitance of the ” 0 slots” design

C0
slot 1 . The resonance frequency ω0 thus increases, indicating the reflectance peak shifts to a larger wavenum-

ber. For this series RLC circuit, the Q is defined as Q = R−1
int

√
Lint /Csystem ∝

√
1/Csystem . Here, Csystem is

the series connection of Cint and Cslot 1 expressed as:

Csystem =
(
1/Cint +1/Cslot

1)−1
(5.6)

With a decreased Cslot 1 by introducing an air slot, the Q increases, explaining the narrower linewidth

of the reflectance spectrum of the “1 slot” design. For multi-slot designs (i.e., “2 slots” and “3 slots”), the

equivalent circuit model for the load is a series connection of capacitors (see Figure 5.4(c)) with part of

the load material changing from silicon to air by introducing air slots, leading to the decrease of the load

nanocapacitance Cslot . Therefore, the reflectance peaks shift to larger wavenumbers, and the Qs are higher

when we introduce more slots, as observed in Figure 5.2(a).

Next, we investigate the impacts of the slot size on both spectra and local field responses by exemplifying

the “1 slot” design with the effective impedance model. The continuous evolution of the spectra and the

electric field enhancement at the center of the slot are shown in Figure 5.4. When increasing the slot length l

with a fixed width w, the reflectance peak shifts to a larger wavenumber while the Q slightly increases as well,

as shown in Figure 5.4(d). When we increase the slot width w with a fixed length l, the reflectance peak shifts

to a larger wavenumber while the Q still slightly increases, as shown in Figure 5.4(f). Both behaviors are well
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Figure 5.4: Equivalent circuit models and size-dependent resonant responses of the “1 slot” design. (a) Load
nanocapacitance before and after introducing a slot to the resonator. Here w and l are the width and length
of the air slot, respectively. (b) Equivalent circuit model for the “1 slot” design. (c) Equivalent circuit model
for multi-slots design. Here letters R, L, and C stand for resistance, inductance, and capacitance, respectively
and “int” means intrinsic. (d) Spectra with different slot lengths l and the fixed width w = 180 nm. The solid
lines correspond to l = 300 nm to l = 700 nm from left to right. (e) Field enhancement at the center of the
slot with respect to different slot lengths in (d). (f) Spectra with different slot width w and the fixed length l
= 600 nm. The solid lines correspond to w = 100 nm to w = 400 nm from left to right. (g) Field enhancement
at the center of the slot with respect to different slot widths in (f).

predicted by the effective impedance model. According to Eq. 5.4, a wider gap w and/or a longer length l

would decrease Cslot
1, leading to a higher resonance frequency and a larger Q. Notably, length and width play

different roles in the field enhancement at the slot, as shown in Figure 5.4(e) and (g). A longer slot induces

a higher Q, thus having a higher field enhancement; while a wider slot has a lower field enhancement at the

center of the slot, mainly attributed to the continuity of the normal component of the electric displacement

field. We note that the electric field at the apex of the resonator arises when the Q increases, i.e., when w or l

increases.

5.1.6 Numerical demonstration for sensing applications

Previously, we have numerically and experimentally demonstrated the improved Q, field enhancement, and

average surface enhancement of our slotted designs. We here illustrate how those advantages facilitate bio-

material sensing, e.g., monolayer protein detection. For this purpose, we simulate the (slotted) metasurfaces

coated by a conformal protein monolayer (5 nm thick) following the methods Ref. [40]. To spectrally overlap

with the absorption peak of the protein monolayer, resonances of all designs are shifted to near 1660 cm−1,

where the Lorentzian resonance of protein permittivity locates (Figure 5.5(a)) [37]. The reflectance spectra

before and after coating the protein monolayer on the “0 slots” to “3 slots” designs (θ = 20◦) are shown

in Figure 5.5(b)-(e). It’s clear that the reflectance peak drops as more slots are added, indicating stronger
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absorption from the protein monolayer and thus improved detection sensitivity. To compare the absorption

intensity more directly, we shifted all the reflectance spectra after coating the protein monolayer to the same

position, and it can be found that the slotted designs enable appreciably enhanced absorption, as shown in

Figure S6f. To quantify the detection sensitivity, we define a figure of merit (FoM) as:

FoM =
∆R
R0
× ∆λ

λ0/Q
×100, (5.7)

where R0, λ0, and Q are the peak reflectance, resonance wavelength, and quality factor before coating the

protein monolayer, respectively; ∆R and ∆λ are the peak reflectance differences and resonance wavelength

shifts before and after coating the protein monolayer, respectively. The FoMs for “0 slots” to “3 slots”

structures are calculated as 7.63, 25.13, 33.86, and 45.51, respectively. The 6-fold difference of the FoM

between the “3 slots” design and the original “0 slots” design shows a pronounced improvement.

Figure 5.5: Sensitivity of detecting the protein monolayer. (a) Modeled refractive index of the protein
monolayer [40]. (b) to (e) Reflectance spectrum before (blue solid lines) and after (red solid lines) coating
the 5 nm conformal protein monolayer for “0 slots” to “3 slots” designs, respectively. (f) Reflectance spectra
of the “0 slots to “3 slots” designs coated by the protein monolayer are shifted to the same wavenumber
position for comparison.

5.1.7 Conclusion

In summary, we have proposed and experimentally demonstrated a new mechanism for tuning the resonant re-

sponse of a quasi-BIC-governed all-dielectric metasurface composed of elliptical silicon resonators arranged

in a zigzag array by symmetrically introducing slots into each resonator. We show that by introducing slots,
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the quality factor and electric field intensity can be enhanced by as much as 3.3 times and 2.1 times com-

pared with the original structure without slots, while the quasi-BIC mode is still preserved. Moreover, the

enhanced and spatially confined field in the slots provides extra electromagnetic “hot spots” for field-target

interaction. By implementing an effective impedance model based on the optical nanoantenna theory, we

analytically explain the spectral responses of the slotted metasurface. We envision that these results may find

many applications in low-threshold lasing, sensing, biomolecular trapping, nonlinear optics, and engineering

spontaneous emission. Our presented design methodology is also readily extendable to other dipole-based

single and periodic nanostructures.

5.2 Engineering thermal emission using a plasmonic quasi-BIC metasurface

5.2.1 Introduction

The development of inexpensive and efficient infrared light sources is highly desirable for a variety of ap-

plications, including free-space communications, infrared beacons, barcodes, and monitoring environmental

pollutants and toxins through molecular sensing metrologies like non-dispersive infrared (NDIR) sensing.

Thermal emitters typically have a broad spectrum determined by Planck’s law. Consequently, wavelength-

selective thermal emitters with a narrow bandwidth and high peak emissivity are of particular interest due

to the lack of cost-effective light sources in the mid- to long-wave infrared range. The principle of thermal

emission control is based on Kirchhoff’s law of thermal radiation, which states that the emissivity of an ob-

ject equals its absorptivity for a given frequency, direction, and polarization. By creating an optical resonance

and engineering the absorptivity at a specific frequency, a well-performing thermal emitter can be achieved.

Metallic nanostructures have been extensively studied in this regard; however, their strong free carrier ab-

sorption results in undesired emissions over a wide wavelength range, and the emission peaks are broadened

(Q < 10). Surface-phonon polariton resonances in polar materials are also promising candidates but have

intrinsic limitations such as the inability to tune the emission wavelength over a wide range. Thermal meta-

surfaces offer another promising avenue, as experimentally demonstrated in [126], with the ability to emit

arbitrarily polarized and unidirectional light. However, the optical properties of dielectric materials used in

these metasurfaces are dependent on temperature.

5.2.2 Design of the thermal emitter

The high-Q property of quasi-BIC metasurfaces suggests a solution to the narrowband and high-efficiency

thermal emitter. The reason can be understood as follows [125]. For an absorber (i.e., an emitter), the total

Q-factor Qtot is determined by the radiative Q-factor Qr and non-radiative Q-factor Qn with the relationship

Qtot =
(
Q−1

r +Q−1
n
)−1. High-Q efficient absorption requires (1) simultaneously high Qr and Qn and (2)
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Figure 5.6: Design of the plasmonic quasi-BIC metasurface. (a) Schematic diagram of the “0 slots” meta-
surface. (b) Schematic diagram of the “1 slot” metasurface. (c) Simulated absorptance spectra of the “0
slots” and “1 slot” metasurfaces illuminated by x and y polarized light. The thickness of the DyF3 and the
CdO layer is 650 nm and 400 nm, respectively. The geometrical parameters for the “0 slots” metasurface are
Px = 2100 nm,Py = 2100 nm,a = 1400 nm,b = 420 nm,H = 200 nm,θ = 6◦. The geometrical parameters
for the “1 slot” metasurface are Px = 2508 nm,Py = 2508 nm,a = 2006 nm,b = 401 nm,H = 200 nm,θ = 5◦.
(d) Representative SEM image for the “0 slots” metasurface.

critical coupling for the resonance, that is, Qr = Qn. In the design paradigm, efforts should be exerted not

only to increase Qr and minimize its degradation in the fabrication process but also to achieve a high Qn

and precisely engineer Qn to reach the critical coupling condition since either overdamping (Qn < Qr) or

underdamping (Qn > Qr) can decrease the absorptance dramatically.

Figure 5.7: Characterization of the emission directivity for the “0 slots” metasurface. (a) Absorption spectra
of the TM mode for a range of incidence angles. (b) Absorption spectra of the TE mode for a range of
incidence angles. (c) Polar plot of the emissivity (absorptance) at the band-edge mode (white dash lines in
(a) and (b)) for TM and TE modes.
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Inspired by the perfect absorber reported by J. Wang et al. [111], here we introduce a novel approach to

create a narrowband thermal emitter with a single peak using a mirror-coupled plasmonic quasi-BIC meta-

surface. The metasurface is composed of elliptical gold resonators arranged in a zigzag array, positioned on

a DyF3 dielectric spacer, followed by a CdO reflector and a sapphire substrate, as shown in Figure 5.6(a).

Figure 5.6(d) shows the scanning electron microscope (SEM) image of the We have specifically selected

these materials to ensure that the optical responses of the emitter remain stable under different temperatures.

Moreover, as inspired by the effects of introducing slots mentioned in the previous section, we symmetrically

introduce a slot to each of the gold elliptical resonators for further increasing the Q factor, i.e., the “1 slot”

case shown in Figure 5.6(b). Similar to the modes in the previous section, the circulating current flows in

the tilted gold elliptical resonators of each unit cell show a characteristic anti-parallel behavior. However, we

note that due to the existence of the CdO reflector layer which serves as a mirror, anti-parallel circulating

currents are induced in the mirror layer and paired with its image in the gold elliptical resonators. In this

case, in-plane magnetic dipole moments are induced by these anti-parallel circulating current pairs. They

also present a characteristic anti-parallel behavior.

Figure 5.8: Figure 3. Optical response of the “0 slots” and “1 slot” metasurfaces. (a) Emissivity spectra
of “0 slots” metasurface for x and y polarizations. (b) Emissivity spectra of “1 slot” metasurface for x and
y polarizations. Measurements were conducted under 300 ◦C with the metasurface size fixed at 500 µm by
500 µm. Copyright © 2023 Mingze He

As shown by the in Figure 5.6(c), our proposed system is designed to support a resonance at around

2222 cm−1, which overlaps with the absorption peak of N2O, since one of our intended applications is

NDIR sensing. Such a strong absorption peak comes from approaching the aforementioned critical coupling

condition where the non-radiative Q factor from the intrinsic metal absorption equals the external (radiative)

Q factor. It is worth noting that the radiative loss includes contributions from both the gap size associated

with the spacer layer and the tilt angle of the gold elliptical resonators. By engineering the critical coupling
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between the intrinsic material loss and the radiative loss of the quasi-BIC mode, we numerically obtain an

ultra-narrowband absorptance peak with a Q of approximately 61 and near-unity absorptance of 96.5%. This

level of performance is not achievable in traditional metallic designs. By introducing slots, the radiative Q

factor is increased, leading to the deviation of the critical coupling condition. By adjusting geometry, we

have been able to achieve an even higher Q of approximately 98, with the peak absorptance remaining high

at 78.4%. Compared to other strategies, such as Tamm plasmon polariton thermal emitters [139], phonon

polariton resonances [113], and photonic crystals [116], our design offers a well-balanced performance and

fabrication complexity. It allows for a designable single-frequency peak ranging from 3 µm to 13 µm while

having a relatively simple fabrication process. We also engineer the polarization responses of the plasmonic

quasi-BIC metasurface. As seen in Figure 5.6(c), the spectra of the y polarization are shifted far away from

the main peak from the x polarization. In this case, the emitted y polarized light is readily utilized as a

calibration signal for dual-band gas detectors rather than degrading the sensitivity of the signal from the x

polarized light.

Next, we numerically characterize the directivity of the thermal emission by model the absorptance of

the “0 slots” metasurface under different incident angles. We note that the metasurface resonance can be

stimulated when the incident light offers a nonzero electric field component along the x-axis. Consequently,

we can sweep the angle of light incidence in two distinct planes (yz and xz) of the unit cell while ensuring

effective metasurface performance. From this point forward, these two methods of exciting the system will

then be referred to as ”modes.” In particular, the first mode (TE) pertains to light with a k vector in the yz

plane and light polarization along the x-axis. The second mode (TM) relates to the k vector and polarization

in the xz plane. We plot and compare the band structure of the TM mode and the TE mode, as shown in

Figure 5.7(a) and (b). It’s clear that the TE mode shows a flatter band than the TM mode. Therefore, the TM

mode presents a directional emission with a narrower angular dispersion.

5.2.3 Experimental demonstration

To validate our design, we fabricated the “0 slots” and “1 slot” metasurface and measured their spectra

responses. Figure 5.8 shows the emissivity of a 500 µm by 500 µm metasurface under 300◦C for the “0

slots” and “1 slot” cases, respectively. The “0 slots” metasurface presents a Q factor of 42 and an emissivity

of 56%. For the “1 slot” metasurface, the Q factor is increased to 53 while the emissivity is reduced to 40%

due to the deviation from the critical coupling condition. The spectrum of the y polarization for the “0 slots”

case shows a broad linewidth. This is due to the strong angular spread effects. While the y polarization for

the “1 slot” case has a narrower linewidth and can be applied to calibrate the system drift of a dual-band gas

detector.
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Figure 5.9: Optical responses of the “0 slots” metasurfaces with respect to temperature. (a) Reflectance
spectra of “0 slots” metasurface under different temperatures. (b) Center frequency and full width at half
maximum (FWHM) of the resonance peak under different temperatures for “0 slots” metasurface. (c) Re-
flectance spectra of “1 slot” metasurface under different temperatures. (d) Center frequency and full width at
half maximum (FWHM) of the resonance peak under different temperatures “1 slot” metasurface. Copyright
© 2023 Mingze He

Unlike all-dielectric designs, metallic nanostructures are less susceptible to temperature-dependent reso-

nance variation as their permittivity is dominated by the imaginary part at mid-IR. To verify this benefit of our

design, we characterize the optical response of both “0 slots” and “1 slot” cases when varying the operation

temperature by measuring their reflection spectra. As shown in Figure 5.9, both 0 slots” and “1 slot” cases

show a negligible peak drift, i.e., the center frequency shifts within 2 cm−1 in the temperature range of 25◦C

to 300◦C. However, the linewidth of both cases is increased at high temperatures. This is due to increased

carrier density in the doped CdO layer, leading to additional material losses.

Moreover, we investigate the influence of the slot width on the performance of the “1 slot” thermal emitter.

As can be seen in Figure 5.10, when increasing the width of the slot, the absorption peak shifts to a larger

wavenumber, the absorptance decreases due to the deviation from the critical coupling condition, while the
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Figure 5.10: Impact of the slot width for “1 slot” metasurface. (a) Resonance wavelength shift with respect
to the slot width. (b) Q factor with respect to the slot width. All measurements are conducted under 300◦C
for 200 µm by 200 µm metasurfaces. Copyright © 2023 Mingze He

Q factor also increases, meaning that the radiative Q factor is increased.
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CHAPTER 6

Conclusion

In this dissertation, two novel platforms have been thoroughly studied that achieve high Q, strong field en-

hancement, and exposed hotspots simultaneously. New physical concepts and mechanisms that were previ-

ously unattainable have been demonbstrated. Applications of these platforms in optical trapping, optofluidics,

and thermal emission control are presented.

The first platform involves metasurfaces governed by quasi-bound states in the continuum (BIC). Quasi-

BIC metasurfaces have recently emerged as a powerful approach to offer high Qs and strong field enhance-

ments, leading to several applications presented in this dissertation that investigate their enormous potential.

In Chapter 2, a dielectric quasi-BIC metasurface composed of elliptical silicon resonators is used to demon-

strate massive optical trapping of nanoparticles with low-intensity illumination. By cutting the tips of ellipses

to break mirror symmetry, a new mechanism of inducing self-induced back-action is proposed. In Chapter

4, when illumination power is increased and the chamber height is large, heating effects dominate nanopar-

ticle movements, inducing positive thermophoresis and fluid convection to rapidly transport and aggregate

nanoparticles within millimeter scale to the center of the laser spot. This demonstration opens new frontiers

in harnessing non-plasmonic nanophotonics for manipulating microfluidic dynamics. Moreover, the synergis-

tic effects of optofluidics and high-Q all-dielectric metasurfaces hold enormous potential in high-sensitivity

biosensing applications. The same elliptical resonators are also investigated at mid-IR wavelengths. In Chap-

ter 5, by introducing slots, enhanced Qs and field enhancements are observed, with benefits for detecting

coated proteins shown. Finally, plasmonic resonances can also take advantage of the quasi-BIC mode. A

plasmonic metasurface, comprising gold elliptical resonators, is introduced as a thermal emitter, numerically

achieving a Q of approximately 100 with almost near unity emissivity. By incorporating slots, the Q can be

further enhanced. This was unattainable in earlier metal emitter designs, where the Q was limited to below

10.

The second platform is the bowtie photonic crystal nanobeam (BPCN), which supports extreme elec-

tric field localization in a deep-subwavelength region. BPCNs can achieve high Qs (10,000 - 100,000) and

mode volumes comparable to plasmonic elements, making them ideal candidates for nanoparticle trapping.

In Chapter 3, a BPCN nanotweezer system overcomes the limitations of previous PhC-based trapping tech-

niques, which relied on pressure-driven flow or Brownian motion for deterministic transport of nanoparticles.

These methods could only trap particles near the cavity and were very slow. The BPCN nanotweezer system,

operating in water media at 1550 nm, utilizes strong electric field confinement and enhancement to absorb
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light coupled into the defect and induce localized heating effects, which, in conjunction with negative ther-

mophoresis and/or an applied AC electric field, initiates rapid microscale fluid motion and particle transport

at velocities of tens of micrometers per second. This microscale fluidic transport enables on-demand long-

range rapid delivery of single nano-objects to the bowtie hotspot, where they can be trapped and ”locked” in

place.
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Ofer Shapira. Observation and differentiation of unique high-q optical resonances near zero wave
vector in macroscopic photonic crystal slabs. Physical Review Letters, 109:1–5, 2012.

[187] Zhe Xu, Wuzhou Song, and Kenneth B. Crozier. Optical trapping of nanoparticles using all-silicon
nanoantennas. ACS Photonics, 5:4993–5001, 2018.

[188] Eun Soo Kwak, Tiberiu Dan Onuta, Dragos Amarie, Radislav Potyrailo, Barry Stein, Stephen C.
Jacobson, W. L. Schaich, and Bogdan Dragnea. Optical trapping with integrated near-field apertures.
Journal of Physical Chemistry B, 108:13607–13612, 2004.

[189] Chang Chen, Mathieu L. Juan, Yi Li, Guido Maes, Gustaaf Borghs, Pol Van Dorpe, and Romain
Quidant. Enhanced optical trapping and arrangement of nano-objects in a plasmonic nanocavity. Nano
Letters, 12:125–132, 2012.

[190] Pau Mestres, Johann Berthelot, Srdjan S. Acimovic, and Romain Quidant. Unraveling the optome-
chanical nature of plasmonic trapping. Light: Science and Applications, 5:1–6, 2016.

[191] Tongtong Zhu, Yongyin Cao, Lin Wang, Zhongquan Nie, Tun Cao, Fangkui Sun, Zehui Jiang, Manuel
Nieto-Vesperinas, Yongmin Liu, Cheng Wei Qiu, and Weiqiang Ding. Self-induced backaction optical
pulling force. Physical Review Letters, 120:1–6, 2018.

[192] Nicolas Descharmes, Ulagalandha Perumal Dharanipathy, Zhaolu Diao, Mario Tonin, and Romuald
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[309] Andrea Alù, Alessandro Salandrino, and Nader Engheta. Parallel, series, and intermediate interconnec-
tions of optical nanocircuit elements. 2. nanocircuit and physical interpretation. JOSA B, 24(12):3014–
3022, 2007.

[310] Andrea Alu and Nader Engheta. Input impedance, nanocircuit loading, and radiation tuning of optical
nanoantennas. Physical review letters, 101(4):043901, 2008.
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