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CHAPTER 1: INTRODUCTION 

This chapter will discuss the background of my work and describe my research goals. In the 

background, I will first briefly describe the importance of teamwork and executive functioning skills, 

followed by how HCI-based systems can be used as training tools for these skills, and finally briefly 

describe the application of HCI-based systems that could facilitate individuals with disabilities to learn 

these skills. I will be using both identity-first and people-first language to respect both views by 

interchangeably using the term ‘autistic individuals’ and ‘individuals with ASD’ [1].  

 

1.1 Background 

Teamwork and executive functioning (EF) are examples of skills needed for success in the future [2]. 

According to a report led by Microsoft Corporation, the capability to communicate and collaborate with 

colleagues (teamwork) and capability in time management, planning, and critical thinking (executive 

functions) are among the core skills that they are looking at in future employees [3]. Human-computer 

interaction (HCI) technology such as digital games has been shown to positively impact the training of 

these skills [4]. Minecraft is an example of a popular digital game widely used in classroom settings to 

teach a wide range of skills due to its flexibility, ease of access, and engaging appeal [4]. However, 

commercial digital games lack the structure to scaffold skill learning, do not provide real-time feedback or 

prompts that could facilitate skill learning, and have no objective means of measuring players’ skills 

improvements. A collaborative virtual environment (CVE)-based system can be created to address the 

limitations of conventional digital games as mentioned above. A CVE-based system can be designed with 

explicit learning objectives as a serious game, provide real-time individualized feedback and prompts, and 

capture quantitative measures that can facilitate skill learning and assessment. A growing body of research 

explores the application of serious games for individuals with disabilities to complement existing 

interventions and learning. Individuals with disabilities, particularly Autism Spectrum Disorder (ASD), 

have been reported to have diminished social communication and cognitive skills, which are core 

components of teamwork and EF. However, to design and develop a HCI-based skill learning tool, we need 

to understand how technology can be used to support the learning process [5]. My research goals will 

attempt to address these research questions through the development of a novel CVE with team-based 

activities to support teamwork and EF skills training, with an initial application for autistic individuals. 

The rest of this chapter is organized as follows. Section 1.2 discusses my research goals based on 

existing literature related to HCI-based systems with individuals with ASD, primarily CVE systems that 

attempt to support social skills development in individuals with ASD, existing methods of evaluating and 

measuring teamwork, and EF in individuals with ASD, and intelligent agent design within CVE-based 
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systems. Section 1.3 reviews different inclusive design considerations for digital games for ASD 

interventions and their importance. Section 1.4 addresses the opportunities for research contributions. 

Section 1.5 summarizes my research work. 

 

1.2 Research Goals 

Teamwork can be defined as the act of working together in a collaborative manner to achieve a 

common goal efficiently [6]. Executive functioning is a set of skills that requires cognitive control and 

behavioral competencies such as self-regulation, working memory, and cognitive flexibility [4]. Both skills 

are important throughout a person’s life and often go together [3]. Interest in teamwork-related research has 

increased rapidly over the last decade, focusing primarily on the influence of teamwork in organizational 

and workplace success [8]. Effective teamwork skills training can improve team performance and quality 

of the skills [6]. According to Salas et al., simulation-based training (SBT) is an effective teamwork training 

tool as it enables individuals in the team to engage in a shared social, cognitive, and behavioral process 

pertaining to teamwork while receiving feedback based on their performance [7]. However, studies that 

investigate teamwork and EF skills together are limited and effects of training these skills together remain 

underexplored. Serious games have been shown to positively benefit training of teamwork and EF skills 

[4]. Simulated serious games allow users to develop various teamwork and EF skills by experiencing and 

applying the skills in an environment that represents a real-world scenario [9]. Some common use of 

simulated serious games in skills training includes firefighter training [10], surgical team teamwork training 

[11], and vocational training [12].  

Autism Spectrum Disorders (ASD) is a developmental condition that can be characterized by 

challenges in social interaction, communication and restrictive or repetitive behaviors [13]. According to 

the Centers for Disease Control and Prevention (CDC), 1 in 44 children are diagnosed with ASD each year 

based on 2018 data [14]. In another report, approximately 70,700 children with ASD reached adulthood 

each year [15]. CDC also estimated that 2.21% or 1 in 45 adults in the United States are diagnosed with 

ASD [16]. One major challenge for autistic adults is securing and retaining employment. Employment is a 

major contributor to the quality of life of adults and remains one of the main challenges faced by individuals 

with ASD as they transition to adulthood. Compared to other individuals with disabilities, adults with ASD 

have the highest unemployment rate between 50 – 85% [17]. For those with employment, the majority of 

them are either underemployed or unable to retain their position [18]. It is a fact that many individuals with 

ASD are highly skillful [19], have great attention to detail [20], and do not mind repetitive jobs [21], which 

are qualities sought after by employers. However, core deficits in social communication and interaction 

skills have cast a shadow against the outstanding qualities they possess [22]. Deficits and delays in 
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developing these skills may hinder the development of more complex social skills such as teamwork and 

EF. Studies have shown that teamwork gives individuals with ASD the opportunity to build upon their 

social communication skills [23], problem-solving skills [24], and self-confidence [25]. Although existing 

training and interventions have shown some improvements in teamwork skills in adolescents with ASD, 

simulating real-world teamwork scenarios can be tedious, resource-straining, and costly, thus limiting the 

accessibility and reach of the interventions. Given these circumstances, current intervention and vocational 

practices to prepare adults with ASD for employment need to be improved.  

Over the last decade, the use of HCI technology has shown promising benefits that can potentially 

complement conventional ASD interventions by providing engaging interactions and replicable solutions 

that can minimize costs and provide relatively broader access to users [26]. Virtual reality (VR) can be used 

to simulate teamwork activities based on real-world scenarios at a lower cost. Other characteristics of VR 

such as consistency, interactivity, and predictability are appealing for autistic individuals as they have a 

natural affinity for technology-based interactions and prefer stability [27]. Some examples of VR-based 

systems for ASD interventions are focused on teaching both social skills and technical skills, which include 

skills such as cooking [28], road safety [29], driving [30], joint attention [31], and emotion recognition [32].  

Generally, these studies reported that autistic individuals were able to interact positively in the virtual 

environment and showed potential improvements in their skills and positive behaviors after using the 

systems. Nonetheless, conventional VR-based systems are limited to single user interaction and unable to 

support complex back and forth human-human interactions, which is important for training teamwork skills. 

Additionally, when considering conventional VR-based interactions for individuals with ASD, they might 

be more comfortable interacting with a virtual avatar compared to a human partner, and thus making it less 

efficient for generalization to real-world [33 - 35]. A collaborative virtual environment (CVE), 

alternatively, can support multi-user interactions, allowing users to communicate with each other in a 

natural manner while performing a task together in the shared virtual environment. At the same time, CVE 

can potentially reduce the attachment effect of a conventional VR-based interaction in individuals with 

ASD. As such, the first goal of this dissertation is to design and develop team-based activities in a CVE as 

a skill training tool that can support the development of teamwork and EF skills. While the work were 

demonstrated with autistic individuals, the design principles and application are suitable for other 

populations as well. 

Vocational and technical skills are important aspects of employment and are the main criteria 

considered for employment [36]. However, interpersonal or professional skills such as teamwork and EF 

are the core skills needed to be able to secure and retain employment [37]. Studies have shown that skills 

such as teamwork and EF can contribute to improved productivity and workplace performance in a shorter 

time [38, 39]. Teamwork is also one of the seven professional skills recommended by the Department of 

Labor for youth with disabilities preparing for employment [40]. The importance of teamwork and EF are 
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also reflected in the hiring process of companies like Microsoft and Specialsterne, which employ autistic 

individuals. They use a non-traditional interview process for autistic candidates to assess teamwork and 

executive function skills and use tasks such as Lego Mindstorm group projects [41] and Minecraft 

collaborative tasks [42] for evaluation. However, evaluation of such skills remained subjective and prone 

to bias. Among the studies that do investigate social skills improvements, they mostly rely on qualitative 

measures of performance and questionnaire methodology. Teamwork is a complex social skill as it requires 

verbal, non-verbal, and physical cooperation and coordination between two or more people. For instance, 

when two people are trying to move a heavy object from one location to another, they would need to: 1) 

effectively communicate how and when they will move it (verbal and non-verbal), then 2) coordinate their 

movement when picking up the object (non-verbal, physical), and 3) move in the same direction (physical), 

and d) use about the same amount of force to carry the object (physical). Similarly, executive functioning 

skills are also complex to measure. For instance, to measure time management skill, it is not sufficient to 

only measure it based on the ability of the users to finish the task on time. It is also valuable to identify if 

users were aware of the time and how they effectively plan and use the time by working together. Thus, 

there are potential benefits of capturing interaction data from multiple modalities to evaluate these complex 

skills. Multimodal analytics is an emerging area of research within HCI that concerns the analysis of 

integrated data from various sources to identify measurable parameters that can be used to evaluate the 

skills and provide researchers with an extensive understanding of the skills being learned [43]. Applying 

multimodal analytics to quantify various dimensions of collaboration skill is one way to provide a consistent 

evaluation of the skill. Existing studies related to collaborative learning have identified and defined several 

dimensions that are relevant for evaluating teamwork and EF [44 - 47]. Incorporating multimodal measures 

into the defined dimensions allowed us to objectively assess these skills, enabling us to understand how the 

skills can be learned and ways we can support the skills development. Additionally, these measures served 

as a more accurate and reliable evaluation of skills. Therefore, another goal of this research is to capture 

multimodal inputs from various input devices and integrated sensors and  identify  which data can be used 

to represent different dimensions of teamwork and EF skills and assess the performance of these skills for 

both users in a CVE system. 

Although CVE-based systems have the potential to support training and development of social 

interaction and communication skills in a virtual setting, they are still limited by the lack of flexible and 

individualized responses [48]. An intelligent agent can be implemented in CVE-based systems to facilitate 

and improve learning experience in a collaborative virtual setting and has been widely explored in the area 

of HCI research [49]. An intelligent agent has the capability to perceive user’s behavior and generate 

individualized responses based on the need of the user [50]. Additionally, intelligent agents have primarily 

been used in single-user systems, where the agent takes the role of an interaction partner as part of human-

agent interaction to converse and perform actions with the user either by turn-taking or joint action. 
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However, an intelligent agent in a single-user system has restricted interaction capability since the agent is 

usually implemented using a simple rule-based model or pre-defined responses that can only perceive 

limited types of interaction behavior and will not be sufficient to support the complex nature of human-

human interaction. Moreover, human-agent interaction in social communication studies removes the 

element of real-world human-human interaction and might hinder developing social skills required for 

interaction with another person. Research has pointed out challenges of transferring the learned skill in a 

human-agent interaction to real-world human-human interaction [51]. In recent years, researchers have 

been exploring the use of probabilistic modeling and machine learning (ML) in the design of the intelligent 

agent in collaborative interactions as a possible solution to process the complex behavior of human 

interaction. Instead of using a fixed value or rule to perceive and respond to human action, a probabilistic 

model adds flexibility by analyzing and training user data to represent a wider range of possible perceived 

actions. Studies have reported positive outcomes of using probabilistic model and ML in intelligent agent 

design [52, 53, 54]. An intelligent agent that incorporates a flexible prediction model has the potential  to 

provide responses that are more specific and suitable to the user, thus improving the user’s learning 

experience. Currently, intelligent agent studies in multi-user collaborative systems mainly focus on 

moderating and delivering collaborative learning content rather than supporting skills development [55]. 

Studies that implement an intelligent agent to facilitate teamwork skills learning remain underexplored. 

Thus, another goal of this research is to design and embed an intelligent agent in a CVE system that can 

monitor and facilitate human-human interaction through a reliable prediction model and efficient feedback 

mechanism. 

The research presented here focuses on the design, development, and application of team-based virtual 

collaborative activities and an embedded intelligent agent within a CVE system designed to predict users’ 

collaboration state and assess collaboration performance. The research aims include: 1) the design and 

development of various team-based virtual tasks in a CVE that can encourage and foster teamwork and 

executive function skills in peer-based interactions, 2) the development of a multimodal data analytics 

model that can provide an understanding of teamwork and EF performance from quantitative data, and 3) 

build an intelligent agent that can predict user’s collaboration states using a probabilistic model to provide 

flexible and individualized feedback to the users that can facilitate the development of teamwork skills. 

This research produces a novel virtual team-based activity simulator that can enable individuals to practice 

their teamwork and executive function skills. The application of the system is focused on individuals with 

ASD with the hope of improving their employment landscape and expanding the accessibility of ASD 

interventions. 
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1.3 HCI-based Serious Games to Support Skills Development and Training 

The use of digital games as a tool to teach specific skills has increased rapidly over the past decade 

[4]. One form of digital game, called serious game, is created for training and imparting skills with specific 

learning objectives, which differentiate them from regular digital games. In recent years, serious games 

have been designed for individuals with disabilities, including autistic individuals [56]. Serious games are 

designed with explicit learning objectives embedded within interactive and entertaining games that can be 

appealing to individuals with ASD. Primarily, serious games provide an interactive learning environment 

with collaborative activities that keep users engaged and motivated [57]. VR technology offers potential 

benefits as a serious game platform. VR-based systems have the flexibility to simulate a real-world scenario 

that can either be complex or simplified based on the need for training and allowing users to learn by 

experiencing the lesson themselves. For example, studies have explored VR-based systems to teach skills 

ranging from customer service skills [81] to driving skills [30]. However, collaborative interactions in VR 

cannot support the natural and complex interactions that characterize real-world interactions. Instead, CVE 

possesses the same characteristics of VR with the added advantage of allowing multiple users to interact 

with each other while playing serious games, creating an unrestricted collaborative interaction similar to 

real-world interactions. CVE is a multimodal interactive technology that can be integrated with various 

devices and sensors such as eye trackers, haptic devices, and microphones, enabling users to easily 

experience and interact with the simulated environment. These devices and sensors provide researchers 

with rich quantitative data to better understand teamwork behaviors in a simulated environment. 

Advancement in machine learning (ML) and artificial intelligence (AI) has enabled complex data 

analysis that can be used to predict and assess users’ actions more accurately. With the availability of such 

information, an intelligent agent can be designed to provide individualized responses that can encourage 

and scaffold new skills development while keeping users engaged throughout the interaction. Individualized 

interventions can target the needs of individuals with ASD as they have unique challenges and strengths. 

Overall, VR-based technology is a suitable platform for developing serious games that aim to train specific 

skills, including social behavior skills for individuals with ASD.  

This work aims to design virtual team-based activities in CVE embedded with an intelligent agent to 

facilitate teamwork and EF skills training and assessment, with potential benefits for individuals with ASD. 

Hence, the literature reviews discussed in the following subsections are divided into three main focus areas 

on technologies and research related to our work. First, we discuss the existing VR-based and CVE-based 

serious games used for learning new skills or improving existing skills. Next, we present studies employing 

intelligent agents in HCI-based interaction systems and different methods to perceive human behavior. 

Finally, we discuss studies that involved multimodal data acquisition and analytics from single and 

collaborative interactions. 
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1.3.1 HCI technology to support skill learning 

Research in the field of HCI mainly investigates ways computer interactions can benefit and enhance 

human experience and improve quality of life [5, 58]. In this area, many studies investigated the use of HCI 

systems in improving human learning experience [59, 60]. For example, in 1973, Colby developed a 

computer system that displayed a symbol on screen accompanied by a voice and other sounds for non-

verbal autistic children [61]. Results showed linguistic improvements in 13 out of 17 children with ASD. 

The remaining 4 children did not complete the task and did not show any improvements in their skills. 

Similar to this study, other studies have also explored the use of HCI-based systems to train and teach a 

wide range of other skills that encompass cognitive skills; visual-spatial, auditory, and speaking skills [62], 

recall, attention, and concentration [63], affective learning such as emotion regulation [64], motor skills 

[65, 66, 67], and communication skills [68, 69]. Conventional HCI systems can be as simple as a display 

unit with a keyboard and mouse as input devices. More advanced systems may incorporate additional 

interaction modalities such as a microphone for speech input, an eye tracker for gaze input, and a gamepad 

controller that can provide more range of motion than keyboard and mouse. The additional interaction 

modalities immerse users in computer interactions that can closely replicate real-life interactions, possibly 

transferring these skills to real-life [70 -72].  

1.3.2 VR-based systems as a skill learning tool 

VR is an example of a HCI technology that can support multimodal interactions and it has additional 

features that make it suitable for learning. VR-based systems can simulate a safe and controllable 

environment for learning. For example, VR-based systems have been used to train firefighters [73, 74], and 

provide construction safety training [75].  By controlling the complexity of the virtual environment, many 

VR-based systems have also been used to train individuals with disabilities, including ASD. For example, 

Saiano et al. designed a VR-based system to teach adults with ASD road safety skills. Participants attended 

ten training sessions with increasing complexity in each visit, giving participants room to develop their 

skills [29]. By the end of the training sessions, participants demonstrated improved performance in street-

crossing skills. Zheng et al. created a personal hygiene tutorial for children with ASD, teaching tooth 

brushing skills step-by-step [76]. The study reported that participants were less stressed and had improved 

tooth brushing performance. VR interactions can provide real-time prompts and feedback through visual, 

audio, and tactile prompts, improving user experience and engagement. In the same study mentioned above, 

the researchers designed a feedback mechanism that provided hints to the children when they were not 

doing the task correctly and positive encouragement when they did the task correctly [76]. Another feature 

of VR that makes it suitable for learning and training is the ease of development and deployment of the 

technology, compared to traditional classroom training sessions. This can be seen in the shift of employee 

training methods used by big corporations such as Walmart and BMW, where they are slowly integrating 
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the use of VR technology to train their new employees [3, 77, 78]. VR-based systems hold great potential 

as a learning tool for specific skills based on wide range of skills and learning benefits that can be achieved 

through these systems.  

1.3.3 CVE-based systems as a skill learning tool 

Social interaction and communication are essential life skills that can bring life-long benefits. 

Conventional VR-based systems have been used to help individuals train and improve their social 

interaction and communication skills, such as public speaking skills [79] and interviewing skills [80]. 

Bozgeyikli et al. developed an immersive VR-based system for individuals with disabilities to assess and 

train vocational and social skills [81]. Results showed that participants could interactively practice their 

technical skills within the virtual environment. Still, social interactions were limited to basic question-

answer scenarios not reflective of real-world interactions. As can be seen, conventional VR-based systems 

have restricted communication capabilities based on limited or pre-recorded responses. They are unable to 

support the more complex social interactions such as negotiation, collaborative discussion, and teamwork. 

A CVE extends conventional VR technology by retaining the same capabilities that VR-based systems can 

offer, with the added advantage of supporting multiple users within the same shared virtual space, allowing 

users to interact and converse with each other freely. CVE-based systems have been primarily studied to 

understand the impact of collaborative learning. For example, Breland and Shiratuddin designed a CVE-

based system to investigate how well architecture students work together in a shared virtual space compared 

to working individually in a virtual environment [82]. The authors reported that the students had improved 

productivity, made less design errors, reduced stress, and increased positive mindset when working in a 

collaborative setting. Another study designed a collaborative game for school-aged children to enhance 

learning and collaborative skills [83]. The result from a pilot study indicated children enjoyed collaborating 

with partners when they were learning new skills. 

CVE-based systems are also actively explored as social skills intervention tools for individuals with 

ASD. iSocial, a distributed learning environment, was designed for school-aged children with ASD on an 

existing 3D virtual platform, Second Life [84]. Eleven children with ASD were trained in three areas of 

social cognitive processes, which were Theory of Mind (ToM), emotion recognition, and executive 

functioning. Results demonstrated promising learning outcomes in social competencies for the children. In 

another study using Second Life, Kandalaft et al. designed a series of social scenarios as training tasks for 

individuals with ASD [85]. Eight adults with ASD were recruited and completed 10 training sessions. As 

part of the training, an individual with ASD interacted with two clinicians in the virtual environment. The 

clinicians provided the autistic individuals with instructions and prompts while they navigated through the 

scenarios in the CVE. The study reported three improvement measures: verbal and non-verbal emotion 

recognition, ToM, and conversational skills. Participants showed significant improvement in verbal and 
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non-verbal emotion recognition and ToM, while conversational skills showed improvement, but were not 

significant. In a more recent study, Vona and colleagues designed Social MatchUP, an immersive CVE-

based system for adults with neurodevelopment disorders (NDD) [86]. They developed four virtual tasks 

adapted from a well-known psychometric test used in clinical practice, the Wechsler Adult Intelligence 

Scale-IV or WAIS [87]. An equivalent physical experimental setup was created for one of the virtual 

scenarios as an experimental control. Twenty-four participants with NDD were divided into two groups: 

the CVE group (n=12; 6 pairs) and the physical interaction group (n=12; 6 pairs). The analysis included a 

comparison of conversational parameters, including total conversation time and the number of word 

utterances between the groups. The study reported a significantly higher number of words used in the CVE 

group compared to the physical interaction group in the same amount of time, which may indicate richer 

conversation quality for participants in the CVE group. As presented here, CVE-based systems can support 

complex social interactions where users can converse and interact in a natural setting, which may assist in 

successfully transitioning learned skills to the real world. 

1.3.4 Intelligent Agents to support skill learning 

The application of intelligent agents in serious games effectively facilitates users to learn and practice 

their skills in the games by providing users with prompts and directive responses [88]. An intelligent agent 

(IA) is designed using artificial intelligence (AI) technology to perceive the environment, such as human 

actions and behaviors, and then provide suitable human-like responses. There are several advantages of 

implementing IA in HCI systems. In a single-user serious game, an agent interacts with the human users 

while playing the games together. One role of an IA is, as an opponent that challenges the user to continue 

improving their skill. For instance, agents were embedded in board games such as chess and checkers [89]. 

These agents were designed to adaptively change the game patterns to continue challenging the human user, 

keeping them engaged while practicing their skills. In a serious collaborative game, an intelligent agent can 

take the role of a partner that can play the game with the user. The agent can communicate with the user 

while working together toward the same goal. For example, a cooperative puzzle game with an IA was 

designed to investigate cooperative skills in a human-agent interaction [90]. A human user partnered with 

an IA using turn-taking to solve the puzzle, where both of them have individual and combined goals. 

Another role that an agent can take is a strategic intelligent agent, where it is designed with the goal to 

benefit the most in the interaction; as such, the agent can either cooperate with the user or disagree with the 

user based on the goal of the game. Cuayáhuitl and colleagues designed an artificially intelligent agent that 

can play a strategic board game called Settlers of Catan [91]. In the board game, players can offer resources 

to other players and also reply to offers made by other players. Although an agent can serve as an interaction 

partner that can support social interaction, the interaction is still restrictive compared to human-human 

interaction. In a collaborative HCI system with human-human interaction, additional roles can be 

introduced for the agent, but research in this domain is still underexplored. In multi-user HCI systems such 
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as CVE, the interactions mainly take place between two or more human users. An intelligent agent in such 

systems takes a supportive role rather than actively participating in the interaction. Isbister et al. designed 

a passive intelligent agent in a virtual social meeting application [92]. The agent monitors the interaction, 

understands the context of the conversation, provides suggestions on the conversation topic, and fades back 

into the background. The agent was not designed to participate in the interaction actively but was needed 

to maintain the interaction in the meeting, similar to a role of a moderator.  

In both single-user and multi-user HCI systems with intelligent agents, one of the main challenges in 

the design of an intelligent agent is perceiving human behavior. By correctly perceiving a behavior, the 

agent will then provide a suitable individualized response to the user. In earlier systems with intelligent 

agents, perception of human behavior was simplified by using limited interaction modalities such as text-

chat or selections of pre-defined actions. One of the early systems in this area, ELIZA, was designed by 

Weizenbaum in 1966 [93]. ELIZA could participate in natural language interaction with a human user by 

identifying keywords of a user-typed input sentence and then generating responses based on the keywords 

and predefined rules. In another example, Thinking Head, a VR-based system with a virtual tutor, aims to 

teach facial recognition and social situation understanding for children with ASD [94]. A predefined 

database was created to store individual responses based on expected inputs and generic responses for 

unexpected inputs. The virtual agent could generate appropriate speech and facial expressions based on the 

user’s input, based on button clicks with pre-built texts. However, rule-based and predefined responses are 

not robust and flexible enough to perceive complex human interactions, specifically in a multi-user system. 

Human behavior is inherently stochastic, which means that for the same measurable action repeated over 

some time, the output measurement can be different every time for the same person, making it almost 

impossible to define individual input to represent an action. 

One area of interest that researchers widely explore to interpret stochastic human data is pattern 

recognition and machine learning (ML). Pattern recognition allows for optimal predictions from a set of 

ambiguous data using probability and decision theories [95]. An intelligent agent using a probabilistic 

model can better predict human behavior and then provide flexible, accurate, and individualized responses 

to the user [96]. In [91], their study focused on applying a Deep Reinforcement Learning (DRL) method to 

train strategic conversation skills for the agent. The agent was trained to make offers that can give the 

highest pay-off in the long run by either: a) accepting an offer, b) rejecting an offer, or c) making a 

counteroffer. Results of the study indicated that the DRL method significantly outperformed several other 

methods, including random, rule-based, and supervised methods, in training the agent’s conversational 

skills. Other than DRL, Hidden Markov Model (HMM) has become increasingly popular in perceiving 

human behavior such as speech recognition [97], spelling out words using hand gestures in American Sign 

Language (ASL) [98], dance movement recognition [99], and recognizing group actions [100].  Mihoub et 

al. presented a probabilistic modeling framework using Incremental Discrete Hidden Markov Model 
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(IDHMM) to model an intelligent agent capable of recognizing and generating multimodal joint actions in 

a face-to-face interaction [101]. The result indicated that IDHMM produced a much higher classification 

rate than a Support Vector Machines (SVM), with a mean cognitive state recognition rate of 92% compared 

to 81%, and a modest mean gaze generation rate of 49% compared to 43%. Zhang et al. implemented two 

layers of HMM to evaluate group actions in meetings [100]. The first HMM layer was used to recognize 

individual actions. Based on the outcome of this first layer, the second HMM layer then evaluated the group 

interaction actions. The model was tested with 59 public corpora of meeting data and results were compared 

to a single layer HMM. The result showed that the two layers HMM had a 70.3% accuracy while a single 

layer HMM only had 57.5% accuracy. Based on these studies, modeling an intelligent agent with 

probabilistic models can significantly improve the perception of human behavior, thus allowing the agent 

to provide better support to users in serious collaborative games. 

1.3.5 Multimodal Data Analytics to assess skill learning 

As early as the 1930s, psychologists have been collecting behavioral data to analyze human behaviors 

[102]. Advancements in the field of HCI research have provided researchers with access to an abundant 

amount of data, catalyzing a growing interest among researchers to gain insight into observable and 

underlying human behaviors from these data [103]. For example, studies have extracted data to either group 

user behavior [104], classify typical user profiles [105], or assess user performance [106]. Furthermore, 

advancements in sensors technology and peripheral devices have provided researchers access to a wide 

range of data from simple keypresses to involuntary human action, such as heart rate.  

According to a meta-analysis review of 30 studies that compared affect detection accuracy between 

multimodal and unimodal data, researchers reported that multimodal accuracies were consistently better 

than unimodal accuracies [107]. This is further supported by the findings in a study by Mallol-Ragolta et 

al. where they reported best agreement score using a multimodal model compared to a unimodal model in 

a robotic empathy recognition system [108]. Driven by these promising results, recent HCI-related studies 

are using multimodal data capture to better understand human behaviors. For example, Bian et al. used 

multiple physiological features such as electrodermal activity and heart rate variability to represent affective 

states [109].  

Although there are many studies that capture multimodal data in collaborative interactions, there are 

currently no standardized methods to measure teamwork and collaboration skills in group interactions. A 

study by Okada et al. used verbal and non-verbal measures to assess communication skills of individuals 

in different types of discussion tasks [110]. In the study, they captured data from speech and head movement 

information. Users’ speech data were used to represent both verbal and non-verbal information. Researchers 

analyzed linguistic information such as parts of speech (PoS) and dialogue act (DA) using natural language 

processing (NLP) to get verbal information. They then extracted the length of speech, number of utterances, 
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and the average length of utterance in a single session. Head movement data represented the non-verbal 

information. Based on the features extracted from the multimodal data, they tested eight regression models 

with different feature combinations and compared the results against human-coded evaluations of 

communication skills. They reported that the best regression model combined all features in both verbal 

and non-verbal interactions. Both studies found that certain quantitative measures can be analyzed to 

represent more than one feature. For example, speech data can be used to represent both verbal and non-

verbal features in collaborative interactions [110] and dialogue content can provide social communication 

features (e.g., intention) and task performance features (e.g., topic/object) [103]. A comprehensive study 

by Echeverria et al. on multimodal analytics for group data serve as a reference in utilizing multimodal data 

in a group interaction [103]. The study created a collaboration matrix that connects a list of collaboration 

dimensions to a set of multimodal measures. Researchers applied the matrix for healthcare simulation 

scenarios to observe communication and teamwork dynamics between nurses while providing care to a 

patient. Using the matrix, researchers observed the dynamic communication patterns, physical localization 

and proximity, arousal level, and overall actions by each participant in the simulation.  Results indicated 

that multimodal analytics could provide insight into group interactions and collaboration performance that 

could complement human observations. In line with the study conducted by [103], we conducted a literature 

survey to identify dimensions of collaboration for distributed task-oriented collaboration interaction. Meier 

et al. developed 9 dimensions of collaboration in a computer-supported video conference system between 

psychology and medical students [47]. The study was focused on problem-solving skills between 

individuals from different knowledge domains, as such the dimensions of collaboration in the study looked 

at different areas of speech such as joint information processing, motivation, and coordination. Parson 

conducted a study that looked at computer-supported collaboration interaction between children with 

autism and typically developing partners [113]. In the study, the researcher defined and evaluated both 

verbal and non-verbal behavior of the participants to identify interactional actions, peer-to-peer 

communication, and intervention needed. Using the evaluation scheme, the author successfully observed 

that autistic children showed less effective collaboration and actions compared to TD children, and they 

needed more prompts from the teacher to complete the tasks. 

One of the core characteristics of individuals with ASD is a deficit in emotional reciprocity, where 

they have difficulties identifying and describing their own emotions [111]. They might show subtle changes 

in emotions or low manifestation of specific behavior that human observers may not capture but can be 

captured through multimodal measurements. One way multimodal analytics can benefit individuals with 

ASD is by analyzing the quantitative measures, allowing researchers to observe the hidden aspect of their 

behavior. For example, Zheng et al. created a multimodal HCI system to capture the occurrence of 

precursors to behavioral issues in individuals with ASD [112]. Clinicians and parents could anticipate the 

change in behavior and act sooner to stop the behavior before it happens. 
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1.4 Specific Aims and Summary of Research Work 

My research focuses on designing and developing novel team-based activities in an intelligent 

collaborative virtual environment (CVE) to efficiently encourage, assess, and support teamwork and EF 

skills training. In this dissertation, the systems we developed were studied with individuals with Autism 

Spectrum Disorder (ASD) as an intervention tool for teamwork training. However, the system can be used 

by other individuals with learning disabilities and typically developing individuals. Chapter 2 to Chapter 7 

discuss the studies in more details.  

1.4.1 Specific Aim 1: Collaborative Games in CVE for Children with ASD 

For this aim, we developed two CVE systems with various games to investigate the acceptance of the 

tasks among children with ASD (6 – 15 years old) and evaluate the system’s feasibility to support 

collaborative behaviors and communication. Three main collaboration principles were applied to the 

collaborative games in both systems: a) turn-taking, b) joint action, and c) information sharing. The initial 

design and development of both systems were done by previous graduate students while I facilitated with 

the experimental procedures.  

(a) Collaborative puzzle games to measure social communication and collaboration skills of children with 

ASD 

In this study, we created a CVE system with a conversational agent capable of interacting and playing 

collaborative puzzle games with children with ASD. The objectives of the system were to evaluate the 

feasibility of the agent interacting with the children and evaluate the agent’s accuracy to measure 

communication and collaboration skills in children with ASD based on speech and interaction data. Details 

of the system design and results from the study are discussed in Chapter 2. 

(b) Collaborative haptic games to train fine motor skills while supporting social communication and 

collaboration in children with ASD 

Next, we developed two collaborative haptic games that can support dyadic interaction between one 

child with ASD and one typically developing (TD) child to practice their collaboration and fine motor skills. 

Each child used a haptic device with an attached force gripper to control the movements of virtual objects 

in the CVE, where they can ‘touch’ and feel the ‘weight’ of the virtual objects they are manipulating. The 

objectives of this system were to observe changes in fine motor skills in children with ASD and how fine 

motor skills training influences social communication and collaboration between participants. Results 

indicated that children could communicate and work with each other while practicing their fine motor skills. 

Details of the system design and results are discussed in Chapter 3.  

1.4.2 Specific Aim 2: Team-based Virtual Activities in CVE for Adults with ASD 
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Based on the knowledge we gained from developing the systems in Specific Aim 1 and the 

encouraging findings from the studies, we developed three new collaborative tasks set in a real-world 

employment setting for older individuals with ASD. We used the same collaborative principles for these 

tasks. Additionally, we also introduced principles of executive functioning skills such as working memory 

and time management within the tasks. We employed an inclusive design process by reviewing the designed 

tasks with various stakeholders, including industry experts, clinicians, certified trainers, and autistic 

individuals themselves. The tasks were updated based on their suggestions and feedbacks. 

Our study evaluated the system’s acceptability with adults with ASD, how well the tasks elicited 

teamwork behaviors and communication, and verified the multimodal data we captured. Results indicated 

preliminary acceptance of the CVE-based system, a positive impact of the collaborative tasks on supported 

teamwork skills practice for autistic and neurotypical individuals, and promising potential to quantitatively 

assess collaboration through multimodal data analysis. Details of the system and study results are available 

in Chapter 5. 

1.4.3 Specific Aim 3: Quantitative Measures of Teamwork and Executive Functions through 

Accumulation of Multimodal Data in Dyadic Interactions 

(a) Mapping of dimensions of teamwork and executive functions to multimodal data  

As presented in Section 1.2.3, there has been significant interest in analyzing and interpreting 

multimodal data to represent complex skills such as teamwork and EF. However, multimodal analysis of 

autistic individuals’ data is still limited. In our work, we captured multimodal data that include speech, eye 

gaze location, region of interests, controller button presses, physiological, and tasks related measures from 

individuals with ASD and their TD partner. Through an extensive literature survey, we defined specific 

dimensions of teamwork and EF within the collaborative tasks developed in Specific Aim 2. Then, we 

mapped these dimensions to the multimodal measures to get a quantitative evaluation of teamwork and EF 

skills. Details of the mapping dimensions of collaboration to the multimodal data are discussed in Chapter 

5. 

(b) Collaborative assessment task in CVE to evaluate quantitative measures of teamwork and executive 

functions 

Next, we designed an additional collaborative task that was used as an assessment task to evaluate the 

performance of teamwork and executive functions of both participants with ASD and TD. The task was 

designed as a Lego-inspired block building task, where an individual with ASD worked with a TD peer to 

choose and build an animal figure using Lego blocks. A mapping of dimensions of collaboration to the 

corresponding multimodal data was also created. This task was validated and used as pre-test and post-test 

tasks in a study that explored the immediate effect of training with the virtual tasks developed in Specific 

Aim 2. The results demonstrate that the collaborative assessment task was able to capture the changes in 
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the dimensions of collaboration through multimodal analytics. Chapter 6 describes in detail the design of 

the assessment task and how the dimensions of collaboration were incorporated within the task using 

multimodal data capture. 

 

1.4.4 Specific Aim 4: Predictive Model of Participants’ State in Collaborative Interaction for 

Effective Feedback Mechanism 

(a) Using a rule-based model and a probabilistic model to predict user states in collaborative interaction 

The collaborative puzzle game we developed in Specific Aim 1(a) has provided us with an 

understanding of using both rule-based and probabilistic models to discern human behavior by analyzing 

user’s speech and controller input data. Using the same puzzle game, we wanted to explore real-time gaze 

data to perceive the user’s gaze when interacting with a virtual avatar while playing a puzzle game to train 

joint attention skills in children with ASD. A simple rule-based model was developed to interpret the user’s 

gaze data. Details of the study and results are discussed in Chapter 4. Although the model implemented in 

this system worked well as it was measuring only one skill, this rule-based model is not scalable and flexible 

enough for a more complex system such as our team-based CVE system. To address this limitation, we 

designed a prediction model that could recognize complex behavior in CVE-based interaction and domain 

beyond the puzzle game. We designed a Hidden Markov Model (HMM) to predict the teamwork behavior 

between individuals with ASD and their TD partners. We used the multimodal data captured in the study 

from Specific Aim 2 to train and design a reliable prediction model using HMM. We compared the HMM-

predicted behavior to ground truth hand-labeled data and achieved an overall accuracy of 96.4%, whereas 

a rule-based prediction model for teamwork behavior had an overall accuracy of 77%. Details of the HMM 

design and development is available in Chapter 7. 

(b) Real-time feedback mechanism to facilitate teamwork training 

An effective training system or intervention tool can provide response while practicing the skills. 

Positive reinforcements can motivate users to continue with their actions, while a prompt can be helpful to 

point out the expected actions to the user. Responses can be provided either manually by a person observing 

the training session or embedded within the system through an intelligent agent. In our work, we used a 

finite state machine (FSM) to model the different types of feedback given by the intelligent agent. In the 

same study that we conducted in Specific Aim 3(b), we analyzed the results to observe the immediate effect 

of training with the collaborative tasks with embedded feedback mechanism in the experimental group and 

comparing the results to a control group. The results showed positive changes in collaboration and 

performance for autistic participants. A detailed discussion of the results is available in Chapter 6.  
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CHAPTER 2: DESIGN OF AN INTELLIGENT AGENT TO MEASURE 

COLLABORATION AND VERBAL-COMMUNICATION SKILLS OF 

CHILDREN WITH AUTISM SPECTRUM DISORDER IN 

COLLABORATIVE PUZZLE GAMES 

2.1 Abstract 

Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder characterized by core deficits in 

social interaction and communication. Collaborative puzzle games are interactive activities that can be 

played to foster the collaboration and verbal-communication skills of children with ASD. In this paper, we 

have designed an intelligent agent that can play collaborative puzzle games with children and verbally 

communicate with them as if it is another human player. Furthermore, this intelligent agent is also able to 

automatically measure children’s task-performance and verbal-communication behaviors throughout game 

play. Two preliminary studies were conducted with children with ASD to evaluate the feasibility and 

performance of the intelligent agent. Results of Study I demonstrated the intelligent agent’s ability to play 

games and communicate with children within the game-playing domain. Results of Study II indicated its 

potential to measure the communication and collaboration skills of human users. 

2.2 Introduction 

Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder characterized by core deficits in 

social interaction and communication [1]. The estimated prevalence of ASD in the United States is 1 in 59, 

as reported by the Centers for Disease Control and Prevention [2]. The individual incremental lifetime cost 

associated with ASD is over $3.2 million [3]. With its high prevalence rate and associated costs, a wide 

range of studies have explored mechanisms to positively impact the social communications of children with 

ASD as well as the improvement of their long-term developmental outcomes [4], [5]. Although a 

cumulative literature review suggests that some interventions can have positive impacts on the lives of 

children with ASD and their families, many families struggle to access evidence-based care due to its high 

cost (often over $100/hour, with recommended intensity of at least 15 hours per week) and a shortage of 

trained clinicians [6], [7]. Therefore, an urgent need exists for inexpensive, accessible, and effective 

assistive therapeutic modalities for ASD intervention. 

Computer-assisted interventions may offer an alternative intervention and assessment modality with 

reduced costs of care [8]. Many children with ASD have a natural affinity for computer-controlled 

environments [9] and exhibit a high level of engagement within these systems [10]. In addition, computer 

systems can provide controllable, replicable, and safe environments for children with ASD to practice social 

communication skills. As such, various kinds of computer-mediated intervention systems have been 

developed in order to understand and enhance the social communication skills of children with ASD [10], 
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[11]. Among these are collaborative game-based interventions, which usually target two users’ ability to 

convey information to one another (communicate) and to work together to achieve a common goal 

(collaborate) [12].  

Collaborative games poses several advantages relative to traditional intervention and assessment 

modalities. First, many children with ASD show a high level of engagement in computer-based 

collaborative games. Hourcade and colleagues designed four computer games that required two users to 

work together [13]. They analyzed users’ collaborative interactions by manually coding the users’ 

conversations within the system, and found that children with ASD spoke more sentences when they played 

these computer games as compared to non-computer games. Another advantage of collaborative computer 

games is that they can be designed to include strategies to elicit collaborative skills. Battocchi and 

colleagues designed collaborative puzzle games with an enforced collaboration rule, which required two 

users to take actions simultaneously, in or-der to encourage collaborations between the users [14]. They 

evaluated the effect of these games on users’ collaborations by measuring users’ task performance, such as 

task completion time and number of moved puzzle pieces. They found that these collaborative games, 

equipped with the enforced collaboration rule, have more positive effects on children with ASD, compared 

to games without such rules. Piper and colleagues de-signed and implemented a cooperative tabletop 

computer games for adolescents with Asperger’s Syndrome [15]. They found that the cooperative computer 

games improved engagement, group work skills and confidence to interact in social activities within the 

population. Other previous literature on collaborative games with intervention strategies have also 

successfully investigated other collaborative behaviors of children with ASD, such as sharing [16], turn 

taking [17], and collaborative play [18]. 

In this work, we present the design of an intelligent agent able to play collaborative games with 

children with ASD, and simultaneously communicate with them during the games. In addition, the 

intelligent agent was designed to automatically measure collaboration and verbal-communication skills of 

children with ASD when they played these games. Such an intelligent agent may have the ability to 1) 

encourage collaborative interaction and communication in children with ASD; and 2) automatically 

evaluate the impacts of these collaborative games on these children. We also conducted two preliminary 

studies to evaluate the feasibility of the intelligent agent to interact with the target population, as well as its 

potential to measure their collaboration and verbal-communication skills. 

The main challenge of designing such an intelligent agent is to understand the unrestricted human 

language using a computer program. Note that designing a computer program that can understand human 

language and conduct conversations as a human (i.e., Turing test) is yet to be solved from a technical point 

of view [19], [20]. Existing intelligent agents with conversation capabilities can only work in narrowly 
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defined domains [19], [21], [22]. In our implementation, the intelligent agent was also designed with 

narrowly defined domains when communicating and playing games with children with ASD.  

2.2.1 Intelligent Agents with Conversation Capabilities 

Intelligent agents with conversation capabilities have been studied for several decades. One of the 

early systems in this area, ELIZA, was designed by Weizenbaum in 1966 [23]. ELIZA could make natural 

language conversation with human, by identifying keywords of a user-typed input sentence, and then 

generating responses based on the keywords and predefined rules. Since that time, similar methods have 

been widely applied to create chatbots to simulate intelligent conversation. One of the most powerful 

chatbots is A.L.I.C.E., which has the ability to engage in conversation using 40000 predefined rules [24]. 

This system, however, cannot provide information unless the required information has already been stored 

in the system. Chatbots and question-answering applications, such as Apple’s Siri [25], are typically 

designed to answer general questions based on predefined question-answer pairs or online searching. They 

cannot be directly used for a specific domain, such as game playing, due to a lack of domain-specific 

knowledge.  

The majority of existing intelligent agents with conversation capabilities were developed to conduct 

flexible conversations in narrowly defined domains, such as flight and travel booking [21], train information 

tracking [22], and for museum guides [19]. However, there is no common way that existing systems that 

have been developed [26], with variations in purpose, method of understanding linguistic meaning, 

complexity, robustness, and coverage of domains [27]-[29] to be a single system. Given that the goal of 

this work is to design an intelligent agent that can not only communicate but also play collaborative games, 

we review relevant works on intelligent agents with conversation capabilities for game playing. 

2.2.2 Intelligent Agents with Conversation Capabilities for Game Playing 

Many existing intelligent agents with conversation capabilities for game playing have been designed 

to assist humans in interactive games. One of the important applications in this area is the Non-Player 

Character (NPC) with conversational capability. For example, the adventure game, Zork-series [30], 

included NPCs that could parse and understand the words and phrases typed by players, and then show 

specific text-based information to assist the players in the game. Magerko and colleagues designed a game 

with NPCs that could take actions based on players’ commands [31]. Although NPCs in these systems can 

support communication with players, the communication usually is less flexible, with a fixed-format. 

Generally, such fixed-format methods are not suitable for measuring flexible communication between users 

in collaborative games.  
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Figure 2-1: An example of the collaborative puzzle game 

Only a few intelligent agents with conversation capabilities have been designed to support and measure 

flexible conversations within the collaborative game domain. Cuayáhuitl and colleagues designed an 

artificial intelligent agent that can play a strategic board game, called Settlers of Catan [32]. In the board 

game, players can offer resources to other players and they can also reply to offers made by other players. 

Their study focused on applying a Deep Reinforcement Learning (DRL) method to train conversational 

skills of the agent. Results of the study indicated that the DRL method significantly outperformed several 

other methods, including random, rule-based, and supervised methods, in training the agent’s 

conversational skills. Kulms and colleagues designed an intelligent agent that could conduct text-based 

conversation as well as play a collaborative puzzle game [33]. In the collaborative puzzle game, the agent 

works together with a human to place differently shaped blocks in three steps:  

1) one player, either the agent or the human, recommends one of two blocks to the other player; 

2) the other player either accepts the recommendation and places the recommended block, or 

rejects the recommendation and chooses a different block; 

3) the first player places the remaining block.  

The two game actions, recommendation and acceptance/rejection, were used as measures of 

cooperation since they were indicative of competence, trust, and pursued goals. Unfortunately, to date very 

few results have been reported about the agent. These technologies provide important guidance about how 

to design intelligent agents to conduct conversations with a human and measure their communication 

behaviors. However, they were designed for a typically developed (TD) population, and could not be 

directly used for ASD intervention.  
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2.3 Collaborative Puzzle Games 

In our previous study [34], we designed several computer-based collaborative puzzle games to 

encourage communication and collaborative interactions for children with ASD. Our collaborative puzzle 

games were designed based on tangram games [35], which require users to move seven puzzle pieces to 

form a specific shape. However, our collaborative games (see Fig. 2-1 for an example) were different from 

traditional tangram games since they required two users in different locations to interact with each other in 

order to play the game. In particular, these two users in two different locations played these games in a 

shared virtual environment and talk with each other through audio chat to exchange game information to 

complete the same tangram puzzle. An intelligent agent embedded into the virtual environment has the 

capability to interact with the user and also assess communication and collaboration skills of the user when 

they interact with each other and also with the agent. Details of the intelligent agent is described in the next 

section.  

In order to encourage communicative and collaborative interactions, the collaborative puzzle games 

were equipped with two intervention strategies: 1) puzzle pieces could be moved together or individually; 

and 2) color of the puzzle pieces could be visible to one user or both users. In order to complete these 

games, both users needed to talk with each other to take turns moving the puzzle pieces, synchronize their 

actions to move the pieces together, or share color information. In the following sections, we first present 

the design and development of an intelligent agent that could talk and play these collaborative games with 

a child with ASD. Then, we discussed two case studies, which were conducted to test: 1) whether the 

intelligent agent could communicate and play the collaborative games with the children with ASD; and 2) 

whether the intelligent agent could generate features to measure the children’s collaboration skills and 

verbal-communication skills. 

 

Figure 2-2: Overall system interaction diagram of ICON2 
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2.4 Intelligent Agent 

2.4.1 Overall Description and Architecture 

We designed an intelligent agent with the ability to elicit and assess COllaboratioN and 

COmmunicatioN (ICON2) skills of children with ASD through games and conversation tasks. The overall 

view of ICON2 is shown in Fig. 2-2. ICON2 can perceive a human’s speech and game-related actions, i.e., 

what the human-partner says and what he/she does to play collaborative puzzle games. Then, it generates 

speech and game-related actions based on the perceived information. Finally, it executes these generated 

speech and game-related actions as responses to the human. ICON2 monitors input in real time without 

requiring the presence of a human therapist or coder. As ICON2 plays the games, as described below, it 

can assess collaborative and communicative aspects of the interaction through machine learning methods 

using several collaboration and communication features that were defined based on previous work [34]. 

A human user interacts with ICON2 when playing collaborative puzzle games. ICON2 acts as a virtual 

partner that is capable of conversing with the human user and also executes game actions during game play. 

ICON2 is aware of the game states, the rules of the games, and the layout of the virtual environment. As 

described in section 2.3, the puzzle games employ two configurations to promote collaboration, “turn-

taking” and “move together.” When the game is in the “turn-taking” configuration, the human user first 

moves a puzzle piece to the target image, and ICON2 observes the movement and waits for its own turn. If 

the human user does not make a move, ICON2 will prompt the user by saying, “This is a turn-taking game. 

It is your turn to move the puzzle piece.” When it is ICON2’s turn to move a puzzle piece, it asks the human 

user which piece it should move. It then “listens” to what the human user says and independently moves 

the identified piece to the target. When the game is in a “move together” configuration, ICON2 waits for 

the human user to communicate which piece to move together, verbally confirms the selection, and moves 

the piece together with the human user. If the human user does not verbally communicate which piece to 

move (e.g., User silently clicks on a piece to move), ICON2 will attempt to prompt user communication by 

asking, “Which piece should we move?”  

ICON2 is aware of the human user game actions (puzzle piece locations and mouse clicks locations) 

and combines this information with verbal input from the human user. For example, a human user can opt 

to get color information from ICON2 in two ways: 

1) Human user can ask ICON2, “What color is puzzle 5?” or 

2) Human user can use the mouse to click on puzzle 5 and ask ICON2, “What is the color for 

this?”  

ICON2 can correctly respond to both user actions with the color information of puzzle 5, even though 

in the later way the user did not specify the number of the puzzle piece.  
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Figure 2-3: System architecture for ICON2 

Different game characteristics are employed to encourage communication and collaboration in the 

human user and described in Table 2-2 and Table 2-3. For example, in both configurations, when the color 

information of the puzzle pieces is only available to one user (human user or ICON2), both partners have 

to exchange the color information in order to move the pieces to the target image. If prompted by the human 

user, ICON2 will always respond with the correct color information. When color information is not 

available for ICON2, it will ask the human user the color information before the puzzle piece can be moved 

to the target image.  

ICON2 can provide assistance to human users when they fail to carry out necessary actions during 

game play. Since ICON2 shares the same goal of completing the puzzle games, it will move a puzzle piece 

if the human user does not after a certain period of time. After taking this independent action, ICON2 will 

re-iterate the current game rules to the human user by describing the game again. For example, “This is a 

turn-taking game. I have the color information. It is 22your turn to move a puzzle piece.” Or, “We need to 

move the puzzle piece together. Which piece do you want to move?” 

The ICON2’s ability to communicate and play games was implemented with the architecture shown 

in Fig. 2-3. The architecture was composed of an Automatic Speech Recognition (ASR) module, a Game 

Observation (GO) module, a Dialogue Manager (DM) module, a Text-To-Speech (TTS) module, an Action 

Actuator (AA) module, and two databases, an Interpretation Model and a Speech Lexicon. 

Each module of ICON2 was designed in order to support domain-related conversation and 

collaborative interactions in the puzzle games. The ASR module was used to perceive human’s speech 

inputs by transcribing the speech into text using Google Cloud Speech API for its low word error rate 

(approximately 8%). The GO module perceived game-related information such as human’s game actions 

and current game states. Information from these modules were then fed into the DM module, which was 
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the main component of ICON2. The DM module was implemented using a hybrid method, which combines 

a dialogue act classifier and a finite state machine. The dialogue act classifier understood a human’s 

domain-related speech using an interpretation model database as shown in Fig. 2-3. The finite state machine 

combined speech inputs, game-related inputs, and historical information to generate speech and game-

related responses. All the historical information was stored in the memory of the DM module. In order to 

diversify the speech responses, the speech lexicon was used to map a speech semantic to different speech 

presentations. The TTS module used the Vuforia text recognition to transfer the text-based speech 

presentations to voice responses. The responses from the DM were then used in the TTS module and AA 

module to execute speech responses and to execute game-related actions respectively 

Since the DM module was the core component of ICON2, we mainly focus on the design and 

development of the DM module. 

TABLE 2-1 

Dialogue Act Classes and Descriptions 

Index Name Description Example 

1 Request color Ask the color of a puzzle piece What is the color of this puzzle piece? 

2 Provide Provide some information It is red. 

3 Direct movement Direct ICON2 to move a puzzle piece Move the green one. 

4 Acknowledge Acknowledge Okay! 

5 Request object Ask about a puzzle piece 
Which piece would you like to move? 

Which one is yellow? 

2.4.2 Dialogue Manager 

In our prior work, a total of 14 pairs of children (7 ASD/TD pairs and 7 TD/TD pairs) played 

collaborative puzzle games with each other [34]. The communication and game-playing behaviors of these 

users were analyzed, and then were used as the training data to design the communication and game-playing 

behaviors of ICON2. 

 

Figure 2-4: The process of the online classification 

All the domain-related behaviors of these users can be presented as pairs of intentions and objects. An 

intention indicates the type of action a user plans to take in a collaborative puzzle game. Possible intentions 

in playing collaborative games include, to: 

1) know the color of a puzzle piece; 

2) drag a puzzle piece; 

3) direct another user to drag a puzzle piece; 
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4) find a puzzle piece to move. 

An object indicates a specific puzzle piece targeted by an intention. Possible values of the object can 

be any of the seven puzzle pieces or empty. In order to simulate the real users’ collaboration and verbal-

communication behaviors, ICON2 must be able to: 

1) understand a human’s intention; 

2) find a targeted object; and  

3) generate appropriate speech and game-related responses.  

Besides the communication and game-playing behaviors, ICON2 should also be able to evaluate users’ 

communication skills. Therefore, the development of its core component, i.e., the DM module, must 

conform to the following requirements:  

1) ICON2 needs to both communicate and play games. Therefore, the DM module must have the 

ability to combine both speech and game-related inputs, and generate both speech and game-

related responses. 

2) ICON2 is required to assess a user’s collaboration and verbal-communication skills. Therefore, 

the DM module must be able to gather or generate relevant features for these assessments. 

3) As a partner to play collaborative games, ICON2 must be able to act proactively in a dialogue, 

i.e., to take initiative, rather than being purely responsive. This means that the DM module 

must not only respond to user’s speech but also initiate a conversation.  

In order to fulfill these requirements, we developed the communication and game-playing behaviors 

of ICON2 in three steps: i) understanding human spoken natural language and collecting game-related 

inputs, ii) detecting intention and object from the speech and game-related inputs, and iii) generating speech 

and game-related responses. These three steps together could enable both communication and game-playing 

capabilities. The speech and game-related inputs gathered in the first step were not only important for 

ICON2 to communicate and play games but also useful for ICON2 to evaluate skills of its human-partner. 

In the third step, some rules were included so that ICON2 can also initiate conversations in addition to 

responding to the users. In what follows, we describe the first step in section 2.4.2.1 and section 2.4.2.2, 

the second step in section 2.4.2.3, and the third step in section 2.4.2.4. 

 

2.4.2.1 Language understanding 

In order to be understandable for a computer, human language is typically represented using a set of 

messages, where each set has a finite number of messages and each message is associated with a particular 

action [36]. One way to represent human utterances is using combinations of dialogue acts and slots. A 
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dialogue act is the specialized performative function that an utterance plays in language [37]. A slot is a 

variable that stores specific domain-related information of human’s utterances [38]. Using a combination 

of dialogue act and slot to represent an utterance has been shown to be useful [39]-[41]. For example, 

AT&T’s spoken dialogue system may represent a caller’s request as “Report (payment),” where “report” is 

the dialogue act and “payment” is the slot [42]. We used combinations of dialogue acts and slots to represent 

utterances because dialogue acts were shown to be useful in evaluating the collaboration and verbal-

communication behaviors in collaborative learning environments [43].  

Dialogue acts and slots are usually domain-dependent. We defined dialogue acts and slots in our game 

playing domain based on the conversations recorded in our previous study. Five classes of dialogue acts 

(request color, provide, direct movement, acknowledge, and request object) are included in the game 

playing domain. The descriptions of these dialogue act classes are shown in Table 2-1. We then defined 

seven slots (color, id, object, action, policy, subject, and out-of-domain) and several slot words for each 

slot to represent users’ utterances. The slot words of the first six slots could describe specific features of 

the collaborative puzzle games. For example, the color slot words, i.e., red, green, yellow, blue, pink, 

orange, and gray, described the colors of all the puzzle pieces in the games. The out-of-domain slot words 

(such as name, food, school, weekend, and Facebook), which were extracted from the out-of-domain 

utterances in the previous study, were used to describe out-of-domain information.  

The dialogue act class of each utterance was computed using an interpretation model, while the slot 

words of each utterance were extracted by mapping each word of the utterance with all predefined slot 

words. We built an interpretation model using the recorded conversations in our previous study, and utilized 

the model to recognize a dialogue act of each utterance that a user used to communicate with ICON2. The 

interpretation model for this research was a Support Vector Machine with Radial Basis Function (SVM-

RBF) kernel. The model was built using 136 data samples collected from our previous human-human 

interactions study using the process as shown in Fig. 2-4. First, we replaced each recognized slot word with 

its slot type since all the words belonging to a slot perform similar functionality in conducting utterances. 

This preprocessing procedure can reduce feature dimension. Second, we extracted multiple syntactic and 

word sequence features, including unigrams, bigrams, part of speech, and dependency types. It has been 

found that unigrams and bigrams are the most useful word sequence features in dialogue act classification 

[44], [45]. Parts of speech and dependency types are also useful structure features in dialogue act 

classification [46]. Natural Language Toolkit [47] was used for the feature extraction. After the feature 

extraction, we reduced the dimension of the features using Principal Component Analysis (PCA). Finally, 

the low-dimensional features together with labels of these training data samples were input to train the 

SVM-RBF model. A 5-fold cross validation was used to select hyper parameters of the SVM-RBF model. 

The feature extraction method, the PCA model, and the SVM-RBF model were also used for on-line 

classification. 
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2.4.2.2 Game-related inputs 

The game-related inputs, including the human-partner game actions and current game states, are 

gathered from the collaborative games. Some examples of human-partner game actions are:  

1) No action for a certain time-duration. 

2) Dragging a puzzle piece. 

3) Clicking on a puzzle piece. 

4) Stop dragging a puzzle piece.  

The values of these variables are extracted from the human-partner actions within the games. 

The current game states are used to represent the interactive environment. They are composed of 

multiple parameters, such as the color of each puzzle piece, the position of each puzzle piece, and the target 

position. Two important parameters for current game state are the 1) color visibility; and 2) piece translation 

control, which are used to determine the features of each game, as mentioned in section 2.3. These game-

related inputs are meaningful for ICON2 to detect intention, detect object, and generate responses. 

2.4.2.3 Intention and object detection 

 

Figure 2-5: Finite state machine in the Dialogue Manager Module 

A Finite State Machine (FSM), shown in Fig. 2-5, was developed to combine the speech and game-

related inputs and generate speech and game-related responses. In general, spoken dialogue systems that 

are capable of speech and non-speech interactions can be implemented using two methods: rule-based and 

data-driven methods. The rule-based methods update information and generate responses using predefined 

rules [48]. Expertise is required to define these rules [49]. The data-driven methods, such as reinforcement 

learning [50], can generate models automatically from training data. However, gathering enough training 

data is challenging in most cases [51]. This work used a FSM with some predefined rules to combine inputs 
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and generate outputs given the limited training data. In particular, ICON2 detects the intentions and objects 

by combining human-partner’s speech and game-related inputs, and generates responses based on the 

detected intention and object using the FSM as shown in Fig. 2-5. The interaction detection and object 

detection are implemented using an “Intention_Detection” state and an “Object_Detection” state in the 

FSM. If the information is incomplete, the FSM also includes the “Intention_Confirm” and 

“Object_Confirm” states in order for ICON2 to 1) clarify unclear information; and 2) gather lost 

information. Responses are generated based on the detected intention and object, and are provided to the 

human-partner in the “Provide_Information” state. 

The logic for intention detection can be summarized using the structure shown in Fig. 2-6. The tree-

structure simplifies the intention-detection procedure by dividing it into multiple steps. In the first step, 

ICON2 detects out-of-domain utterances based on a rule: if an utterance has out-of-domain slot words, the 

utterance is an out-of-domain utterance. As mentioned in the introduction section, existing spoken dialogue 

systems are usually designed to operate over a limited and definite domain [52]. To ensure satisfactory user 

experience, sthe spoken dialogue system must be able to detect out-of-domain (OOD) utterances, and 

provide feedback to the user when OOD utterances are detected. Previous literature has applied 

classification methods to explicitly model OOD utterances for OOD detection [53]. However, collecting 

enough training data to model OOD utterances is time-consuming and laborious. Given the limited training 

data samples of this study, it is hard to create an OOD model with acceptable accuracy. Therefore, we used 

a rule-based method to detect OOD utterances in the current study. This method has been proven to be 

useful in the system, as discussed in the results session. Other advanced OOD detection methods will be 

explored in our system in the future.  

The tree-structure and embedded rules also enable ICON2 to handle ambiguity in natural language. 

Ambiguity in natural language means that an utterance has multiple meanings. ICON2 can reduce language 

ambiguity using associated game-related inputs and dialogue history based on rules. For example, if a user 

says “red,” she/he may intend to provide either the color information or to direct ICON2 to move the red 

puzzle piece. If the current game state indicates that color is visible to ICON2 or the dialogue history 

includes a request for a puzzle piece to move, the user intends to direct ICON2 to move the red puzzle 

piece. 
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Figure 2-6: The logic for intention detection 

A weighted average method as shown in (1) uses both speech and game-related information in order 

to detect which puzzle piece is the targeted object. Equation (1) calculates the similarity between a puzzle 

piece and the targeted object. A targeted object is usually described using multiple characteristics, such as 

color of the object, index of the object, and actions on the object. In (1), different characteristics are 

presented using different terms, such as 𝑇𝑐𝑜𝑙𝑜𝑟 , 𝑇𝑖𝑛𝑑𝑒𝑥 , and 𝑇𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 . The value of each term can be 1 (if 

the term matches the user’s inputs) or 0 (if the term does not match the user’s inputs). Each characteristic 

has a weight, such as 𝑊𝑐𝑜𝑙𝑜𝑟 , 𝑊𝑖𝑛𝑑𝑒𝑥 , and  𝑊𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 to reflect how important this characteristic is in the 

object detection. The values of these weights are predefined based on domain knowledge. ICON2 calculated 

a similarity value for each object based on (1). The object with the highest value is the targeted object. This 

method has the advantage to handle complex information in dialogue when describing an object. 

 

 

2.4.2.4 Response generation 

Based on the detected intention, detected object, and dialogue history, the DM module generates 

speech and game-related responses based on a set of carefully designed IF-THEN rules. For example, IF 

the intention is out-of-domain, THEN the agent provides feedbacks that reflects the out-of-domain nature 

of the conversation, such as “Hey! I only know something about the game we are playing. Let’s play the 

game!” 

ICON2 cannot only respond to human conversation but also initiate conversations. The ability to 

initiate a conversation enables ICON2 to act proactively in a dialogue, i.e., to take over the initiative, rather 

than being purely responsive. This leads to a more natural conversation and may facilitate communication 

in children with ASD within the system. The capability to initiate conversations is implemented using 

𝑊𝑡𝑜𝑡𝑎𝑙 = 𝑊𝑐𝑜𝑙𝑜𝑟 × 𝑇𝑐𝑜𝑙𝑜𝑟 + ⋯ + 𝑊𝑖𝑛𝑑𝑒𝑥 × 𝑇𝑖𝑛𝑑𝑒𝑥  (1) 
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feedback events (“Feedback0,” “Feedback1,” “Feedback2,” and “Feedback3”) in the FSM (Fig. 2-5). These 

feedback events are triggered by a human’s game actions and are used to initiate an appropriate 

conversation. For example, if the human-partner has no action for 10 seconds, the “Feedback0” event is 

triggered and ICON2 may ask “I can see all the colors. Just ask when you need any.” if the color is invisible 

to the human. 

ICON2 may say different sentences to express the same idea. A speech lexicon was used in order to 

generate different expressions. The speech lexicon stores multiple expressions for each idea. In real time, 

ICON2 can randomly select one of the expressions as the speech response. For example, if ICON2 wants 

to ask color of a puzzle piece, it may say: 

1) “What is the color?”  

2) “Could you tell me the color?”  

3) “Is it red or green?”  

A sample dialogue is shown in Fig. 2-7 

 

Agent: We need to move pieces together during this game, I 

have all the colors. 

 

Human: What is the color of this one?  

(Human clicks on a puzzle piece) 

 

Agent: That one is red. 

 

Agent: Let’s move the red one together.  

(Agent and human starts moving the puzzle piece) 

 

(Human has no action for a while) 

 

Agent: Which puzzle piece do you want to move? 

 

Human: Number six.  

 

Agent: It is a yellow one. Move number six. (Agent starts 

moving the puzzle piece) 

Figure 2-7: A sample dialogue (All game actions are shown in parentheses) 
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2.5 Preliminary Studies 

We conducted two preliminary studies to test i) whether ICON2 could interact and communicate with 

children with ASD to play collaborative puzzle games; and ii) whether ICON2 could generate meaningful 

features to measure the communication and collaboration skills of the children. 

2.5.1 Collaborative Puzzle Games 

In Study I, we used seven collaborative puzzle games developed in our previous study [34]. The 

variation in these games was implemented by manipulating two game features: 1) who can move the puzzle 

pieces; and 2) who can see the colors of the puzzle pieces. The characteristics of the seven collaborative 

puzzle games are shown in Table 2-2. Take Game_11 for example, where both users could see all the colors 

of the puzzle pieces, and they needed to take turns moving the pieces one by one. And for Game_15, only 

the human user could move the puzzle pieces, but ICON2 had the color information for the puzzle pieces. 

This forced the human user to ask ICON2 for the color information before choosing the puzzle piece to 

move to the target. 

TABLE 2-2 

Characteristics of Collaborative Puzzle Games in Preliminary Study I 

Game name Who can move puzzle pieces Who can see color of puzzle pieces 

Game_11 Users take turns Both users 

Game_12 Users take turns Both users 

Game_13 Both users together Both users 

Game_14 ICON2 Human user 

Game_15 Human user ICON2 

Game_16 Both users together Both users 

Game_17 Both users together Both users 

 

 

In Study II, nine collaborative puzzle games were designed to elicit communication and collaboration 

of users. In these games, the puzzle pieces could be moved by taking turns, one at a time, or moved together. 

The colors of these puzzle pieces were visible to only one of the users or both users. As a result, the human 

user needed to talk with ICON2 to synchronize their actions, or to share color information. The 

characteristics of these games are shown in Table 2-3. Take Game_29 for example: in this game, only one 

user could see the colors of puzzle pieces, but both users needed to drag puzzle pieces together to a moving 
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target area. Therefore, both users were required to converse with each other to share color information as 

well as to synchronize their actions in this game. 

2.5.2 Participants and Experimental Procedure 

Across both studies, a total of 10 children with ASD (5 children in each study) were recruited to interact 

with ICON2. Participants were recruited through an existing university-based clinical research registry. All 

participants had clinical diagnoses of ASD from a licensed psychological provider, had IQ scores higher 

than 70, and were capable of using phrase speech. To obtain current levels of autism symptomatology, 

parents completed the Social Responsiveness Scale, Second Edition (SRS-2) [54] and Social 

Communication Questionnaire Lifetime Total Score (SCQ) [55]. All study procedures were approved by 

the Vanderbilt University Institutional Review Board (IRB) with associated procedures for informed assent 

and consent.  

TABLE 2-3 

Characteristics of Collaborative Puzzle Games in Preliminary Study II 

Game Name 
Who can move puzzle 

pieces 

Who can see color of puzzle 

pieces 

Whether the target 

is moving 

Game_21 Users take turns Both users No 

Game_22 Users take turns Only one user No 

Game_23 Users take turns Only one user No 

Game_24 Both users together Both users No 

Game_25 Both users together Only one user No 

Game_26 Both users together Only one user No 

Game_27 Both users together Both users Yes 

Game_28 Both users together Only one user Yes 

Game_29 Both users together Only one user Yes 

 

Study I 

The goal of this preliminary study was to test whether ICON2 could play games and communicate 

with children with ASD in the collaborative puzzle game domain. Five children with ASD participated in 

this study, and their characteristics are shown in Table 2-4. Each of the participants completed a one-visit 

experiment that lasted approximately 30 minutes. At the beginning of the experiment, the participant was 

shown both audio and text introduction about how to play the collaborative games with ICON2. Then the 

participant played seven collaborative puzzle games, as previously mentioned in Table 2-2. Finally, the 

participants completed a paper survey consisting of 6 items assessing user feedback regarding their 
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interactions with ICON2. As seen in Table 2-7, each item consisted of a Likert scale with 1 being the most 

negative and 5 being the most positive. Research assistants explained the instructions to the participants 

and answered any questions that arose.  

TABLE 2-4 

The Characteristics of the Five Participants in Study I 

Age 

Mean (SD) 

Gender 

Female/male 

SRS-2 total raw score 

Mean (SD) 

SCQ current total score 

Mean (SD) 

10.42 (3.31) 2/3 99.20 (21.65) 16.80 (5.36) 

 

Study II 

This preliminary study was aimed at testing whether the intelligent agent had the potential to generate 

meaningful features to measure communication and collaboration skills of children with ASD. Five children 

with ASD, different from the Study I participants, took part in this study (characteristics shown in Table 2-

5). Each participant completed a one-visit experimental session. At the very beginning of the experiment, 

participants were shown an introduction explaining how to play games in the collaborative virtual 

environment (CVE). Then the participants played nine collaborative puzzle games in a random order. 

Two researchers watched video recordings of the experiments and rated the communication and 

collaboration skills of the participants in order to provide the ground truth of these skills. They rated all the 

participants’ skills on a binary rating scale with a value 1 or 0 after each game within a session (total of 9 

games per participants). Values of the binary rating scale indicated whether the human raters felt the 

participants had a high level (value 1) or a low level (value 0) of communication and collaboration skills, 

respectively. These two human raters utilized the same rating scheme and rated the videos independently. 

The inter-rater agreement of the binary ratings was analyzed using a Cohen’s Kappa method, which is a 

commonly used method to measure inter-rater agreement for categorical items [56]. The inter-rater 

agreement of the binary rating was 87.15%. 

TABLE 2-5 

The Characteristics of the Five Participants in Study II 

Age 

Mean (SD) 

Gender 

Female/male 

SRS-2 total raw score 

Mean (SD) 

SCQ current total score 

Mean (SD) 

13.91 (1.91) 1/4 100 (14.40) 20.25 (7.41) 
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2.6 Skill Measurements Procedure 

We now present the procedure to measure both communication and collaboration skills. The system 

generated task-performance and verbal-communication features to represent the participants’ behaviors 

when they interacted with ICON2 in the CVE. Then we applied machine learning methods to measure these 

skills based on the system-generated features. 

2.6.1 System-Generated Features 

The system automatically generated multiple verbal-communication and task-performance features, 

which were designed based on previous literature in the field. All the features and their definitions are 

shown in Table 2-6. Previous literature demonstrated that dialogue act features, such as requests for 

information [27], providing information [28], and acknowledging other people’s actions [29], were useful 

in understanding group discussion behaviors of both children with ASD and TD children. In addition, word 

frequency and sentence frequency have been found useful to reflect the behaviors of children with ASD 

during collaborative puzzle games [26]. Bauminger-Zviely and colleagues found that the success frequency 

and failure frequency reflected important aspects of collaborative behaviors of children with ASD in 

collaborative puzzle games [30]. White and colleagues reported that the dragging time and collaboration 

time features could reflect collaborative efficiency of children with ASD when they played collaborative 

puzzle games with their TD peers [31]. In our system, all the features shown in Table 2-6 were generated 

by the system in real-time and recorded for offline analysis. 

2.6.2 Skill Measurements 

TABLE 2-6 

Automatically Generated Verbal-Communication and Task-Performance Features 

Index Feature Description 

1 Word frequency How many words a user speaks per minute 

2 Request color frequency How many times per minute a user asks color information 

3 Provide frequency How many times per minute a user provides game information 

4 Direct movement frequency How many times per minute a user directs movements 

5 Acknowledge frequency How many utterances belong to acknowledgements 

6 Request object frequency How many times per minute a user asks for objects 

7 Sentence frequency How many utterances a user speaks in a minute 

8 Success frequency 
How many puzzle pieces have been successfully moved to the 

target area 

9 Failure frequency How many times a user fails in moving puzzle pieces 
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10 Collaboration time 
The time duration of puzzle pieces being moved by two users 

simultaneously in a minute 

11 Dragging time The total time duration of a user dragging puzzle pieces 

12 
Collaborative movement 

ratio 
The ratio of collaboration time and dragging time 

 

We built machine learning models to measure participants’ communication and collaboration skills 

using the system-generated features. In particular, we trained machine learning models to classify a data 

sample, which included all system-generated features of a game, into a binary-class, i.e., a high level of 

skills or a low level of skills. First, we applied Principal Component Analysis (PCA) to reduce the feature 

dimension. Then we trained a Support Vector Machine with Radial Basis Function (SVM-RBF) model to 

measure communication skills using the system-generated features and ratings of communication skills on 

a binary scale, and trained another SVM-RBF model to measure collaboration skills using the features and 

rating of the collaboration skills on a binary scale. We selected SVM-RBF kernel as the machine learning 

method for the classification because this method usually performs well in classifying data with a small 

sample size [57]. The performance of these models in measuring these skills was evaluated using their 

classification accuracies, which were computed using a 6-fold cross-valuation method.  

2.7 Results 

Overall, ICON2 worked as designed in this study. All participants completed their experiments. 

Unfortunately, experimental data of one participant in Study I was lost because the system crashed during 

the game for unknown reasons. 

The data from Study I were analyzed to evaluate whether ICON2 could play the collaborative games 

and communicate within the game-playing domain with the participants. Data from Study II were analyzed 

to determine whether ICON2 had the potential to measure both communication and collaboration skills of 

the participants. 

2.7.1 Results of Study I 

Data for Study I include the survey scores provided by the participants after the experiment, the speech 

data, and the game action information collected during the collaborative game play. 

Results of the distributed survey, as shown in Table 2-7, indicated that children with ASD enjoyed 

communicating and interacting with ICON2. The participants felt comfortable talking with ICON2 with an 

average score of 4 on a 1-5 Likert scale, where 1 meant very uncomfortable and 5 meant very comfortable. 

They could be understood by ICON2 with an average score of 3.8/5 and could also understand ICON2, 
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with an average score of 4.2/5. They reported that it was easy to play the game with ICON2, as indicated 

by an average score 4.4/5 on Question 5, where 1 meant very difficult and 5 meant very easy. In addition, 

they enjoyed playing the games with ICON2 with an average score of 4.4/5, where 1 meant dislike very 

much and 5 meant like very much. 

TABLE 2-7 

Survey Results 

Index Questions Mean 
Standard 

deviation 

1 Do you feel comfortable talking with ICON2 

[1 very uncomfortable, 2 uncomfortable, 3 neutral, 4 comfortable;  

5 very comfortable] 

4 1 

2 Do you feel ICON2 can understand you very well 

[1 strongly disagree; 2 disagree; 3 neutral; 4 agree; 5 strongly agree] 
3.8 0.84 

3 Do you feel you can understand ICON2 very well 

[1 strongly disagree; 2 disagree; 3 neutral; 4 agree; 5 strongly agree] 
4.2 0.45 

4 How quickly did ICON2 respond to you 

[1 very slowly; 2 slowly; 3 neutral; 4 quickly; 5 very quickly] 
4.4 0.55 

5 Overall, how easy do you think it is to play the game with ICON2 

[1 very difficult; 2 difficult; 3 neutral; 4 easy; 5 very easy] 
4.4 0.89 

6 
Overall, how much do you like to play the games with ICON2 

[1 dislike very much; 2 dislike; 3 neutral; 4 like; 5 like very much] 
4.4 0.55 

 

A total of 249 utterances were spoken by the participants and a total of 374 utterances were generated 

by ICON2 in Study I. All utterances spoken by participants were found to be in-domain utterances and 

labeled as such, and no utterance was found to be out-of-domain. This result was in line with our previous 

human-human interaction study [34], in which children with ASD used very few (<0.01%) out-of-domain 

utterances when playing these games with their TD peers.  

We asked a human coder to label these input utterances offline using the five dialogue act classes that 

were defined in Table 2-1. These manually labeled utterances were used as the ground truth for the 

classification. Results of dialogue act classification are shown in Table 2-8. The accuracy of the dialogue 

act classification of ICON2 was 67.47%, which was much higher than the random accuracy of 20%. These 

accuracies were computed based on the 249 utterances. Request Object feature had very low utterance 

frequency to calculate the classification accuracy, as such the value were set to 0 and omitted from further 
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analysis. Please note that the classification accuracy was computed in real time, and the test data were 

independent of the training data. 

Human coding results indicated that ICON2 had the potential to appropriately initiate conversations 

as well as to reply to the participants’ speech. ICON2 generated two kinds of utterances:  

1) “initiation,” which was an utterance used to initiate a conversation; 

2) “reply,” which was an utterance used to reply to an initiated conversation by a participant. 

We defined that all the utterances generated by the feedback events of the FSM were “initiations,” and 

all the other utterances were “replies”. In this study, ICON2 generated 161 initiations and 190 replies. 

82.93% of the 161 initiations were labeled as appropriate initiations; while 89.33% of the 190 replies were 

labeled as appropriate replies. These results indicate that ICON2 demonstrates potential to communicate 

with the participants with ASD when they play puzzle games. Note that the accuracy of appropriate replies 

(89.33%) is much higher than the accuracy of dialogue act classification (67.47%), which suggests that 

ICON2 could reply appropriately even when it misunderstood a human’s language. This was because 

ICON2 could reduce language ambiguity by combining the language with game-related inputs, as discussed 

in section 2.4.2.2.  

TABLE 2-8 

Dialogue Act Classification Results in Study I 

  Target class 

 Request 

Color 

Provide Direct 

Movement 

Acknowledge Request 

Object 

Sum 

Classifica

tion 

results 

Request Color 6.02% 0.40% 0.80% 0 0 7.23% 

Provide 0 37.35% 0.80% 0.80% 0 38.96% 

Direct 

Movement 

0 5.62% 18.47% 2.81% 0 26.91% 

Acknowledge 0 20.08% 0.40% 5.62% 0 26.10% 

Request 

Object 

0 0 0.80% 0 0 0.80% 

Sum 6.02% 63.45% 21.29% 9.24% 0 100.00

% 

We then used the game action and game states data to generate collaborative movement ratio. This is 

the ratio of the time duration when both human user and ICON2 simultaneously move a puzzle piece to the 

time duration when an individual user drags the piece. Results of collaborative movement ratio indicated 

that ICON2 could play collaborative games with these children. The average collaborative movement ratio 
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of children with ASD when interacting with ICON2 in this study was 0.10, which was comparable to the 

ratio of 0.11 when children with ASD interacted with their TD peers in our previous study [58]. The 

collaborative movement ratio was a meaningful feature to measure collaborative efficiency when children 

with ASD played these collaborative puzzle games [34]. This result may indicate that ICON2 could 

effectively collaborate with children with ASD in the context of the games.  

2.7.2 Results of Study II 

In Study II, we wanted to test whether the ICON2 system could accurately generate verbal-

communication features. Similar to Study I, we first generated the ground truth for these features using a 

human coding methodology. A human rater watched videos recorded during the experiments, manually 

transcribed the participants’ speech to text, and labeled each sentence with one of the five predefined 

dialogue acts. The labels were used as the ground truth of the features. The accuracy of the five-class 

dialogue act classification was 69.10%, which was much higher than the random accuracy, 20%, of a five-

class classification. Detailed results of the dialogue act classification are shown in Table 2-9. These 

accuracies were computed based on 1332 spoken sentences from the participants. The speech recognition 

errors and the dialogue act classification errors together led to errors of the system-generated verbal-

communication features. 

TABLE 2-9 

Dialogue Act Classification Accuracies in Study II 

 

 Target class 

 
Request 

Color 
Provide 

Direct 

Movement 
Acknowledge 

Request 

Object 
Sum 

Classification 

results 

Request 

Color 
0.60% 0.07% 0.07% 0 0 0.74% 

Provide 0.07% 47.49% 5.76% 3.74% 0 57.06% 

Direct 

Movement 
0 18.18% 17.47% 0.75% 0 36.40% 

Acknowledge 0 0.45% 0.60% 4.71% 0 5.76% 

Request 

Object 
0 0.07% 0 0 0 0.07% 

Sum 0.67% 66.26% 23.90 9.20% 0 100% 
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An error rate of a feature is the ratio of the value difference between a system-generated feature and 

its true feature to the value of the true feature. The calculated error rate of each verbal-communication 

feature is shown in Table 2-10. The sentence frequency feature had the lowest error rate (0.0566). This 

result indicates that the system has the potential to accurately generate the sentence frequency feature. 

However, the utterance frequency of features Request Color and Request Object were very low resulting in 

very high error rate values. We removed these features from the analysis. We also present the ratio of the 

number of sentences in each dialogue act to the total number of sentences. This ratio was useful to 

understand the error rate of the corresponding verbal-communication feature. 

TABLE 2-10 

Error Rate of Each System-Generated Feature 

System-generated Feature Error rate 

Ratio of the number of sentences in a 

dialogue act class to the total number 

of sentences 

Word frequency 0.1289 -- 

Request color frequency 1.0000 0.0055 

Provide frequency 0.3527 0.5027 

Direct movement frequency 0.6408 0.4611 

Acknowledge frequency 0.5789 0.0266 

Request object frequency 1.0000 0.0041 

Sentence frequency 0.0566 -- 

 

Table 2-11 shows the high accuracies the system managed to achieve in measuring the verbal-

communication skills and collaboration skills using the system-generated features above. Since each game 

generated a data sample, we had 45 data samples for measurements (9 games, 5 participants). The accuracy 

to assess the binary communication skills based on these features was 89.68% using the SVM-RBF model 

discussed in section 2.6.2. This accuracy was computed with 30 data samples belonging to the high level 

of communication skills, while 15 data samples belonged to the low level of communication skills. The 

collaboration skills were assessed with a 75.40% accuracy with 28 data samples belonging to the high level 

of collaboration skills and 27 data samples belonging to the low level of collaboration skills. In addition, 

we present accuracies to measure these binary skills with balanced data samples. The balanced data were 

generated by randomly under-sampling the majority class, which is a commonly used resampling technique 

to improve classification performance in unbalanced datasets [59]. 
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TABLE 2-11 

Accuracy to Assess Both Communication and Collaboration Skills Based on the System-Generated 

Features 

Index Which skills to measure? 

Data sample size 

(high level 

/low level) 

Accuracy 
Accuracy of 

balanced data 

1 Communication skills 30/15 89.68% 79.20% 

2 Collaboration skills 28/17 75.40% 74.95% 

 

2.8 Conclusions 

In this paper, we designed an intelligent agent that could communicate and play games with children 

with ASD in a CVE as well as generate meaningful features to measure their communication and 

collaboration skills. Results of the two preliminary studies presented here indicate the potential of ICON2 

to 1) communicate and collaborate with children with ASD in the CVE as indicated by the self-report 

results; and 2) generate meaningful features to measure communication and collaboration skills of the 

participants as indicated by high accuracies of these measurements.  

In particular, we found that ICON2 could appropriately initiate conversations and respond to the 

participants’ conversation in Study I. ICON2 generated 82.93% appropriate initiations and 89.33% 

appropriate replies when interacting with the children with ASD. These accuracies are comparable to results 

of other intelligent agents with conversation capabilities designed for TD individuals [19], [60], [61]. Given 

differences in data sample numbers and task domains, it is hard to directly compare numerical results of 

different systems in this area. However, we believe that the communication capability of ICON2 are 

comparable to existing systems by comparing the numerical results available in the literature. For example, 

Kopp and colleagues designed a conversational agent as a museum guide to communicate with museum 

visitors. The agent could understand visitors’ utterances by mapping keywords with 138 rules. The agent 

could correctly respond to visitors’ 50423 utterances with an accuracy of 63% [19]. Tewari and colleagues 

designed a question-answer system to help improve reading skills of children in the lowest socio-economic 

status [60]. The system could correctly answer questions with an accuracy of 86%, which was computed 

with 346 utterances. However, this system could not initiate conversations and did not support non-speech 

interactions. Ramin and colleagues designed a spoken system to assist elderly users about their weekly 

planning. The system could respond to elderly users with 84.8% accuracy, which was computed from only 

46 utterances [61]. 
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ICON2 has the potential to evaluate communication and collaboration skills of the participants as seen 

in Study II. The system could accurately generate verbal-communication features as indicated by the low 

error rates of these features. For example, the sentence frequency feature had a low error rate 0.0566. All 

the features together could measure these skills with high accuracies using machine learning models. The 

accuracy to measure the communication skills was 89.58%, while the accuracy to measure the collaboration 

skills was 75.40%. Although these machine learning models were built offline, they could be used for real-

time measurements in the future. The results indicate that the system has the potential to automatically 

measure both communication and collaboration skills in human-agent interactions based on these system-

generated features. Automated systems for capturing, labeling, and measuring communicative overtures 

could, in the future, augment our ability to systematically measure change in important social-

communication therapy goals. This has the potential to reduce costs associated with human observation and 

coding as well as reducing subjective bias in behavioral observation. That being said, in the current work 

the system required intensive human-coder classification in order to develop and optimize our models.  

Future, use of such a paradigm will ultimately have to overcome this system development cost to move 

toward larger scale use. 

The errors that occurred when the system generated verbal-communication features were because of 

errors in speech recognition and errors in dialogue act classification. Errors of the word frequency and the 

sentence frequency features were due to errors of the speech recognition; while errors of other verbal-

communication features, such as the Request Color frequency, Provide frequency, and Direct Movement 

frequency, were due to both the speech recognition errors and the dialogue act classification errors, as 

shown in Table 2-10. This might be the reason why the word frequency and sentence frequency features 

had the lowest error rates. We also found a high error rate for the Request Object frequency feature. This 

may be because the participants spoke only a few Request Object sentences, as indicated by the small ratio 

of the Request Object frequency to the sentence frequency in Table 2-10. As a result, a few incorrectly 

detected Request Object sentences could lead to a high error rate. We found similar results regarding the 

Request Color frequency feature.  

While we have presented a novel hybrid method to develop this intelligent agent for meaningful 

measurements within the tangram puzzles domain with varying configurations (colors, no colors, turn 

taking, move together), ICON2’s communication behaviors could be extended to other domains by 

modifying the hybrid method. ICON2’s generated speech responses within the game-playing domain based 

on some rules can be extended to other domains by modifying these rules. After adjusting the variables of 

the hybrid method, ICON2 will be able to communicate and interact with users in other domains. Also, 

ICON2 design was not adaptive, where the system performed at the same level for users from different age 

and developmental group.  It would be worth exploring the influence of varying the type of game as well 

as incorporating different difficulty levels to the communication and collaboration skills of the participants.  



50 

 

Although the present work is promising, readers are advised to exercise caution in interpreting the 

results more generally due to several limitations of the current work. First, the sample size was small, and 

the experimental design consisted of only one session. Please note that the goal of the present study was to 

design an intelligent agent that could play collaborative games and communicate within the game-playing 

domain to automatically measure important aspects of interactions in a CVE with preliminary studies. 

Results of the preliminary studies indicated that this intelligent agent has the potential to interact with 

children with ASD as well as automatically generate meaningful features to measure both communication 

and collaboration skills of children with ASD. In the next step, we will utilize this system for real-time 

measurements with more participants and with a longer study duration.  

Second, the use of binary scale (0 = low, 1 = high) to rate the communication and collaboration skills 

may not be sufficient to provide in depth and continuous measure of these skills. The binary scale was used 

as an initial step to assess the feasibility of the agent without adding complexity of the analysis. Moving 

forward, work beyond proof of concept could possibly explore a more refined rating scheme that would be 

able to provide in depth rating of both skills.  

Third, the training data used to build the SVM-RBF model for the dialogue act classification was 

relatively small. While the accuracy (67.47%) of the classifier in Study I and the accuracy (69.10%) of the 

classifier in Study II were much higher than the random accuracy (i.e., 20%) of a five-class classifier, more 

training data may yield a classification model with higher accuracy. In addition, the out-of-domain detection 

method in this paper was limited. Future studies should aim to develop more efficient methods for out-of-

domain detection.  

Fourth, the system-generated features were limited as well. We only explored 12 features for the 

measurements in the current study. Human behaviors, such as eye gaze, body language, and facial 

expression, could also provide important information in peer-mediated interactions. However, features to 

represent these behaviors have not been explored in this study. In the future, these features will be captured 

using eye gaze recognition, gesture recognition, and emotion recognition in order to understand the non-

verbal communications.  

And unlike an actual human partner, ICON2 has the potential to crash or fail. This could cause user 

frustration. As mentioned earlier in the section, the system did crash and caused data loss for one session, 

but the system was recovered right away to not cause further disruption to the experiment Despite these 

limitations, the performance of the games and interactions of the participants with their partners and the 

system itself were not affected and further contributes to the collaborative learning literature by proposing 

a novel way to automatically measure communication and collaboration skills of children with ASD within 

a CVE using an intelligent agent.  Results of the two studies indicated that the presented intelligent agent 

was tolerated and apparently engaging and enjoyable to the participants, as well as demonstrate its potential 
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to automatically measure important aspects of interactions in a CVE. The scope of the current work was to 

design the intelligent agent and preliminarily assess its capability to capture both communication and 

collaboration skills of children with ASD when they interacted with the intelligent agent in a CVE. This is 

a necessary first step before intelligent agents could be strategically deployed to assess these skills during 

peer-to-peer interactions within similar collaborative environments. 
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CHAPTER 3: C-HG: A COLLABORATIVE HAPTIC-GRIPPER FINE 

MOTOR SKILL TRAINING SYSTEM FOR CHILDREN WITH AUTISM 

SPECTRUM DISORDERS 

3.1 Abstract 

Computer-assisted systems can provide efficient and engaging ASD intervention environments for 

children with Autism Spectrum Disorder (ASD). However, most existing computer-assisted systems target 

only one skill deficit (e.g., social conversation skills) and ignore the importance of other areas, such as 

motor skills, that could also impact social interaction. This focus on a single domain may hinder the 

generalizability of learned skills to real-world scenarios, because the targeted teaching strategies do not 

reflect that real-world tasks often involve more than one skill domain. The work presented in this chapter 

seeks to bridge this gap by developing a Collaborative Haptic-gripper virtual skill training system (C-Hg). 

This system includes individual and collaborative games that provide opportunities for simultaneously 

practicing both fine motor skills (hand movement and grip control skills) as well as social skills 

(communication and collaboration) and investigating how they relate to each other. We conducted a 

usability study with 10 children with ASD and 10 Typically Developing (TD) children (8–12 years), who 

used C-Hg to play a series of individual and collaborative games requiring differing levels of motor and 

communication skill. Results revealed that participant performance significantly improved in both 

individual and collaborative fine motor skill training tasks, including significant improvements in 

collaborative manipulations between partners. Participants with ASD were found to conduct more 

collaborative manipulations and initiate more conversations with their partners in the post collaborative 

tasks, suggesting more active collaboration and communication of participants with ASD in the 

collaborative tasks. Results support the potential of our C-Hg system for simultaneously improving fine 

motor and social skills, with implications for impacts of improved fine motor skills on social outcomes. 

3.2 Introduction 

Impairments in executive function skills (EF), which include domains such as working memory, 

flexible thinking, and inhibition of impulses, are commonly reported among individuals with Autism 

Spectrum Disorder (ASD) [Hill 2004; Ozonoff and Jensen 1999; Ozonoffetal. 1994]. Executive function 

skills are crucial for effective coordination and completion of tasks, with EF deficits associated with poor 

adaptive, academic, and employment outcomes [McLean et al. 2014; Biederman et al. 2006]. These skills 

are especially important to multitasking, or the ability to plan, coordinate, and complete multiple tasks 

within a given time period not in a sequential fashion but rather by interweaving tasks by switching back 

and forth between them [Law et al. 200]. Because of the relevance of EF to so many academic, adaptive, 

and employment tasks, several recent studies have investigated EF in ASD by using multitasking paradigms 
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[Mackinlay et al. 2006; Rajendran et al. 2011; White et al 2009]. Multitasking involves many aspects of EF 

that may be hard for someone with ASD, such as switching attention between components and practicing 

flexible thinking. Mackinlay et al. [2006] investigated multitasking in 14 children with high-functioning 

ASD (HF-ASD) and 16 typically developing (TD) controls. Results indicated that the ASD group generated 

significantly fewer strategic plans, attempted fewer tasks, and less flexibility in switching between tasks, 

and that they broke rules more frequently than the TD controls. Rajendran et al. [Rajendran et al. 2011] 

used a modified version of the Virtual Errands Task (VET) [McGeorge et al. 2001] to investigate EF and 

multitasking in 18 adolescents with HF-ASD and 18 TD controls. They found that inflexible planning, low 

inhibition, as well as difficulties with prospective memory (i.e., remembering to carry out intentions) may 

underlie multitasking difficulties in ASD. Finally, Hutchison et al. [2019] examined EF in relation to basic 

functional communication (FC) and more complex verbal conversation (VC) skills among 92 children with 

ASD and 94 TD controls. They reported that metacognition or “thinking about thinking” was a strong 

predictor of FC, while the domains of behavioral regulation and inhibition were predictive of VC skills. 

Therefore, they suggested that targeting EF domains specifically might improve FC and VC skills in 

children with ASD. Collectively, this work supports the importance of EF when understanding how to 

support people with ASD in learning new skills. The impact of EF on multitasking and its impact on 

individuals with ASD becomes more salient when one considers that multitasking is a ubiquitous 

requirement of everyday activities, including social interactions. Each interaction draws upon not only the 

need to inhibit impulses, pay attention to cues, remember what has just happened, and plan for what happens 

next; many also involve motor skills, another common area of deficits for many people on the autism 

spectrum [Rao et al. 2008]. Motor skill deficits (including gross motor, i.e., postural control and limb 

movements; and fine motor, i.e., object control, manual dexterity and visuo motor integration) are 

incredibly prevalent among children with ASD, and are estimated to occur in 90% of individuals with ASD 

across the lifespan [Gowen and Hamilton 2013; Ming et al. 2007;Jansiewicz et al. 2006; Forti et al. 2011; 

MacDonald et al. 2013]. Fine motor challenges in children with ASD include trouble with grasping and 

reaching [David et al. 2012], eye-hand coordination [Crippa et al. 2013], and handwriting skills [Johnson 

et al. 2013]. These basic tasks, which many people execute almost automatically, likely require extra effort, 

control, and mental attention from people with ASD. When thinking about designing intervention 

paradigms for individuals with multiple areas warranting attention, it follows that focusing on a single area 

of deficit (e.g., conversation) rather than incorporating multiple integrated targets (e.g., conversation as part 

of game-playing) may hinder the generalizability of learned skills to complex real-world activities. In 

particular, it would be problematic if additional real-word components created added levels of difficulty 

and complexity that could impact success. Existing literature suggests that teaching motor skills to children 

with ASD may help create a context for practicing social skills and lead to further social success 

[MacDonald et al. 2013]. For example, Chetcuti et al. [2019] conducted a study with 35 children with ASD 

and 20 TD children to examine the role of social motivation and motor execution factors in object-directed 
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imitation difficulties in ASD. They found that difficulties in object-directed imitation in ASD might be the 

result of motor execution difficulties, and not reduced social motivation. Srinivasan et al. [2015] evaluated 

the impacts of rhythm, robotic and standard-of-care interventions on 36 children with ASD (5–12 years of 

age). They found that socially embedded movement-based contexts are valuable in promoting 

imitation/praxis, interpersonal synchrony and motor performance. Fulceri et al. [2018] applied Artificial 

Neural Networks (ANNs) to understand the entire spectrum of the relationship between motor skills and 

clinical variables. Their findings suggested that poor motor skills were a common clinical feature of 

preschoolers with ASD, relating both to the high level of repetitive behaviors and to the low level of 

expressive language. Collectively, these findings suggest that to benefit from social skills training, some 

individuals might also require training in other, related functional domains, like motor skills. Compared to 

extensive research focusing on the social deficits of ASD, motor deficits of children with ASD and their 

impacts on social skills are relatively underexplored, especially within the context of technological 

intervention. To address this issue, a training system that can provide combined social skill and fine motor 

skill practice is needed. One computer-assisted approach to address social challenges of children with ASD 

is the Collaborative Virtual Environment (CVE) [Zhao et al. 2018; Zheng et al. 2017; Battocchi et al. 2009]. 

Battocchi et al. [2009] designed a tabletop collaborative puzzle game featuring enforced collaboration to 

facilitate cooperative behaviors in children with ASD. However, their work did not consider the importance 

of haptic communication or motor skills for strengthening social interaction. Simulating the sense of touch 

and physical contact with shared objects in CVEs could enhance feelings of social presence and task 

performance [Sallnäs 2010; Basdogan et al. 2000]. Most existing work combining technology and fine 

motor skill intervention has focused not on social interaction, but on handwriting analysis [Rosenblum et 

al. 2016; Palsbo et al. 2012; Kim et al. 2013; Zhao et al. 2018; Zhao et al. 2018]. Although important to 

functional outcomes, handwriting does not capture the other fine motor tasks related to social interaction 

for children, such as holding and moving a puzzle piece, coloring a picture, or playing a video game. If 

children struggle with the fine motor components of these tasks, then it stands to reason that they may have 

less cognitive attention and energy left to focus on maintaining positive social interactions. There is, to our 

knowledge, no existing system that provides and measures responses to opportunities to simultaneously 

practice social skills (e.g., communication and collaboration skills) and fine motor skills (e.g., hand 

movement and grip control skills), or investigates the impact of fine motor skill improvement on social skill 

trajectory. The primary contributions of our work are two-fold. First, we developed a Collaborative Haptic-

gripper virtual reality system (C-Hg) to simultaneously practice social skills (i.e., communication and 

collaboration skills) and fine motor skills (i.e., hand movement and grip control skills). In the collaborative 

mode, a Collaborative Haptic Virtual Environment (CHVE) provides flexible haptic interactions over the 

Internet between remote users. Social communication and cooperation skills are required to successfully 

implement the carefully designed collaborative fine motor tasks. Second, we conducted a usability study to 
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explore the impact of our system on fine motor skills and, subsequently, the impact of fine motor skill 

performance on the change in social skill performance across tasks.  

 

Figure 3-1: C-Hg System Architecture 

 

3.3 C-Hg System Design 

The Collaborative Haptic-Gripper virtual reality system (C-Hg) was developed from a prototype we 

used in a previous study to provide virtual fine motor tasks for single users [Zhao et al. 2018]. By 

incorporating a collaborative mode in which participants work together, C-Hg allows remote users to 

collaborate when performing virtual fine motor tasks. Fig. 3-1 shows the system architecture with the major 

modules. The user interacts with C-Hg via a customized interactive tool, called Haptic Gripper, with which 

the user can manipulate the virtual objects as well as feel the force feedback. The Haptic Gripper was 

constructed by augmenting a commercial haptic device, the Geomagic Touch Haptic Device1 with a 3D-

printed gripper embedded with force sensing resistors (FSRs). The design details of the Haptic Gripper 

were previously presented by Zhao et al. [2018]. Two basic hand manipulations are provided by the Haptic 

Gripper. The first one is Movement Manipulation. For example, the user can change the position of the 

controlled virtual objects by holding and moving the gripper. The second one is Grip Manipulation, which 

requires the user to squeeze the red plates of the gripper using the fingers. This manipulation changes some 

property of the virtual object (e.g., the size of the object). The Haptic Gripper Controller obtains the grip 

force data and the hand position data of the user, and sends the data to the Virtual Task Manager to update 

the states of the virtual objects. The user then receives visual, auditory or force feedback in response to their 

movement and/or grip manipulation. The C-Hg system provides an individual training mode as well as a 

collaborative training mode. 

In the individual training mode, the user performs the tasks alone to practice individual fine motor 

skills. In the collaborative training mode, two users complete tasks in a cooperative manner that can foster 
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their communication and collaboration skills within the context of fine motor tasks. To implement the 

collaborative training mode, we tested the performance of three different control architectures: a centralized 

control architecture, a distributed control architecture, and a wave-variable-based control architecture [Zhao 

2021]. We found that the centralized control architecture and the wave-variable-based control architecture 

had better performance with regard to frequency response, position error and force rendering. As the time 

delay increased, the wave-variable-based control architecture outperformed the centralized control 

architecture. For the usability study, we invited pairs of participants to a study session where each 

participant sat in a different room of the same building. Since the study was conducted in a LAN 

environment with small network delays, we used the centralized control architecture, which required lower- 

complexity implementation compared to the wave-variable-based control architecture. When two users 

selected the collaborative mode and wanted to play together, their applications were connected. One of 

these applications would play the role of a server to manage all input data to update the task states and to 

synchronize the updated task states on both applications. The virtual tasks of the C-Hg system were 

carefully designed (as discussed later) to assess and train the user’s fine motor skills that require the 

coordination of the finger, hand, arm, and eye. The Data Log records specific user data and task data, which 

are time-synchronized for offline processing and analysis. 

3.3.1 Fine Motor Virtual Tasks 

We designed three types of fine motor virtual tasks separately focusing on Grip Manipulation 

(“Curling” task), Movement Manipulation (“Go, Wheel!” task), and complex manipulation that involves 

both Grip manipulation and Movement manipulation (“Prize Claw” task and “Green Path” task). These 

tasks were designed in consultation with ASD clinicians with the objective of providing both fine motor 

manipulation and collaboration opportunities through embedded rules that must be followed for success. In 

the collaborative games, two users were required to control one object together, but each had a different 

responsibility. Instead of taking turns to control the object, users were expected to pay more attention to the 

partner and had more communications and interactions with each other. All the tasks had time limits, and 

were required to finish within a certain period of time (e.g., 3 minutes). The task performance was evaluated 

by the task score. 

Grip Task: Curling Many of children’s activities require grip manipulation skill, such as handwriting and 

typing. Studies have shown that children with ASD might exhibit inappropriate grip force adjustment, and 

greater grip force variability compared to their TD peers [Wang et al. 2015]. The “Curling” task was 

designed to practice grip control capability. 

As shown in Fig. 3-2, the Curling task requires the user to move a curling stone with the goal to stop 

it within a circular target with rewards. The user applies controlled pressure on the gripper in order to move 
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the curling stone along the y axis, and releases the gripper to make it to decelerate to a stop. The motion 

equations of the curling stone are: 

 𝑎 =  
𝐹 − 𝑓

𝑚
  

𝑦𝑐𝑢𝑟𝑟 =  𝑦𝑙𝑎𝑠𝑡 +  𝑣𝑙𝑎𝑠𝑡 × ∆𝑡 +  
1

2
× 𝑎 × ∆𝑡2 

𝑣𝑐𝑢𝑟𝑟 =  𝑣𝑎𝑠𝑡 +  𝑎 × ∆𝑡 

(2) 

where F is the grip force the user applies on the gripper, f is the dynamic friction, m is the mass of the 

curling stone, ylast and vlast are the last position and velocity of the curling stone, respectively, and ycurr and 

vcurr are the new current position and velocity of the curling stone, respectively. The position and speed of 

the curling stone reflects pressure applied by the user. An arrow is also provided to indicate the move 

direction of the curling and the user’s applied pressure. The user should estimate the stopping distance of 

the curling stone according to its velocity and position, and carefully adjust the grip force to make the 

curling stone remain within the target area. When the user successfully places the curling stone within the 

target, or when the user moves the curling stone over the target, the target disappears and a new one appears 

at a random location along the y axis. To enhance user immersion, a constant resistance force feedback is 

generated through the haptic device to simulate the feeling that the user may get when pushing the curling 

stone. 

In the collaborative mode, two users move the curling stone together, but along two perpendicular 

axes. As shown in Fig. 3-2, Player A can only move it along the x axis, while Player B can only move it 

along the y axis. Their joint force determines the movement direction and speed of the curling stone, and 

they must collaborate if they want to move along the diagonal. One user cannot move the curling stone to 

the target without the help of the partner. For example, in the collaborative task of Fig. 3-2, if Player A and 

Player B apply the same pressure on the gripper at the same time, the curling stone can move straight 

towards the target. But if Player A applies bigger pressure or only Player A applies pressure on the gripper, 

the curling stone will move toward the left side of the target (close to the x axis). The position and speed of 

the curling stone reflects the pressures applied by the players, based on which two players can discuss when 

to grip, who should grip, and how much pressure to use when controlling the curling stone together. 

Therefore, the most effective grip- and movement-based manipulations for getting more rewards have to 

be negotiated and performed in a cooperative way. 
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Figure 3-2: The grip task Curling in the individual mode (left) and in the collaborative mode (right). 

Movement Task: Go, wheel! Children with ASD show differences in fine motor skills from their TD peers 

regarding movement speed, movement adjustment, and eye-hand coordination [Anzulewicz et al. 2016, 

Cook et al. 2013]. The “Go, wheel!” task was designed for the user to practice movement control. 

In the individual “Go, Wheel!” task, the user is required to pull a rolling wheel to the left side or to the 

right side to collect gold coins while avoiding rocks on the road. Once the wheel is pulled to one side or 

hits a rock, it falls to the ground at a certain speed unless the user successfully pulls it back. The tilting 

angle of the wheel is controlled by the following equations: 

  

𝛼𝑐𝑢𝑟𝑟 =  {
arcsin

𝑑 × sin 𝛼𝑙𝑎𝑠𝑡 + 𝑑𝑖𝑠𝑝𝑥

𝑑
, 𝑖𝑓    𝑑𝑖𝑠𝑝𝑥 > 0

𝛼𝑙𝑎𝑠𝑡 +  𝛼0 × ∆𝑡, 𝑖𝑓    𝛼𝑙𝑎𝑠𝑡 ≠ 0 𝑎𝑛𝑑  𝑑𝑖𝑠𝑝𝑥 = 0
 

(3) 

where dispx is the displacement of the user’s hand movement along the x axis, d is the diameter of the 

wheel, α0 is the falling angle per unit of time, αlast is the last tilting angle of the wheel, and αcurr is the new 

tilting angle of the wheel. When the wheel is falling to one side or the user is pulling the wheel, a spring 

force feedback is generated to simulate the pulling force, which prompts the user to take actions. 

In the collaborative mode, two users control the wheel together, but each user can only pull the wheel 

to one side. As shown in Fig. 3-3, Player A can only pull it to the right side, while the Player B can only 

pull it to the left side. When they want to get a gold coin on the right side, only Player A can pull the wheel 

to the right side to get it, and only Player B can pull the wheel back to prevent it from falling on the ground. 

Thus, each manipulation for catching a coin requires that the two players collaborate, in that each must pay 

attention to the other’s action and adjust at the right time in order to keep the wheel upright. The task also 

requires communication to decide which coin to catch, and when and who should pull the wheel, since the 

coins can come from either left side or right side, and at different speeds. If two players pull the wheel to 
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the opposite sides, they would fail to get the coin. Therefore, the two players have to communicate in order 

to coordinate their movements, catch more coins, and get a higher score.  

 

Figure 3-3: The movement task Go, wheel! in the individual mode (left) and in the collaborative mode (right). 

Complex Task: Prize Claw In the individual “Prize Claw” task (Fig. 3-4), the user is required to perform 

both grip and movement manipulations. The task is similar to the Prize Claw Machine in the real world. 

The user moves the claw at the top of the machine. In order to catch a prize successfully, the user should 

move the claw to the position right above the prize, then grip to make the claw go down in an attempt to 

grasp the prize. The shadow position of the claw would indicate whether the claw is just above the prize or 

not, based on which the user can decide the move direction. The user must then move the claw to put the 

prize into the hole to get rewards. The states of the claw are controlled by the following equations: 

 

 𝑥𝑐𝑢𝑟𝑟 =  𝑥0 + 𝑑𝑖𝑠𝑝𝑥 , 𝑖𝑓 𝑦𝑙𝑎𝑠𝑡 =  𝑦𝑡𝑜𝑝 

𝑧𝑐𝑢𝑟𝑟 =  𝑧0 + 𝑑𝑖𝑠𝑝𝑧 , 𝑖𝑓 𝑦𝑙𝑎𝑠𝑡 =  𝑦𝑡𝑜𝑝 

𝑑𝑒𝑠𝑦 =  {

𝑦𝑡𝑜𝑝, 𝑖𝑓 𝐶 = 𝑡𝑟𝑢𝑒

𝑦𝑚𝑖𝑑𝑑𝑙𝑒 , 𝑖𝑓 𝐶 = 𝑓𝑎𝑙𝑠𝑒 𝑎𝑛𝑑 𝐹 ∈ 𝑀𝑒𝑑𝑖𝑢𝑚𝑅𝑎𝑛𝑔𝑒 
𝑦𝑏𝑜𝑡𝑡𝑜𝑚 , 𝑖𝑓 𝐶 = 𝑓𝑎𝑙𝑠𝑒 𝑎𝑛𝑑 𝐹 ∈ 𝐿𝑎𝑟𝑔𝑒𝑅𝑎𝑛𝑔𝑒

 

𝑦𝑐𝑢𝑟𝑟 =  𝑦𝑙𝑎𝑠𝑡 + 𝑣𝑦 × ∆𝑡, 𝑖𝑓 𝑦𝑐𝑢𝑟𝑟  ≠ 𝑑𝑒𝑠𝑦  

(4) 

where dispx and dispz are the displacements of the user’s hand movement along the x and z axis, 

respectively; x0, z0 and ytop are the initial positions of the claw, and xcurr, ycurr and zcurr are the new positions 

of the claw. The desy is the destination position of the claw along the y axis determined by the applied grip 

force (F) and the state whether a prize is being caught (C), and vy is the speed at which the claw moves to 

the destination position. Greater force makes the claw go deeper to catch the prizes at the bottom, while a 

smaller force can make the claw catch the prizes at the middle height. When the claw grasps a prize, the 

claw will take the prize back to the top, and then the user can move it to the hole’s location. The user should 
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keep squeezing the red plates of the gripper (see Fig. 3-1) to maintain the required force in order to hold 

the prize before dropping it. When the user stops gripping, the prize falls into the hole or on the table.  

The user is restricted to moving the claw within the prize claw machine. To improve immersion, a 

viscous effect and a friction effect accompany the movement of the claw. A resistance force feedback is 

generated when the claw collides with the glass enclosure of the machine. The user can also feel the change 

in weight when he/she picks up the prize or drops it into the hole.  

In the collaborative mode, game play is portrayed as if two users are standing at adjacent sides of the 

prize claw machine. Users control the claw together. They have different game views (e.g., the giraffe is 

on the right side from the player B’s viewpoint, while it is on the left side from the player A’s viewpoint in 

Fig. 3-4). Users can only move the claw side along the plane that corresponds with their viewpoints. To 

pick up a prize, users must communicate and share information from their respective viewpoints about the 

claw position relative to the prize position. Then, they must both grip at the same time to pick up the prize, 

and keep gripping to hold the prize until it is over the hole, at which point they release the red plates of the 

grippers to drop the prize into the hole. If only one player grips, the claw will not go down to catch the 

prize. If either one of them releases the gripper before reaching the hole, the caught prize will drop on the 

table, and they would have to pick up it again. Thus, the users must communicate with one another to 

determine which prize to pick and whether they are ready to pick it up and drop it off in order to get as 

many prizes as possible within limited time. 

 

Figure 3-4: The complex task Prize Claw in the individual mode (left) and in the collaborative mode (right). 

Complex Task: Green Path Similar to the “Prize Claw” task, the “Green Path” task requires both grip and 

movement manipulations. As shown in Fig. 3-5, the user picks up a yellow ball from the upper left corner 

of the board, and then moves it to the bottom right corner through a “safe” path (denoted by the green color). 

The user can manipulate the size of the ball by adjusting their grip strength. They must change and match 
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the size of the ball with rings placed along the path in order to win rewards. The states of the ball are 

controlled by the following equations: 

  

𝑥𝑐𝑢𝑟𝑟 =  𝑥0 + 𝑑𝑖𝑠𝑝𝑥 , 𝑖𝑓 𝐹 > 𝑆𝑚𝑎𝑙𝑙𝑅𝑎𝑛𝑔𝑒 

𝑧𝑐𝑢𝑟𝑟 =  𝑧0 + 𝑑𝑖𝑠𝑝𝑧 , 𝑖𝑓 𝐹 > 𝑆𝑚𝑎𝑙𝑙𝑅𝑎𝑛𝑔𝑒 

𝑦𝑐𝑢𝑟𝑟 =  {

𝑦𝑡𝑜𝑝 , 𝑖𝑓 𝐹 > 𝑆𝑚𝑎𝑙𝑙𝑅𝑎𝑛𝑔𝑒 𝑎𝑛𝑑 𝐺 = 𝑡𝑟𝑢𝑒

𝑦𝑏𝑜𝑡𝑡𝑜𝑚, 𝑖𝑓 𝐹 ∈ 𝑆𝑚𝑎𝑙𝑙𝑅𝑎𝑛𝑔𝑒 𝑎𝑛𝑑 𝐺 = 𝑡𝑟𝑢𝑒 

𝑦𝑙𝑎𝑠𝑡 − 𝑎𝑡2, 𝑖𝑓 𝐺 = 𝑓𝑎𝑙𝑠𝑒

 

𝑆𝑐𝑢𝑟𝑟 = {
𝑆𝑠𝑚𝑎𝑙𝑙 , 𝑖𝑓 𝐹 ∈ 𝐿𝑎𝑟𝑔𝑒𝑅𝑎𝑛𝑔𝑒
𝑆𝑏𝑖𝑔 , 𝑖𝑓 𝐹 ∈ 𝑀𝑒𝑑𝑖𝑢𝑚𝑅𝑎𝑛𝑔𝑒

 

(5) 

where ytop and ybottom are the y position of the ball when it is picked up and when it is dropped down on 

the green path, respectively; a is the falling acceleration when the ball moves outside the green path, G 

represents if the ball is within the green path, Ssmall and Sbig are the ball size when the user grips hard and 

when the user grips lightly, respectively. Like the Prize Claw task, the user can feel the change in weight 

when the ball is picked up and when it is dropped off. 

In the collaborative mode, two users work together to move the yellow ball and obtain as many rewards 

as they can. Each user controls a movement handle. The horizontal handle only moves along the y axis, 

while the vertical handle only moves along the x axis. The crossing point (represented by the red dot in Fig. 

3-5) of the two handles is the “control dot” that can pick up, move and drop the yellow ball. The ball can 

only be picked up and moved when the control dot is above it and both users are gripping. Since one user 

only controls one movement direction of the ball, two users have to work together to move the ball to the 

destination. To promote the need for communication between users in the collaborative mode, the green 

path and the reward rings are visible to one user but invisible to the other user. When one user can see the 

green path, the other one can see the reward rings. Therefore, to be successful, users must share the position 

information of the green path and the reward rings, and together decide where and when to move the ball 

or adjust the size of the ball, in order to avoid dropping the ball into the blue areas or missing the rewards 

on the path.  
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Figure 3-5: The complex task Green Path in the individual mode (left) and in the collaborative mode (right). 

3.4 Usability Study 

We conducted a usability study to  To achieve these goals, we recruited 10 pairs of ASD and TD 

participants. In pre- and post tests, each participant completed the individual fine motor tasks to assess 

baseline and post-session fine motor skill performance, and worked with his/her partner to complete the 

collaborative fine motor tasks to evaluate the impact of fine motor skill training on their social skills. This 

study was approved by Vanderbilt University Institutional Review Board (IRB). 

3.4.1 Participants 

We recruited 10 children with ASD and 10 TD children (ages: 8-12 years, mean age: 10.85 years) 

through an existing clinical research registry. We then created 10 age- and sex-matched pairs (ASD-TD), 

who perform the fine motor tasks together in the collaborative mode in order to evaluate the impact of 

individual fine motor skill training on their social skills. Table 3-1 shows the participant characteristics. As 

seen in Table 3-1, autism symptoms were indexed using the Autism Diagnostic Observation Schedule-

Second Edition (ADOS-2) [Lord 2000], the Social Responsiveness Scale, Second Edition (SRS-2) 

[Constantino and Gruber 2007], and the Social Communication Questionnaire – Lifetime score [Rutter et 

al. 2003].  
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Table 3-1: Participant Characteristics 

Metrics 

TD Group (N = 

10) 

ASD Group (N = 

10) 

Mean (SD) Mean (SD) 

Age (Years) 10.85 (1.86) 10.94 (1.36) 

SRS-2 total raw score 23.5 (25.61) 103.25 (21.76) 

SRS-2 T score 48.6 (15.05) 79 (8.14) 

SCQ Lifetime total 

score 
2.5 (2.59) 21.75 (7.38) 

ADOS-2 total score / 17.88 (3.97) 

 

3.4.2 Procedure 

Each participant pair came for three times separated by approximately one week (Fig. 3-6). Each 

participant pair was required to complete a pre-test and an individual training session in their first visit, two 

individual training sessions in their second visit, and an individual training session and a post-test in their 

third visit. As described in Section 3.3, all the tasks have the individual mode and collaborative mode. 

Participants performed the individual tasks independently in the individual mode, while they needed to 

connect with their paired partner’s computer to perform the collaborative tasks in the same virtual task 

environment in the collaborative mode. 

 

Figure 3-6: The Study Procedure. 
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In visits 1 and 3, the pre- and post-tests consisted of a mix of virtual and real-world tasks. To measure 

fine motor performance in real-world tasks, we used the Motor Coordination subtest of the Beery-Buktenica 

Developmental Test of Visual-Motor Integration (VMI Motor Coordination Test) [Beery and Beery 2010]. 

Regarding virtual tasks, the four individual tasks (two Prize Claw and two Green Path) and four 

collaborative tasks (two Prize Claw and two Green Path) were designed to assess the within system fine 

motor skills (i.e., hand movement and grip control skills) that were practiced in the individual training 

sessions as well as the social skills (i.e., communication and collaboration skills) that were required in the 

collaborative tasks.  

In the individual training sessions, each participant completed a grip task (Curling), a movement task 

(Go, wheel!) and a complex task (Prize Claw) independently. These tasks were developed with three levels 

of difficulty, and the system adaptively adjusted the task difficulty level according to the participant’s real-

time performance (Table 3-2). The participants started from the easiest level (Level 1). If they achieved the 

goal within the given task time (1 minute), they entered the next, harder level. Otherwise, they either had 

to go back to the lower level or stay at the lowest level (Level 1) to have more practice. Each task ended 

either when the participant achieved the goal in Level 3 or after the participant finished five trials.  

For the Curling task, the task level was developed by decreasing the size of the circular target to 

increase the task difficulty. For the Go, wheel! task, the golden coins move with the same speed in Level 1 

and with varying speeds in Level 2. In Level 3, some rocks appear on the road that the participant needs to 

avoid in order to maintain higher scores. For the Prize Claw task, all the prizes are randomly placed on the 

table and the participant needs to apply greater force to grab them in Level 1. In Level 2, some prizes stay 

in the air and the participant needs to apply light grip force to catch them. In Level 3, all the prizes are 

moving on the table and the participant needs to carefully consider where and when to put down the claw 

in order to catch the moving prizes.  

As shown in Fig. 3-6, in the first visit, each participant completed the pre-test and one training session. 

In the second visit, they completed Training Session 1 and Training Session 2. Training Session 1 was 

identical to the training sessions provided in the first visit and second visit, which provided the training 

tasks in the adaptive way as described in the previous paragraph. As each participant completed Training 

Session 1, the system recorded the level at which each participant failed the task to determine the 

participant’s maximum task difficulty level. Then, in Training Session 2, each participant only took the 

tasks in the failed level. For example, if one participant successfully completed Level 1 of Curling Task, 

but failed to complete Level 2, Level 2 was the failed level of Curling Task for that participant. Thus, in 

Training Session 2, the participant only took the Curling Task in Level 2 that was challenging for the 

participant. If one participant succeeded at all levels in Training Session 1, he/she would not need to take 
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Training Session 2. Finally, in the third visit, participants completed one training session and then the post-

test.  

Table 3-2: Training Task Configurations. 

Tasks Level 1 Level 2 Level 3 

Curling Large target Medium target Small Target 

Go, 

wheel! 
Constant target speed Varying target speed 

Varying target speed, 

Rock obstacles 

Prize 

Claw 

All targets stay on the 

table 

Some targets stay in the 

air 

All targets move on the 

table 

 

3.5 Results and Discussions 

Participants provided feedback about their experiences using the system by completing a paper-and-pencil 

questionnaire at the end of their third visit. Due to the small sample size, we used the Wilcoxon signed-

rank test to compare participants’ pre- and post-test performance [Wilcoxon 1945]. We also reported r, the 

effect sizes with the significance cutoffs of large (>0.5), medium(>0.3) and small (>0.1) [Cohen 1988].  

3.5.1 Acceptability of the C-Hg System 

We collected participants’ feedback about the Haptic Gripper and virtual games with a 5 point-Likert 

scale questionnaire including nine questions. Table 3-3 shows the survey questions as well as the 

participants’ responses. The responses to questions 1-5 indicated that the interactive Haptic Gripper device 

was well accepted by the participants. It was not difficult for the participants to learn how to use the Haptic 

Gripper and to perform manipulations through it in the game. Most of them expressed interest in using this 

device with haptic effects to play video games. They also reported that the haptic effects were useful to 

help them understand their manipulations. The responses to questions 6-7 indicated that the virtual games 

were easy to understand and the participants enjoyed these games. The responses to questions 8-9 indicated 

that the virtual games could promote communication and collaboration between partners. All these results 

suggested that C-Hg system was well designed to maintain the participant’s interests on the virtual tasks as 

well as to provide social interaction opportunities. The t-tests did not reveal significant differences in mean 

responses across groups (all p values > .05). 
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Table 3-3: Survey Feedback of TD Group (N = 10) and ASD group (N = 10) 

No. Questions 
TD ASD t 

(18) 
p 

Mean(SD) Mean(SD) 

1 
How difficult was it to use the Haptic Gripper? (5-

very difficult, 1-very easy) 
2.5 (0.97) 2.5 (0.97) 0.0 1.0 

2 
How much did you like to use the Haptic Gripper 

to play games? (5-very much, 1-not at all) 
3.8 (1.03) 3.3 (1.42) 0.90 .379 

3 
How much did you like these haptic effects? (5-

very much, 1-not at all) 
3.9 (0.88) 3 (1.15) 1.96 .065 

4 

How useful are these haptic effects to help you 

understand your operations?  (5-very useful, 1-

absolutely useless) 

3.4 (0.97) 3.3 (1.49) 0.12 .909 

5 
How did you do to manipulate the Haptic Gripper? 

(5-excellent, 1-very bad) 
3.8 (0.95) 3.4 (1.07) 0.95 .355 

6 
How much did you like these games? (5-very 

much, 1-not at all) 
4 (1.25) 3.8 (1.14) 0.38 .712 

7 
How difficult was it to understand how to play 

these games? (5-very difficult, 1-very easy) 
1.9 (0.99) 2.2 (1.14) -0.6 .538 

8 

How important was it to talk to your partner in 

order to win the collaborative games? (5-very 

important, 1- absolutely useless) 

4.4 (0.70) 4.1 (1.20) 0.68 .503 

9 

How important was it to work together with your 

partner in order to win the collaborative games? 

(5-very important, 1- absolutely useless) 

4.3 (1.25) 4.3 (0.95) 0.0 1.0 

 

3.5.2 Performance Improvement 

Table 3-4 presents the performance results of both the TD group and the ASD group in the individual fine 

motor skill training tasks. Both groups achieved statistically significant improvements on the VMI Motor 

Coordination test (VMI) with large/medium effect sizes (TD: Relative Change (RC) = 6.57%, Z = -2.26, p 

= 0.024, r = -0.51; ASD: RC = 15.38%, Z = -2.21, p = 0.027, r = -0.49). According to the VMI standard 

score interpretation [Beery and Beery 2010], the performance of the TD group remained at the average 

level (90-109) in both pre-test (99) and post-test (105.5), while the ASD group was at the below-average 

level (80-89) in the pre-test (84.5) and reached the average level in the post-test (97.5). As for the individual 

virtual fine motor tasks, both groups showed statistically significant improvements with large effect sizes 
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(TD in Individual Prize Claw tasks: RC = 22.2%, Z = -2.67, p = 0.008, r = -0.60;  ASD in Individual Prize 

Claw tasks: RC = 61.5%, Z = -2.69, p = 0.007, r = -0.60; TD in Individual Green Path tasks: RC = 44.3%, 

Z = -2.80, p = 0.005, r = -0.63; ASD in Individual Green Path tasks: RC = 26.1%, Z = -2.71, p = 0.007, r 

= -0.61). It is to be noted that the “Green Path” tasks were not provided in the training sessions, and only 

provided in the pre- and post-tests. However, participants still showed significant performance 

improvements in the “Green Path” tasks. All these results suggested that the individual fine motor skill 

training tasks had a positive impact on participant fine motor skills. 

Table 3-4: Individual Performance Results  

Metrics 

TD Group (N = 10) ASD Group (N = 10) 

Pre Post RCd 

(%) 
Z p |r| 

Pre Post RC 

(%) 
Z p r 

Mdn Mdn Mdn Mdn 

VMIa 99 105.5 6.57 -2.26 .024* -.51† 84.5 97.5 15.4 -2.21 .027* -.49 

Ind PCb 4.5 5.5 22.2 -2.67 .008* -.60† 3.25 5.25 61.5 -2.69 .007* -.60† 

Ind GPc 22 31.75 44.3 -2.80 .005* -.63† 22 27.75 26.1 -2.71 .007* -.61† 
a, scores on the VMI Motor Coordination test 
b, individual Prize Claw task score 
c, individual Green Path task score 
d, relative change computed by (post - pre)/pre *100%  
*p<.05, †|r|>0.5 

 

3.5.3 Impact of Fine Motor Skill Training on Social Skills 

The collaborative performance results are shown in Table 3-5. Both groups showed statistically significant 

improvement in performance on the collaborative tasks (Collaborative Prize Claw tasks: RC = 9.5%, Z = -

2.55, p = 0.011, r = -0.57; Collaborative Green Path tasks: RC = 16.75%, Z = -2.8, p = 0.005, r = -0.63). 

The Spearman correlation analysis also found strong/medium correlations between the performance results 

of individual tasks and collaborative tasks (ASD in Prize Claw tasks: ρ = 0.498, p = 0.025; TD in Prize 

Claw tasks: ρ = 0.208, p = 0.379; ASD in Green Path tasks: ρ = 0.427, p = 0.061; TD in Green Path tasks: 

ρ = 0.574, p = 0.008), which indicated that the improvements in collaborative tasks were related to 

improvements in individual tasks. These results suggest that individual fine motor skill practice led to better 

collaborative fine motor performance when required to use communication and collaborative skills for 

success.  

Table 3-5: Collaborative Performance Results of TD-ASD Pairs (N = 20, Pairs = 10) 

Metrics 
Pre Post RCg 

(%) 
Z p r 

Mdn Mdn 

Col PCa 9.5 12.75 34.2 -2.55 .011* -.57† 



73 

 

Col GPb 16.75 31 85.0 -2.80 .005* -.63† 

ASD PC Col Ratioc 0.49 0.63 26.6 -2.40 .017* -.54† 

TD PC Col Ratio 0.57 0.65 13.2 -1.58 .114 -.35 

ASD GP Col Ratio 0.75 0.81 7.85 -1.99 .047* -.44 

TD GP Col Ratio 0.77 0.81 4.94 -1.27 .203 -.29 

ASD Col PC INITd 12 15.25 27.1 -0.77 .44 -.17 

TD Col PC INIT 20.75 15.25 -26.5 1.27 .20 .28 

ASD Col PC RESPe 10 6 -.4 0.49 .62 .11 

TD Col PC RESP 8.47 7 -.2 0.35 .72 .08 

PC Col INIT Switchf 15.25 16.25 6.56 0.49 .62 .11 

ASD Col GP INIT 13.25 18.75 41.5 -2.14 .033* -.48 

TD Col GP INIT 17.75 18.5 4.23 -1.48 .139 -.33 

ASD Col GP RESP 5.75 5.5 -4.35 0.41 .682 .09 

TD Col GP RESP 5.75 4.75 -17.4 1.07 .282 .24 

GP Col INIT Switch 14.5 17 17.2 -1.89 .059 -.42 

a, collaborative Prize Claw task score 
b, collaborative Green Path task score 
c, the ratio of collaborative operations to total operations 
d, the frequency of initiating a conversation 
e, the response frequency 
f, the switch frequency of conversation initiator 
g, relative change computed by (post - pre)/pre *100%  
*p<.05, †|r|>0.5 
 

We also found that all participants, whether with ASD or TD, more frequently performed collaborative 

manipulations in the collaborative tasks of the post-test. Specifically, participants with ASD significantly 

increased their collaborative manipulations in the collaborative tasks of post-test (Collaborative Ratio of 

ASD in collaborative Prize Claw tasks: RC = 26.6%, Z = -2.4, p = 0.017, r = -0.54; Collaborative Ratio of 

ASD in collaborative Green Path tasks: RC = 7.85%, Z = -1.99, p = 0.047, r = -0.44). These results 

indicated increased interaction and collaboration between partners in the collaborative tasks of post-test, 

and might suggest that improved fine motor skills would promote collaborative activities of participants. 

To analyze the conversation pattern of participants, two human coders (trained graduate students with 

experience collecting and analyzing qualitative and quantitative data) were recruited to manually transcribe 

and code the conversation audio from 80 recorded videos of collaborative tasks (four hours of video data 

in total). We provided a framework that described the concrete definitions of types of utterances, and a few 

examples about how to code the conversation data for the human coders. Each human coder independently 

coded the same data. After each rater completed coding, an interrater agreement of 92.5% was found. For 

the coding that were not in agreement, two human coders reconciled differences via a consensus in which 
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any discrepancies were discussed and resolved. The final set of results are based on the input from both 

raters.  

As described in Section 2.2, the conversations between two players in all the collaborative tasks involved 

strategy discussion and information sharing. Timely communication was important for players to obtain 

higher scores. In order to evaluate how often one player communicated with his/her partner, we defined 

three types of utterances, Initiation (INIT), Response (RESP), and Initiation Switch (INIT Switch). Initiation 

represented one player’s statement that started a conversation. Response represented one player’s feedback 

to the partner’s statement. Initiation Switch represented the switch of the conversation initiator from one 

player to the other one. Based on the final coding data, we calculated the frequency of INIT, RESP, and 

INIT Switch in each collaborative task. Table 3-6 shows a sample of three conversations recorded in a 

collaborative Green Path task. First, Player A started a conversation asking where to go, and Player B 

responded with the direction information (recall that path position was only visible to one player). Second, 

Player B started a new conversation to direct the movement. Then, Player A started another conversation 

to provide the reward information (recall that reward position was only visible to one player), and Player B 

responded with an acknowledgement. Therefore, there were two INITs of Player A, one INITs of Player B, 

and two RESPs of Player B. We also see that the conversation initiator switched from Player A to Player 

B, and then switched back to Player A. Thus, we counted the frequency of INIT Switch as 2. 

Table 3-6: A sample of conversations recorded in a collaborative Green Path task. 

No. Player A Player B 

1 
Now where will we go? <Initiation>  

Left. <Response> 

2  Right. Down. Right, right. <Initiation> 

3 
Wait, right here. There is a reward. 

<Initiation> 

 

Okay. <Response> 

As shown in Table 3-7, results indicated that in all the collaborative tasks of the pre-test and post- test, 

both the ASD and TD participants initiated more conversations than providing responses, which is 

reasonable since participants could respond to their partners with an action instead of an utterance. 

However, we found that the TD participants maintained a significant difference between initiations and 

responses, in both the pre-test and the post-rest (TD in Collaborative Prize Claw tasks of Pre-test: Z = 2.81, 

p = 0.005, r = -0.63; TD in Collaborative Prize Claw tasks of Post-test: Z = 2.66, p = 0.008, r = -0.59; TD 

in Collaborative Green Path tasks of Pre-test: Z = 2.70, p = 0.007, r = -0.60; TD in Collaborative Green 

Path tasks of Post-test: Z = 2.80, p = 0.005, r = -0.63), while the difference among ASD participants is 

only significant in the post-test (ASD in Collaborative Green Path tasks of Post-test: Z = 2.30, p = 0.021, 
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r = - 0.51; ASD in Collaborative Green Path tasks of Post-test: Z = 2.80, p = 0.005, r = -0.63). The results 

showed in Table 3-5 also indicated that ASD participants made more initiations in the post-test, with 

significant improvements found in the Collaborative Green Path tasks (Z = -2.14, p = 0.033, r = -0.48). 

These results might suggest increased active communication among the ASD participants, and they tended 

to provide information or commands in the post-test.  

These findings are consistent with other study results [Zhang et al. 2008, Owen et al. 2008]. Zhang et 

al. found that children with ASD increased question asking over the course of the peer-mediated training 

intervention. In addition, in the post-test, the switch frequency of who initiated a conversation increased 

(INIT Switch in collaborative Prize Claw tasks: RC = 6.56%, Z = 0.49, p = 0.62, r = -0.11; INIT Switch 

in collaborative Green Path tasks: RC = 17.2%, Z = -1.89, p = 0.059, r = - 0.42), though no significant 

difference was found, which also suggested that participants more actively and effectively communicated 

with their partners to share information or provide commands in the post-test collaborative tasks. 

Considering the improvements in task performance, these results might suggest that having the opportunity 

to practice fine motor skills could foster more active communication.  

Table 3-7: The comparison between initiation frequency and response frequency among the ASD group (N = 

10) and TD group (N = 10)  

Metrics 

INICc RESPd 

Z p r 

Mdn Mdn 

ASD Col PCa PRE 12 10 1.74 .082 .39 

TD Col PC PRE 20.75 8.47 2.81 .005* .63† 

ASD Col PC POST 15.25 6 2.30 .021* .51† 

TD Col PC POST 15.25 7 2.66 .008* .59† 

ASD Col GPb PRE 13.25 5.75 1.38 .169 .31 

TD Col GP PRE 17.75 5.75 2.70 .007* .60† 

ASD Col GP POST 18.75 5.5 2.80 .005* .63† 

TD Col GP POST 18.5 4.75 2.80 .005* .63† 

a, collaborative Prize Claw task score 
b, collaborative Green Path task score 
c, the frequency of initiating a conversation 
d, the response frequency 
*p<.05, †|r|>0.5 
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3.6 Conclusion and Future Work 

Many individuals with ASD have not only social-communication challenges, but also experience 

delays in their fine motor skills. Because fine motor performance is inherent to many social-communication 

tasks of childhood, such as playing a board game or completing a group assignment, these fine motor 

deficits may impact their ability to engage with real-world social activities. To provide opportunities for 

fine motor skill practice within an automated measurement system and collaborative peer context, we 

developed a collaborative haptic-gripper skill training system (C-Hg). By using a customized Haptic 

Gripper, the system can provide grip control training and hand movement training in both individual as 

well as collaborative modes. In the individual mode, the system can adaptively adjust the difficulty level of 

training tasks according to the user’s real-time performance. In the collaborative mode, the user is required 

to communicate and collaborate with their partner to complete the training tasks together. These tasks 

simultaneously engage fine motor as well as social-collaboration skills in children with ASD while allowing 

us to investigate how they relate to each other. 

This usability study with 10 children with ASD and 10 TD children indicated that this system was well 

accepted by all participants, regardless of diagnostic status. Both ASD children and TD children showed 

significant improvements on the VMI pre- and post-test, reflecting the relevance of the task to standardized 

real-world motor assessment tools. Participants in both groups also showed significant improvements in 

task performance during individual and collaborative tasks, which suggests that this system not only 

impacts individual fine motor skills, but also fosters social communication and collaboration. We also found 

strong/medium correlations between individual task performance and collaborative task performance, 

indicating that improved individual fine motor skills relate to better performance in social collaborative 

tasks. In addition, participants with ASD were found to conduct more collaborative manipulations and 

initiate more conversations with their partners in the post-test, suggesting that more active collaboration 

and communication of participants with ASD happened after practicing in the individual fine motor tasks. 

These results demonstrated that fine motor skill practice might have positive impacts on how participants 

with ASD are able to communicate and collaborate with partners in team-based activities. 

Our findings underscore that social and communication skills do not occur in isolation; they relate not 

only to each other, but also to the complexity of the world around us. For people with ASD and fine motor 

delays, many important, everyday social tasks with motor components (such as playing a game) could be 

doubly affected, by ASD as well as these motor challenges, further straining EF skills and impacting 

performance. Motor skills are a common target of standardized intervention and assessment across the 

lifespan. For example, young children with ASD and fine motor delays often receive occupational therapy 

services embedded in their classroom special education supports [Baranek et al. 2008, Sowa and 

Meulenbroek 2012]. For older adolescents, emerging research supports the use of tasks such as 
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collaborative Lego building [Wainer et al. 2010, Hsukens 2015] for assessment of work relevant skills. If 

combined, social and motor demands place increased strain on already stressed EF skills for individuals 

with ASD. We believe that a multicomponent approach to assessment and intervention may benefit many 

people. 

Our system, to our knowledge, is the first to explore the influence of movement and grip control skills 

on the social communication and interaction skills of children with ASD through virtual environments. We 

provided collaborative fine motor tasks that require participants to plan, coordinate, and communicate about 

their motor manipulations. Additionally, our tasks provided haptic input which may make them more 

inherently rewarding and engaging. Our results suggested that improved collaborative task performance 

and increased active communication and collaboration were related to improved individual fine motor task 

performances. This supports the findings of MacDonald [MacDonald et al. 2013] who reported that children 

with weaker motor skills have greater social communicative skill deficits, and Srinivasan et al. [Srinivasan 

et al. 2015] who suggested socially embedded movement-based contexts are valuable in promoting 

imitation/praxis, interpersonal synchrony and motor performance. Our activities hold potential for 

supporting, intervening, and measuring multiple skills important for social success, paving the way for 

automated systems that minimize the need for intensive therapist oversight. 

Though the presented work is promising, the results should be interpreted within the context of several 

limitations. First, the relatively small sample size and short intervention duration of the study, and the 

absence of a control group undermine the generalizability of the results. It is important and necessary to 

understand how such systems can be deployed over time, how skills transfer to other settings (e.g., in real-

world settings), and how they can impact skills for children with ASD. Future studies will include more 

participants, training sessions and matched control groups to investigate generalization, different task 

modalities, therapist involvement, and use in community settings. Second, more virtual tasks and the 

randomized training mode should be developed, in order to reduce the learnability effect and maintain the 

users’ interest. Third, though fine motor skills were shown to positively affect social interaction 

performance, more specific metrics should be developed to explore how they map to each other as well as 

EF domains. In addition, the human-human collaborative mode in the current system requires two users to 

align their availability. A stand-by partner (e.g., a virtual agent) would be preferable to perform the 

collaborative training at any time. This kind of agent system would also be helpful to reduce the burden for 

manually analyzing the communication data. Therefore, we will integrate a human-agent collaborative 

mode in C-Hg system in the future work. Despite these limitations, the C-Hg system is one of the first 

computer-assisted systems that enables simultaneous fine motor skill training and social skill training for 

children with ASD. The study results indicated that this system was acceptable among children and 

supported our hypothesis that improved collaborative task performance and increased active 

communication and collaboration were related to improved individual fine motor task performance. The 
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encouraging results provide important preliminary insights into the development of more comprehensive 

multi-skill training environments.   
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CHAPTER 4: DESIGN OF AN INTERACTIVE VIRTUAL REALITY 

SYSTEM, INVIRS, FOR JOINT ATTENTION PRACTICE IN AUTISTIC 

CHILDREN 

4.1 Abstract 

Many children with Autism Spectrum Disorder (ASD) exhibit atypical gaze behaviors related to joint 

attention, a fundamental social-communication skill. Specifically, children with ASD1 show differences in 

the skills of gaze sharing and gaze following. In this work we present a novel virtual reality (VR)-based 

system, called InViRS, in which children with ASD play games allowing them to practice gaze sharing and 

gaze following. InViRS has three main design contributions: (i) a closed-loop joint attention paradigm with 

real-time tracking of the participant’s eye gaze and game performance measures, (ii) an assistive feedback 

mechanism that provides guidance and hints in real time, and (iii) a controller that adaptively changes the 

avatar’s gaze prompts according to the performance measures. Results from a pilot study to evaluate the 

feasibility of InViRS with 9 autistic1 children and 9 typically developing (TD) children offered preliminary 

support for the feasibility of successful gameplay as well as positive impacts on the targeted skills of gaze 

sharing and gaze following. 

4.2 Introduction 

Autism spectrum disorder (ASD) affects approximately 1 in 54 children in the US [1] with significant 

associated costs [2]. Many children with ASD experience impairment in joint attention – a fundamental 

social skill that requires gaze sharing and gaze following with another person. Joint attention, which is 

different from simply making eye contact, is crucial to learning new information, knowledge exchange, and 

early language development [3 - 5]. Joint attention skills can be defined as the ability to coordinate one’s 

attention with another person towards an object or an event of interest [6]. There are two main components 

in joint attention: gaze sharing and gaze following. In gaze sharing, one is required to be aware of the other 

person’s gaze and intent to share information. In gaze following, which emerges after gaze sharing, one is 

required to shift one’s gaze and attention to the object or event being shared. Joint attention can be initiated 

by another person, which is known as response to joint attention (RJA) or can be initiated on their own, 

which is known as initiation of joint attention (IJA). Behavior-based interventions have shown promise in 

imparting joint attention skills in young children [7, 8], but their cost and trained personnel requirements 

limit their availability [7].  

Although not posited as a replacement for skilled clinical care, technology-based interventions can 

complement and support behavioral intervention by increasing attention and learning in autistic individuals 

[9], many of whom show an affinity for technology [10]. Virtual reality (VR) based intervention, although 

not a substitute for human intervention, can provide a safe environment wherein autistic children can 
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interact with a system to practice their skills [11]. To assess engagement and response, VR can be integrated 

with peripheral sensors such as eye trackers and physiology sensors to provide measures of eye gaze [12] 

and physiological response [13, 14]. In recent years, VR-based joint attention studies have explored gaze 

perception, cognition, focus, and engagement in autistic individuals during joint attention interaction [15 - 

18]. However, only a few studies [15, 16] have examined gaze sharing and gaze following specifically.  

The primary contribution of this work is the design, development, and preliminary assessment of a 

novel Interactive Virtual Reality System (InViRS), an adaptive game-based system for practicing core joint 

attention skills of gaze sharing and gaze following. In InViRS, a RJA paradigm initiated by a virtual avatar 

acts as an interaction partner that provides participants with gaze prompts through a closed-loop joint 

attention paradigm and real-time hints using continuous measurement of eye gaze and game performance. 

Rather than attempting to train individuals to make sustained eye contact, which many people with ASD 

describe as uncomfortable [19, 20], this system instead teaches them how to use another person’s gaze to 

gather important information about the environment as well as that person’s intentions and interests.    

The current work substantially expands our previous conference paper [21] in terms of i) system 

augmentation, ii) introduction of an individualized adaptation model and iii) data from a pilot study. System 

augmentation included adding a new dimension to the avatar’s gaze prompts by manipulating the depth of 

the eye movements together with varying speed of the avatar’s gaze prompts and the inclusion of new 

region of interests on the avatar’s face to observe participants’ gaze fixation in a detailed manner. In 

addition, we present new results of a pilot study involving autistic and typically developing (TD) children. 

                                                                                      

               (a)                                                                                                                                                (b) 

Figure 4-1: The virtual game environment. (a) Tangram Puzzle game. (b) A participant playing the Bubble Popping game. 

 

The presented research contributes to the design of a real-time gaze detection algorithm, a task 

difficulty adjustment algorithm, an avatar controller that adjusts the avatar’s behaviors, and a supervisory 

controller that has embedded logic to coordinate the closed-loop interaction for individualized joint 

attention practice based on real-time measurement. Such a system itself is novel in this field and in our 

opinion, contributes towards the design of a new adaptive behavioral intervention system for ASD.   

Endowing InViRS with these abilities allows us to analyze RJA performance at the component level - gaze 
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sharing and gaze following performances - in addition to overall RJA performance, a uniquely important 

contribution to this area of research, as the technologically facilitated ability to parse joint attention skills 

at a more granular level will potentially allow the development of targeted behavioral intervention. The 

remainder of the paper is organized as follows: Section 2 presents relevant literature reviews; Section 3 

describes system design and architecture; and Sections 4 and 5 present the experimental setup and the 

results of the study, respectively. Finally, Section 6 presents discussion on the potential and limitations of 

the current study. 

4.3 System Design 

InViRS was developed as a game-based system through which children with ASD can practice the 

skills of gaze sharing and gaze following. Although InViRS is capable of delivering multiple game modes, 

in its current form, children play two different games with a virtual avatar: a Tangram Puzzle game, used 

for practice, and a Bubble Popping game, used for pre- and post-assessment (see Figures 4-1(a) and 4-1(b), 

respectively, and section 4.3.1). Research shows that simple puzzle games are engaging for children with 

ASD [49]. We chose the Tangram puzzle game for joint attention practice in the hope that it would keep 

participants engaged. It was not too complex so as not to frustrate the participants, but at the same time had 

enough variation to keep the participants interested. We also wanted to choose a simple game for pre and 

post assessment that was both easy to control and visually interesting. The Bubble Popping game satisfied 

both these criteria. Both games were successfully used in our previous work with children with ASD [50, 

51]. Each game involves systematic assessment of children’s eye gaze in response to scaffolded prompts, 

across varying difficulty levels. InViRS has several options to create individualized and adaptive interaction 

with the child: 1) provision of varying gaze prompts, 2) delivery of prompts and visual aids using the least-

to-most (LTM) prompting mechanism, 3) an adaptive module that changes the avatar’s interaction level to 

match the participant’s performance, 4) variation in the speed of gaze prompts to actively probe 

participant’s ability to follow gaze, and 5) real-time computation of game performance. 

 

Figure 4-2: Human-Computer Interaction block diagrams for InViRS. The Game Adaptation Controller and the Assistive Module are not activated for the Bubble 

Popping game. 
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4.3.1 InViRS Games and Human-Computer Interaction 

Figure 4-2 illustrates the interaction diagrams between the participant and InViRS. The eye tracker and mouse 

captured the participant’s gaze data in both games and puzzle pieces movement in the Tangram Puzzle game. The 

Gaze Controller i) sends gaze data to the Avatar Module to trigger the avatar’s gaze prompts, ii) updates the Game 

Module, and iii) logs the gaze data in the Data Logger. The Game Module manages the difficulty level of the game 

through the Game Adaptation Controller where difficulty level can be changed based on the gaze data, game states, 

and avatar states. The Assistive Module in the Avatar Module provides hints and assistance based on the participant’s 

performance. 

Note that because of the structure of the Bubble Popping game, only the eye gaze data from the eye tracker are 

used to interact with the avatar and select the correct bubble to pop. Since there is no Assistive Module or Game 

Adaptation Controller in this game, the avatar’s gaze prompts and game difficulty level are increased continuously 

without any assistance or adaptive adjustments to the difficulty level. 

4.3.1.1 Gaze Sharing 

Within InViRS, gaze sharing is defined when a participant fixates their gaze on a predefined region around the 

avatar’s eye (Figure 4-3), and not necessarily directly on the avatar’s eyes. This was designed so that gaze sharing 

could be established without inducing the stress that may be evoked within individuals with ASD when they are forced 

to make direct, sustained eye contact [18, 19]. We chose a minimum duration for fixation of 200 ms based on the 

study presented by Rayner as a reasonable human gaze fixation characteristic [41]. When a gaze lasts more than 200 

ms , the avatar will trigger the next prompt by shifting its gaze towards a game object (either at a puzzle piece in the 

Tangram Puzzle game or at a bubble in the Bubble Popping game). 

  

Figure 4-3: The ROIs for the Tangram Puzzle game. Red boxes represent active ROIs and yellow boxes represent passive ROIs. 

 

We setup InViRS to wait for 30 seconds for a gaze to be registered on the avatar’s eye region before progressing 

to the next state.    We chose 30 seconds in consultation with clinical psychologists specializing in ASD intervention 

as we wanted to give enough time for the children to receive the cue, process and respond to the avatar’s prompt. 
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Longer waiting time might cause the children to lose focus and interest in the game. If participants did not look at the 

avatar’s eye region within 30 seconds, the system provided audio and visual cues. In the Tangram Puzzle game 

(practice), an audio cue in the form of 3 seconds of bell ringing was played and a visual cue of highlighting the avatar’s 

eye region was provided. In the Bubble Popping game (assessment), only the 3 seconds bell ringing audio cue was 

played if participants did not look. For both games, if no eye contact was made within 2 minutes, the game was 

terminated. 

 

4.3.1.2 Gaze Following 

As mentioned previously, after a participant successfully share their gaze with the avatar, InViRS triggers an 

event for the avatar to direct its gaze at a game object. The participant then needed to direct their gaze to the game 

object that was prompted to trigger the next event in InViRS.  

In the Tangram Puzzle game, after the participant looked at the correct game object, the color of the object was 

revealed and the participant could move the puzzle piece to the target area using the mouse. If a participant did not 

look at the correct game object within 30 seconds, InViRS triggered assistive events from the Assistive Module to get 

the participant to look at the intended area. For example, the avatar would repeat the gaze prompt at a slower pace 

together with highlighting the puzzle piece it prompted. Details of the assistance for the Tangram Puzzle game is 

presented in 4.3.6. 

As for the Bubble Popping game, when the participant looked at the correct bubble, the bubble would pop and 

new bubbles will be generated. If no gaze was detected on the correct bubble within 30 seconds, no assistive events 

were triggered and the avatar proceeded to provide the next gaze prompt. 

4.3.2 Virtual Game Environment 

The virtual game environment was developed using Unity v5.6.1f1 [22], a widely utilized virtual game 

development tool. Both games in the virtual environment were developed as finite state machines (FSM). 

We defined a 5-tuple deterministic FSM as detailed in Table 4-1. Figure 4-4 illustrates the FSMs for both 

games. 

  

(a) 
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 (b) 

Figure 4-4: Finite state machines (FSM) for InViRS virtual environment. (a) FSM for the Bubble Popping game. (b) FSM for the Tangram 

Puzzle game 

 
Table 4-1: FSM Tuple 

Tuple Definition Bubble Popping game Tangram Puzzle game 

Q set of states 
{Initialize, Avatar Prompt, Bubble 

Pop} 

{Initialize, Play Avatar, Show Puzzle Color, Enable 

Puzzle Movement} 

Σ set of inputs {gaze, complete} {gaze, mouse, complete} 

q0 initial state Initialize Initialize 

F set of final states Initialize Initialize 

 

4.3.3 Gaze Controller 

In this study, we designed a controller that used eye tracking data from a Tobii EyeX [23] eye tracker 

in real-time to perform gaze analysis. The sampling frequency of the eye tracker is comparatively low, 

between 50-60 Hz, but is sufficient for use in this study, as the primary interest is on fixation data points 

rather than pupil diameter, saccades, and other fast-moving gaze points [24]. We used a Tobii-Unity 

development package [25] to:  i) continuously collect gaze points during game play, and ii) register a gaze 

fixation on a predefined region when a gaze duration of approximately 200 ms [41] was measured. The 

gaze points that were collected in this controller were sent to the Data Logger to be recorded together with 

the time stamp and game state at that time. 

Additionally, we defined several regions of interest (ROIs) in Unity to capture participant’s gaze on 

these areas. There were two categories of ROIs, active and passive, created for the objects and avatar in the 

games. The active ROIs were defined on the avatar’s eye region and all game objects in the games (puzzle 

pieces and bubbles). Taking into consideration the difficulty in autistic children to look directly at 

someone’s eye gaze [19, 20], we defined a rectangular region around the avatar’s eye to reduce discomfort 

when establishing gaze sharing. When a gaze was first detected on the avatar’s eye ROI, the controller 
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would start a timer to measure the duration of the gaze. If the duration was more than 200 ms [41], the 

controller would trigger an event to the Avatar Module to indicate gaze sharing was initiated. If the duration 

of the gaze was less than 200 ms [41], the gaze would not trigger any event and the timer was reset before 

a new gaze was detected on the eye region again. The same algorithm was used when a gaze was detected 

on a game object ROI. If the gaze was detected on the correct game object for 200 ms, the controller would 

trigger an event to the Game Module to indicate that the correct game object was looked at. 

As for the passive ROIs, five facial areas of the avatar were selected that included: the forehead, right 

ear, left ear, nose, and mouth. When a gaze was detected on a passive ROI, the controller would send the 

name, location and time stamp of the ROI to the Data Logger to be recorded. Figure 4-3 shows all the ROIs 

in the Tangram Puzzle game environment. The ROIs definitions are not limited to the objects in the 

Tangram Puzzle and Bubble Popping games and can be used in other VR environments that focus on gaze 

analysis or where non-verbal interaction is of interest. 

4.3.4 Avatar Controller 

The design and animation of the avatar were accomplished using a 3D graphics application called 

Autodesk Maya [26]. The neutral facial expression for the avatar in this study was by design. Because the 

objective of this study was to evaluate the impact of a novel interactive virtual system on gaze sharing and 

gaze following, we chose a neutral expression to observe how participants responded to the eye gaze 

prompts without other factors, such as emotional valence, influencing the result. We customized the avatar’s 

head and eye movement such that the avatar could gaze in any direction to locate the relevant objects of the 

game. In this work, we created eight different gaze directions to correspond to the eight bubble pieces and 

seven tangram puzzle pieces. We also added different gaze prompt configurations for each gaze direction 

that consisted of animating the avatar’s head movement together with the eye movement, and manipulating 

the range of the movement of avatar’s eyeball from the center of the eye. Head movement has been shown 

to influence gaze following [27 - 29] eliciting faster response time when head and eye move congruently 

[30, 31]. As such, we used the head and eye movement together as the initial gaze prompts to represent an 

easy level. For the next gaze prompt difficulty level, we removed the head movement and only maintained 

the eye movements for gaze prompts. In this level, we had the avatar’s eye move from the center of the eye 

to the edge of the eye in the direction of the gaze prompt to represent maximum range of human eyeball 

movement [47]. For the third gaze prompt difficulty level, the avatar’s eyeball movement was reduced to 

40% of the maximum movement range to create a subtle gaze prompt as judged by consensus of human 

observers. Figure 4-5 provides an example of the three gaze variations in the upper right direction. The 

combination of using gaze prompts in varying direction, depth of eye movement and speed in this study 

demonstrates the flexibility of our avatar’s design that can be easily configured to support other gaze related 

implementations. 
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Figure 4-5: Example of avatar’s different eye gaze configurations in upward right direction. (a) Head movement together with eye movement, (b) Full eye movement, 

and (c) Minimal eye movement 

 

In both games, the gaze directions were randomly selected to avoid predictive behavior. For the 

Tangram Puzzle game, the different gaze prompt levels were evenly implemented as described in Table 4-

2. As for the Bubble Popping game, the gaze prompt level was kept at the second difficulty level and only 

the speed of the prompts was continuously increased. 

Table 4-2: Different levels of avatar gaze prompts 

Game Number Avatar gaze prompt level 

1, 2, 3 Head movement + Full eye movement 

4, 5, 6 Full eye movement 

7, 8, 9 Minimal eye movement 

 

4.3.5 Game Adaptation Controller 

The Game Adaption Controller is a part of Tangram Puzzle game that managed the change in the 

avatar’s interaction level with the participant based on participant’s performance. A rule-based adaptive 

algorithm was developed by using both game performance and gaze data as inputs to change i) the avatar’s 

gaze prompt level (as per Table 4-2) and ii) the speed of the avatar’s gaze prompts. In addition to varying 

the avatar’s gaze prompt level, we also changed the speed of the avatar’s gaze prompts to make the game 

more challenging. The higher the speed of the gaze prompt, the harder it was for the participant to follow 

the gaze. For the Bubble Popping game, we did not use the Game Adaptation Module. The speed of the 

avatar’s gaze prompt in that game was increased at a constant rate in each prompt regardless of the 

participant’s performance in the Bubble Popping game. 
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Figure 4-6: State Diagram for Game Adaptation Controller for Tangram Puzzle game. 

 

Figure 4-6 summarizes the adaptive algorithm. At the beginning of a Tangram Puzzle game, the gaze 

prompt level was set to Level 1 where the gaze prompt included the head movement together with eye gaze, 

while the speed of the avatar’s gaze prompt was set to a rate of 2 units per second (ups). When a participant 

correctly chose a puzzle piece that was prompted by the avatar, the subsequent speed of the avatar’s gaze 

prompt was increased at a constant rate of 2 ups. The speed remained the same when the participant failed 

to choose the correct puzzle piece. After three consecutive puzzle pieces were correctly selected, the gaze 

prompt level was increased such that the avatar’s gaze prompt was reduced to only eye gaze movements. 

Whereas, after three consecutive wrong attempts of choosing the corresponding puzzle pieces, the speed of 

the next gaze prompt was reduced by 2 ups. Then, if the participant continues to make three more 

consecutive incorrect selections, the avatar’s gaze prompt level was decreased to make the gaze prompts 

easier for the participant to follow and to provide opportunities for the participant to continuously strive 

and challenge their gaze following skills. 

4.3.6 Assistive Module 

The Assistive Avatar Module was used only in the Tangram Puzzle game to assist the participants 

when they were unable to direct their gaze at the correct ROIs or in the intended direction. This module 

was not used in the Bubble Popping game. 
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Figure 4-7: Flow chart of the avatar’s Assistive Prompt. Number of attempts increased when participant was unable to look at the correct place or game object. 

 

The assistive avatar module used a least-to-most (LTM) prompting mechanism [32], which is widely 

used in intervention for children with ASD. The principle of LTM is to allow the learner the opportunity to 

independently execute the task with the least amount of prompting, which is then increased progressively 

depending on the need. The LTM mechanism has also been previously used to teach communication skills 

[33 - 35], and motor skills [36] in children with ASD. In this current study, LTM implies allowing the 

participant to interpret the avatar’s gaze prompt on their own before the avatar provides additional prompts 

leading the participant to the correct game object.  

Within our LTM design, we used both real-time gaze and current performance data as inputs to create 

a personalized assistance to the participants. For example, a participant performing at a higher gaze prompt 

level and higher prompt speed will receive a different assistive prompt compared to a participant performing 

at a lower gaze prompt level or prompt speed. This module supports individualized learning conditions 

across different participants’ performance levels. Figure 4-7 shows the progression of the assistive prompts 

for every unsuccessful attempt and Table 4-3 lists the assistance the avatar provided in order of the number 

of attempts the participant made. 

4.3.7 Game Object Controller 

The Game Object Controller manages the configuration of the game objects in both games. In the 

Bubble Popping game, this controller initialized the bubbles into their respective location in the virtual 

space. When a gaze event on the target bubble was received from the Gaze Controller, the Game Object 

Controller enabled the bubble to pop and waited 5 seconds before the bubble was regenerated at the same 

original location again. As for the Tangram Puzzle game, the controller initialized the puzzle pieces to their 

initial locations, set the appearance of each puzzle piece to zero color saturation (grayscale), and disabled 

their movements. When a gaze event on the target piece was received from the Gaze Controller, the Game 

Object Controller: i) displayed the color of the puzzle piece, ii) enabled movement of the puzzle piece, and 
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iii) updated the movement of the puzzle piece to the target location. Once all the puzzle pieces were at the 

target location, the controller triggered an event to the game settings component to indicate the completion 

of the game and proceeded to the next game. This controller also tracks other game properties including the 

number of games played, duration of each game, points accumulated, and the number of assistances a 

participant used in each move. 

Table 4-3: Assistive prompts in Tangram Puzzle game 

No. of Attempts Assistive Prompts Reason for assistance 

0 (1) Highlight avatar’s eye region Initial condition 

1 (1) Highlight avatar’s eye region + (2) Sound cue 
Participant did not make eye contact with the 

avatar 

2 (1) Avatar repeats gaze prompt at a lower speed Participant did not select the correct game object 

3 

(1) Avatar repeats gaze prompt at a lower speed + 

(2) Highlight the game object + (3) Rotating game 

object in place 

Participant did not select the correct game object 

>3 
(1) Avatar automatically moves the game object to 

the target location 
Participant did not select the correct game object 

 

 

4.3.8 Data Logger 

The data logger collected all the virtual environment data for real-time manipulation in the adaptive 

module and for offline data analysis. The real-time data used by the adaptive algorithm included 

participant’s game score, gaze ROIs, and avatar configurations. 

4.4 Experimental Design 

We conducted a pilot study to evaluate the hypotheses that practicing in InViRS would be able to: i) 

improve gaze sharing in autistic children as indicated by increased in fixation frequency and duration on 

the eye region but not necessarily directly on the eye as compared to other facial features during interaction, 

and ii) improve gaze following skills in autistic children represented by improved game score. Additionally, 

we also wanted to compare game and gaze performance between ASD and TD participants to identify any 

meaningful differences. We administered a pre-test and post-test to assess changes in gaze fixation, gaze 

following, and performance measures after participating in practice session. 

4.4.1 Participants 

We recruited a total of 18 children (9 children with ASD, 9 TD children) to participate in the study. 

The age range of the participants was between 7 and 13 years. Children with ASD were recruited from a 
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large research registry maintained by the Vanderbilt Kennedy Center of children previously diagnosed with 

ASD by licensed clinical psychologists using standard diagnostic tools, such as the Autism Diagnostic 

Observation Schedule (ADOS) [37]. The TD children were recruited from the local community through 

regional advertisement. 

To assess the current level of ASD symptoms of all participants and ensure baseline symptom 

differences between diagnostic groups, parents of all participants were asked to fill out the Social 

Communication Questionnaire (SCQ) [38] and the Social Responsiveness Scale, Second Edition (SRS-2) 

[39]. Both scales provide quantitative measures of observable characteristics of ASD via paper-and-pencil 

parent report. In this study, we used the SCQ Lifetime Total Score. This score ranges from 0 to 39, with a 

score above 15 indicative of likely ASD. For the SRS-2, participants received a Total Score and a T-score. 

A Total Score of 98 or a T-score value of 76 reflects high risk of ASD. Table 4-4 presents the characteristics 

of the participants. 

 This study was approved by the Institutional Review Board at Vanderbilt University (IRB Number: 

180047). Consents from the participants’ guardians and assents from the participants themselves were 

obtained before the experiment were conducted. A gift card was presented to participants at the conclusion 

of each visit. 

Table 4-4: Characteristics of Participants 

Participants 
ASD (n = 9) TD (n = 9) 

Mean (SD) Mean (SD) 

Age 11.00 (1.35) 10.98 (1.98) 

Gender (% male) 55.6 % 55.6 % 

SCQ Lifetime Total Score 21.56 (7.33) 2.33 (2.69) 

SRS-2 Total Score 101.78 (18.54) 24.00 (27.06) 

SRS-2 T-score 78.22 (7.38) 48.44 (16.12) 

SRS-2: Social Responsiveness Scale, Second Edition 
SCQ: Social Communication Questionnaire 

4.4.2 Protocol 

The study consisted of three visits with 5 to 10 days between visits. In the first visit, the participants 

completed a pre-test which was the Bubble Popping game before starting the Tangram Puzzle practice 

game, and at the last visit, they completed another Bubble Popping game for post-test after finishing the 

last practice Tangram Puzzle game. The second visit was fully dedicated to practice with the Tangram 

Game. The order of each game was important since we needed to make sure that practice games were 

administered between the pre-test and post-test. At each visit, before starting any games, a participant’s eye 

gaze was calibrated on the Tobii EyeX eye tracker. 
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4.5 Results 

Five performance metrics were defined to evaluate the hypotheses stated in Section III based on the results 

obtained from the Bubble Popping game in the pre- and post-tests. Table 4-5 lists the metrics together with a 

description of each metric. All statistical analyses were performed using MATLAB statistical computation functions. 

In this study, we calculated gaze fixation points in MATLAB using the EyeMMV toolkit [40]. 

Table 4-5: List of Performance Metrics 

Performance Metric Description 

Score One point is received when a participant looked at the correct game object (i.e., a target 

bubble) that was prompted by the avatar. Maximum possible score is 50. 

Time to complete (seconds) Total time it takes by a participant to interact with the avatar and selecting the bubble for all 

50 gaze prompts. Game is terminated if 120 seconds pass by without any interaction by the 

participant at all.  

Response time (seconds) Response time is computed between the time when the avatar provides a gaze prompt and the 

time the participant looks at the correct bubble. The time is reset when no gaze interaction is 

detected after 30 seconds. After that time, the avatar provides a new gaze prompt and the 

timer starts again. 

Fixation points Gaze fixation was calculated using EyeMMV toolkit [40] in MATLAB based on ROIs 

parameters; i) name of the ROIs and ii) duration of gaze on ROIs. (Figure 5-4 illustrates all 

the facial ROIs) 

Ratio of gaze fixation on eye to 

gaze fixation on other facial 

features 

Ratio of number of gaze fixation points on the avatar’s eye region compared to number of 

gaze fixation points on other facial ROIs 

 

4.5.1 Overall Game Performance Measures 

Game performance was measured using game score, time to complete the game, and the response time 

to each gaze prompt. First, on average, the autistic children improved their scores by 8 points in the post-

test, which was closer to TD children’s game score in the pre-test. However, this improvement was not 

statistically significant. Meanwhile, the TD children did not show much improvement in the post-test 

compared to the pre-test, which may indicate that the TD children were already performing at their highest 

level in the pre-test because the game was not difficult for them. Next, we found statistically significant 

improvement in the time to complete the Bubble Popping game measure for autistic children (p = 0.0106). 

They improved on average by 1 minute and 20 seconds in the post-test, while the TD children spent 23 

seconds less on average in the post-test. Lastly, autistic children showed improvement in the time to respond 

to the avatar’s gaze prompts measure, but the improvement was not statistically significant. On average 

they took 3.4 seconds to respond to the avatar’s gaze prompt in the pre-test, while in the post-test, they took 
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on average 1.7 seconds to respond. Meanwhile, TD children spent almost the same time to respond in both 

pre-test and post-test, which were 1.6 seconds and 1.2 seconds, respectively. When looking at the effect 

size of the ASD participants, we observed a large effect size for the time to complete category, 1.333 which 

further support the statistically significant result. Medium effect sizes of 0.6711 and 0.7789 were observed 

for the game score and response time respectively, which indicate a meaningful increase in the ASD 

participants’ overall performance even though not all the categories were statistically significant. Note that 

for TD participants there were no statistically significant changes in all three categories even though the 

time to response had a medium effect size, 0.6702. Table 4-6 presents the pre-test and post-test performance 

measures. 

Table 4-6: Overall Performance Measures Results 

Participants 

Pre Post T-test 

Mean (SD) Mean (SD) p-value |d| 

ASD 

Highest score 
38.56 (16.82) 46.89 (5.06) 0.1313 0.6711 

Time to complete 

(seconds) 244.04 (74.74) 164.18 (39.93) *0.0106 *1.333 

Response time 

(seconds) 3.44 (2.98) 1.72 (0.91) 0.0922 0.7789 

TD 

Highest score 47.56 (3.78) 48.67 (2.24) 0.2145 0.3579 

Time to complete 

(seconds) 192.90 (128.99) 169.67 (90.34) 0.32 0.2086 

Response time 

(seconds) 1.63 (0.76) 1.20 (0.48) 0.0608 0.6702 

 

4.5.2 Game Score Measures Based on Gaze Prompt Speed 

As mentioned in 4.3.5, the speed of the avatar’s gaze prompt in the Bubble Popping game was 

increased by 2 ups each time the avatar provided a gaze prompt. Since the increment of the speed of gaze 

prompt in each turn was too small to be meaningfully analyzed individually, the avatar gaze prompt speed 

was clustered into five speed groups with a speed range of 10 ups in each cluster. For each group, the 

maximum score was 10 points. Figure 4-8 shows the performance in each speed group for both ASD and 

TD participants. 
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Figure 4-8: Performance comparison based on different speed grouping in pre and post-test for autistic participants in Bubble 

Popping Game. 

Table 4-7 presents the results of statistical analysis using a t-test to compare the performance based on 

the different speed groups in the pre-test and post-test. The improvement in the performance was 

statistically significant for children with ASD (p = 0.0139). In the pre-test, the children with ASD were 

unable to keep up with the increase in speed of the avatar’s gaze prompt as shown by their scores 

progressively declining from Speed Groups 1 to 5. However, in the post-test, the children with ASD 

achieved maximum possible scores in Speed Groups 1 to 3. For Speed Groups 4 and 5, their post-test 

performances were significantly better than their pre-test performances although they did not achieve the 

maximum possible scores. TD children continuously received maximum scores in Speed Groups 1-4 in 

both pre- and post-tests with minimal improvement in post-test for Speed Group 5. Again, consistent with 

the findings in the previous analysis of game performance, the result suggested that TD children were 

already performing at their highest level in all speed groups. 

Table 4-7: Game Score Measures based on Speed Groups 

Speed Group 
ASD TD 

Pre Post Pre Pre 

Group 1 9.89 (0.33) 10.00 (0) 10.00 (0) 10.00 (0) 

Group 2 8.00 (4.00) 10.00 (0) 10.00 (0) 10.00 (0) 

Group 3 7.78 (4.41) 10.00 (0) 10.00 (0) 10.00 (0) 

Group 4 7.78 (4.41) 9.56 (1.33) 10.00 (0) 10.00 (0) 

Group 5 5.89 (4.48) 7.78 (3.56) 7.78 (3.67) 8.89 (1.96) 

T-test 
p-value *0.0139 p-value 0.3739 

|d| *1.6050 |d| 0.5200 

 

4.5.3 Gaze Fixation 
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Gaze fixation was calculated from the defined ROI gaze points and gaze durations in MATLAB using 

one of the functions called “fixation_detection.m” available on EyeMMV toolkit [40]. The function used 

two spatial parameters and one temporal parameter. The first spatial parameter, t1, was used to initialize a 

fixation cluster. The second spatial parameter, t2, was used to establish consistency in the cluster by 

removing gaze points that were outside the threshold of the second spatial parameter. The temporal 

parameter defined the minimum duration for fixation. Any fixation cluster with a duration smaller than the 

defined value was not considered as fixation and was removed. The selection of these spatial and temporal 

parameters was based on the type of task that was carried out. In our analysis, we choose t1 to be 1º of 

visual view and a minimum duration for fixation of 200 ms based on the study presented by Rayner [41] 

on reasonable human gaze fixation characteristic. As for t2, the threshold value was generated by the 

function by calculating the standard deviation from the fixation cluster.  

To better understand the distribution of the participants’ fixation on the avatar’s face, we grouped the 

fixation points based on the ROI on the eye region and ROIs on other facial region. To get the fixation 

metrics for these ROIs, we ran the EyeMMV function for gaze points of each ROI separately. For example, 

to get the number of fixation points on avatar’s eye region, we used gaze points corresponding only to the 

avatar’s eye region, and to get the number of fixation points on other facial region of the avatar, we added 

the gaze points from the five passive ROIs; forehead, right ear, left ear, nose and mouth (as explained in 

4.3.4 and in Figure 4-3). Table 4-8 represents the total fixation points on the avatar’s face and normalized 

fixation on the avatar’s eye region and other facial features. 

Table 4-8: Results for gaze fixations on avatar’s face 

Participants 
Pre Post T-test 

Mean (SD) Mean (SD) p-value |d| 

ASD 

Total Face Fixation 160.33 

(46.29) 

119.22 

(46.95) 
*0.0056 *0.8914 

Normalized Eye 

Fixation 0.42 (0.25) 0.60 (0.15) 10.6546 10.2688 

Normalized Other 

Facial Features 

Fixation 
0.58 (0.25) 0.40 (0.15) 2*0.0266 2*1.0474 

TD 

Total Face Fixation 139.33 

(104.66) 

131.78 

(74.76) 
0.6700 0.0830 

Normalized Eye 

Fixation 
0.63 (0.22) 0.59 (0.24) 10.1876 10.3556 

Normalized Other 

Facial Features 

Fixation 
0.37 (0.22) 0.66 (0.24) 20.8766 20.0267 

1 p-value and Cohen’s D value calculated using actual fixation points on avatar’s eye region 
2 p-value and Cohen’s D value calculated using actual fixation points on avatar’s other facial features 

The normalized result represents the ratio of the fixation points on the eye region to the fixation points 

on other facial features on the avatar’s face. There was a statistically significant increase (p = 0.0056) in 
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the total fixation points on the avatar’s face region for children with ASD. However, there was almost no 

change in the total fixation points on the avatar’s face for the TD children with low effect sizes that indicated 

trivial differences in the TD eye gaze fixation. 

4.6 Discussion 

We designed a novel VR gaze system, InViRS, to assess and teach skills related to two core features 

of joint attention: gaze sharing and gaze following in children with ASD. When designing the modules for 

InViRS, we wanted InViRS to accommodate the diverse learning abilities of autistic individuals since ASD 

is a spectrum disorder. Taking this into consideration, we designed and implemented the Game Adaptation 

Controller and the Assistive Avatar Module. The real-time use of eye gaze and game performance data in 

the Game Adaptation Controller created a personalized learning experience for children with ASD.  Using 

the same real-time data in a supervisory logic embedded within the Avatar Assistive Module allowed 

InViRS to provide individualized hints or assistance when users were unable to progress in the tangram 

puzzle game. 

We have successfully completed a pilot study using InViRS. In this study, children with ASD and TD 

children completed avatar-initiated RJA prompts in two games, one designed as a pre and post-test 

evaluation (Bubble Popping game) and one designed to allow real-time assistance and difficulty 

modification to prompt skill acquisition (Tangram Puzzle game). Gaze sharing was established by the avatar 

waiting for the participant to look its eye region before shifting its gaze toward the target. Gaze following 

was measured through the ability of the participant to correctly look at the object that was targeted by the 

avatar.  

Based on the results and analysis presented above, we believe that this system has the potential to help 

children with ASD interpret important communicative gaze-based information as part of social interactions. 

Regarding gaze following, the overall performance of children with ASD improved as based on their higher 

game scores and shorter response times after practice with InViRS. This replicate other findings in the 

literature indicating that adaptive systems can enhance the learning experiences of people with ASD [42].  

Regarding gaze sharing, children with ASD looked more frequently at the avatar’s eye region in the post-

test as demonstrated by an increase in the ratio of fixation on the avatar’s ROI compared to other facial 

ROIs. This suggests that the assistive mechanism (LTM) embedded in the practice Tangram Puzzle games 

positively encourages the children with ASD to share their gaze with the avatar. This is consistent with the 

work [43, 44] supporting the use of a VR-system to assist individuals with ASD in shifting their attention 

to the desired object or event of interest. Results also suggest that the children with ASD learned that the 

avatar’s gaze communicated important non-verbal information with regard to the direction that they need 

to follow, as they spent less time looking for non-verbal prompts from other facial ROIs and more frequently 
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directed their gaze at the avatar’s eye ROI over time. However, even after gaze sharing was established, 

gaze following was still challenging, especially when the gaze prompt was quickly administered.  

We also found important and persistent between-group differences based upon the speed with which 

gaze prompts were administered. Participants with ASD showed significant improvement in their 

performance in all speed groups. This statistically significant improvement indicated that InViRS was able 

to help children with ASD to adapt and respond to the changes in gaze prompts speed. However, relative 

to TD participants, it was harder for participants with ASD to correctly follow the avatar’s gaze when it 

was quickly administered, even after they knew to look at the avatar’s eye ROI. Looking at the pre-test 

results presented based on the different speed groups, participants with ASD scored relatively low in the 

higher speed group while TD participants showed consistently high performance across all speed groups. 

Furthermore, increasing the speed of the gaze prompts also encouraged the participants to respond to each 

gaze prompt faster. Faster response time to gaze prompts could indicate a more efficient joint attention 

ability. As previously reported in [44, 45], response time in a joint attention prompt were correlated with 

verbal intelligence [45] and ability to process social information [44]. It is also interesting to report that in 

the highest speed group, both ASD and TD participants did not receive full score, which could indicate that 

the avatar’s gaze prompt speed in the highest speed group was hard to process.  

The promising results of the current study further support InViRS as a system capable of tracking 

game data in varying configurations, accumulating game performance measures, adaptively changing the 

difficulty level while simultaneously interacting with participants and providing real-time feedback. As 

presented in the previous sections, we were able to see the differences in the performance measures and 

gaze data captured by InViRS, which characterize the discriminating gaze behaviors between autistic 

participants and TD participants. We compared the results between children with ASD and the TD children 

to establish any meaningful differences in the performance and gaze patterns. Our findings that the children 

with ASD exhibit atypical gaze patterns are   consistent with other works on gaze related study of autistic 

individuals [3, 4, 44, 46]. For examples, in our study we found that children with ASD had lower ratio of 

fixation on eye compared to other facial features which was consistent with what was observed in [4], and 

they took longer time to respond to gaze prompts that was also found in [44, 46]. 

Although the results discussed above show promise, it is important to highlight the limitations of the 

study and important targets for future research. First, it was a short study with a relatively small sample 

size. A longitudinal study with a larger sample size would enable more complex analyses of InViRS’s 

assistive capabilities and its impact. However, we believe that these preliminary results provide motivation 

and justification for a resource-intensive longitudinal study in the future. Next, there was no control group 

for this study. While it is not uncommon to not have a control group for a preliminary evaluation of a new 

system, we plan to include a control group in our future study to further assess the impact of InViRS in 
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improving joint attention. Additionally, it will be   interesting to explore the use of different facial 

expressions in RJA and its effect on children with ASD for joint attention tasks. It will also be beneficial to 

evaluate system functionality across different game types other than the two types of games we have used 

in this work. Finally, generalizability of the skills learnt in InViRS needs to be demonstrated in real-world 

situations. However, despite these limitations, results from the pilot study showed the potential of InViRS 

in improving both gaze sharing and gaze following skills in children with ASD. To our knowledge, this is 

the first such system and study that systematically manipulated these important components of joint 

attention skill. In addition, InViRS allowed measurement of several quantitative task-relevant metrics and 

provided real-time feedback to the participants to help them work on their RJA skills. 
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CHAPTER 5: DESIGN OF A VIRTUAL REALITY-BASED 

COLLABORATIVE ACTIVITIES SIMULATOR (VIRCAS) TO SUPPORT 

TEAMWORK IN WORKPLACE SETTINGS FOR AUTISTIC ADULTS  

5.1 Abstract 

Autistic adults possess many skills sought by employers, but may be at a disadvantage in the workplace 

if social-communication differences negatively impact teamwork. We present a novel collaborative virtual 

reality (VR)-based activities simulator, called ViRCAS, that allows autistic and neurotypical adults to work 

together in a shared virtual space, offering the chance to practice teamwork and assess progress. ViRCAS 

has three main contributions: 1) a new collaborative teamwork skills practice platform; 2) a stakeholder-

driven collaborative task set with embedded collaboration strategies; and 3) a framework for multimodal 

data analysis to assess skills. Our feasibility study with 12 participant pairs showed preliminary acceptance 

of ViRCAS, a positive impact of the collaborative tasks on supported teamwork skills practice for autistic 

and neurotypical individuals, and promising potential to quantitatively assess collaboration through 

multimodal data analysis. The current work paves the way for longitudinal studies that will assess whether 

collaborative teamwork skill practice that ViRCAS provides also contributes towards improved task 

performance. 

5.2 Introduction 

Autism spectrum disorder (ASD) impacts social communication and interaction as well as behavior 

and sensory processing [1]. One in 44 children and 1 in 45 adults are diagnosed with ASD in the US [2] 

with more than 70,000 autistic children reaching adulthood each year [3]. Differences in social 

communication and interaction can disadvantage autistic adults as they attempt to secure and retain 

employment [4]. The unemployment rate for autistic adults is between 50% and 85%, higher than other 

types of disabilities [5]. This contributes to high lifetime care costs [6] partly due to unemployment [7]. 

Although preference varies between the person-first language (i.e., adults with autism) and the identity-first 

language (i.e., autistic adults) and we are respectful for both uses, we use identity-first language in this 

manuscript due to 1) a recent survey that reported a majority preference for identity-first language across 

the globe [8]; and 2) our stakeholder partners indicated that they wished to be referred as "autistic adults". 

Autistic adults may have many workplace-relevant talents [9], such as attention to detail [10]. However, 

differences in communication and social interaction skills relative to colleagues without ASD 

(“neurotypical”) can impact employment opportunities that require a high level of teamwork [11]. In 

general, teamwork skills are associated with improved productivity and workplace performance [12], are 

among the core skills sought by employers, and can influence hiring decisions [13]. Companies such as 

Microsoft and Specialsterne have started using a non-traditional interview process to assess teamwork skills 
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of autistic job candidates using Lego Mindstorm group projects [14] and Minecraft [15]. Therefore, 

supporting autistic adults to acquire work-relevant teamwork skills may contribute to not only job 

acquisition, but also improved workplace social communication skills [16], problem-solving skills [17], 

and self-confidence [18]. 

One way to assess and support teamwork skills development is simulation-based training (SBT), which 

enables individuals to engage in shared social, cognitive, and behavioral processes pertaining to a 

collaborative task [19]. Although existing SBT programs have positively impacted teamwork skills 

development [18], these programs can be tedious, resource-straining, and costly [20], thus driving the need 

for a technology-based solution. Over the last decade, the use of human-computer interaction (HCI) 

technology has shown promise by providing lower-cost, engaging interactions that can expand accessibility 

[21]. For example, Virtual Reality (VR) has been used to simulate real-world scenarios for skills training 

at a lower cost [22]. VR-based systems have shown promise for teaching both autistic and neurotypical 

individuals new social and technical skills [23]–[25]. However, conventional VR-based systems are unable 

to support the complex back and forth human-human interactions important for teamwork skills training. 

Additionally, overreliance on virtual interactions may limit generalizability and success in real world tasks 

[26]. 

Effective teamwork requires collaboration among individuals working together, making collaboration an 

important indicator of teamwork performance [27]. A collaborative virtual environment (CVE) extends the 

benefits of conventional VR technology by supporting multi-user interaction within the shared virtual 

space, allowing users to naturally communicate with each other [28], potentially increasing generalizability 

of learned skills to the real world. Several recent CVE-based interactions have been promising.  CVE-based 

studies that focused on social communication skills reported improvements in emotion recognition skills 

and conversational skills in autistic users when they participate in a series of social scenarios with other 

users in CVEs [29], [30]. In another study, researchers compared social communication performance 

between CVE and face-to-face interactions and found that users in the CVE had more verbal exchanges 

compared to users in the physical group for the same task [31]. Previous CVE-based studies also explored 

non-verbal aspects of social communication such as joint attention skills [32], joint action skills [33], and 

imitation skills [34] where improvements in these skills were observed after completing multiple training 

sessions in laboratory settings. More recently, researchers found promising results by combining social 

communication skills and motor skills training for autistic children where they reported increased 

performance in both domains [28]. However, to our knowledge, there are no CVE-based studies that target 

social interactions within the employment landscape, which can differ from everyday social interactions. 

Complex social skills such as teamwork can be challenging to assess [35]. Existing methods of 

assessment still rely heavily on human observations [29], [36]. Fortunately, studies on collaborative 
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learning and communications can be leveraged to objectively assess teamwork skills [37]. Furthermore, 

advancements in HCI and sensors technologies have paved the way for the use of multimodal data to 

provide a reliable assessment of human behavior [38], through quantitative measures of several dimensions 

of collaboration [39].  

Motivated by the need to support autistic adults to succeed in the workplace as well as the potential of 

CVE as a platform to train teamwork skills, we present in this paper the design, development, and initial 

feasibility results of a novel Virtual Reality-based Collaborative Activities Simulator (ViRCAS). ViRCAS 

is a virtual simulator that allow two individuals (one autistic adult, one neurotypical [NT]) in physically 

distributed locations to participate in interactive activities over the network, with the goal of fostering and 

measuring change in teamwork skills. ViRCAS is designed as a desktop-based CVE, the least immersive 

form of VR [40], to prevent cyber sickness that could be caused by immersive VR such as nausea, and 

dizziness [41]. The primary contributions of this work are: 1) a new CVE- based teamwork skills practice 

platform for two individuals; 2) a set of stakeholder-driven collaborative tasks with embedded collaboration 

strategies; and 3) a framework for multimodal data analysis to assess collaboration. 

The current work substantially expands our previous conference paper [42] in terms of 1) expansion of 

system interactivity: we incorporated audio and visual communication channels within the CVE that allow 

the users to see and talk to each other; 2) introduction of a new collaborative task: Task 3 in Section II-A-

3 and the addition of difficulty levels in all tasks; and 3) classifying and assessing collaboration using 

multimodal data from a human-subject study. The remainder of the paper is organized as follows: Section 

II presents the system design and the system architecture. Section III describes the experimental setup 

followed by Section IV, which presents the results of the study. Finally, Section V discusses the results and 

addresses the potential and limitations of the current study. 

 

5.3  Collaborative Virtual Environment (CVE) System Design 

5.3.1 Collaborative Tasks Design Principles 

5.3.1.1 Stakeholder-driven Universal Design of Collaborative Tasks: 

We employed a participatory design process where we engaged with stakeholders and end-users from 

various backgrounds to design meaningful collaborative tasks: industry representatives from 2 companies, 

a certified behavioral interventionist, 2 career counselors from 2 vocational rehabilitation centers, and 3 

autistic adults. Stakeholders were involved in both the design and development stages of the collaborative 

tasks. In the design stage, we conducted multiple discussion sessions with the stakeholders to select tasks 

that are collaborative and include interactions that are suitable in a workplace environment. For example, a 

puzzle game task can be collaborative, but might not involve workplace-related interactions. The 

collaborative tasks selection was driven by employment-related studies for autistic individuals: a) a PC 
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Assembly task [43], b) a Fulfillment Center task [44], and c) a Furniture Assembly task [45]. These tasks 

elicited teamwork-relevant behaviors between two users, could be designed at varying difficulty levels, and 

involved workplace-related interactions. Additionally, we incorporated universal design principles into our 

collaborative tasks to create a system that can be used by individuals with different abilities [46].  

In the development stage, we recruited 3 autistic adults and 3 neurotypical adults. Each ASD-NT pair 

tested the initial version of the collaborative tasks while being observed by two expert behavioral 

interventionists with prior experience in real-world teamwork tasks, who then commented on task 

suitability and made suggestions for improvement to align with real-world supports. We made several 

changes based on feedback from interventionists and participants. First, they identified a need for a specific 

and structured task guide. As a result, we developed a tutorial level that provided step-by-step instruction 

in task components.  

Second, participants found that the virtual objects were difficult to manipulate. To address this concern, 

we simplified the object manipulation function in three ways. First, we automated object rotations in both 

the PC Assembly and Furniture Assembly tasks. Second, we highlighted the target area or objects to guide 

the participants in all three tasks. Third, we removed the gear shifter button from the gamepad for a 

smoother driving experience in the Fulfillment Center task.  Finally, participants said they sometimes were 

not sure what they needed to do. We therefore added visual cues that made it easier for participants to know 

where to go or which objects to move. All of these stakeholder-informed changes were applied prior to the 

next phase of work.  

5.3.1.2 Collaboration dimensions for Collaborative Activities: 

Based on literature related to dyadic interactions and collaboration [37], [39], we used the 9 dimensions 

of collaboration given in [39] into our tasks. These dimensions use both verbal and non-verbal 

communications that can be quantitatively measured to represent the quality of collaboration between the 

participants. Table 5-1 lists the dimensions and their definitions. 

Table 5-1: Dimensions of Collaboration 

N

No. 
Dimensions Definition (The task should allow...) 

1 Sustaining Mutual Under- standing Participants to share ideas and show mutual understanding. 

2 Dialogue management (Turn-taking) Participants to engage in back-and-forth communication and activities. 

3 Information Pooling Participants to share information with each other. 

4 Reaching Consensus 

(Decision making) 

Participants to discuss and agree with each other 

5 Task Division Participants to discuss and coordinate their actions within the task 

6 Time Management Participants to monitor and be aware of time restrictions in the task 
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7 Technical Coordination Participants to handle technical dependencies of the task 

8 Reciprocal Interaction Participants to progress at the same pace 

9 Individual Task Orientation Participants to perform individual actions independently 

 

5.3.1.3 Task Descriptions 

First, we will describe the overview and setup of the collaborative activities simulator. Two participants 

in different physical locations accessed a shared virtual environment from their respective computers as 

illustrated in Figure 5-1. Each participant used the input device to interact with their virtual environment, a 

headphone with a microphone to communicate with their partner, and a webcam to see each other. After 

they were connected to the same virtual environment, participants could communicate with each other 

through an audio and video streaming component embedded within the virtual environment. They were 

asked to complete a tutorial and 2 difficulty levels of each task and no systematic differences were created 

between the roles, activities or equipment for Player 1 and Player 2 (see Table 5-2 for task and level 

descriptions). 

 

Figure 5-1: ViRCAS setup and snapshots of the three collaborative tasks. 

For the PC Assembly task, both users were assigned the same role of putting together different computer 

hardware to build a computer. Users had different points of view of the working area as if they were located 

at different ends of the table. Once the participants completed the tutorial, in the Easy level, participants 

were given the assembly instructions, but each participant was given a different list of computer hardware. 

In the Hard level, participants were given mismatched assembly instructions with missing information and 

additional computer hardware to assemble. In both levels, participants had to exchange installation 

instructions and work together to place the hardware in the correct locations. 

For the Fulfillment Center task, both participants needed to drive a forklift to pick up and deliver crates 

from a storage shelf to a collection area in a warehouse. Each forklift had different height capacity; one 
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forklift could only raise its fork to medium height while the other forklift could lift the fork to a higher 

height. Participants were given a map that showed them where the crates were located. After the tutorial, 

both participants were given different lists of crates that they needed to pick up. In the next level, additional 

crates were placed at different heights. 

In the Furniture Assembly task, participants had to work with each other to assemble various furniture 

pieces. After the tutorial, in the Easy and Hard levels, both participants needed to work together to assemble 

a coffee table and a bookcase, respectively. The variation in the type of furniture influenced the difficulty 

level of the task. In addition, participants were given assembly instruction in the Easy level, while only an 

image of a completed furniture in the Hard level.  

 

Figure 5-2: Example of Regions of Interest (ROIs) for PC Assembly Task. 

Table 5-2: Collaborative Task Levels 

Tasks Tutorial Easy Level Hard Level 

PC 

Assembly 

 

 Step-by-step instruction to 

familiarize participants with 

computer parts and controller 

 

 Same instruction manual 

 Different components in their 

inventory 

 7 steps to complete installation of the 

PC 

 Instructions for each player contain 

missing information 

 Additional components in their 

inventory 12 steps to complete 

installation of the PC 

Fulfillme

nt Center 

 Participants take turns driving the 

forklift When one participant is 

driving the forklift, the other 

participant will provide verbal 

instruction on where to pick up the 

crate 

 Participants were given their own 

forklift to drive 

 Participants pick up one crate each 

and drop it off at the designated 

location 

 Participants need to pick up 3 crates 

each 

 Crates assignment mismatch the 

forklift height capacity 

Furniture 

Assembly 

 The same instruction is given to 

both participants 

 Move 4 objects in the living room 

to a dedicated location 

 Instructions with different 

information given to each participant 

 5 furniture parts to assemble 

 No instruction given, only a picture of 

the completed furniture 

 9 furniture parts to assemble 
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5.3.2 ViRCAS Architecture 

 

Figure 5-3: Architecture of the collaborative system. 

1) Input Devices: One principle of universal design is perceptible information [46], which supports multiple 

methods of communication between users and the system. We employed three types of input devices 

with varying characteristics, with one device for each of the tasks as presented in Table 5-3 to explore 

their benefits. In the PC Assembly task, the participants used a keyboard and mouse to move the virtual 

hardware. In the Fulfillment Center task, the participants used a Logitech Gamepad [47]. Participants 

used the directional pad to drive the forklift in the virtual warehouse and the directional button to change 

the height of the fork when picking up a crate. In the Furniture Assembly task, the participants used a 

haptic device [48] for greater immersion. 

 Table 5-3: Input Device Specifications 

Specification Keyboard and Mouse Gamepad Haptic Device 

Ease of use Simple to use Require minimal practice Require more practice 

Realism/ Immersion No feedback to users No feedback to users 
Users can ’touch’ and feel the ’weight’ of the 

virtual object 

Cost Low-cost Low-cost High-cost 

Task PC Assembly Fulfillment Center Furniture Assembly 

 

2) CVE Modules and Communication Network: Figure 5-3 illustrates the system interaction diagram and 

architecture. The ViRCAS was created using a multi-platform game development software, Unity [49]. 

The Network Communication Module handles the connection of two participants to the same virtual 

environment. This module also manages real-time audio and video interaction. Virtual objects’ 

synchronization was achieved using a Unity plugin called Mirror [50], while the audio and video data 

streaming were accomplished using WebRTC [51]. Task-related data are transmitted between the two 
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computers in packets. Mirror uses Transmission Control Protocol (TCP) to send information between 

the two computers. TCP ensures data transmitted from the source are correctly delivered to the target, 

in the right order, resulting in a synchronized shared environment. Although TCP assures data delivery 

to the target, the latency is slightly higher and could result in delay. However, for ViRCAS, the latency 

does not significantly affect task interaction since our tasks do not require instantaneous updates. 

WebRTC uses User Datagram Protocol (UDP) for audio and video transmission which prioritizes 

latency over data accuracy. 

Next, the Player Controller component manages the use of multiple peripheral devices by 

participants to interact with the virtual environment. Task-related data collected in this module are sent 

over to the Network Communication Module.  

There are three sub-modules within the Player Controller component. First, the Game Controller 

manages input device manipulation of virtual objects. The Player Controller component manages the 

input devices and keeps track of the task time and task progression. Second, the Speech Manager 

processes participants’ speech. The spoken words from both ASD and NT participants are transcribed 

into text in real-time using Microsoft Azure’s Speech-to-Text service [52]. Although we did not 

conduct our own evaluation of Azure’s performance of speech-to-text, Alibegovic et al. reported that 

Azure’s Speech-to-Text API had the lowest word error rate (WER) compared to other speech 

transcription APIs for general English speech transcriptions for individuals with accents [53]. Azure 

has also been used in multiple studies with individuals with disabilities including autism with good 

transcription performance [54], [55]. In Unity, we created a continuous listener function that captures 

any speech and sends it over to Azure API. Upon receiving the data, Azure proceeds to transcribe each 

word it received and grouped the words as one utterance. One utterance ends when silence was detected 

or a maximum of 15 seconds of audio was processed [52]. We can determine the number of words used 

in each utterance and the duration of the utterance with the transcribed speech.  

The third and final sub-module is the Eye Gaze Module that detects participants’ eye gaze on the 

computer screen using a TobiiEyeX eye tracker and the Tobii Eye Tracking Windows application for 

calibration [56]. Gibaldi et al. reported that the overall performance of TobiiEyeX in terms of the native 

calibration performance, accuracy, latency, and sampling frequency was acceptable for active fixation 

evaluation in 3D environment like ViRCAS [57]. We utilized a Tobii Unity Eye Tracking SDK [56] 

to: 1) continuously capture gaze points, and 2) capture gaze fixations on pre-defined region of interests 

(ROIs) and virtual objects when a gaze duration of approximately 200 ms is detected. Figure 5-2 

presents an example of ROIs for the PC Assembly task. We calibrated participant gaze before each 

experimental session to improve the accuracy of the gaze points. Finally, the controller data, speech 
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data, detected gaze points, and the ROIs were recorded together with the timestamps and sent to the 

Data Collection Model. 

In the Data Collection Module, we captured and recorded multimodal data from each participant in 

a one-second interval. However, if multiple utterances were detected in one second, the transcribed 

speech would be logged in multiple sequences with the same timestamp. As for eye gaze data, since 

the eye tracker captures up to 60 gaze points in 1 second, we calculated and recorded the average point 

in the log file. Data from both participants were consolidated into a single log file for easy analysis.  

3)  Multimodal Data Mapping: An important contribution of ViRCAS is its capacity to capture multimodal 

data from both participants as quantitative measures of teamwork and collaboration. First, we captured 

participants’ speech using dedicated microphones that were connected to the computer of each 

participant. From speech data, we derived the (1) transcribed speech, and (2) the number of words per 

sentence to capture verbal communication. Second, eye gaze data provided important information on 

non-verbal communication in collaborative activities. For example, when a participant mentioned an 

object’s name, the other participant could re- spond by looking at the object or read information from 

the instruction. The gaze data gave us the (3) location of the gaze in xy-coordinate on the screen, and 

the (4) ROIs which could be either virtual objects or an area on the screen they are looking at. Third, 

we captured the input device data to detect collaborative activities, which were (5) input device 

manipulation such as button clicks or position of the haptic device, (6) name of the virtual objects, and 

(7) movements of the objects. All the data were collected together with the (8) timestamp, and (9) 

player label (either Player 1 or Player 2). These data were used to identify the collaboration dimensions 

that were defined in Section 5.3.1.2.  

4)    Task Management using Finite State Machine: We de- signed a finite state machine (FSM) applicable to all 

three tasks in the Player Controller module to manage seamless state transitions for two participants as 

they navigate through the task. Figure 5-4 presents the FSM used for all three collaborative tasks.  
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Figure 5-4: Generic finite state machines for all tasks. 

 

 

5.4 Experimental Design 

We conducted a feasibility study to 1) assess the usability and acceptability of ViRCAS for autistic and 

NT individuals; 2) assess the ability of the tasks to support teamwork; 3) measure various dimensions of 

collaboration during interaction; and 4) compare collaboration patterns of both autistic and NT individuals. 

The experiment was conducted with two groups of paired participants; one group of ASD and NT pairs 

(ASD-NT group) and one group of NT and NT pairs (NT-NT group). This study was approved by the 

Institutional Review Board at Vanderbilt University (IRB number: 161803).  

The experiment was run on two standard desktop computers, with the same specifications, equipped with 

Windows 10 Education, with an Intel Xeon E5-1650 CPU @3.20GHz, and 16GB of RAM, with a 28 inch 

LCD with 1920 × 1080 resolution running at 60 Hz. 

5.4.1 Participants and Protocol 

We recruited 6 autistic individuals and 18 NT individuals (ages: 16 – 30 years; mean age: 23.4 years) to 

participate. Participants with ASD were recruited from a large research registry maintained by the 

Vanderbilt Kennedy Center of individuals previously diagnosed with ASD by licensed clinical 

psychologists. The NT participants were recruited from the local community through regional 

advertisement. We then divided the participants into two groups: 6 ASD-NT pairs, and 6 NT-NT pairs. 

Table 5-4 shows the characteristics and current level of ASD symptoms of all participants as measured by 

the Social Responsiveness Scale, Second Edition (SRS-2) [58]. Note that SRS-2 T-scores of 66 and above 

reflect at least moderately elevated symptoms of ASD, while T-scores of 59 and below reflect little-to-no 

evidence of ASD.  
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Table 5-4: Characteristics of Participants 

Participants 
ASD (N = 6) NT (N = 18) 

Mean (SD) Mean (SD) 

Age 22.55 (1.8) 24.25 (2.1) 

Gender (% male) 55.6% 55.6% 

Race (% White,  % African American) 80%, 16.7% 83%, 5.6% 

Ethnicity (% Hispanic) 33.3% 11.1% 

SRS-2 T-score 75.22 (7.38) 45.64 (16.12) 
SRS-2: Social Responsiveness Scale, Second Edition 

 

Each pair of participants attended a one-time visit to the laboratory that lasted approximately 90 minutes. 

They were seated in two different experiment rooms and accessed ViRCAS from local area network (LAN) 

that ensured data security and privacy. Before the participants began their session, consents and assents 

from the participants’ guardians and the participants themselves were obtained, respectively. Participants 

completed all levels (i.e., Tutorial, Easy, and Hard) of the PC Assembly, Furniture Assembly, and 

Fulfillment Center task. 

5.5 Results 

5.5.1 Acceptability of the Collaborative Tasks and Input Devices 

We administered 24 written questions rated with a 10 point-Likert scale (1 – very uncomfortable, 10- 

very comfortable) to get participant feedback on the collaborative tasks, input devices, and system 

acceptability (see Table 5-5). Results indicated that all tasks were acceptable to both groups with average 

score values of 7 or higher. Autistic participants preferred the gamepad the most, while NT participants 

preferred keyboard and mouse. The haptic device was the least preferred device in both groups. However, 

participants did express positive verbal comments on the “touch” sensation they felt while using the haptic 

device.  

Table 5-5: Questionnaire Score 

Questions 
ASD (N = 

6) 

Mean (SD) 

NT (N = 

18) 

Mean (SD) 

t-stat p-value 

Collaborative Tasks 

How confident did you feel throughout the task? 7.94 (2.50) 7.00 (2.72) 1.179 0.2723 

How comfortable did you feel overall with the task? 8.38 (1.78) 7.48 (2.22) 1.349 0.2070 

How comfortable did you feel interacting with your partner? 9.52 (1.23) 9.34 (1.16) 0.651 0.5267 

How comfortable did you feel when the task was challenging?  8.47 (1.88) 6.95 (2.43) 4.306 0.0007* 

Input Devices 

How comfortable did you feel using the haptic device to move parts around? 6.66 (3.07) 4.88 (2.51) 1.280 0.2414 

How comfortable did you feel using the keyboard and mouse to move parts 

around? 
7.16 (2.31) 8.11 (1.81) -0.910 0.393 

How comfortable did you feel using the gamepad to move parts around? 8.83 (1.60) 7.44 (2.57) 1.558 0.1417 

ViRCAS System 
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How much do you agree with the following: “Practicing with this system would 

help me work with others better.”  
9.50 (1.22) 8.11 (2.39) 1.840 0.0822 

How much do you agree with the following: “If it was available, I would use this 

system to practice my teamwork skills” 
9.66 (0.81) 7.00 (3.04) 3.367 0.0028* 

* p-value < 0.05 

A t-test for unequal sample size revealed two questions that were statistically significant as indicated in 

Table V. The first question was related to comfort level when the task was challenging. Autistic participants 

gave a rating of 8.47, while NT participants rated it at 6.95 (p-value < 0.001). The second question was 

related to whether participants would use the system to practice teamwork, if available. We found that 

autistic participants rated themselves as more likely to use the system than NT participants (p-value < 

0.001).  

5.4.1 Dialogue Acts Classification 

We analyzed the transcribed speech data to better understand the context of the conversation. Table 5-6 

lists the annotation scheme adapted from a verbal behavior coding scheme used to classify the  speech [59]. 

For this study we used function words instead of individual word to generalize the labeling to all three tasks 

[60]. For example, in the sentence, “So it wants you to put that into the cpu”, instead of focusing on the 

word “cpu”, we looked at the words “wants”, “put”, and “that” to classify this sentence as “Inform”. Two 

annotators labeled the transcribed conversation between the participants using the coding scheme and 

reached an inter-annotator agreement of 95%. The annotators reconciled their differences to reach a final 

agreement of 100%. 

Table 5-6: Dialogue Acts Definitions 

Label Definition Example 

Acks Indicate agreement or acknowledge ‘I know’, ‘you’re right’, ‘okay’, ‘yeah’, ‘yup’, ‘cool’, ‘uh-huh’, etc.  

Desc Describe action or intention, decision making Personal statements of opinion or non-opinion. ‘I think’, ‘I feel’, ‘I 

believe’, ‘I mean’, etc. 

Neg Disagree, confused, negative statements ‘No I don’t need this one’, ‘I don’t think this is the right one’, ‘no’, 

‘um, I’m not sure’, ‘I don’t think so’, ‘oh no’ 

Pos Positive feedback from one participant to another.  ‘Well done’, ‘good job’ 

Ques Questions ‘What do you see?’, ‘can you try W?’ 

Read Any indication that the participant is reading task 

instructions. 

Mine says to select the 8 gigabyte RAM' 

Inform Inform, instruct. Action directive statements or statements of 

instruction from one participant to another. 

‘Try moving it more to the right’, ‘and then backwards’, ‘let’s see’, 

‘mine has me moving’, ‘let me try’ 

Conv Conventional pleasantries ‘thanks’, ‘thank you’, ‘sorry’, ‘my bad’ 

Out Uninterpretable. When utterance is incomplete or does not 

make sense to the coder 

‘the. ’, ‘it said an end then snow ’ 
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We used an unpaired t-test to evaluate any differences in the labeled utterances between the two groups. 

As shown in Table 5-7, we found statistically significant differences in five types of dialogue acts between 

the ASD- NT group and NT-NT group. Pairs in the NT-NT group uttered more acknowledgements (“Acks”, 

p-value < 0.001), used more negative words (“Neg”, p-value < 0.001), asked more questions (“Ques”, p-

value < 0.001), and instructive utterances (“Inform”, p-value < 0.001), while pairs in ASD-NT group used 

descriptive words more (“Desc”, p-value < 0.001) compared to NT-NT group. Figure 5-5 illustrates 

noticeable differences in the dialogue acts percentage between the groups. 

 

Table 5-7: Dialogue Acts Classification Frequency 

Labels 
ASD-NT 

Mean (SD) 

NT-NT 

Mean (SD) 

t-stat 

(p-value) 

Acks 12.142 (82.304) 15.143 (58.924) 1.889 (0.031)* 

Desc 15.107 (153.188) 10.375 (67.002) -2.387 (0.009)* 

Neg 4.214 (15.553) 8.393 (34.897) 4.402(1.389e-5)* 

Pos 2.321 (6.986) 2.518 (6.509) 0 .4001 (0.345) 

Ques 3.625 (16.420) 6.107 (17.406) 3.194 (0.0009)* 

Read 1.857 (7.761) 2.589 (7.083) 1.422 (0.079) 

Inform 5.518 (58.036) 12.286 (120.68) 3.788 (0.0001)* 

Conv 0.714 (0.826) 0.964 (1.089) 1.351 (0.09) 

Out 1.964 (3.344) 1.582 (2.989) -1.132 (0.13) 

 

 

 

 

Figure 5-5: Dialogue acts percentages in ASD-NT group and NT-NT group. 
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5.4.2 Utterances Analysis 

We analyzed the utterances by grouping the number of utterances into Easy and Hard levels as we wanted 

to observe the impact of increasing the difficulty level on collaboration. We found that the number of 

utterances increased as the difficulty level increased for all participants as shown in Figure 5-6. The results 

were divided into four groups; ASD, NT, NT 1 (NT-NT group), and NT 2 (NT-NT group), to distribute the 

number of participants per group evenly, i.e., N = 6 as we wanted to compare number of utterances of 

autistic individuals to NT participants.  A t-test showed statistically significant increase in utterances for 

participants in the NT-NT group across all tasks (p-value < 0.001), and a statistically significant increase 

for the ASD-NT group only for the Furniture Assembly Task (p-value < 0.001). 

 
FIGURE 5-6: NUMBER OF UTTERANCES INCREASED FOR ALL PARTICIPANTS BETWEEN EASY AND HARD LEVEL. 

5.4.3 Gaze Duration Results 

We analyzed the participants’ gaze by calculating the du- ration of the gaze on the ROIs. Gaze duration 

that lasted approximately 250 ms was considered a “gaze fixations.” Table 5-8 compares the average gaze 

fixations duration between autistic and NT participants. An unpaired t-test showed statistically significant 

differences in gaze fixations duration for the Fulfillment Center task; NT participants gazed 3 times longer 

at the virtual objects compared to participants with ASD (p-value < 0.05). Other tasks did not show any 

significant differences.  

 

Table 5-8: Participants’ Gaze Duration 

Tasks 
ASD 

Mean (seconds) 

NT 

Mean (seconds) 

t-test 

t-stats 

(p-value) 

PC Assembly 74.506 68.501 0.144 (0.445) 

Fulfillment Center 47.895 131.685 2.756 (0.012)* 

Furniture Assembly 67.556 82.879 0.462 (0.328) 

 

5.4.4 Observation of Dimension of Collaboration 



118 

 

To determine whether ViRCAS captured the dimensions of collaboration (Table 5-1) from the 

multimodal data, we first labeled the occurrence of each dimension from every 30 s of sampled data and 

then computed the occurrence and the duration of each dimension within the sampled 30 seconds. The 

percentage of the dimension occurrence are presented in Figure 5-7(a), and duration percentage in Figure 

5-7(b). Both ASD-NT pairs and NT-NT pairs showed similar collaborative patterns in both analyses. 

However, pairs in the NT-NT group showed more reciprocal interaction and less technical coordination and 

individual motivation compared to the pairs in the ASD-NT group. In both groups, the occurrences of task 

division and time management dimensions were very  low compared to the other dimensions at only 1% 

occurrence. In the occurrence-based analysis, dialogue management and mutual understanding occurred 

most frequently, while in the time-based analysis, participants in both groups spent most of the interaction 

time coordinating their movement (Technical Coordination) and conversing with each other (Dialogue 

Management). 

 

                                      (a) 

 

                                                                                                                                                       (b) 

Figure 5-7: (a) Occurrence-based and (b) time-based analysis of dimensions of collaboration pattern in ASD-NT group and NT-NT group. 

DIMENSIONS OF COLLABORATION
OCCURENCE-BASED ANALYSIS

DIMENSIONS OF COLLABORATION
TIME-BASED ANALYSIS
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5.5 Discussion 

We designed and completed a feasibility study of ViRCAS, a novel collaborative activities simulator within CVE. 

The objectives of the study were to 1) assess the usability of ViRCAS among autistic individuals, 2) assess the ability 

of the collaborative tasks to support teamwork, 3) observe dimensions of collaboration in the tasks, and 4) examine 

collaboration patterns in autistic individuals and neurotypical individuals. Our findings offer preliminary support that 

ViRCAS can assist individuals with and without ASD in learning work-relevant teamwork skills, and capture 

multimodal data across tasks of varying difficulty levels using different input devices.  

The use of multimodal data made it possible to provide quantitative measures of the different dimensions of 

collaboration. For example, we were able to use input device data to assess technical coordination. The same 

information may not be easily available from the transcribed speech or other data. Also, multimodal data provided us 

with quantitative measures of collaboration that human observers might not capture from observing the session or 

watching a video recording of the interaction such as gazed objects and manipulated objects, which can be difficult to 

capture by human observers but contain important information to represent collaborative actions. In general, 

multimodal data analysis can provide higher accuracy compared to unimodal analysis [61]. Currently, the simulator 

is comprised of three collaborative tasks across varying vocational domains, but it is not limited to these tasks alone. 

Future work can evaluate additional task types to determine the relevance and performance of the system across 

different job-relevant teamwork scenarios.  

Effective teamwork requires collaborative effort by individuals to work together to achieve a common goal [27]. 

We embedded 9 dimensions of collaboration that can represent teamwork in our collaborative tasks. Participants in 

both the ASD- NT group and NT-NT group showed similar patterns of collaboration, which could indicate that the 

tasks met the universal design principles where participants exhibit similar responses even though they have different 

abilities. When observing occurrence-based and time-based analysis of the collaboration dimensions, we found that 

the occurrence frequency of a dimension does not correlate with the duration of the same dimension. For example, for 

“technical coordination” and “consensus”, the percentage of occurrence for both were about the same in both groups, 

but when we looked at the duration of these dimensions, participants showed “technical coordination” five times 

longer than “consensus”. This was because it took more time for the participants to coordinate their movements and 

only a small fraction of time to show consensus, even though it happened just as frequent. Occurrence-based analysis 

provides an overall view of dimensions that contributes to the success of collaboration and teamwork, while time-

based analysis provides a detailed qualitative evaluation of the dimensions. This comparison is in line with the rating 

scheme discussed  by Meier et al. in [39]. On another note, task division and time management dimensions were less 

than 1% in both groups for occurrence and time analysis. It is possible that the tasks were designed in a structured 

manner that offered fewer opportunities for the participants to divide them, and that participants were afforded ample 

time to not seek time management strategies. In the future, we plan to modify the tasks to provide more opportunities 

for task division and time management. 
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The increased in the difficulty levels increased participants’ collaboration, as can be seen by the higher number of 

utterances and back- and forth conversations in the Hard level as compared to the Easy level. We did not compare the 

utterances in the Tutorials as they focused on task familiarization. We increased the ambiguity and task 

interdependence as we increased the difficulty level, which motivated participants to ask more questions or describe 

the task more to each other to proceed with the task. The utterance analysis showed increased collaborative effort for 

all participants working together. This observation is consistent with other studies that suggest more word usage can 

influence collaborative learning and learning gains [59]. Paired with dialogue acts analysis, we found that the increase 

in the number of utterances was related to the tasks. We found statistically significant increases for utterances labeled 

as Acknowledgement (“Acks”), Describe (“Desc”), Negative sentiment (“Neg”), Questions (“Ques”), “Inform”, and 

“Read”, which are all task-oriented conversations. For the Furniture Assembly task, we observed that utterances 

labeled as “Read” were fewer in the more difficult level because the written instruction manual was removed in the 

more difficult level, while utterances labeled as Describe (“Desc”) increased significantly for all participant because 

they needed to describe what they see without the instruction. We also found that ASD-NT group used more 

description (“Desc”) utterances compared to the NT-NT group, which could indicate that pairs in the ASD-NT group 

needed additional explanation and description when performing the task together. NT-NT pairs spoke more to each 

other than ASD-NT pairs, but that ASD-NT verbal communication increased with task difficulty. In future work, we 

will analyze in more detail whether those utterances are correlated to improved teamwork and collaboration. 

In the gaze analysis, we found that both autistic and NT individuals have similar gaze duration in the PC Assembly 

and Furniture Assembly tasks. However, for Fulfillment Center, NT participants spent 3 times longer looking at the 

crates compared to participants with ASD. Because the Fulfillment Center task involves driving a forklift, it is possible 

that aspects of driving (e.g., familiarity and comfort with driving, ability to focus on driving-relevant stimuli) 

artificially impacted performance of autistic participants. Studies related to driving in autistic young adults have 

reported reduced gaze awareness on targeted areas [62], and altered gaze patterns compared to control groups [63], 

which is consistent with our findings for the Fulfillment Center task. Therefore, future work may consider assessing 

driving familiarity and comfort when utilizing a task with a driving component. Also, we should consider the 

calibration error that might influence the accuracy of the gaze results. However, since we are also recording data from 

the input devices, the data from the input device can improve the accuracy of the eye gaze data. 

Our work emphasized the input of stakeholders in preliminary task design and in offering feedback on the developed 

system. We conducted t-tests to examine differences in mean group responses to questions about aspects of the system. 

We found significant differences for two questions. The first question was related to the comfort level when the task 

was challenging. Both autistic and NT participants felt comfortable and confident when performing collaborative 

tasks. However, as the tasks became more challenging, NT participants felt less comfortable than the autistic 

participants. It is unclear if this was related to the task themselves or to the complexities of social interaction with 

autistic partners. The second question was related to whether participants would use the system to practice teamwork, 

if available. We found that autistic participants rated themselves as more likely to use the system than NT participants. 



121 

 

NT participants would not find the system as practical or helpful because they probably do not need the same level of 

training to practice teamwork skills and daily interactions with others would be enough. A survey reported that ASD 

individuals had less opportunity to participate in social events/situations as compared to NT individuals [64], thus they 

see this system as one way to help them practice such skills.  

As for the input device preference, the haptic device was the least favorite device compared to the other devices, 

which indicated that ease of use was more important to the participants than immersive interaction since participants 

were least familiar with the use of the haptic device. However, existing studies that explored the use of haptic devices 

in VR-based interactions have shown that with practice, haptic devices can be well accepted by participants [23], [28]. 

Therefore, for future studies involving teamwork skills training, we will use either the gamepad or keyboard and 

mouse, while haptic device could be used in studies that examine fine motor skills training. 

5.6 Conclusion 

Teamwork skills are one of the core skills sought by employers as they can contribute to improved productivity and 

workplace performance [12]. However, differences in communication and social interaction skills in autistic adults 

relative to their colleagues can lead to poor teamwork performance, thus limiting employment opportunities for autistic 

individuals where a high level of teamwork is required [11].  Motivated by this, we designed a novel collaborative 

activities simulator within CVE, ViRCAS, to support teamwork skills practice for both autistic and neurotypical 

adults. Results from the feasibility study with 12 participant pairs indicated three main achievements: i) preliminary 

acceptance of ViRCAS, ii) collaborative tasks that allowed both autistic and neurotypical individuals to communicate 

and collaborate with each other, and iii) promising potential to quantitatively assess collaboration through multimodal 

data analysis. 

Although the results are promising, it is important to highlight the limitations of the feasibility study and important 

areas of improvement for future research. First, we had a single-visit study with a relatively small sample size. A 

longitudinal study with a larger sample size would allow us to examine the impact of training teamwork skills with 

ViRCAS and enable more complex analyses of the multimodal data. Nonetheless, we believe that these initial results 

provide justification for an extensive longitudinal study in the future. Second, we did not measure the progress of task 

performance itself, which could have given us a better understanding of how collaboration affects task performance. 

To address this, we plan to add a game scoring scheme that can be used to measure task performance for our future 

study. Third, we did not perform any validation on the eye tracker accuracy and calibration performance that could 

have impact detection of gaze on smaller virtual objects. Further validation of eye tracking accuracy will be important 

in future work.  

Despite these limitations, results from the feasibility study showed the potential that ViRCAS offers in supporting 

and nurturing teamwork skills between autistic and neurotypical participants. To our knowledge, this is the first such 

system and study that investigate the feasibility of a virtual simulator that can support the development and training 
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of teamwork skills for both autistic and neurotypical individuals. 
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CHAPTER 6: MULTIMODAL ANALYTICS OF A USER STUDY WITH 

THE VIRTUAL TRAINING SIMULATOR FOR IMPROVING 

TEAMWORK AND EXECUTIVE FUNCTION SKILLS 

6.1 Abstract 

Teamwork and executive functions (EF) are important skills in the 21st century workforce. 

Effective teamwork and EF require individuals to collaborate and coordinate with each other which 

are important learning objectives of teamwork and EF in a training paradigm. However, some 

individuals with disabilities may experience difficulties working with others due to differences in 

communication and social interaction skills. We present in this paper the results of a user study 

with the virtual training simulator with embedded feedback mechanism. This work presents three 

main contributions: 1) a novel CVE-based virtual teamwork training simulator supporting dyadic 

interaction with an embedded feedback mechanism; 2) the design of a CVE-based teamwork and 

EF assessment task using new measures of collaboration adapted from existing literature; and 3) a 

user study that compares the immediate effect of the training simulator between a training group 

and a control group. Results of the study showed that the virtual collaborative tasks has the 

potential to improve teamwork and EF skills of autistic individuals, the feedback mechanism in 

the training tasks demonstrated positive influence in supporting teamwork interaction between 

autistic and neurotypical individuals, and the pre-assessment and post-assessment tasks 

successfully measured quantitative changes in collaborative activities within group and across 

groups through multimodal data analysis of the dimensions of collaboration.  

6.2 Introduction 

According to recent studies, teamwork and executive functions (EF) are important skills in the 

21st century workforce [1, 2]. Based on a report led by Microsoft Corporation, teamwork skills 

such as the capability to communicate and collaborate with colleagues  and the executive function 

activities such as  time management, planning, and critical thinking (executive functions) are 

among the core skills sought after in future employees [3]. Studies have shown that teamwork and 

EF can contribute to improved productivity and workplace performance in a shorter time [4, 5], 

making the workplace environment to become more collaborative. However, some individuals 

with disabilities may experience difficulties working with others due to differences in 

communication and social interaction skills relative to colleagues without disabilities 

(“neurotypical”). For instance, individuals diagnosed with autism spectrum disorder (ASD) are 

reported to have reduced communication and social interaction skills needed to work with others 

[6]. Compared to other individuals with disabilities, adults with ASD have the lowest employment 
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rate, between 20% – 50% [7], and a majority of them with employment are either underemployed 

or unable to retain their position [8]. Teamwork can help autistic individuals build upon their social 

communication skills [9], problem-solving skills [10], and self-confidence [11], but they have 

limited opportunities to practice their communication and collaborative skills with others [12].  

These findings highlight the importance of providing autistic adults with opportunities to 

communicate and work with others to develop their teamwork and EF skills. Although existing 

training and interventions have shown some improvements in teamwork skills in adolescents with 

ASD, simulating real-world teamwork scenarios can be tedious, resource-straining, and costly, 

thus limiting the accessibility and reach of the interventions. Given these circumstances, current 

intervention and vocational practices to prepare adults with ASD for employment need to be 

improved.  

Human-computer interaction (HCI) technology has shown promising benefits that can 

potentially complement conventional ASD interventions by providing engaging interactions that 

can minimize costs with relatively broader access to users [13]. Computer-based commercial 

games such as Minecraft can be collaborative and have been shown to positively impact changes 

in teamwork and EF skills [2]. Minecraft is widely used in classroom settings to teach various 

skills for its engaging appeal, flexibility, and ease of access [2]. However, commercial digital 

games lack the structure to scaffold skill learning, do not provide real-time feedback or prompts 

that could facilitate skill learning, and have no objective means of measuring players’ skills 

improvements. A strategically designed collaborative virtual environment (CVE)-based training 

platform can address the limitations of conventional digital games. First, a CVE-based training 

platform can be designed with explicit learning objectives that may not be available in digital 

games. Second, an embedded feedback mechanism in a CVE-based training platform can provide 

real-time individualized feedback and prompts based on the states of both users and their 

individual needs [14] to scaffold learning experiences in a collaborative virtual setting [15]. Third, 

a CVE-based training platform can capture quantitative measures useful for skills assessment. 

Several studies on CVE-based social communication skills reported improvements in emotion 

recognition skills and conversational skills in autistic users when they work with others in a series 

of social scenarios in CVEs [16, 17]. Other CVE-based studies also investigated non-verbal aspects 

of social communication such as joint attention skills [18], joint action skills [19], and imitation 

skills [20] where improvements in these skills were observed after completing multiple training 

sessions in laboratory settings. More recently, researchers found promising results by combining 

social communication skills and motor skills training for autistic children where they reported 

increased performance in both domains [21]. 
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Effective teamwork and EF require individuals to work with each other by sharing information, 

and coordinating their actions, making these as some of the important measures of teamwork and 

EF in a training paradigm. Recent studies on collaborative learning have identified and defined 

several dimensions that are relevant for evaluating teamwork and EF [22 - 25]. Meier et al. defined 

nine dimensions of collaboration in a computer-based collaborative learning environment based 

on verbal communication that focused on across domain knowledge exchange [25]. Researchers 

have also defined several non-verbal dimensions involved in collaborative activities for children 

with ASD [26, 27]. These studies showed that autistic children could provide collaborative 

responses while playing collaborative computer-based games with another autistic child by 

observing both their verbal and non-verbal actions. These verbal and non-verbal dimensions of 

collaboration are important indicators for researchers in designing and measuring teamwork and 

EF skills. 

Feedback mechanism is one of the core learning principles applied in various interventions and 

training for autistic individuals [28, 29]. In the past, in some instances, feedback was delivered 

verbally by human observers or therapists during or after the training sessions [30, 31]. In a study 

by Deitchman et al. [31], the instructor would re-watch the video with the participants and provide 

feedback on their performance. Manual feedback response can be tedious and as more technology-

based interventions are being introduced, researchers have explored the use of automated or 

embedded feedback mechanisms [32, 33]. White et al. designed a virtual facial emotion expression 

and recognition training paradigm that incorporated real-time feedback to the participants [32]. 

Participants reported enjoyment in receiving feedback from the virtual training system. However, 

autistic individuals have been reported to become dependent on feedback responses during training 

as discussed by Solomon et al. [34]. To address this issue, researchers have explored the use of a 

least-to-most feedback mechanism that was based on the participants’ dynamic performance [35]. 

The results indicated that autistic children were able to improve their performance with feedback. 

However, there has been limited research on feedback mechanisms in a dyadic collaborative 

interactions based on the performance and behavior of both participants in a dyad. 

Previous studies on social communication skills training have discussed the need for an 

objective, reliable, and cost-effective solution of measuring users’ social interactions within the 

systems [36, 37, 38]. Companies like Microsoft Corporation and Specialisterne, have established 

neurodiverse hiring programs that include assessment of social and teamwork skills through 

collaborative tasks, as an alternative to conventional interviews [39, 40]. Such hiring programs 

will require some standard measures to perceive and evaluate the behavior of the participants. 

Currently, most of the measurements rely heavily on manual assessments done mainly by human 

experts and self-reported questionnaires [36, 41-43]. Advancements in artificial intelligence and 
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machine learning technologies over the last two decades have ushered in new methods to 

quantitatively measure social communication skills and task performance in collaborative virtual 

interactions using multimodal data [44, 45, 46]. Multimodal analytics is an emerging area of 

research within HCI that concerns the analysis of integrated data from various sources to identify 

measurable parameters that can be used to evaluate the skills and provide researchers with an 

extensive understanding of the skills being learned [47]. Analysis of the multimodal data enabled 

researchers to observe the dynamic communication patterns and collaboration performance that 

could complement human assessment and self-reported evaluation [48, 49]. Motivated by the 

potentials that CVE-based training platform hold in facilitating social skills development and the 

need to enhance teamwork and EF training experience between autistic and neurotypical 

individuals, we present in this paper the design and development of an embedded feedback 

mechanism in a virtual reality-based teamwork training simulator and a collaborative virtual 

assessment task. 

The primary contributions of this work are: 1) a novel CVE-based virtual teamwork training 

simulator supporting dyadic interaction with an embedded feedback mechanism; 2) the design of 

a CVE-based teamwork and EF assessment task using new measures of collaboration adapted from 

existing literature; and 3) a user study that compares the immediate effect of the training simulator 

between a training group and a control group. The teamwork training simulator consists of 

collaborative tasks that were carefully designed in our previous work [50]. In this work, we have 

substantially expanded the teamwork training simulator with a feedback mechanism that provides 

an individualized response based on the dyadic performance and current state of the dyad. In 

addition, we have condensed the 9 dimensions of collaboration discussed in [50] into 5 dimensions 

to better reflect collaborative and EF skills through activity-based collaborative interactions. In 

order to assess any changes in teamwork and EF skills we have designed, developed, and validated 

a new assessment task embedded with the dimensions of collaboration and used multimodal data 

as quantitative measures of teamwork and EF. We conducted a user study to observe any 

differences in teamwork and EF between a group practicing with the teamwork training simulator 

(Training group) and a group that did not practice with the training simulator (Control group).  The 

remainder of the paper is organized as follows: Section 2 presents the system design, dimensions 

of collaboration conceptualization, and the system architecture. Section 3 describes the 

experimental setup. Section 4 presents the methods taken to analyze the results and the discussion 

of the results. Finally, Section 5 addresses the potential and limitations of the current study. 

Relevant literature are cited throughout the paper. 
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6.3 System Design 

This section discusses the design of the collaborative training tasks and the assessment task. 

First, we present the framework of both training and assessment tasks, followed by the details of 

the training and assessment task design based on this framework, and finally we described the 

architecture of the systems.    

6.3.1 Design Conceptualization 

When designing a computer-based training simulator, the first step is to structure the design to 

the needs of the target population. Since the focus or learning objective of our simulator is to foster 

teamwork and EF skills for individuals with deficits in social communication and interaction skills, 

a dyadic interaction might be more suitable to minimize social anxiety in these population [52]. 

The other factor we considered in our design was a standardized measure of collaboration through 

the identification of relevant dimensions of collaboration from previous literature [25]. Nine 

dimensions of collaboration were selected from previous literature related to dyadic interactions 

and collaboration [22-25]. These dimensions use both verbal and non-verbal communications that 

can be quantitatively measured to represent the quality of collaboration between the participants. 

In a previous feasibility study of the virtual training tasks, we were able to observe these 

dimensions through multimodal data that we captured and analyzed. During the analysis, we found 

that these dimensions relied heavily on verbal communication since the study conducted by Meier 

et al. [25] was observing collaboration in a discussion setting. As such, in our current work, we 

modified and revised the 9 dimensions of the collaboration into 5 dimensions to be more reflective 

of activity-based collaboration to match the nature of our collaborative training tasks and 

collaborative assessment task. Table 6-1 summarizes the modification done to the dimensions of 

collaboration and the multimodal data used to measure them. 

Table 6-1: Dimensions of collaboration and multimodal data mapping 

Dimensions Definition Multimodal Data Description 

Dialogue 

Management 

 Participants engage in back-

and-forth communication and 

activities. 

Utterances - Initiations with 

responses 

Count of initiations with responses 

Utterances - Initiations without 

responses 

Count of initiations without 

responses 

Utterances – Dialogue acts labeled 

with ‘Acks’, ‘Pos’, or ‘Neg’ 

Utterances categorized as either 

showing acknowledgement, 

positive, or negative sentiments 

Information 

Pooling 

  

 Participants share information 

with each other. 

 Participant either provide or ask 

for information 

 Sustaining mutual understanding 

is embedded within this 

Utterances – Dialogue acts labeled 

with ‘Inform’, ‘Read’, ‘Ques’ 

Utterances that is either asking 

questions or providing information 

or reading from instruction 
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dimension as showing 

understanding can happen while 

exchanging information 

Reciprocal 

Interaction 

 Measure of participants’ 

contribution and how they are 

distributed. 

 Individual task orientation is 

combined with this dimension as 

contribution to the task is 

representative of their 

motivation 

Social gaze Eye gaze detected on video 

conference window 

Utterances – Dialogue acts labeled 

with ‘Conv’ 

Utterances that shows positive 

attitude towards their partner; 

pleasantries 

Individual scores Scores received by participant 

when placing an object at the target 

Task division 

and coordination 

 Participants discussed and 

assigned tasks between them 

 Participants’ ability to maneuver 

in the task 

 Reaching consensus and 

technical coordination are 

embedded within this dimension 

as making a decision can happen 

while dividing the task 

Active participation Instances when participants are 

actively moving the virtual objects 

or communicating with their 

partner 

Task-related gaze Eye gaze detected on virtual objects 

Time 

management 

 Participants display awareness 

of time constraint and planning 

Time-related gaze Eye gaze detected on the time bar 

Utterances that discuss time 

constrain in the task  

Utterances – ‘Time’ 

 

6.3.2 Collaborative Training Tasks 

We incorporated inputs from stakeholders and end-users in the design process of the 

collaborative training tasks which included individuals from companies’ human resources, 

certified behavioral interventionist, career counselors and autistic adults. They provided 

suggestions and feedback throughout the design and development stages of task creation. We also 

reviewed previous literature related to employment for autistic individuals and in the end, two 

collaborative tasks were designed as the training tasks, a PC Assembly task [53] and a Furniture 

Assembly task [54]. These tasks were chosen as they could drive teamwork and EF behaviors 

between the participants. For each task, we created a tutorial level, an easy level, and a hard level. 

The five dimensions of collaboration listed in Table 1 were integrated at various instances of the 

tasks as summarized in Table 6-2. We incorporated three external devices to capture the 

multimodal data, which were: a) a headset with microphone to capture the speech, b) an eye tracker 

to capture eye gaze data, and c) a controller to capture button presses and task progression. A prior 

feasibility study with 6 autistic and neurotypical participant pairs has validated these collaborative 

tasks abilities to support teamwork skills training for autistic and neurotypical individuals [50]. 
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Table 6-2: Description of collaborative tasks 

Collaborative 

Tasks 

Brief Task Description Enforced dimensions of collaboration 

PC Assembly The objective of the task was for two 

individuals to work together to attach 

various virtual computer hardware to 

build a computer within allocated time. 

Participants were given installation 

instructions and access to hardware 

pieces. They used the keyboard and 

mouse to select and move the hardware 

to the correct location.  

1. Dialogue management – Some 

installation steps were printed in a different 

language, enforcing the participants to read out 

the English instruction to each other as they 

progress in the task  

2. Task division and coordination - 

Participants were given different points of view 

that limited their view when trying to attach the 

hardware in place. They had to coordinate their 

movement to place the hardware correctly. 

3. Information pooling and reciprocal 

interaction– Each participant was given access 

to different sets of hardware and installation 

manuals. They had to exchange installation 

information and take turns to place the 

hardware in the correct location. 

4. Time management – Participants were 

allocated a limited time to complete the task 

and thus needed to plan and manage the task 

within the given time. 

Furniture 

Assembly 

Two participants needed to work 

together to assemble different furniture 

pieces within the allocated time. They 

were given written installation 

instructions and access to the furniture 

pieces. 

1. Task division and coordination – In the 

easy level, the instruction explicitly mentions 

which participant needs to move which part. 

For example, “Player 1 attach leg 3 of the table 

to the blue pad” and “Player 2 attach leg 1 of 

the table to the white pad on the table”. 

2. Information pooling – The installation 

instructions for each participant were different 

and had missing key information only available 

to the other participant. 

3. Reciprocal interaction and dialogue 

management– Written instruction was not 

given in the Hard level, only an image of the 

assembled furniture. Participants had to discuss 

and agree on a strategy on their own. 

4. Time management – Participants had 

limited time to complete the task and needed to 

plan and divide the task to finish in time 
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Figure 6-1: Example of the installation instruction  

 

   

 
Figure 6-2: The point of view for each participant in the PC Assembly task 

6.3.2.1 Feedback Mechanism 

The feedback mechanism was designed to provide participants with individualized prompts 

based on their current performance and behavior in order to support collaborative interaction and 

foster teamwork and EF skills. We will first briefly explain the participants’ behavior labeling 

before describing the feedback mechanism in more detail.  
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We developed a rule-based model to label participants’ behavior into either Engaged, 

Struggling, or Waiting, summarized in Table 3. These states were chosen as they were the most 

common behavior identified in literature related to collaborative interactions [51]. Two annotators 

trained by a certified behavioral analyst watched video recordings of the participants from the 

feasibility study [50], and labeled the state of each participant based on the rule-based evaluation 

as shown in Figure 6-3. 

Table 6-3: Collaborative behaviors in dyadic interactions 

Behavior Definition 

Engaged  Participants are interacting with their partner and performing the task. 

 Measured from transcribed speech and controller input data. 

Struggling  Participants are unable to correctly place an object in the correct location. 

 Participants are not responding to their partner. 

 Participants are not focusing their gaze on any object or area of interests. 

 Measured from transcribed speech, task progression, gaze data, and controller 

input data. 

Waiting  Participant are not performing any task but still maintain gaze on area of 

interests. 

 Measured from task progression, gaze data, and controller input data. 

 

 

 
Figure 6-3: Flow-chart for the rule-based evaluation of participants behavior 

 

The feedback mechanism was modeled using a finite state machine (FSM) as illustrated in 

Figure 6-4. We defined four states in the FSM to represent different aspects of the feedback 

mechanism.  In each state of the FSM, the feedback was designed as a least-to-most prompts, to 

minimize dependency on the prompts. The initial and default state of the feedback mechanism is 

Observe. In this state, the system actively monitored the participants’ performance and behavior. 

When Struggling was detected for more than 30 seconds, the system would transition to a Help 
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state. In this state, a prompt would be triggered to both participants. The struggling participant 

would receive a message to ask them to seek help from their partner, while the other participant 

would receive a message from the agent to check in with their partner who was struggling. The 

system would wait in the Help state for another 30 seconds, if the participant was showing 

Struggling behavior for another 30 seconds, the system would trigger a similar message to both 

players more urgently and wait for another 30 seconds. Once the 30 seconds finished, the system 

would automatically move the piece the participant was struggling with to the correct target 

location. While in the Help state, whenever the participants were no longer Struggling, the system 

would transition back to Observe state. A similar logic was implemented for the Motivate state. 

The system would transition into this state when participants were Waiting for more than 30 

seconds. If participants remained in Waiting for more than 90 seconds, the system would prompt 

them to request help from the researcher. As for the last state, when the system detected a piece 

was placed correctly, it would transition to the Positive Feedback state to provide verbal positive 

feedback to the participants to continue to motivate them. The system then transitioned back to 

Observe state.  

Figure 6-4: Finite state machine of the feedback mechanism 
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6.3.3 Pre and Post Training Assessment Tasks 

Once the training system was in place, there was a need for an assessment module that could be 

used to test the training system. Thus, we developed pre- and post- training assessment tasks. 

LEGO based activities were chosen as the assessment tasks because of the potential that LEGO 

Therapy and its adaptations have shown in collaboration skills training [55-57]. 

In order to make sure that the design framework remains consistent between the training and 

assessment tasks, the same five dimensions of collaboration were embedded in the assessment 

task.  

6.3.3.1 Design of assessment tasks 

The assessment module included the following levels: i) a Tutorial, ii) Level A, where 

participants were shown two different variations of an object they need to pick to build as shown 

in Figure 6-5(a), and iii) Level B  where the participants work together to assemble the chosen 

object. The tutorial was offered to each participant independently to allow them to get acquainted 

with the controls of the LEGO tasks, while Level A and Level B were collaborative. 

  

 

(a)                                                                                  (b) 

Figure 6-5: (a) A frame from Level A captured during one of the study sessions; 

(b) Map of an object with the ability to go through different layers 

At the beginning of Level B, participants were shown the object that they are building for 1 

minute. They could go through different layers of the object to look at the structure more closely 

(see Figure 6-5(b)). In the next step, the participants entered the build mode where they must build 

the object following what they remember from the map. The participants were across from each 
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other with their virtual environment divided by an invisible wall. The participants were unable to 

access their partner’s side (Figure 6-6). The LEGO pieces were randomly split between the two 

and each of the participants was required to request access to a specific piece from their partner to 

build on their side. The participants only gain points if their build looks exactly like the one shown 

in the map. Both the participants were given one hint each to view the map of the object again for 

15 seconds to make room for strategizing together to finish the task in time. Figure 6-7 shows two 

animals with different configurations that were chosen for pre- and post- tasks to avoid the impact 

of habituation on the results.  

 

 

Figure 6-6: The layout of the build environment (left). A screenshot of the actual build from one of 

the participant studies (right) 

   

 

Figure 6-7: Two different variations for the LEGO task for pre-training level (top row) and post-

training level (bottom row) 
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Table 6-4 shows the multimodal data that were collected while the participants were engaged 

with the task. The difference between data collected during pre- and post- training assessment 

tasks were used to evaluate the efficacy of the training.   

Table 6-4: Data recorded in a log file for both participants using eye gaze, task progression, 

transcribed speech, and controller input. 

 

6.3.4 System Architecture  

Unity [58], a commercial game development software, was used to design all the assessment 

and training tasks in a Collaborative Virtual Environment. For the training system, the setup 

included a personal computer (PC) with a mouse, a keyboard and a haptic device as controllers. A 

mouse and a keyboard were used as controllers for the PC Assembly Task whereas a haptic device, 

Touch [59], was used as a controller for the Furniture Assembly Task. Some key components of 

digital game design for learning include challenging tasks and immersion [60], that drove the use 

of different controllers in our training tasks. A webcam and a headset were added to allow for 

audio-visual (AV) communication. The graphical user interface (GUI) of the game included a 

window that displayed the video stream of a user’s partner on the screen. This AV interaction 

allowed to increase the realism of the system and capture important multimodal data (i.e., verbal 

communication and eye contact). An eye gaze tracker (Tobii EyeX Eye tracker [61]) was used to 

capture the eye gaze data. Figure xx shows the architecture of the collaborative training and 

assessment tasks.  
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Figure 6-8: System Architecture for the collaborative training and assessment tasks 

 

The network communication module (see Figure 6-8) used WebRTC API [62] to allow for AV 

communication whereas it used Mirror Networking [63] for the game environment 

synchronization between the two users. A feedback mechanism module used the data from game 

environment as well as transcribed speech that was run through a rule-based state prediction model 

to detect the state of the user (i.e., Waiting, Struggling, and Engaged). A speech-based feedback 

was then generated based on the detected state to prompt the users. 

As for the assessment tasks, the tasks only used a keyboard and mouse as controllers. In addition, 

the assessment tasks did not include a feedback mechanism module since the aim of assessment 

was to allow the users to demonstrate their collaboration skills without any support. The entire 

network communication layer for assessment task was created using WEBRTC API that allowed 

peer-to-peer AV communication as well as game environment synchronization. An important part 

of the assessment architecture was the multimodal data logging (shown in Table 4) for post 

analysis. WebRTC’s DataChannel was used to transfer the data from Participant 2’s PC to 

Participant 1’s PC and store the data of both participants together.  

 

6.4 Experimental Design 

A study was conducted to test the efficacy of the proposed training system using the assessment 

framework. 12 adults with ASD were paired with 12 neurotypical (NT) adults. An ASD-NT 
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pairing was chosen to match real-world circumstances in which individuals with ASD are more 

likely to end up collaborating with neurotypical individuals in the workplace. Each participant was 

paired with an individual of the same gender to eliminate the impact of gender biases. Eleven out 

of 12 pairs identified as males and one pair identified as females within the age range of 17-25 

years (mean age= 21.8, SD (Standard Deviation) =2.4). This gender imbalance is consistent with 

autism gender disparity, i.e., there are significantly more male adults diagnosed with ASD as 

compared to female adults [64].  

 

Figure 6-9: Experimental Framework for the study 

The 12 pairs are split equally and randomly into two groups: control and training groups. As 

seen in Figure 6-9, informed written consent is received from each individual (regardless of their 

group) after which both participants are taken into separate rooms with the PC setup. A headset 

for audio communication is provided to each participant and the volume is adjusted to the 

participant’s preferred level. The eye tracker was calibrated for each participant after which they 

go through the tutorial for the assessment (LEGO) task separately. The goal of this tutorial is to 

get each participant acquainted with the rules, layout, and controls of the assessment tasks. The 

tutorial is followed by a pre-training assessment task (both Levels A and B) after which the pair 

either goes through the proposed training or the control activity based on the group they belong to.  

Training Group: After the pre-training assessment, the pair goes through three levels -tutorial, 

easy, and hard - of PC Assembly tasks and three levels of Furniture Assembly tasks. All these 

levels are equipped with an intelligent agent that uses multimodal data to detect each participant’s 

state (i.e., Engaged, Struggling, or Waiting) in real time and provides the pair with appropriate 

feedback to nudge them to support each other if a participant is struggling or waiting.  

 

Control Group: After the pre-training assessment, the pair goes through multiple levels of web-

based online adaptation of Pictionary, Drawize [65], where one participant chose and drew an 
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object while the other partner guessed the drawing and vice versa. This activity was not supported 

by any audio-verbal communication or multimodal data based real-time feedback that were the 

key features of the proposed training tasks.  

Both the control and training tasks were followed by the post-training assessment tasks (both 

Level A and B). After each activity, the pre- and post- assessment data (shown in Table 4) were 

logged for both pairs and saved for post analysis. Table 5 shows the total time allotted for all 

training, control, and assessment (pre- and post-) tasks. The training activity for the Training group 

took additional 5 minutes on average for setup and network connection. The post-training 

assessment task was followed by a survey that was filled in by all the participants to be used for 

qualitative analysis of user experience. All the experimental protocols were approved by 

Vanderbilt University’s IRB. 

Table 6-5: Time Allotted for Training and Assessment Tasks. 

Groups Pre-training Assessment 

(minutes:seconds) 

Training Activity 

(minutes:seconds) 

Post-training Assessment 

(minutes:seconds) 

Level A Level B Level A Level B 

Control Training 

03:00 08:15 

15:00 

03:00 08:15 Proposed 

Training 

15:00 + 

5:00 (Set up time) 

 

6.5 Results and Discussion 

6.5.1 Methods 

This subsection describes the steps that were taken to process the multimodal data. 

6.5.1.1 Speech Data Analysis 

Although the speech data comprises only 10% to 15% of the entire interaction, the information 

that we could extract from the utterances is useful in various ways to measure the communication 

aspect of teamwork and EF. 
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Number of initiations: Two researchers involved in the study established a coding scheme to 

label the transcribed speech with initiation and responses. They then labeled the log file 

individually and consolidated any differences through discussion and revision of the labels. 

Dialogue acts classification: We wanted to classify the transcribed speech to better understand 

the context and pattern of the collaborative conversation. In a previous feasibility study [50], we 

manually labeled the transcribed speech using an existing verbal behavior coding scheme [66] with 

nine dialogue acts as listed in Table 6-6. The manually labeled data were used to train a natural 

language processing model, Bidirectional Encoder Representations from Transformer (BERT) 

[67], that was applied to the data we have in the current study. The trained model achieved an 

accuracy of 83.1% and an F-1 score of 84%. The confusion matrix is illustrated in Figure 6-10. 

 

Table 6-6: Dialogue acts classification classes 

Label Definition Example 

Acks Indicate agreement or acknowledge 
‘I know’, ‘you’re right’, ‘okay’, 

‘yeah’, ‘yup’, ‘cool’, ‘uh-huh’, etc.  

Desc Describe action or intention, decision making 
Personal statements of opinion or non-

opinion. ‘I think’, ‘I feel’, ‘I believe’, ‘I 

mean’, etc. 

Neg Disagree, confused, negative statements 
‘No I don’t need this one’, ‘I don’t 

think this is the right one’, ‘no’, ‘um, 

I’m not sure’, ‘I don’t think so’, ‘oh no’ 

Pos Positive feedback from one participant to another.  
‘Well done’, ‘good job’ 

Ques Questions 
‘What do you see?’, ‘can you try W?’ 

Read Any indication that the participant is reading task 

instructions. 

Mine says to select the 8 gigabyte 

RAM' 

Inform Inform, instruct. Action directive statements or 

statements of instruction from one participant to 

another. 

‘Try moving it more to the right’, ‘and 

then backwards’, ‘let’s see’, ‘mine has 

me moving’, ‘let me try’ 

Conv Conventional pleasantries 
‘thanks’, ‘thank you’, ‘sorry’, ‘my 

bad’ 

Out Uninterpretable. When utterance is incomplete or 

does not make sense to the coder 

‘the. ’, ‘it said an end then snow ’ 
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Figure 6-10: Confusion matrix for dialogue acts classification model 

 

6.5.1.2 Gaze Data Analysis 

We used a TobiiEyeX eye tracker to capture participants’ gaze on the screen while they were 

performing the task. Before the beginning of the experimental session, we calibrated the 

participants’ gaze using the Tobii Eye Tracking for Windows application [68]. The gaze data were 

analyzed into three categories which were: 

a. Task-related gaze: ROIs and looking at specific virtual objects 

b. Social gaze: Looking at the video streaming window embedded within the virtual 

environment 

c. Time-related gaze: Looking at the timer bar 

 

6.5.1.3 Input Device and Task Progression Analysis 

From the input device, we collected the instances when the button was pressed, and the name of 

the object being manipulated. We used this information to count the number of active actions taken 

by the participants. As for the task progression, we used four of the parameters logged in Table 6-

4 in our analysis: 

a. Overall Score: Number of pieces attached at the target location, taken from Total_Score. 

b. Individual Score: Number of pieces each participant attached, taken from 

Individual_Score. 

c. Active participation: The accumulated instances when a participant is actively 

manipulating a piece or speaking to each other, taken from Active_Effort_Bool 

d. Timestamp: Used to calculate the duration of the task. 

Once all the data were processed and consolidated, we calculated the average and standard 

deviation of the data. We then performed t-tests (paired t-test to compare changes between pre and 
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post, unpaired t-test to compare differences between ASD and NT, and differences between control 

group and training group) 

6.5.2 Overall Task Performance Results 

Overall task performance results compared the task score and duration to complete the task. 

From Table 6-7, participants in both control and training groups showed significant improvement 

in the total score from pre-test to post-test (Control p-value = 0.02, Training p-value = 0.006). 

When we looked at the post-test score in more detail, the average score improvement for 

participants in the training group was higher (41.67) compared to the control group (30). Given 

the minimal time spent on the training paradigm, the significant improvement in the task score for 

the training group represents a positive influence of the training paradigm.  

Table 6-7: Task performance results 

Label Control Training T-test (p-value) 

Pre Post Pre Post Control Training 

Overall Score 52.5 (25.45) 82.5 (29.28) 34.2 (14.6) 75.8 

(25.8) 
0.0195 0.0056 

Duration 

(minutes) 

7:54 7:27 8:00 7:59 0.0359 0.1520 

Who Asks P1 P2 P2 P2 n/a n/a 

Who Decides same P1 P1 P1 n/a n/a 

We then compared the changes in the individual score between pre-test and post-test tasks for 

participants in each group as shown in Table 6-8. First, the score increased significantly in the 

post-test for autistic participants in both the control and training groups, showing that collaborative 

interaction in a virtual environment can significantly improve task performance for autistic 

participants. Second, an unpaired t-test showed a statistically significant difference in individual 

scores between autistic and NT participants in the training group in the pre-test, while in the post-

test their scores did not show any significant differences. This observation could indicate that the 

training paradigms were able to support teamwork practice that allowed ASD and NT pairs to 

perform at the same level (reciprocity). 

Table 6-8: Sub-group performance comparison 

Comparison Group Individual Score (p-value) 

Pre-test to Post-test 

(paired t-test) 

Control Group-ASD 0.0247 

Control Group-NT 0.0706 

Training Group-ASD 0.0069 

Training Group-NT 0.0422 

ASD to NT 

(unpaired t-test) 

Pre-test Control Group 0.0856 

Pre-test Training Group 0.0332 

Post-test Control Group 0.3466 

Post-test Training Group 0.2127 
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6.5.3 Utterances Results 

Next, we evaluated the back-and-forth interaction between ASD and NT pairs. In terms of dialogue 

initiations, we found that the number of initiations across all participants was lower in the post-test. This 

could be a result of habituation where participants became familiar with the task and spent less time in the 

post-test task. The training paradigm was supported by an embedded feedback mechanism that 

would ask participants to ‘check in’ with each other when they were detected as struggling. This 

has the potential of encouraging and raising awareness in NT participants to continue to engage 

with their partners as observed in the number of initiations shown by NT participants in the training 

group. Table 6-9 presents that there was no significant change in the number of initiations by 

participants in the training group in the post-test, while NT participants in the control group showed 

a statistically significant decrease in the number of initiations in the post-test. This could mean that 

NT participants in the control group were less motivated to engage in conversation in the post-test 

task.  

Table 6-9: Number of Initiations 

Comparison Group 
T-test 

Initiation w/ Resp Initiation w/o Resp 

Pre-test to Post-test 

(paired t-test) 

Control Group-ASD 0.2683 0.2762 

Control Group-NT 0.0204 0.0135 

Training Group-ASD 0.2300 0.0805 

Training Group-NT 0.1123 0.3225 

Figure 6-11 illustrates the pattern of dialogue act classification for both the control group and 

training group in the pre-test and post-test task. In the statistical analysis of the dialogue acts 

presented in Table 6-10, there were statistically significant increase in the number of utterances 

providing information and direction (‘Inform’) and asking questions (‘Ques’) by the NT 

participants in the control group. This might indicate that the NT participants in the control group 

exhibited a leadership role while the autistic participants were the followers.  
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Figure 6-11: Dialogue acts classification for Control group and Training group 

 

Table 6-10: Dialogue acts comparison between pre-test to post-test 

Pre-test to Post-test 

Comparison 
Acks Conv Inform Neg Pos Ques 

Control Group-ASD 0.2816 0.3805 0.0543 0.0997 0.2263 0.1261 

Control Group-NT 0.1516 0.0834 0.0162 0.1597 0.3032 0.0038 

Training Group-ASD 0.4221 0.0606 0.1973 0.0812 0.1019 0.1226 

Training Group-NT 0.0712 0.1896 0.4984 0.1329 0.0398 0.4693 

 

 

Pre Control

Acks Conv Inform Neg Pos Ques Read

Post Control

Acks Conv Inform Neg Pos Ques Read

Pre Training

Acks Conv Inform Neg

Pos Ques Read

Training - Post

Acks Conv Inform Neg Pos Ques Read
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6.5.4 Task Progression Results 

The non-verbal data analysis was performed on input controller data, task performance data, and 

eye gaze data. This analysis provided us with assessment for task coordination and time 

management skills, which are related to EF skills. First, we looked at the dynamics of the 

interaction by focusing on the technical effort shown by the participants and how well the pairs 

distributed the load between them. Active participation was based on the time spent either talking 

to each other or manipulating the virtual objects such as moving the LEGO pieces to the target 

location. An unpaired t-test of the pre-test task showed statistically significant difference in active 

participation between ASD and NT participants in both Control and Training groups, while no 

significant difference was observed in the post-test task, as seen in Table 6-11. This finding is 

consistent with the comparison that was made based on the individual score in Table 6-8 that 

indicated that performing collaborative tasks in a shared virtual environment allowed autistic and 

neurotypical individuals to contribute equally to the task. Next, we did not find any significant 

changes to the time management aspect of the interaction. Participants continued to monitor their 

progress in the post-test task as they did in the pre-test task. Since the post-test task was similar to 

the pre-test task, participants might not have been too alarmed with the amount of time left, and 

instead focused their attention on completing the task. This is consistent with the overall results 

presented previously where participants were able to finish the task in shorter time in the post-test 

task. 

Table 6-11: Active participation comparison 

ASD to NT Comparison Active Effort (p-value) 

Pre-test Control Group 0.0134 

Pre-test Training Group 0.0361 

Post-test Control Group 0.1497 

Post-test Training Group 0.4055 

As for the gaze analysis, there were no statistical differences found in the gaze pattern between 

ASD and NT participants in both groups as shown in Table 6-12. Other studies have claimed that 

autistic individuals may exhibit atypical gaze patterns when looking at someone. However, in our 

virtual collaborative environment, we did not observe atypical gaze pattern or avoidance from 

looking at their partner for autistic participants. It could be that virtual communication was less 

strenuous and the size of the video conference window was quite small, so it was not 

overwhelming. 
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Table 6-12: Gaze fixation on object comparison 

ASD to NT Comparison 
Task-related Gaze     

(p-value) 

Social Gaze 

(p-value) 

Time-related Gaze 

(p-value) 

Pre-test Control Group 0.1100 0.0603 0.4891 

Pre-test Training Group 0.4409 0.1809 0.2431 

Post-test Control Group 0.0958 0.0882 0.2447 

Post-test Training Group 0.2026 0.1624 0.4607 

 

6.6 Conclusion and Future Work  

Teamwork and executive function skills are important skills for employment [2]. Virtual 

simulation-based training is an effective training method for teamwork and executive function 

skills that is cost-effective, engaging, and easily scalable for various scenarios [13]. While a 

feedback mechanism is an important component in a training paradigm to support skills 

development, existing feedback mechanisms are less effective as they either rely on manual human 

interventions or performance-based feedback. To address this gap, we designed and developed a 

teamwork training simulator within a collaborative framework embedded with a feedback 

mechanism based on both performance and human behavior in dyadic collaborative interaction. 

We then measured the dimensions of collaboration through a collaborative assessment task. A user 

study with 12 ASD-NT participant pairs was conducted. Results of the study contributed to these 

findings: i) the dimensions of collaboration framework in the virtual collaborative tasks showed 

potential in improving teamwork and EF skills of autistic individuals as can be seen from the 

improved performance of the autistic participants, ii) the feedback mechanism in the training tasks 

demonstrated positive influence in supporting teamwork interaction between autistic and 

neurotypical individuals as seen from the number of back-and-forth communication in the training 

group, and iii) the pre-assessment and post-assessment tasks successfully measured quantitative 

changes in collaborative activities within group and across groups through multimodal data 

analysis of the dimensions of collaboration. 

Although encouraging, it is important to mention the limitations of the study and important areas 

of improvement for future research. First, the short duration of the training time of 20 minutes and 

a relatively small sample size did not allow us to observe the full extent of the training paradigm. 

Despite that, we believe that the immediate effect results of the training serves as a motivation for 

an extensive longitudinal study in the future. A longitudinal study with longer training time and 

larger sample size would allow us to examine the impact of the training paradigm with feedback 
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mechanism. Second, we did not include explicit instructions on collaborative strategies within the 

training tasks. Providing participants with clear instructions in specific situations would be 

beneficial for their learning experience, specifically for autistic participants as it was shown 

previously that they learn better when they receive direct instructions [69]. For future studies, it 

would be beneficial to include different collaborative strategies that the participants can 

incorporate in their training paradigm. Next, it was perceived that the participants were more at 

ease in the post-assessment task which might be caused by habituation effect. To address this, we 

would need to revise the post-assessment task to maintain the same framework but with a different 

activity altogether. Finally, the deterministic design of the rule-based behavior labeling that fed 

into the feedback mechanism was limited and not adaptable to the dynamic changes of 

collaborative task. Another future work would involve exploring the use of probabilistic models 

that are more flexible and improve the robustness of the feedback mechanism. 

In spite of these current limitations, we believe that the results presented in this work show the 

potential of the virtual collaborative framework to contribute to the development and assessment 

of teamwork and EF skills. To our knowledge, this is the first such study that investigates the 

training of teamwork and EF skills, and a quantitative method of assessing these skills in dyadic 

interactions between autistic and neurotypical individuals. 
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CHAPTER 7: A HIDDEN MARKOV MODEL (HMM)-BASED 

PREDICTION MODEL FOR HUMAN BEHAVIOR RECOGNITION IN 

DYADIC AUTISTIC-NEUROTYPICAL TEAMWORK TRAINING IN 

VIRTUAL REALITY 

7.1 Abstract 

Simulation-based training in virtual environments has been shown to deliver low-cost, engaging, and 

scalable teamwork training paradigms to intended users, in place of real-world simulation. A real-time 

feedback mechanism based on human behavior in the training simulator could scaffold learning and 

promote positive skill growth. Various methods have been explored to recognize or predict human 

behaviors such as machine learning algorithms, and probabilistic pattern recognition models. However, in 

a more complex training environment such as for teamwork skills training where dyads must collaborate 

and interact with each other in the same virtual space, the feedback mechanism would need to look at the 

changing dynamic of the interactions rather than a static approach. We present the design and evaluation of 

a rule-based model and a Hidden Markov Model (HMM) to predict three human behavior, which are 

Engaged, Struggling, and Waiting in collaborative interaction using multimodal data. Validation and 

performance evaluation showed that HMM achieved higher accuracy across all the selected behaviors and 

would fit better in a dynamic interaction as it offers more flexibility than a rule-based model. 

7.2 Introduction 

The ability to work on a team is essential for employment. Teamwork allows for increased 

productivity in the workplace which in turn maximizes the efficiency of the company. In addition to the 

benefits teamwork brings to a company, teamwork leads to increased satisfaction in the workplace which 

can fulfill personal growth. As such, employers seek employees that are effective collaborators. However, 

individuals with autism spectrum disorder (ASD) may show differences in communication and deficits in 

social interactions that hinder their ability to find meaningful employment and work well on a team [1]. Of 

the 5.4 million adults with ASD in the United States, 75% are either unemployed or under-employed relative 

to their abilities. These perceived deficits in teamwork and collaboration prevent companies from accessing 

a large talent pool. Therefore, teamwork training is essential for young adults with ASD to prepare them 

for employment. Nonetheless, it is difficult to create real-life opportunities to practice teamwork-relevant 

skills. Simulation-based training in virtual environments has been shown to deliver low-cost, engaging, and 

scalable teamwork training paradigms to intended users, in place of real-world simulation [2]. In our 

previous work, we developed a series of collaborative tasks using a collaborative virtual environment 

(CVE) as a teamwork training simulator [3]. A real-time feedback mechanism based on human behavior in 
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the training simulator can scaffold learning and promote positive skill growth. To achieve this, the system 

would require a reliable way of recognizing human behavior.  

Researchers agree that human behavior recognition in feedback mechanisms could lead to a better 

training experience and improved skill development. For example, studies have reported that using both 

performance and human behavior in adaptive training paradigms was able to keep participants engaged and 

improve their training outcomes [4, 5, 6]. However, these studies were limited to single-user interaction. In 

addition, the current solutions for behavior recognition models rely heavily on human experts to evaluate 

human behavior. Manual evaluation of human behavior can be resource-straining and prone to bias [7]. 

Therefore, we propose the development of two mathematical models to automate the recognition of human 

behavior of two individuals working on virtual team-building tasks. 

This paper presents the design and evaluation of a rule-based model and a Hidden Markov Model 

(HMM) to predict human behavior in collaborative interaction using multimodal data. The primary 

contributions of this paper include i) a novel dataset that includes multimodal data labeled by expert 

annotators, ii) the design of a rule-based prediction model for human behavior recognition, iii) the 

development of a Hidden Markov Model (HMM) prediction model, and iv) the comparison of the 

performance of the prediction models against hand-labeled data. 

 

7.3 Related Works 

The most common and early method of human behavior recognition is manual labeling by human 

observers. Observers that are involved in manually labeling experimental sessions are usually experts in 

psychology or human behavioral understanding. Observers either label human behavior in real-time during 

the experimental session [8] or by watching video recordings of the sessions [9, 10]. More recently, modern 

video annotation software has been used to complement human observers labeling, where researchers need 

to provide detailed coding schemes to achieve good coding results [11, 12]. Although manual labeling is 

proven to be reliable, labels are not available instantaneously, the process can be resource-straining, and 

the generalizability of the coding scheme is low [13]. To address these limitations, researchers have 

explored various classification methods to predict human behavior in computer-based interactions [14, 25].  

One method includes using a rule-based model where a set of rules were created from existing 

observations [15, 16]. For example, researchers designed a rule-based fuzzy logic model to predict human 

emotions using speech [17]. In the study, the rules were constructed based on a collection of utterances that 

were labeled as ground truth with various speech features and three emotion components. The model 

achieved an average agreement of 60%-80%, which can be considered a good prediction accuracy given 

that it was estimating human emotion using only speech information. In another study, researchers designed 



159 

 

a more complex rule-based system to evaluate human behavior in an assisted living environment [18]. The 

model achieved more than 92% accuracy in predicting daily activities such as meal preparation, personal 

hygiene, and using the toilet. Rule-based models has been shown to have high performance when the rules 

were clearly distinguished from each other. However, in an application that has a wide range of variations, 

such as in natural language processing, the rules can become too complex and laborious to create [19]. 

Additionally, subtle and ambiguous changes in the data may cause the rules to grow and become harder to 

manage [19]. 

Other researchers have looked at prediction models that can be more robust and flexible to subtle 

changes in data, which included statistical machine learning methods [20, 21,22]. One study combined the 

use of deep learning and rule-based methods to predict engagement and disengagement in a multi-person 

human-robot interaction paradigm [20]. Deep learning was used to extract engagement-related features 

from the human participants such as gaze, head pose, and body posture, while rule-based was used in 

selecting the subject and the engagement decision-making algorithm. The design achieved a 93% F1-score. 

In another study, Okada et al. used verbal and non-verbal measures to assess the communication skills of 

individuals in different types of discussion tasks [21]. They captured data from speech and head movement 

and extracted verbal and non-verbal features from the data. The features were analyzed using eight 

regression models with different feature combinations and compared the results against human-coded 

evaluations of communication skills. In a study by Cuayáhuitl et al., they applied a deep reinforcement 

learning (DRL) method that could play a strategic board game with human users and negotiate with other 

players [22]. The DRL performed better than other machine learning methods. However traditional machine 

learning methods are deterministic where the output would be the same for the same input, which may not 

be representative of certain human behaviors such as affective state.  

Alternatively, probabilistic models such as Hidden Markov Model (HMM) have been widely used to 

model human behaviors [23, 24]. Mihoub et al. presented a probabilistic modeling framework using 

Incremental Discrete Hidden Markov Model (IDHMM) to recognize and generate multimodal joint actions 

in a face-to-face interaction [23]. The result indicated that IDHMM produced a higher classification rate 

than Support Vector Machines (SVM), with a mean cognitive state recognition rate of 92% compared to 

81%. Another study implemented double-layer HMM to evaluate individual and group activities in group 

meetings [24]. The model was tested with 59 public corpora of meeting data and the result showed that the 

two layers HMM had a 70.3% accuracy, while a single-layer HMM only had 57.5% accuracy. A HMM 

also offers the added advantage of containing temporal and sequential information in the probabilistic 

functions, making it a suitable solution as a prediction model of collaborative human behavior in a 

teamwork training simulator. 
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7.4 Experimental Design 

We conducted a preliminary study to i) gather multimodal data from participants interacting 

collaboratively with each other, ii) label the data based on defined collaborative behavior, and iii) perform 

statistical analysis that compares the performance of a rule-based prediction model and a HMM prediction 

model in recognizing human behavior in dyadic collaborative interactions. 

 

7.4.1 Collaborative Tasks Description 

The tasks were designed based on input from stakeholders to encourage teamwork in a workplace 

environment between an autistic individual and a neurotypical (non-autistic) partner, which was discussed 

in detail in our previous work [3]. Multiple discussion sessions with the stakeholders were conducted to 

select tasks that are collaborative and include interactions that are suitable in a workplace environment. The 

collaborative tasks selection was driven by employment-related studies for autistic individuals. The first 

task was a PC Assembly Task where two participants were located on opposite ends of a table in the virtual 

environment giving them different views of the workspace. They both were given written instructions and 

different hardware to collaboratively build a single computer. They would use the keyboard and mouse to 

move the components into the correct location within a set amount of time. Participants were required to 

take turns and communicate with each other when assembling the PC. The next task was a Furniture 

Assembly Task where participants were placed in a virtual living room and worked together to assemble 

various furniture pieces within a set amount of time. They used a haptic device to move the furniture parts 

to the target area. The final task was a Fulfillment Center Task where participants would drive forklifts with 

varying height capacities to transport crates from a warehouse to a drop-off location. Participants used a 

gamepad to drive the forklift in this task. Three design strategies were embedded within the tasks to 

encourage communication and collaboration between the participants: a) incomplete installation 

instructions were given to each participant to encourage them to exchange information to progress in the 

task; b) participants were given only an image of an assembled furniture, without written instruction, to 

encourage them to divide the task and coordinate their actions; and c) components that were only available 

to one participant but not the other and varying the location of the crate to allow participants to practice 

turn-taking. These collaborative tasks, as illustrated in Figure 7-1, were designed in Unity, a multi-platform 

game development software [26]. 
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Figure 7-1: Collaborative tasks to support collaborative interaction between autistic individuals and 

neurotypical partners 

7.4.2 Participants and Protocol 

We recruited 6 autistic participants and 6 neurotypical (NT) participants to form 6 ASD-NT participant 

pairs. The demographics for the participants are shown in Table 7-1. Participants with ASD were recruited 

through an existing university-based clinical research registry and the NT participants were recruited from 

the local community through regional advertisement. 

Table 7-1: Participants demographic information 

Participants 
ASD (N = 6) NT (N = 6) 

Mean (SD) Mean (SD) 

Age 20.5 (2.8) 22.8 (3.6) 

Gender (% male) 50% 50% 

Race (% White, 

% African American) 
100% 83%, 0% 

Ethnicity (% Hispanic) 0% 17% 

 

Two computers were set up in two separate rooms and used local area network (LAN) to connect them 

to the same virtual environment. Participants filled out the consent forms before going to the separate rooms. 

The session lasted about 90 minutes. All study procedures were approved by the Vanderbilt University 

Institutional Review Board (IRB) with associated procedures for informed assent and consent. Figure 7-2 

illustrates the setup of the experiment. 
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Figure 7-2: System setup where two users in separate rooms perform virtual tasks together 

7.5 Methodology 

We described four main processes involved in designing, training, and evaluating human states 

prediction models in collaborative interactions, as seen in Figure 7-3. The multimodal data that were 

captured from the participants together with video recording were used by annotators to label the 

participants’ states to establish a ground truth. These labeled data were used to design and train a rule-based 

prediction model and a HMM. We then evaluated both prediction models’ performances. The following 

subsections explain in detail each step of the process. 

 

Figure 7-3: Workflow for prediction models design and evaluation 

7.5.1 Collaborative Behavior Coding Scheme 

A study on collaborative learning reported that the most frequent behavior experienced by participants 

when working collaboratively were engagement, confusion, and boredom [27]. Based on this literature 

review and discussions with the stakeholders and behavioral analysts, we chose three behaviors that would 

be the most useful to recognize in our teamwork training simulator; Engaged, Struggling, and Waiting. 

These three behaviors represent essential stages of teamwork allowing the system to provide informed and 

meaningful feedback. Engaged captures the state when the participant is performing the task and 

collaborating with their partner [28], allowing the system to provide positive praises such as ‘Good job!’ or 

‘Keep up the good work!’. Struggling represents the state when the participant were not progressing in the 

task (e.g., the object was moving away from the target), not communicating for a while with their partners, 

or was disengaged with the task (e.g., looking outside the focus area for some time) [29]. The system would 

then use the Struggling state as an indicator to prompt the participants to help each other, for example ‘Ask 

your partner to help you with the task’ and to the other participant ‘Your partner seems to be struggling, 

offer them help’. Turn-taking is part of teamwork and collaborative interaction, and we are using Waiting 

to capture when the participant is waiting for their partner to perform a task [30] and differentiate it from 

when a participant is distracted or disinterested (which is categorized under Struggling). In Waiting state, 

the system would allocate some time for the participants to wait without prompting the participants. 

Although there are only three states discussed in this work, more states could be added in the future based 
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on the need and understanding of collaboration and teamwork. A coding scheme was defined in consultation 

with a certified behavioral analyst, to ensure the consistency of the manual labeling, shown in Table 7-2.   

Table 7-2: Definition of Participant States 

# Participant State Definition 

1 Engaged The user is focused on the task and progressing well without struggling – 

either talking to their partner or not, looking at specific ROIs or focus area, 

controller usage detected, object moving closer to the target, successful 

attempts detected 

2 Struggling The user shows signs of struggling to progress in the task – not talking to their 

partner, looking at specific ROIs or outside, repetitively using the controller, 

object not moving or moving away from the target, no successful attempts 

detected 

3 Waiting The user is waiting for their partner; no speech detected, looking at specific 

ROIs or focus area, not using any controllers, objects (moved by partner) 

getting closer to the target, successful attempts (by their partner) detected  

7.5.2 Multimodal Data Capture  

There were three devices for the multimodal data capture in the collaborative system. We used a game 

controller, a microphone headset, and an eye tracker for each participant to derive seven binary features 

that could represent the current state of the participants in collaborative interactions. The diagram in Figure 

7-4 shows that we derived four binary features from the game controller, one binary feature from the 

transcribed speech, and one binary feature from the eye tracker.  



164 

 

 

Figure 7-4: Feature extraction from three peripheral input devices 

First, we needed verbal data, which we gathered from the transcribed speech. The Speech Presence 

feature was mapped to ‘1’ when there was the presence of speech and ‘0’ otherwise. Then, we wanted 

information on task participation and activities within the virtual environment. We use the data from the 

controller to capture the presence of controller keypress and the distance of the object from the target. The 

Controller Manipulation feature is recorded as ‘1’ when a keypress was detected, otherwise the feature was 

set to ‘0’. The opposite rule was applied to the Controller Idle feature. For the Object Move Closer and 

Object Move Away features, the binary values were determined by the distance of the object from the 

target. The Object Move Closer feature was recorded as ‘1’ when the object moved closer to the target and 

‘0’ when the object was not, while the Object Move Away feature was recorded as ‘1’ when the object 

moved further away from the target and ‘0’ when the object was not. When the feature values were both 

‘0’, it would mean that the object was not moving. 

For non-verbal communication, we are capturing the eye gaze data. We extracted two gaze features 

based on the region of interest (ROIs) and focused gaze points. The Gaze Presence feature was recorded as 

‘1’, and the Gaze Absence feature was recorded as ‘0’ when a ROI was detected or the gaze points were 

within the defined ‘focus area’ as depicted in Figure 3. When there was no ROI registered or the gaze points 

were outside the ‘focus area’, then the Gaze Absence feature was recorded as ‘1’ and the Gaze Presence 

feature was recorded as ‘0’.  
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These binary features were concatenated to form a feature vector. All of the features were collected 

continuously with a sampling rate of 1 sample per second. The binary values and feature vectors that were 

extracted from the Pilot Study were used to design the rule-based model and HMM, respectively. 

7.5.3 Hand Labeling to Establish Ground Truth 

In the next step, two annotators, trained by a certified behavioral therapist, used the coding scheme 

described in Table 7-2 to label the participants’ states into either ‘Engaged’, Struggling’, or ‘Waiting’ based 

on the extracted features and video recording of the sessions. The annotators labeled 10 minutes worth of 

interactions from each session. Both annotators label all six sessions of data separately using the established 

scheme and achieved 98% agreement. The 2% disagreement was reconciled when both annotators decided 

on an agreed label through discussion. Of the four labeled sessions, the class distributions of the three states 

were as follows: Engaged - 19.9%, Struggling - 28.0%, and Waiting - 52.1%. 

7.5.4 Rule-based Prediction Model Design 

We designed a rule-based prediction model for our collaborative tasks to provide real-time state 

prediction for each participant when they are collaborating, replicating the role of human annotators. Based 

on the coding scheme in Table 7-2, we created step-by-step rules based on the feature values to predict the 

participants’ states. We then consolidated these rules into a flow chart depicted in Figure 5.  

 

Figure 7-5: Flowchart for the rule-based prediction model 

7.5.5 HMM Design and Training 

Probabilistic predictive models offer flexibility and scalability compared to deterministic predictive 

models [31].  We defined the five main elements of a HMM [32] in Table 7-3. An ergodic state transition 

model was designed for our model as we assumed that the collaboration state can change from one state to 

any of the other states. Figure 7-6 shows a possible diagram of the HMM. 
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Table 7-3: Definition of HMM elements 

Symbol Definition Values 

N Number of hidden states in the model {𝐸𝑛𝑔𝑎𝑔𝑒𝑑, 𝑆𝑡𝑟𝑢𝑔𝑔𝑙𝑖𝑛𝑔, 𝑊𝑎𝑖𝑡𝑖𝑛𝑔} 

M Number of distinct observations We are using a 7-digit binary vector based on the 

extracted features from the multimodal data 

{𝑂𝑏𝑠1, 𝑂𝑏𝑠2, 𝑂𝑏𝑠3, … , 𝑂𝑏𝑠𝑀} 

 

Example values: 1101010, 0010100 

A State transition probability distribution - 

Probability matrix of transition from one state 

to another. 

Matrix size is NxN, in our case 3x3. Values of 

the matrix are generated from training the model 

[

𝑎11 𝑎12 𝑎13

𝑎21 𝑎22 𝑎23

𝑎31 𝑎32 𝑎33

] 

 

B Emission probability distribution - Probability 

matrix of observing a particular observation in 

the current state 

Matrix size is NxM. Values of the matrix are 

generated from training the model 

 

[
𝑏11 ⋯ 𝑏1𝑀

⋮ ⋱ ⋮
𝑏31 ⋯ 𝑏3𝑀

] 

 

π Initial state probability distribution Initial state probability matrix, usually equally 

distributed 

 

[0.3 0.3 0.3] 
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Figure 7-6: HMM diagram of all elements 

We consolidated the hand-labeled behavior and multimodal data to design and train a HMM in Matlab 

[33]. Using the Statistics and Machine Learning Toolbox [34] available in Matlab, we utilized the functions 

available to generate an initial HMM, then train the model to achieve optimal performance. First, we entered 

the sequence of binary vectors as the observation sequence and the hand-labeled states as the hidden states. 

To optimize the HMM training, we introduced a k-fold cross-validation method where we divided the 

dataset into k number of folds. Then we split the data into 70-30 ratio, where 70% of the data were used as 

training data and 30% of the data were used as testing data. Figure 7-7 represents the k-fold cross-validation 

and training-testing data split. Next, we used the hmmestimate function to generate estimated transition 

and emission metrices for the model by calculating the maximum likelihood using 70% of the observations 

and hand-labeled states. Once we have the estimated transition and emission metrices, we used the Matlab 

function hmmtrain to predict the participants’ states using the 30% observation sequence allocated for 

testing and compared the results to the hand-labeled states. The entire process of estimating and predicting 

the HMM were repeated k times and we calculated the accuracy and confusion matrix for each iteration.  



168 

 

 

Figure 7-7: k-fold cross validation to train and test the HMM model 

 

7.5.6 Evaluating Prediction Models Performance  

The annotators labeled an additional two sessions using the same rules as stated in 7.5.2, to serve as 

ground truth to evaluate the rule-based prediction model and HMM. The newly labeled data were tested 

against the rule-based model and HMM offline and the predicted states from both models were compared 

to the hand-labeled data and presented in the next section. 

 

7.6 Results and Discussion 

7.6.1 HMM Training and Testing Results 

We trained a HMM model with the data from the first four sessions that were hand-labeled with the 

participants’ behavior using k-fold cross validation method to optimize the training output. We selected a 

HMM with the highest test accuracy as it may indicate that the model could perform reliably. 

For HMM training, each iteration should include all possible observations. However, since our dataset 

were distributed based on real occurrences, we found that certain instances of the k-fold could not model a 

solution due to missing observations and we skipped that fold. We present in Table 7-4 the average 

accuracies and F-1 scores for k = 5, 6, 7, 8, 9, 10 based on the individual accuracy for the models that were 

successfully generated. The accuracy was calculated by comparing the states predicted by HMM to the 

hand-labeled states. We found that when k = 8, we achieved the highest average test accuracy of 95%. Next, 
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we looked at the individual HMM within the k = 8 cross-validation results and selected the HMM with the 

highest overall results as shown in Table 7-5. 

Table 7-4: Average accuracies of HMM models using k-fold cross-validation 

k-value Average Test Accuracy Average F-1 Score 

5 91.6 92.6 

6 92.7 93.5 

7 93.3 94.2 

8 95.9 93.7 

9 94.3 95.0 

10 88.6 90.6 

 

Table 7-5: HMM models accuracies with k = 8  

Fold (k = 8) Test Accuracy F-1 Score 

1 80.53 83 

2 97.69 98 

3 98.02 98 

4 99.34 99 

5 n/a n/a 

6 88.45 90 

7 n/a n/a 

8 n/a n/a 

7.6.2 Validation 

The validation was done using data from the remaining two sessions that were hand-labeled after the 

four original sessions. For the HMM, we performed offline prediction using the model selected in the 

previous section (Model 4 from k-fold = 8). Table 7-6 compares the performance of rule-based prediction 

model and HMM prediction model and Figure 7-8 illustrates the confusion matrix of both prediction 

models. 

Table 7-6: Validation results for rule-based prediction model and HMM  

 

 

     

 

 

 Rule-based HMM 

Accuracy 76.53% 90.38% 

Precision 71.81% 90.19% 

Recall 68.93% 85.37% 
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(a)                                                                    (b) 

Figure 7-8: Confusion matrix for (a) HMM and (b) Rule-based model  

 

Overall, the HMM provided higher accuracy, precision, and recall of the participants’ state compared 

to a rule-based model. When we look at the individual state as shown in Figure 7-8, both models performed 

really well for ‘Engaged’ state since the conditions for the ‘Engaged’ state were quite simple and 

straightforward where both models could provide a reliable prediction. However, for ‘Waiting’ and 

‘Struggling’ states, the rule-based model performed quite poor where the model predicted most of the 

‘Struggling’ state as ‘Waiting’. The inflexibility of rule-based model could have caused this. Rule-based 

model only allows one state for one set of condition, whereas real hand-labeled data would have instances 

where the same condition produced different outcomes based on the context of the task. For example, in 

one instance there was no gaze detected, no input device manipulated, and object was not moving, the rule-

based would always predict the state as ‘Struggling’, but hand-labeled data could have labeled it as: i) 

‘Struggling’ -  when the overall context at the time showed that the participant was indeed struggling, or ii) 

‘Waiting’ – when the participant was actually waiting for their partner to perform a task. If we keep rule-

based model to predict participants’ states, the feedback mechanism that the participants received would 

not be true to their actual state. A participant that is in ‘Struggling’ state would not be prompted to seek 

assistance as the system would assume they are ‘Waiting’ for their partner to complete a turn. On the other 

hand, the HMM prediction results for ‘Waiting’ and ‘Struggling’ states were good since the temporal 

information that was learned from the training was embedded within the state transition probability matrix, 

A, and emission probability distribution, B. 

 

7.7 Conclusion and Future Work 

Feedback mechanism in a virtual training environment is an important component to create a robust 

training environment that could improve learning outcomes. Recent research in this area explored 

incorporating human behavior together with task performance for improved feedback. Various methods 

All Engaged Struggle Waiting

Engaged 215 11 11 90.72% 9.28%

Struggle 2 83 213 27.85% 72.15%

Waiting 13 99 840 88.24% 11.76%

93.48% 43.01% 78.95%

6.52% 56.99% 21.05%

Rule-based Model

Recall

Precision

Accuracy

76.53%

All Engaged Struggle Waiting

Engaged 215 22 0 90.72% 9.28%

Struggle 0 203 95 68.12% 31.88%

Waiting 9 17 926 97.27% 2.73%

95.98% 83.88% 90.70%

4.02% 16.12% 9.30%

Recall

Accuracy

90.38%

HMM

Precision
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have been explored to recognize or predict human behaviors such as machine learning algorithms, and 

probabilistic pattern recognition models. However, in a more complex training environment such as for 

teamwork skills training where dyads must collaborate and interact with each other in the same virtual 

space, the feedback mechanism would need to look at the changing dynamic of the interactions rather than 

a static approach. Motivated by this, our work presents the design of two models to predict human behaviors 

in a teamwork training environment. We wanted to compare the performance of a simple rule-based 

prediction model and a temporal-sensitive HMM against hand-labeled data in such a dynamic environment. 

Based on the validation results, we found that HMM had the best overall performance compared to the rule-

based prediction model. Although the rule-based model had about the same accuracy as HMM for the 

‘Engaged’ state which shows that it is sufficient for a simple evaluation, for more complex states, 

‘Struggling’ and ‘Waiting’, it was difficult to scale up the rule-based model since it was quite rigid. HMM 

would fit better in a dynamic interaction as it offers more flexibility than a rule-based model. As we continue 

with our research in this area, future work will involve implementing this HMM in the collaborative tasks 

for real-time prediction of the participants’ states. 

Although the results are promising, it is important to highlight the limitations of the HMM design and 

important improvements in future works. First, the number of human states used to capture participants’ 

collaboration behavior were basic. In future work, researchers would benefit by expanding the states, 

primarily for ‘Waiting’, into more distinguished states to allow the researchers to better understand what is 

taking place in the collaboration. Second, the use of binary features was able to capture the simple states 

that were used. However, more complex analysis of the features would allow researchers to understand the 

collaboration better. For example, adding a dialogue act classification for the speech feature would better 

inform whether the participant said something because they needed help or sharing information, which can 

be represented by different states. Third, the number of labeled data used in the validation was relatively 

small. Future study with larger sample size, more states and features introduced would increase the 

understanding of collaborative interactions. Despite these limitations, results from the validation showed 

the advantage of HMM over rule-based prediction model in a dyadic collaborative interaction between 

autistic and neurotypical individuals. 
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CHAPTER 8: CONTRIBUTIONS AND FUTURE WORK 

Teamwork and EF are important life skills that can be developed from a young age to prepare 

individuals for future success in education, employment, and social life [1, 2, 3]. One way to effectively 

develop these skills is through training. Human-computer interaction (HCI) systems such as virtual reality 

(VR) has been widely studied by researchers for various applications from entertainment to training specific 

skills. Since VR-based systems can be engaging, many studies have explored the application of VR-based 

systems in supporting skills training for individuals with disabilities, including individuals with ASD. 

Among the specific skills that have been studied include literacy skills [4], social skills [5], and safety skills 

[6]. Although these studies have reported improvements in the specific skills they trained on, interaction in 

VR-based systems can be restrictive and not reflective of the complex real-world interactions, which may 

hinder the transfer of trained skills to the real world. Currently, there are no standardized measures for 

teamwork performance. Different organizations define and assess different criteria to represent teamwork 

performance [7, 8]. The majority of these assessments are based on qualitative evaluations performed by 

an observer or members of the team themselves, which are susceptible to bias and error. The use of 

quantitative measures of users’ behavioral data is still understudied, specifically when multi-user 

interactions within HCI is involved. Motivated by these, my research work has contributed in many ways 

to address the issues mentioned above through the the design, development, and application of team-based 

activities in an intelligent collaborative virtual environment (CVE) that can encourage, assess, and 

efficiently support teamwork and executive functioning (EF) skills training, focusing on individuals with 

Autism Spectrum Disorder (ASD). 

8.1 Technical Contributions 

The first set of technical contributions is in the design and development of CVE systems to encourage 

collaboration in individuals with ASD. Existing method of training teamwork skills involves face-to-face 

interactions in a co-located environment. Setting up physical space to support real-world simulation for 

teamwork training scenarios can be resource-straining and costly [9]. A conventional VR-based system can 

simulate real-world training scenarios with minimal cost and effort. However, communication and 

interaction within VR-based systems are limited to one user interacting with the system. Additionally, for 

individuals with ASD, interacting face-to-face can be stressful and distract them from working on their 

skills [10]. In our CVE systems, we were able to design a variety of tasks with different scenarios across a 

wide range of virtual environments for teamwork training suitable for both children and adults with ASD. 

We integrated the use of a haptic device with a force gripper to add immersive experience for the 

participants. The CVE systems can be an alternative for individuals with ASD to practice and hone their 

communication and social skills, taking the loads off from therapists and clinicians. The CVE systems we 

built have four main contributions: 1) design and development of virtual collaborative games and team-
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based activities suitable for both children and adults with ASD, respectively, 2) integration of interactive 

multimodal sensors and devices to capture objective measures of the interaction, 3) design of a closed-loop 

feedback mechanism capable of providing simple acknowledgment and prompts based on real-time 

tracking of users’ tasks performance, and 4) design and development of a haptic device with a force gripper 

as an interactive controller allowing users to ‘feel’ the virtual objects they are manipulating. 

The second technical contribution is identifying dimensions of teamwork and executive functions 

suitable for collaborative task interaction and mapping of the dimensions to multimodal data to 

quantitatively measure teamwork and executive functions skills. Existing methods of evaluating teamwork 

and executive functions are done manually by a human observer or with limited automated tracking of 

activities through sensors and video recordings [8, 11, 12]. These observation methods are susceptible to 

bias and error. We conducted a literature review to identify the most relevant dimensions of teamwork and 

executive functions as there are no standardized measures available for teamwork and executive functions 

at this time. Quantitative measures from the multimodal data provided objective measures of the dimensions 

of teamwork and executive functions. The structured measures can complement observations made by 

human observers, minimizing bias and errors. Some of these quantitative measures are impossible for 

humans to measure through observation but can be easily acquired from sensors and system calculations, 

such as gaze duration and frequency, heart rate variability, the grip strength during manipulation, and 

frequency of button presses. Our contributions include: 1) identifying dimensions that can be used to 

represent teamwork and executive functions through literature surveys; and 2) mapping of multimodal 

measures to the dimensions identified for teamwork and executive functions. 

The third set of technical contributions is in the design and development of an intelligent agent within 

the CVE systems. There are three main objectives of the intelligent agent: 1) as a collaboration partner 

when a human partner is not present; 2) to monitor and evaluate users’ teamwork behavior; and 3) to provide 

individualized real-time feedback to users based on individual and combined performance. In the CVE 

collaborative puzzle games, we designed a conversational agent that can actively participate in the 

collaboration, where the agent can initiate conversation and also respond accordingly to the users. Using a 

rule-based design in a simple HCI system is sufficient to monitor, evaluate, and respond to users. However, 

in order to support complex interaction during collaboration, a rule-based design was not scalable and as 

robust to the new rules introduced in multi-user interactions. As such, we designed a more robust and 

flexible method to interpret and predict human behavior using a Hidden Markov Model (HMM). Our 

intelligent agent design for the CVE systems has the following contributions: 1) a dialogue manager model 

capable of processing user’s speech, detecting user’s intention, and generating speech; 2) a probability 

model trained with ground truth data to predict participants’ behavior in collaborative interactions; and 3)  

design and develop a finite state machine to provide real-time individualized feedback to each user based 

on their predicted state. 
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8.2 Societal Contributions 

Other than the technical contributions, this work also has societal contributions. The work have been 

validated through feasibility and pilot studies with human participants. This work: 1) provided autistic 

individuals with access to a teamwork training simulator, 2) raise awareness in non-autistic individuals of 

the collaborative patterns and behaviors of autistic individuals, 3) support human observers in assessing 

teamwork skills through the use of the CVE system, 4) allow researchers to identify relevant dimension 

that can be used to assess teamwork and executive functions in an employment setting, and 5) expand the 

application of multimodal data analytics for teamwork and executive functions evaluation. As for 

contribution to research related to autism, results from the studies can be used to understand better how 

HCI systems effect skills learning in adults with ASD and ways we can improve the systems to support 

them better. 

8.3 Future Work 

Research in the area of teamwork skills training and computer-based collaborative interactions for 

autistic individuals offers many opportunities for new discoveries. This research has paved the way to 

understand and explore the opportunity teamwork training can offer.  

One future direction that we would like to focus on is the HMM prediction model and the feedback 

mechanism. In our pilot study, we introduced three behavioral states which were “Engaged”, “Struggle”, 

and “Waiting” to drive the feedback mechanism in the collaborative interaction. However, in some 

instances, it would be better to have more detailed information of this behavior. For instance, understanding 

whether the participant is struggling with the task or struggling with communicating with their partner 

would allow the intelligent agent to provide a more targeted prompt. So far, the observations from the 

multimodal data only provide task-related struggle information from the controller information. Additional 

data processing could introduce a new observation that tracks whether the participant has been initiating 

conversation or responding to their partner’s initiation. If they are not initiating or responding, the agent 

could prompt them to do so. 

Another area of future development is automating the assessment and evaluation of teamwork and 

executive functions. Currently, we are performing multimodal analytics for the dimensions of teamwork 

and executive functions offline, and it involved laborious manual work. Researchers can train machine 

learning models to analyze and rate the skills based on existing data we have from studies we conducted. 

In our study comparing the performance of a control group and a training group, we were able to 

observe immediate potential of the training tasks. Although we observed a positive improvement in both 

task performance and communication skills for the participants in the training group, there were also 
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improvements observed in the control group. Future research may benefit from a longitudinal study that 

analyzes the effect of longer training sessions with the collaborative training tasks. 
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