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CHAPTER 1

INTRODUCTION

1.1 Background

In recent years, the application of composite materials has grown rapidly in many industries (e.g.

aerospace, automobile, civil infrastructure, energy) due to its high stiffness to weight ratio, strength

and durability, etc. A typical example of increasing demand can be found in commercial aircraft

production. In 1990s, only 5-6% of the aircraft structure was made from composite, while the state-

of-art design of Boeing 787 aircraft composed of composite above 50% by weight and 80% by

volume [1, 2]. The increasing industrial usage of composite requires certification and sustainment

of composite structures for achieving safety and optimality. One of major concerns for composite

tolerance design is the complexity of damage and failure process. For instance, the fiber-reinforced

composite laminated structure exhibits multiple failure modes, such as matrix cracking, fiber frac-

ture, delamination, fiber-matrix debonding, etc [3]. More complicated failure mechanisms exist for

specific geometry and loading scenarios, such as delamination migration, kink band failure, fiber

pull-out, crack branching and merging, etc. Achieving comprehensive understandings and predic-

tive capabilities for those composite failure processes and their interaction would allow leveraging

the full capabilities like the high specific strength, stiffness, durability, etc.

The complexity of composite failure results from the existence of heterogeneous material mi-

crostructure. The composite failure process can be attributed to nucleation, propagation, accumula-

tion and coalescence of microcrack within the microstructure, which is significantly smaller than the

structural scale. The localization of microcrack leads to formation of macrocrack and the composite

exhibits non-linear failure process (i.e. softening). Thus, the composite failure has multiscale char-

acteristics because it is obviously affected by geometry, spatial distribution and material properties

of individual components [4, 5]. Those microstructural characteristics enables complex composite

failure process. In addition, the stochastic scatter of the structural response or size effects can be

explained by the random nature of heterogeneous microstructure [6].

Phenomenological model is a common method for macroscale composite failure analysis. It

treats composite as homogenized material and neglects its microstructure heterogeneity. The ma-
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terial constitutive law is calibrated in a phenomenological way and adopts effective material prop-

erties. It is very straightforward to implement and computational efficient. In those studies, many

numerical techniques have been directly employed for macroscale simulations. Numerical methods

based on classic linear elastic fracture mechanics (LEFM) include J-integral [7] or virtual crack ex-

tension and closure techniques (VCCT) [8]. LEFM-based approach considers brittle crack growth

with the assumption of negligible fracture process zone and requires inserting one or multiple pre-

cracks in the specimen. Cohesive zone model (CZM) [9, 10] is another type of common methodol-

ogy in computational fracture mechanics but relies on predefined crack path within the composite

specimen. To allow the crack growth independent of mesh discretization, element enrichment meth-

ods, such as the extended finite elements (XFEM) [11], the phantom node method (PNM) [12] and

the floating node method (FNM) [13] have been developed. Continuum damage mechanics (CDM)

is also a common method for failure prediction of composites with more than one damage state

variables to describe the degradation of composite material properties [14–16]. However, by simply

modeling in a homogenized manner, the simplified treatment of the failure process such as micro-

crack nucleation can ignore the microcrack characteristics such as tortuosity, interaction between

components. Besides, the parameters in the phenomenological model is usually difficult to calibrate

in the physical test. The micromechanical analysis have investigated those microstructure effects in

great details, such as microstructure morphology [17, 18], interfacial properties [19, 20], interfacial

defect [21], thermal residual stress [19], among others. But direct simulation of microstructure can

only focus on fine-scale failure mechanisms and its extension to larger scale can be computationally

prohibitive.

Different from failure modeling in a single spatial scale, the multiscale framework integrates

features at both fine and coarse spatial scales. In the multiscale model, the fundamental physics of

microscopic failure mechanisms is derived by the in-situ microstructure modeling, which considers

the influence factors like geometry, properties, distribution of individual components. The in-situ

microscopic failure is then incorporated to macroscopic analysis, which considers the influence of

structural component (such as notch, laminate ply direction, etc.) and loading scenarios. There

are two main categories of multiscale model [22] in terms of treatment of micro and macroscale

problems. The concurrent approach solves the fine and coarse scale problems simultaneously in

the same domain and the exchange of information are defined through the interface defined by
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either disjoint or overlap fashion in the spatial domain. The hierarchical method fully defines the

microstructure, and its fine-scale response is averaged and bridged to the structural scale. This

dissertation focuses on computational homogenization method, which belongs to the hierarchical

approach. The homogenization method provides a rigorous framework and strong mathematical

basis to derive the coarse-scale constitutive formulation based on the response of representative

fine-scale sample (i.e. representative volume element, or RVE), which is the smallest volume over

which a measurement can be made that will yield a value representative of the whole [23]. Over the

past few decades, homogenization theory has been developed not limited to the range of elasticity,

but also includes various problems of material non-linearity, including plasticity (e.g. [24]), brittle

fracture (e.g. [25]), large-deformation (e.g. [26]), etc.

1.2 Problem Statement and Motivation

1.2.1 Multiscale Failure Modeling

The adoption of homogenization method for failure prediction requires overcoming a number of

computational challenges. For instance, when progressive failure is described using the continuum

damage mechanics approach, localization limiters must be employed at all relevant scales to ensure

mesh objectivity. Regardless of continuum or discrete representation of failure, consistent bridging

of failure information across scales (i.e., homogenization and localization operators) must be estab-

lished. In the presence of localization of damage, statistical homogeneity and ergodicity at the scale

of the microstructure is lost and a representative volume element (RVE) cannot be defined [27].

An additional, no less critical challenge is that the computational cost associated with evaluating

multiple nested numerical problems that involve failure and fracture processes is typically compu-

tationally prohibitive beyond small problems of academic relevance. In the past decade, significant

effort has been therefore devoted to alleviate the above-mentioned computational challenges.

A number of early studies focused on applying computational homogenization principles to

address problems, where fracture is localized to material interfaces (see e.g., [28, 29]). The appli-

cability and generality of homogenization method to address fracture problems has been further ex-

tended since then. The formulations of homogenization method for fracture typically differ slightly

according to the type of representation of failure at the fine and coarse scales. Discrete-discrete (for

fine and coarse scales respectively), continuum-discrete and continuum-continuum representations
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have been proposed. From the algorithmic standpoint, the work by Belytschko et al. [30] is of

significance as it introduced the concept of microstructural domain splitting to bridge the fracture

process and the bulk behavior separately across scales. The idea has been employed by a number of

others since then. Verhoosel et al. [31] introduced the methodology to link the progressive evolution

(i.e., cohesive cracks) of macroscopic interfacial and bulk cracks to the corresponding microscopic

processes in the discrete-discrete sense. This approach was later extended to continuum-discrete

failure representations [32, 33]. Coenen et al. [34] introduced a methodology to perform bulk and

discontinuity upscaling without the need for microstructure domain splitting. Bosco et al. [35] ex-

tended this methodology to account for strain discontinuities across the macroscale crack surface.

A computational framework similar to above that includes strong discontinuity enrichment has been

developed in Ref. [36].

Extending homogenization method to problems where failure at the coarse scale is modeled in

a continuum setting typically requires a different treatment to achieve objective formulations. One

approach is to explicitly treat the coarse scale problem using a nonlocal formulation (e.g., gradient

or integral type localization limiter [37, 38]). Kouznetsova et al. [39] proposed a gradient enhanced

homogenization method to study localization problems where the characteristic length of localiza-

tion is larger than the microstructure size. Oliver et al. [40] proposed a multiscale approach, where

failure at each scale is represented using the continuum strong discontinuity approach. Leveraging

their earlier work on RVE existence, Gitman et al. [41] proposed an alternative scale bridging strat-

egy, in which the RVE size is tied to the macroscale finite element size for regularization, named

the couple volume approach. An idea similar to the couple volume approach is employed in the

dissertation.

While the elegant theories mentioned above provide a consistent upscaling strategy in the pres-

ence of nucleation and propagation of failure, they are often computationally too costly for applica-

tion to problems that involve large structures. Due to this limitation, a significant majority (if not all)

of these approaches has been applied in 2-D problems. The high computational cost can be allevi-

ated using either surrogate modeling (e.g., machine learning [42–44]) or basis reduction strategies,

such as proper orthogonal decomposition [45], proper generalized decomposition [46], fast Fourier

transform [47], non-linear transformation field analysis [48, 49], and eigendeformation-based ho-

mogenization [50–54], etc. A multiscale model need to be established with consistent formulations
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addressing all the aforementioned complications (i.e. ill-posed strain softening, violation of RVE,

prohibitive computational cost).

1.2.2 Composite Fatigue

Long-term fatigue degradation of composite structures remains to be a structural design consider-

ation. Studies that couple Paris Law (or a variant) with J-integral, VCCT (e.g. [8, 13, 55]) have

been employed to study crack growth in composite laminates. CZM is mostly used for fatigue in-

terlaminar crack growth (e.g. [56, 57]). Some studies also used CZM to describe intralaminar crack

propagation [58–60] by placing cohesive zone elements at all element faces. More common prac-

tices employ element enrichment technologies, such as XFEM [61, 62], PNM [63] and FNM [13]

to represent the crack configuration without limitation of mesh bias, while CZM and VCCT are

employed for modeling the crack growth within it. CDM is another common methodology to ex-

plore fatigue response in composite material (e.g. [64–66]) due to its simplicity and directness for

computational implementation. CDM-based multiscale model has been developed recently. Arnold

et al. [67] employed the Generalized Method of Cells accelerated with cycle jump approach. Oskay

et al. proposed a multiscale spatial-temporal life prediction approach that relies on model order

reduction in space and time [68–70]. However, the related mesh-size sensitivity issue has received

little attention for fatigue. Only nonlocal approach using gradient damage type [71] and integral

type [72] localization limiters have been employed to achieve mesh-size objectivity in the fatigue

case.

1.2.3 Failure Modeling for Delamination Migration

Delamination migration is a typical type of kinking (or re-oriented) cracks in composites. It has

been observed in low-velocity impact [73], stiffener debonding [74], and notched multidirectional

laminates [75] among others. The migration behavior is associated with the local micro crack ac-

cumulation at the delamination front, which becomes kinked crack if energetically favorable and

reverts to delamination growth at another ply interface [76]. The difficulty of delamination migra-

tion modeling lies in adaptivity of failure modeling to arbitrary oriented crack propagation which is

dependent on the local loading state. Many studies employ element enrichment method to alleviate

the limitation of fixed crack path setting in computation fracture mechanics method. The combi-
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nation of VCCT and FNM [76, 77], CZM and FNM [78–80], CZM and XFEM [11], CZM and

regularized XFEM [81] have been reported for delamination migration modeling in different con-

figurations of multidirectional laminates. Continuum damage modeling (CDM) has also been used

to model delamination migration [82–84]. In the context of multiscale model, an adaptive strategy

needs to be proposed to model the arbitrary-oriented crack in the a-priori defined microstructure.

1.2.4 Shear Non-linearity

The unidirectional composite laminates under shear loading exhibits significant non-linear deforma-

tion which might significantly reduce the loading capacity of composite structure. The phenomeno-

logical models (such as Tsai and Hahn criterion [85]), and plasticity/viscoplasticity theory [86, 87]

are the two main types of approach for shear non-linearity modeling. Plasticity or viscoplasticity

theory can be integrated in the multiscale framework based on eigen-strain homogenization theory.

The theory leverages the decomposition of elastic and inelastic strain (i.e. plasticity/viscoplasticity

flow) in different volumetric parts which are a-priori partitioned within the microstructure domain.

Besides, approximation basis is applied to evaluate inelastic strain field for model reduction. How-

ever, the spurious over-stiff non-linear response has been observed due to the stress redistribution

around the elastic fiber and yielded matrix (fiber has much higher yield stress than matrix). Alle-

viation strategy needs to be developed to regularize the inaccurate approximation of inelastic strain

field.

1.2.5 In-situ Properties Characterization

Besides the aforementioned computational challenges in the development of multiscale model, an

accurate calibration of in-situ material properties (i.e., elasticity, thermal, fracture) is also critical as

it provides a reliable input for the multiscale model to achieve accurate outcome. Those constituent

material parameters are typically identified by a combination of (1) inverse calibration informed

by experiments at a larger scale [88–93]; and (2) ex-situ experiments that isolates a specific prop-

erty (e.g., fiber pullout for shear dominated interface failure [94], fiber tensile testing [95]). In

certain cases, molecular dynamics have also been employed to estimate constituent properties of

some materials [18, 96]. A number of complicating factors present difficulties for identification of

composite constituent parameters. Some of the composite constituents, e.g., many matrix materials,
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exhibit significant differences in their in-situ and ex-situ behavior [97–99], therefore relying purely

on ex-situ experimentation to characterize all properties is often not possible. Inverse calibration

with experiments at larger scale often results in non-unique parameter sets, which may result in

different microscale or structural response prediction, contributing to prediction uncertainty. Fur-

thermore, all experiments exhibits certain amount of measurement noise that could lead to erroneous

properties, the magnitude of which is seldom quantified.

Characterization of composite constituent properties based on in-situ experiments at the mi-

croscale offers an alternative approach. Nanoidentation testing have been employed to investi-

gate the in-situ properties of composite materials including the Young’s modulus [97, 98], plastic-

ity [100], and viscoplasticity [99] by indenting the substrate of individual constituent within a small

localized region of the specimen. The spatial variation of matrix stiffness has also been observed at

small length scales at the fiber-matrix interphase regions (e.g. [101, 102] in polymer matrix com-

posite). Hardiman et al. [98] observed that the stiffness variation is related to the size of resin

pockets in a carbon fiber reinforced polymer (CFRP). Quantitative measurement of properties using

nanoindentation requires that the effect of fiber constraints should be alleviated [98, 103]. The pres-

ence of fibers enables the indentation at the interphase and resin pocket to overestimate the in-situ

properties [104].

Image-based measurement techniques, such as digital image correlation (DIC) [105–108], X-ray

Computed Tomography (CT) [109] and template matching (TM) [110] has been advancing to pro-

vide detailed and accurate measurements at the scale of the composite microstructure. Combining

high-magnification microscopy and high-resolution digital imaging, microscale image-based mea-

surement methods measure displacement and strain field at the scale of fiber in the composite ma-

terials with or without presence of failure [105–108]. Similar to nano-indentation studies [97, 98],

significant discrepancies were discovered in the deformation of epoxy resin in a CFRP between

DIC measurements and the outcomes of simulations, which used constitutive properties of the bulk

material [107]. To the best of the author’s knowledge, rich datasets obtained from image-based

measurement techniques have not been deployed in systematic studies to characterize the in-situ

constitutive properties or models.
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1.3 Objectives

The dissertation proposes a new multiscale model for failure analysis of composite materials and

outlines a series of numerical studies to extend its application to various failure problems, including

fatigue, delamination migration, shear non-linearity. Besides, a robust optimization framework is

established for inverse characterization of in-situ composite properties. Addressing the above topics

leads to the formulation of following objectives:

1. Develop a discrete-continuum multiscale model based reduced-order computational homoge-

nization approach, which is also called multiscale discrete damage theory (MDDT). Establish

regularization formulation to achieve mesh size objectivity and multiscale consistency.

2. Extend MDDT model with the capabilities to predict fatigue failure of laminated composite

with high computational efficiency. Investigate regularization for mesh-size objectivity in

fatigue failure modeling.

3. Extend MDDT with adaptivity of failure modeling to kinking crack propagation. Apply the

proposed extension for delamination migration modeling.

4. Investigate the capability of homogenized-based multiscale model to describe shear-nonlinearity

within the matrix phase. Develop regularization method for the spurious over-stiff non-linear

response.

5. Use optimization approach to inversely characterize in-situ epoxy resin properties in fiber-

reinforced composite based on image-based measurement of microscopic displacements. Mit-

igate the effect of random measurement noise on the characterization results.

1.4 Dissertation Outline

Chapter 2 demonstrates the fundamentals of multiscale discrete damage theory. The formulations

of the proposed modeling approach are established based on homogenization method and eigen-

deformation theory. The basis reduction approach and the treatment of mesh size objectivity are

discussed. The proposed model is verified in the context of unnotched and notched laminated com-

posite configurations. This chapter covers the work published in Ref. [25].
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In chapter 3, the MDDT approach is extended with temporal multiscale model to achieve com-

putational efficiency for fatigue analysis. The detailed treatment for mesh-size objectivity and re-

lated fatigue cohesive model are discussed. The verification are conducted in the context of un-

notched and open-hole laminated composite configurations. A parametric study is conducted in

terms of mode-I and mode-II fatigue damage evolution parameters to explain the fatigue failure

behavior in composite laminates. The content in this chapter has been published in Ref. [111].

In chapter 4, the effective microstructure rotation and identification criterion for microcrack nu-

cleation are proposed for adaptivity of MDDT to re-oriented or kinking crack propagation. The

proposed model is verified in the context of unnotched specimens under multiaxial loading con-

ditions. The model is then applied to four point bending analysis of notched concrete beam and

delamination migration modeling with experimental validation. The study presented in this chapter

has been published in Ref. [112].

In chapter 5, visco-plasticity theory is integrated into multiscale homogenization theory for

modeling shear non-linearity. The phenomenon of over-stiff non-linear response after yielding is

investigated. The regularization strategy is discussed and verified in the context of un-notched

specimen.

Chapter 6 proposes a generalized framework for inverse characterization of in-situ composite

material properties based on microscopic displacement measurement. The formulations for robust

optimization are proposed to mitigate effect of random measurement noise based on statistical in-

ference theory.

Chapter 7 summarizes the final conclusions and main contributions from those research studies,

and discusses the potential development of MDDT approach for the future research.
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CHAPTER 2

MULTISCALE DISCRETE DAMAGE THEORY (MDDT)

2.1 Introduction

This chapter proposes a new multiscale scheme for composite failure modeling based on reduced-

order homogenization theory. Discrete-continuum representation of failure is employed at fine and

coarse scale. The a-priori defined microstructure is embedded with multiple discrete failure inter-

faces, each of which is also called failure path for a potential failure mode. The microscopic failure

process is bridged to continuum representation of damage at the coarse scale, standing for diffuse

damage observed at a larger spatial scale. Model reduction technique is employed by utilizing basis

function to approximate the cohesive separation along the failure path. The issue of mesh-size sen-

sitivity related to continuum damage representation is alleviated by a new proposed regularization

scheme, wherein the microstructure size is adjusted in an effective manner by scaling coefficient ten-

sors as a function of macroscopic element size using analytical relationship. The proposed MDDT

formulations and regularization scheme are verified in the context of un-notched specimen, notched

single lamina and cross-ply laminates.

Macroscopic domain

x1

x2

y1

y2

S2

S1

S3Microstructure

(a) (b)

Ω

Figure 2.1: Spatial multiscale modeling strategy for composite laminates. (a) Macro-
scopic domain (b) Microstructure domain, Si (i=1,2,3) denote failure paths (surfaces in
3-D).
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2.2 Formulations

2.2.1 Eigendeformation-based Homogenization Method

Consider a heterogeneous structure that occupies a domain, Ω ⊂ Rnsd , where nsd = 2, 3 is the

number of spatial dimensions. The body is made of a periodic arrangement of a microstructural

volume, which is denoted as Θ ⊂ Rnsd and typically consists of two or more material constituents.

Only brittle or quasi-brittle fracture are considered in the failure path in this chapter. The effect

of additional nonlinear processes (e.g., shear nonlinearity within the matrix) will be considered in

chapter 5. Due to the geometrical arrangement of the constituents at the micro- or mesoscales (e.g.,

laminated configurations of a unidirectionally reinforced composite), the fracture patterns within

the structure could be complex and diffuse. Propagating cracks may change direction to follow a

load path, or multiple cracks may form within different parts or individual components and interact.

The proposed approach is based on the computational homogenization method with multiscale

spatial scales [113]. The macroscopic and the microstructural domains are parameterized using

position coordinates, x and y, respectively (Fig. 2.1). The two scales are related to each other by

the scaling parameter, 0 < ζ ≪ 1 such that y(x) = x/ζ, and the response fields (e.g., displacement,

stress, strain) are expressed as a function of the micro- and macroscopic coordinates. The governing

equations of the boundary value problems are obtained through a two-scale asymptotic analysis, the

details of which are skipped herein for brevity and available in the literature [113–115].

The displacement field over the microstructure, u is expressed in terms of a two-scale asymp-

totic decomposition:

u (x,y, t) = u0 (x, t) + ζu1 (x,y, t) (2.1)

The leading order displacement field u0 is continuous and constant across the microstructure. The

microcrack nucleates discontinuity of microscopic displacement field (i.e. displacement jump or

separation) along the surface Sa ⊂ Rnsd−1: δa (x,y, t) := Ju1K. The microscale displacement field

u1 and the separation δ are taken to be periodic over the microstructure and their contribution to

the overall displacement field is of O(ζ). Employing the concept of eigen-separations [51] and the

classical mathematical homogenization, the microstructural displacement field is expressed as:

u1 (x,y, t) = H (y) : ϵ0 (x, t) +
n∑

a=1

(ha ∗ δa) (x,y, t) (2.2)
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where, ϵ0 = ∇s
xu

0, ∇s
x is the symmetric gradient operator with respect to the macroscopic coordi-

nates, considering the small strain theory, H(y) and ha(y, ŷ) are the elastic and separation influence

functions of the microstructure, respectively, and (· ∗ ·)Sa denotes the convolution operation over

the discontinuity path, Sa:

(ha ∗ δa)Sa
(x,y, t) =

∫
S
ha(y, ŷ) · δa(x, ŷ)dŷ (2.3)

The third-order elastic influence function, H provides the variation of the response over the

microstructure volume. The second-order separation influence function ha can be considered as

green function as response to normal and tangential separations applied along the discontinuity

path. The numerical evaluation of H and ha are provided in Ref. [51, 114].

Taking the symmetric gradient of Eq. 2.2, the strain field over the microstructure is expressed

as:

ϵ (x,y, t) = ϵ0 (x, t) + ϵ1y (x,y, t) = A(y)ϵ0 +

n∑
a=1

(ga ∗ δa)S (2.4)

where ϵ1y = ∇s
yu

1, A = I + G, I, I is the fourth order identity tensor, G = ∇s
yH is the elastic

polarization tensor, and ga = ∇s
yha stands for the separation polarization tensor. The macroscopic

strain, ϵ̄ is obtained by averaging Eq. 2.4 over the domain of the microstructure:

ϵ̄ (x, t) := ⟨ϵ⟩Θ = ϵ0 (x, t) + ⟨(ga ∗ δa)Sa⟩Θ (2.5)

where, ⟨·⟩Θ denotes the volume (or surface) averaging operator with respect to the domain denoted

in the subscript. Because the separation influence function is discontinuous across the disconti-

nuity path, its averaging over the microstructure volume becomes zero due to periodicity setting.

Therefore, the second term in Eq. 2.5 vanishes: ⟨(g ∗ δ)Sa⟩Θ = (⟨ga⟩Θ ∗ δ)Sa = 0, and hence

ϵ̄ = ϵ0.

The microscale equilibrium equation defined over the microstructural volume is:

∇y · σ (x,y, t) = ∇y · (L (y) : ϵ) = 0; y ∈ Θ (2.6)

where σ denotes stress, and L is the tensor of elastic moduli associated with the spatial point
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in microstructure and varies in different material constituents. Substituting Eqs. 2.4 and 2.5 into

Eq. 2.6, premultiplying the resulting equation with the influence function, ha and integrating over

the microstructure yields (∀ŷ ∈ Sa):

ta (x, ŷ, t)−Ca (ŷ) : ϵ̄ (x, t)−
n∑

b=1

∫
Θ
ga (y, ŷ) : L (y) : (gb ∗ δb) (x,y, t) dy = 0 (2.7)

where, ta is the traction along the discontinuity path, and Ca is a third order coefficient tensor:

Ca (ŷ) :=

∫
Θ
ga (y, ŷ) : L (y) : A (y) dy (2.8)

The weak equilibrium statement in Eq. 2.7 can be also considered as applying weighted residu-

als method with collocation over the discontinuity path. It provides the microstructural equilibrium

state consisting of traction, separations along the discontinuity path and homogenized strain in-

duced in the microstructure volume. Eq. 2.7 is closed by introducing cohesive traction-separation

constitutive law:

t = t̂ (δ,q) (2.9)

where q denote a vector of internal state variables that define the evolution of the cohesive law.

It is only dependent on material constituent and the subscript (·)a is omitted here. The proposed

model admits various forms of constitutive laws for the cohesive behavior such as the classical

bi-linear [116] and others (e.g. [68, 69]).

2.2.2 Model Reduction

A number of reduced-order basis functions, N (aα) are applied to the separation variable in the

discontinuity path:

δa (x,y, t) =

ma∑
γ=1

N (aγ) (y) δ(aγ) (x, t) ; y ∈ Sa (2.10)

where δ(aγ) denotes the reduced-order separation coefficient associated with the γth basis function

within the discontinuity path a, ma is the corresponding number of basis functions. For simplicity,

the coefficients can be marked with an unified index for the basis function among all the failure path:

(aγ) {a = 1 : n; γ = 1 : ma} → (α){α = 1 : m}, and S(α) = Sa for all γ = 1 : ma. Denoting
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m =
∑n

a=1ma for total number of basis functions and S for all discontinuity path: S = ∪na=1Sa,

Eq. 2.10 becomes:

δ (x, ŷ, t) =

m∑
α=1

N (α) (ŷ) δ(α) (x, t) ; ŷ ∈ S(α) (2.11)

The separation coefficients can be inversely evaluated as a function of nonlocal weight function:

δ(α) (x, t) =

∫
S
ν(α) (ŷ) δ (x, ŷ, t) dŷ (2.12)

where the basis and weight functions must satisfy the following constraints [52]:

Orthonormality:
∫
S ν(α) (ŷ)N (β) (ŷ) dŷ = δαβ (2.13a)

Partition of unity:
∑m

α=1N
(α) (ŷ) = 1; ŷ ∈ S (2.13b)

Positivity: ν(α) (ŷ) ≥ 0; ŷ ∈ S (2.13c)

Normality:
∫
S ν(α) (ŷ) dŷ = 1 (2.13d)

Substituting Eq. 2.11 into Eq. 2.7, premultiplying the resulting equation with the weight function

ν(α) and integrating over the discontinuity path, S(α) results in the following expression:

t(α) (x, t)−C(α) : ϵ̄ (x, t) +
m∑

β=1

D(αβ) · δ(β) (x, t) = 0; α = 1, 2, . . . ,m (2.14)

where the coefficient tensors after model reduction are expressed as:

C(α) :=

∫
S(α)

ν(α) (y)C (y) dy (2.15)

D(αβ) := −
∫
S(α)

ν(α) (y)D(β) (y) (2.16)

D(α) (ŷ) :=

∫
Θ
g (y, ŷ) : L (y) : R(α) (y) dy (2.17)

R(α) (y) :=

∫
S(α)

N (α) (ŷ)g (y, ŷ) dŷ (2.18)

The unit normal to the discontinuity path (or failure path), n(α) can be expressed as:

n(α) :=
1

|S(α)|

∫
S(α)

N (α) (ŷ)n (ŷ) dŷ (2.19)
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The reduced order microscale problem is an algebraic nonlinear system of equations (i.e. Eq. 2.14, 2.9)

in which, the macroscale strain acts as the forcing function and the traction and separation coeffi-

cients are evaluated as unknowns. The number of equations at certain macroscopic point depends

on spatial dimensions and number of basis functions: nsd×m. In this thesis, the form of piecewise

function is employed for the approximation basis due to its simplicity:

N (α) (ŷ) =

 1 if ŷ ∈ S(α)

0 elsewhere
ν(α) (ŷ) =

 1/|S(α)| if ŷ ∈ S(α)

0 elsewhere
(2.20)

The rest of pieces is the macroscopic stress-strain relationship as a function of separation coef-

ficients. By averaging the stress field over the microstructure volume, there is:

σ̄ (x, t) := ⟨σ (x,y, t)⟩Θ = L̄ : ϵ̄ (x, t) +
m∑

α=1

Z(α) · δ(α) (x, t) (2.21)

where,

Z(α) :=
〈
L (y) : R(α) (y)

〉
Θ

(2.22)

L̄ := ⟨L (y) : A (y)⟩Θ (2.23)

in which, L̄ is the tensor of homogenized elastic moduli of the composite. The third order coefficient

tensor, Z(α) provides the stress contribution due to the separation coefficient, δ(α).

2.2.3 Regularization for Mesh-size Objectivity

The macroscopic stress-strain relationship inevitably exhibits strain softening (i.e., loss of elliptic-

ity). The unregularized formulations (or reduced-order model, i.e. including Eq. 2.11, 2.21) would

cause mesh size sensitivity in the presence of failure localization because the amount of dissipation

depends on macroscopic element size. This section proposes a regularization scheme bearing the

resemblance to Gitman et al. [117]. Since RVE definition is terminated due to failure localization

in the microstructure, the fracture energy can be adjusted by changing the size of microstructure

domain, as the microcrack density is changed in view of microstructure periodicity. Thus, the ener-

getic consistency can be achieved by altering the microstructure size as a function of macroscopic
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element size. The size adjustment can be done in an effective manner, meaning an analytical equiva-

lency relationship is established between the reduced order model and macroscopic element size by

scaling the coefficient tensors, rather than numerically computing a separate reduced order model

for every macroscopic element with a different size. The “reference” microstructure is the only one

which is discretized for computing the coefficient tensors (i.e. reference coefficient tensors). Also,

it is important to note that the analytical relations assumes linear or near-linear softening behavior

(e.g., bilinear law [116]) in cohesive softening.

Let ξ(α) = l/h(α) denote the length scale ratio, where l stands for the reference microstructure

size (e.g., smallest RVE or unit cell) and h(α) the characteristic length of the macroscale element,

which can be evaluated by Govindjee’s expression [118] along the normal direction of a failure path.

The reduced order model associated with the length scale ratio, ξ(α) is then obtained by scaling the

reference coefficient tensors:

D̂(αβ)
(
ξ(α)

)
= η(α)

(
ξ(α)

)
·D(αβ) (2.24)

When expressed in terms of the local coordinate systems aligned with the unit normals and two

tangential directions of the failure paths, the matrix form of the scaling tensor is diagonal:

[
η(α)

(
ξ(α)

)]
=


η
(α)
N (ξ(α)) 0 0

0 η
(α)
S1

(ξ(α)) 0

0 0 η
(α)
S2

(ξ(α))

 (2.25)

Scaled Z̃(α)
(
ξ(α)

)
is defined in the matrix form as:

[
Ẑ(α)

(
ξ(α)

)]
=


η
(α)
N Z

(α)
11 η

(α)
S1

Z
(α)
12 η

(α)
S2

Z
(α)
13

η
(α)
S1

Z
(α)
12 Z

(α)
22 Z

(α)
23

η
(α)
S2

Z
(α)
13 Z

(α)
23 Z

(α)
33

 (2.26)

D(αβ) and Z(α) are the reference coefficient tensors, taken as D(αβ)
(
ξ(α)

)
= D̂(αβ)

(
ξ(α) = 1

)
and Z(α) = Ẑ(α) (ξ(α) = 1), when the size of the reference microstructure equals the macroscopic

element size. η(α)N , η(α)S1
and η

(α)
S2

are respectively the scaling factors that are computed using coeffi-
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cient tensor components in the normal and two orthogonal shear directions of the failure path:

η
(α)
N =

ξ(α)A
(α)
N

A
(α)
N +

(
1− ξ(α)

)
(D

(α)
N L̄

(α)
N + Z

(α)
N C

(α)
N )(L̄

(α)
N )−1

(2.27)

η
(α)
S1

=
ξ(α)A

(α)
S1

A
(α)
S1

+
(
1− ξ(α)

)
(D

(α)
S1

L̄
(α)
S1

+ Z
(α)
S1

C
(α)
S1

)(L̄
(α)
S1

)−1
(2.28)

η
(α)
S2

=
ξ(α)A

(α)
S2

A
(α)
S2

+
(
1− ξ(α)

)
(D

(α)
S2

L̄
(α)
S2

+ Z
(α)
S2

C
(α)
S2

)(L̄
(α)
S2

)−1
(2.29)

where A
(α)
N , A(α)

S1
and A

(α)
S2

stand for the softening slopes of the traction-separation relationship,

defined as A(α)
N = ∂t

(α)
N /∂δ

(α)
N , A(α)

S1
= ∂t

(α)
S1

/∂δ
(α)
S1

, A(α)
S2

= ∂t
(α)
S2

/∂δ
(α)
S2

. tN , tS1 , tS2 and δN , δS1 ,

δS2 are respectively normal and two tangential components of the traction and separation vectors.

D
(α)
N , D(α)

S1
, D(α)

S2
, C(α)

N , C(α)
S1

, C(α)
S2

, L̄(α)
N , L̄(α)

S1
, L̄(α)

S2
are respectively linear compositions of the

coefficient tensor components in terms of the aforementioned local coordinates of the failure path.

The detailed derivation of coefficient tensor scaling is provided in the Appendix.
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Figure 2.2: Regularization strategy for mesh-size objectivity. (a) Macroscopic stress-strain
relationship and cohesive behavior (i.e. traction-separation curve) when characteristic element size
is h, (b) when characteristic element size is set to 2h using a larger microstructure which leads to

less microcrack density.
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The regularization methodology is schematically illustrated in Fig. 2.2. Unlike the crack band

approach [119], which also employs the strategy of energy consistency, the constitutive (i.e., traction-

separation) behavior remains unchanged in the present approach. The microstructure size (i.e., the

corresponding MDDT model) is adjusted instead to regularize dissipated energy within the mi-

crostructure. The softening slope of the resulting macroscopic stress-strain relationship varies as a

function of the length scale parameter.

One consideration is the relationship between the size of the microstructure, physical observable

within the localization band and the macroscopic mesh size. Let w and ρ, respectively denote the

width of the localization band and the microcrack density within the band. l0 denotes the size

of the smallest microstructure that can represent the morphology (e.g., a single fiber unit cell in

Fig. 2.2) with a single failure path, and h = aw the size of the macroscopic element along the

direction normal to the failure path. a is a constant that sets the macroscopic element size relative to

localization band width w. Using the energy equivalence principle, the microcrack density within

the localizing element must be set as: ρh = ρ/a. Noting that the microcrack density within the

element is inversely proportional to the microstructure size, l, and defining ρ0 = 1/l0 as the crack

density associated with the unit cell, we obtain:

l

l0
=

ρ0h

ρw
(2.30)

The reference reduced order model is typically chosen to be the smallest representative volume

or the unit cell that describes the microstructural geometry (i.e., l = l0), and the corresponding

macroscopic element size is expressed as: h = ρwl0.

2.2.4 Residual Stiffness Correction

Eigenstrain-based homogenization models have been shown to exhibit spurious post-failure resid-

ual stiffness, particularly when low order models are employed [120]. The inaccurate response

enables the macroscopic element to retain some load carrying capacity after failure and alters load

redistribution in a failure propagation scenario. In this chapter, the issue of post-failure residual

stiffness is alleviated by extending the idea of coefficient tensor scaling. The coefficient tensor Z

in macroscopic stress-strain relationship is regularized with scaling factor ηr. By enforcing the
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residual stiffness under a small amount, ηr under mode-I (denoted by ηrN ) is expressed as:

ηrN = −(1− krN )
D

(α)
N L̄(α)

Z
(α)
N C

(α)
N

+ krN (2.31)

where krN is the correction factor for residual stiffness in mode-I, equals to the ratio of corrected

residual stiffness and original stiffness. Eq. 2.31 under mode-II is expressed in the similar form.

2.3 Numerical Implementation

The overall strategy for the numerical implementation for MDDT model consists of the construction

of the reduced order microstructure model at the pre-processing stage, and the evaluation of the

macroscopic problem. The pre-processing stage consists of the following steps: (1) Characterization

and discretization of the material microstructure; (2) Identification of crack morphologies to be

included in the reduced order model; (3) Evaluation of microstructure problems to compute the

influence functions, and numerical integrations to compute the coefficient tensors; (4) Identification

of the size scale ratios and scaling the coefficient tensors for mesh size and residual stiffness. In

this chapter, smallest unit cell morphology is employed, and the crack morphologies embedded in

the unit cell is identified based on set of expected failure modes (e.g., transverse matrix crack, fiber

fracture) that the macroscopic structure is expected to undergo. The evaluation of the elastic and

separation influence functions follow the procedures outlined in Ref. [51] and skipped herein for

brevity.

2.3.1 Cohesive Law and Mode Mixity

The cohesive behavior within the failure path is expressed using a simple constitutive relationship

as a function of an isotropic damage variable:

t(α) = (1− ω(α))K(α) · δ(α) (2.32)

where ω(α) ∈ [0, 1] is the damage variable in the failure path, α. ω(α) is a scalar state variable with

ω(α) = 0 and ω(α) = 1, respectively denote the state of no damage and a cohesionless crack along

the failure path, respectively. K(α) is the tensor of cohesive stiffnesses, a second order tensor that

is diagonal when expressed in the local basis aligned with the unit normal to the failure path, n(α),
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expressed in Eq. 2.19.

Damage evolution is expressed as a monotonically increasing function of the history variable,

κ(β) as:

ω(β) = Φ
(
κ(β)

)
(2.33)

where,

κ(β) = max
τ∈[0,t]

{〈
ν(β)(τ)− ν

(β)
0

〉
+

}
(2.34)

in which, ν(β)(τ) and ν
(β)
0 are the damage equivalent separation and the initial damage equiva-

lent separation, respectively. ν(β)0 is a parameter that indicates damage initiation (i.e., the value of

ν(β)(τ) below which damage does not evolve). ⟨·⟩+ represents the Macaulay bracket expressed as

⟨·⟩+ = [(·)+|·|]/2. Damage equivalent separation can be expressed as a function of the components

of the separation coefficients:

ν(β) = k
(β)
N δ̂

(β)
N + k

(β)
S

√(
δ̂
(β)
S1

)2
+
(
δ̂
(β)
S2

)2
(2.35)

in which, [δ̂(β)] = [δ̂
(β)
N , δ̂

(β)
S1

, δ̂
(β)
S2

] is the separation vector and its components expressed along the

basis aligned with the failure path normal (i.e., δ̂(β)N is normal separation and δ̂
(β)
Si

, i = 1, 2 are

tangential separation components). Expressed in terms of the same basis, the tensor of cohesive

stiffnesses become:

[K(β)] =


k
(β)
N 0 0

0 k
(β)
S 0

0 0 k
(β)
S

 (2.36)

kN and kS are the normal and tangential stiffnesses, respectively.

The damage evolution in the failure path as a function of the history variable has the form:

Φ
(
κ(β)

)
=


1

α
(β)
2

arctan
(
α
(β)
1 κ(β)

)
if κ(β) ≤ tan(α

(β)
2 )

α
(β)
1

1 otherwise

(2.37)

In the numerical implementation, the presence of Macaulay bracket in Eq. 2.34 introduces a

discontinuity and results in lack of convergence in some cases. In order to improve convergence
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of the nonlinear evaluation of the system, we replace the Macaulay bracket with a C1 continuous

approximation, which introduces continuity by the addition of a small arc with radius r at the elbow

of the ramp (i.e., Macaulay) function (see Ref. [24]):

⟨x⟩c =



0 x < − tan−1(3πr/8)

r −
√

r2 − [x+ tan−1(3πr/8)]2 − tan−1(3πr/8) ≤ x ≤ tan−1(3πr/8)√
2

x x >
tan−1(3πr/8)√

2

(2.38)

In the following numerical examples of this chapter, r is selected to be 8.5× 10−4.

2.3.2 Macroscopic Stress Update Procedure

Given: Homogenized strain tϵ̄ and its increment ∆ϵ̄, separations in local coordinate system tδ̂
(β)

and damage variables tω
(β) of each failure path (β = 1, 2, ...,m). The left subscript denotes the

incremental step, i.e., t(·) and t+∆t(·) stands for the variables at the previous and current increments,

respectively. For simplicity, subscript t+∆t(·) is omitted for simplicity.

Compute: The macroscopic stress σ̄; current separations δ̂(β) and damage variables ω(β) of

each failure path.

In this section, the coefficient tensors and other tensors are expressed in matrix form following

the Voigt notation. To obtain the separation vector δ̂(β) = [δ̂
(β)
N , δ̂

(β)
S1

, δ̂
(β)
S2

], the governing equations

of the reduced order model are solved using the Newton-Raphson method. A penalty term is added

to enforce contact constraint along the failure paths under compression. The general form of the

resulting nonlinear system is given as:

Ψ = M(d)d+ f(ϵ̄) + f c(d) = 0 (2.39)

where f is the force vector, f c is the penalty function, d is the state variable vector constituted by
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the separation vectors: d = [δ̂(1), δ̂(2), ...δ̂(m)]T. Based on Eq. 2.14, M is defined as:

M =



(1− ω(1))K(1) +D(11) D(12) · · · D(1m)

D(21) (1− ω(2))K(2) +D(22) · · · D(2m)

...
...

. . .
...

D(m1) D(m2) · · · (1− ω(m))K(m) +D(mm)


(2.40)

where K(β) represents cohesive stiffnesses and the matrix form of the coefficient tensor is stated as

D(αβ) = [D
(αβ)
ij ]; i, j = 1, 2, 3. The damage variable ω(β) is computed using the damage evolution

equations in terms of the corresponding separation δ̂(β).

The force vector, f(ϵ̄) is given as:

f = [C(1);C(2); ...C(m)]ϵ̄ (2.41)

in which, semicolon indicates column matrix construction, and the components of the homogenized

strain vector is expressed in the Voigt form: ϵ̄ = [ϵ̂11, ϵ̂22, ϵ̂33, ϵ̂12, ϵ̂13, ϵ̂23]
T.

The penalty function f c(d) to enforce the unilateral contact constraint is given as:

f c =
1

χ
[⟨δ(1)N ⟩−, 0, 0, ⟨δ

(2)
N ⟩−, 0, 0, ...⟨δ

(m)
N ⟩−, 0, 0]T (2.42)

where χ≪ 1 is the penalty parameter, and ⟨·⟩− is defined as ⟨·⟩− = [| · | − (·)]/2.

Based on the definitions above, the solution procedure for the nonlinear system consists of the

following steps:

1. Update the homogenized strain: ϵ̄ = tϵ̄+∆ϵ̄;

2. Initialize the unknown coefficients: 0d = td;

3. Loop until convergence;

3a. Compute the system residual: k∂Ψ(kd);

3b. Check convergence: ∥ k∂Ψ ∥≤ tol;

3c. If convergence: Exit loop;

3d. Compute system Jacobian: k(∂Ψ/∂d);

3e. Update unknown coefficients: k+1d = kd− k(∂Ψ/∂d)−1 kΨ;
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3f. k ← k + 1

4. Update the macroscopic stress σ̄ based on Eq. 2.21.

2.3.3 Macroscopic Tangent Moduli

A closed form expression for the macroscopic tangent moduli tensor is defined based on Eq. 2.21:

L =
∂σ̄

∂ϵ̄
= L̄+

m∑
β=1

Z(β)∂δ̂
(β)

∂ϵ̄
(2.43)

The derivative of the separation vector with respect to the homogenized strain is computed by lever-

aging Eq. 2.39 and expressing the residual as (d(ϵ̄), ϵ̄):

∂d

∂ϵ̄
= −

[
∂Ψ

∂d

]−1 ∂Ψ

∂ϵ̄
(2.44)

where,
∂Ψ

∂ϵ̄
= [C(1);C(2); ...C(m)] (2.45)

and

∂Ψ

∂d
=

∂M

∂d
d+M+

∂f c

∂d
(2.46)

The derivative of penalty function is given as:

∂f c

∂d
=

1

2χ



F
(1)
c 0 · · · 0

0 F
(2)
c · · · 0

...
...

. . .
...

0 0 · · · F
(m)
c


; F (β)

c =


1− sgn(δ̂

(β)
N ) 0 0

0 0 0

0 0 0

 (2.47)

The derivative of M is calculated by:

∂M

∂d
=

m∑
β=1

∂M

∂ω(β)

∂ω(β)

∂d
(2.48)

in which the only nonzero components are −K(β) and ∂ω(β)/∂δ̂(β), respectively. The derivative of
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damage ω(β) can be expanded through the damage evolution equations by the chain rule:

∂ω(β)

∂δ̂(β)
=

∂ω(β)

∂κ(β)
∂κ(β)

∂ν(β)
∂ν(β)

∂δ̂(β)
=

α1Hc(∆ν(β))

α2[1 + (α1κ(β))2]

[
k
(β)
N , k

(β)
S

δ̂
(β)
S1

∥δ̂(β)S ∥
, k

(β)
S

δ̂
(β)
S2

∥δ̂(β)S ∥

]T

where ∆ν(β) stands for the increment of equivalent separation kν(β)−tν
(β), ∥δ̂(β)S ∥ =

√(
δ̂
(β)
S1

)2
+
(
δ̂
(β)
S2

)2
,

the function Hc is the derivative of the modified Macaulay bracket in Eq. 2.38:

Hc(x) =



0 x < − tan−1(3πr/8)

x+ tan−1(3πr/8)√
r2 − [x+ tan−1(3πr/8)]2

− tan−1(3πr/8) ≤ x ≤ tan−1(3πr/8)√
2

1 x >
tan−1(3πr/8)√

2

(2.49)

fiber fracture

x

y

z

matrix cracking

Figure 2.3: Microstructure configuration with failure paths of “transversely matrix cracking” and “fiber
fracture”.

2.4 Numerical Verification

2.4.1 Unnotched Lamina Analyses

The performance of MDDT model is firstly assessed in the context of uniformly loaded specimens,

which corresponds to the behavior of an unnotched lamina. Figure 2.3 shows the microstructural

configuration and the failure paths employed in the analysis. The unit cell is a unidirectional fiber-

reinforced matrix with 65% fiber volume fraction. Two failure paths are considered (m = 2). The

“transverse matrix cracking” path resides within the domain of the matrix material, whereas the

“fiber fracture” path is within the domain of the fiber material. The matrix cracking and fiber frac-

24



ture paths are approximate planes with normals along x and z directions, respectively as indicated

in Fig. 2.3. These two failure paths correspond to two of the primary failure modes observed in

laminated fiber reinforced composites subjected to tension loading. In case of failure under uni-

axial loading along the z direction, the unit cell is expected to undergo failure by fiber fracture as

well as the fracture within the matrix ligament. Under this loading condition, the matrix ligament

failure is expected to immediately follow or simultaneously occur with fiber fracture, but it is ig-

nored in this chapter in view of the high disparity between the fiber and matrix moduli, and due to

the brittle nature of the fracture process along the fiber direction. In long fiber composites, the path

of a transverse matrix crack often follows fiber-matrix interfaces as well. Inclusion of such a path

requires defining the interface strength and failure parameters which are not straightforward using

traditional experimental characterization techniques. For purposes of model verification, the path of

the transverse matrix cracking mode is taken to go through the matrix phase only.

The elastic and fracture parameters for matrix and fiber employed in the numerical examples

are summarized in Table 3.1. The mode I cohesive strength and energies are 4.87 GPa and 48.72

MPa-mm for fiber fracture, and 84.86 MPa and 4.24 MPa-mm for transverse matrix cracking. The

mode II fracture properties are considered to be the same as mode I in this section. Fracture energies

employed in this section are relatively large to exacerbate the quasi-brittle behavior and the softening

stage, in order to clearly demonstrate mesh size objectivity.

Table 2.1: Model parameters for matrix and fiber

Matrix Properties (isotropic)

E [GPa] ν α1[MPa−1] α2[rad] K [MPa]

3.55 0.35 8× 10−3 1.57 109

Fiber Properties (transversely isotropic)

E1 [GPa] E2 [GPa] G12[GPa] ν12 ν23 α1[MPa−1] α2[rad] K [MPa]

263.00 13.00 27.50 0.32 0.20 1.3× 10−4 1.57 1010

2.4.1.1 Mesh Size Objectivity

Figure 2.4 displays the geometry, loading and boundary conditions of the macroscopic domain. The

macroscopic specimen is subjected to displacement-controlled loading until failure. In Fig. 2.4a

and 2.4c, the configurations are perpendicular to the failure paths under uniaxial tension condition
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resulting in mode I fracture within the matrix and fiber, respectively. Symmetry boundary conditions

are applied to the three sides normal to x,y and z directions. The configuration in Fig. 2.4b is a

simple shear test, in which mesh size sensitivity is studied under mode II fracture conditions. This

is achieved by suppressing the possibility of the onset of mode I dominated fracture through the

use of single failure path parallel to the shear loading. The inclusion of a failure path oriented at

45 degree angle to the shear loading would enable mode I fracture under simple shear. In order

to ensure damage localization in the examples, the properties in one layer of elements along the

expected fracture surface (illustrated as dark regions in Fig. 2.4) have been slightly perturbed. The

macroscale domain is discretized using four different element sizes (denoted as h) of 1 mm, 0.5 mm,

0.25 mm, 0.125mm. 8-noded tri-linear hexahedral elements with reduced integration (1 quadrature

point per element) and hourglass control are employed in the macroscale discretizations.

(c)

x

y

z

(a) (b)

Figure 2.4: Geometry and loading conditions for the unnotched specimen under (a) matrix cracking domi-
nated mode I condition, (b) matrix cracking dominated mode II condition, (c) fiber fracture dominated mode
I condition.

Figures 2.5a-c show the macroscopic stress-strain curves, along with the evolution the critical

cohesive damage variable (i.e., ω(m) or ω(f)) in the localization zones for the three loading configu-

rations shown in Fig. 2.5. The first two loading configurations result in failure completely dominated

by transverse matrix cracking, whereas the last configuration results in fiber fracture dominated fail-

ure. In all cases, no appreciable damage accumulation is observed in the non-dominant failure path.

The stress-strain curves for the four discretizations are nearly overlapping and the overall softening

stiffness in the specimen stays the same regardless of the mesh size in both matrix cracking and

fiber fracture dominated cases. In all cases, the macroscopic stress (along with the traction along

the dominant failure path within the unit cell) reaches its peak when the cohesive damage variable

of the dominant failure path reaches a value slightly lower than unity. Macroscopic stress (and trac-

tion along the failure path) vanishes when damage value reaches unity. Figure 2.5d illustrates the
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Figure 2.5: The macroscopic stress-strain curves (denoted by circle mark) and damage evolution
(denoted by triangle mark) of unnotched specimen with element size of h=1 mm, 0.5 mm, 0.25 mm,
0.125 mm under (a) matrix cracking dominated mode I condition, (b) matrix cracking dominated
mode II condition, (c) fiber fracture dominated mode I condition, (d) matrix cracking dominated
mode I with and without residual stiffness correction.

impact of the residual stiffness correction on the resulting macroscopic stress-strain curves. The

figure compares those predicted by the h = 1mm and h = 0.5mm simulations for matrix domi-

nated failure under uniaxial loading (Fig. 2.4a). In the absence of residual stiffness correction, a

significant residual stiffness is predicted, which gets larger as the mesh is refined. The proposed

correction eliminates this spurious effect.

In Fig. 2.6, mesh size insensitivity of the proposed formulation has been demonstrated for unit

cells with different fiber volume fractions subjected to matrix dominated failure under mode I load-

ing as shown in Fig. 2.4a. Three unit cells with fiber volume fractions of 55%, 60% and 65% were

considered. The simulations demonstrate that the behavior is mesh size independent for all values

of fiber volume fraction. Only small discrepancies have been observed between the specimens with

different fiber volume fractions. The macroscopic stiffnesses are 7.85 GPa, 8.28 GPa, and 8.73 GPa

for 55%, 60% and 65% configurations, respectively. The ultimate macroscopic strengths and strains
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to failure are largely unaffected by the fiber volume fractions within the range of values considered.

This is because the failure is dictated by the matrix properties, and the overall traction state that the

matrix failure path undergoes is not significantly affected by the change in the fiber volume fraction.
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Figure 2.6: The macroscopic stress-strain curves for unit cells with different fiber volume fractions.

The proposed model has been verified by comparing the model predictions with direct numer-

ical simulations of fully resolved microstructure. Abaqus in-built cohesive zone model (CZM)

is employed as the reference. The unnotched specimen with the same geometry and failure path

conditions is considered. The finite element mesh of the unit cell and the failure path modeled

using cohesive zone elements are shown in Fig. 2.7. COH3D8 elements from the Abaqus cohe-

sive element library were used. Maximum nominal stress criterion for damage initiation and linear

energy-based damage evolution are employed for traction-separation response of the cohesive ele-

ment. The stress-strain curves obtained under mode I and II conditions compared with the MDDT

model are shown in Fig. 2.7. A good overall agreement is observed between the two methods. Dam-

age contours of the cohesive interface demonstrate spatially non-uniform damage evolution. Before

reaching the ultimate stress, damage evolves more rapidly in regions closer to the fiber and propa-

gates outward. The MDDT model approximates spatial evolution of damage as uniform within the

failure path. The discrepancies between the reference and proposed models near the peak strength

are attributed to this approximation.
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Figure 2.7: Stress-strain curves predicted by the reference and the proposed approaches, under
(a) Mode I condition, and (b) Mode II conditions. Inset contours indicate damage within the cohe-
sive interface.
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Figure 2.8: (a) Unit cells with different sizes and microcrack densities, and (b) the corresponding
macroscale stress-strain curves.

2.4.1.2 Effect of Unit Cell Size and Microcrack Density

The role of using unit cells with different sizes on the overall macroscopic response is investigated

using the unnotched specimen configuration under mode I loading shown in Fig. 2.4a. Three unit

cells (named UC1, UC2 and UC3) shown in Fig. 2.8a are considered. UC1 is the single fiber

square unit cell employed in the verification studies above, whereas UC2 and UC3 are generated by

tiling UC1 twice and four times along all directions, respectively. All unit cells consider a single

transverse matrix failure path. While the geometric attributes of all three unit cells are identical, the

microcrack densities they represent are different. Simulations are performed using h = 1 mm over
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the same macroscale domain (Fig. 2.4a). ROMs for the unit cells were not regularized to ensure

that the crack spacing is not adjusted based on the size scale ratio. The stress-strain curves for

the three unit cells are compared in Fig. 2.8b. The pre-peak response as well as the peak strength

predicted by the three configurations are identical since the behavior is controlled by the geometric

attributes of the unit cells in this regime. In the softening regime, the stress-strain response becomes

progressively more brittle with increasing unit cell size. This is because, the smaller microstructure

with larger crack density dissipates more energy compared with larger microstructures with wider

microcrack spacing via progressive loss of cohesion along the microcracks.

(b) (f)(c) (d) (e)(a)

x

z

Figure 2.9: (a) Geometry, loading and boundary conditions for open-hole configuration. Mesh discretiza-
tions of (b) h=0.5 mm, (c) h=0.25 mm, (d) h=0.0625 mm, (e) h=0.03125 mm.

2.4.2 Open-hole Laminate Analysis

The capabilities of the MDDT approach are further assessed using two open-hole laminated com-

posite configurations. Figure 2.9a shows the geometry, loading and boundary conditions of a 90◦

(i.e., the fibers are oriented along the z-direction) single-ply lamina specimen. The reduced or-

der model shown in Fig. 2.3 that includes matrix cracking and fiber fracture paths is employed in

this section. The overall dimensions of the specimen are 38mm, 80mm and 0.125mm in width,

length and thickness, respectively. The radius of the hole is 3.175mm. Symmetry boundary con-

ditions are applied at the three sides and 1/8 of the specimen is modeled. The domain is subjected

to displacement-controlled uniaxial tension loading. The model parameters and the corresponding

fracture properties for the fiber and matrix materials are shown in Table 2.2. The resulting mode

I cohesive strength and energies for fiber fracture are 3.97 GPa and 12.57 MPa-mm, and for trans-
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verse matrix cracking are 84.75 MPa and 0.27 MPa-mm. The values for the strength of the fiber, and

the strength and fracture energy of the matrix are generally consistent with generic unidirectionally

carbon fiber reinforced thermoset composites. While the fracture energy for the fiber is not easy

to obtain experimentally and generally considered purely brittle, new experimental studies point

to quasi-brittle behavior for fiber as well (see Ref. [121]). Under the applied loading and geome-

try conditions, fracture in the specimen is expected to initiate near the hole in the form of matrix

cracking and propagate as mode I dominated fracture. In order to ensure that the mesh alignment

does not impede crack propagation, the domain of the specimen around the notch is discretized us-

ing structured meshes aligned with the fiber direction. The sizes of h=0.5mm, 0.25mm, 0.125mm,

0.0625mm, and 0.03125mm are used in the structured portion of the mesh (see Fig. 2.9b-f). For all

the meshes, there is single element discretization per ply in the thickness direction.

Table 2.2: Fracture process parameters used in the open-hole simulations

Matrix Failure

GIc GIIc tult α1 α2 KI KII

[MPa mm] [MPa mm] [MPa] [MPa−1] [rad] [MPa] [MPa]

0.27 0.98 84.75 7.5× 10−3 1.57 105 2.8× 108

Fiber Failure

GIc GIIc tult α1 α2 KI KII

[MPa mm] [MPa mm] [MPa] [MPa−1] [rad] [MPa] [MPa]

12.57 12.57 3967.82 1.6× 10−4 1.57 1010 1010

Figure 2.10 compares the transverse matrix damage contours and crack propagation paths pre-

dicted using three different discretizations (h=0.25mm, 0.125mm, 0.0625mm) at the exact same

stage of the loading process. The other two discretizations show the same pattern of response. In

the figure, the crack is displayed by removing the elements which have reached complete dam-

age state (ω(m) = 1) during the post processing stage. Element erosion is not employed in the

simulations. The damage contours show that damage nucleates at the brim of the hole, followed

by the crack initiation and extension along the fiber direction. The simulation results show that a

damage process zone forms near the notch followed by rapid propagation of the transverse matrix

crack. Both the process zone as well as the crack propagation are independent of the element size

employed in the discretization. Figure 2.10a shows the force-displacement curves generated by var-
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ious mesh densities. The formation of the damage process zone around the notch occurs during the

hardening stage. Near the onset of crack nucleation (when damage in the transverse matrix crack

path reaches unity in the first element), the force-displacement curve reaches peak. The crack prop-

agation occurs as the force-displacement curve undergoes vertical drop. Despite the brittle nature of

the structural cracking, the crack propagation phase is well-resolved using the proposed approach.

This is evidenced by the fine resolution of the force drop in all simulations. The structural stiffness

and strength is consistently predicted using the proposed approach with different mesh resolution

(see inset in Fig. 2.10b). The mesh size insensitivity is further evidenced in Fig. 2.10c that shows

the failure strength as a function of element size. The mean predicted value is 45 MPa, the standard

deviation of 0.5 MPa.
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Figure 2.10: (a). Transverse matrix damage (ω(m)) contours and crack propagation in 90o open-
hole specimens with three element sizes of h=0.25 mm (top), h=0.125mm (middle), h=0.0625mm
(bottom). (a) Force-displacement curves, (b) Peak (ultimate) strength as a function of element size.

Next, the capabilities of the proposed approach is demonstrated in a laminate configuration that

results in more complex failure patterns. We study a [0◦/90◦]S laminate that includes four plies

along the thickness direction. Only two of the plies were modeled exploiting symmetry in the
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thickness direction. The remaining geometrical, loading and mesh configurations are set identical

to those of the 90◦ lamina example described above. The damage contours within the zero and

ninety plies predicted by three mesh sizes (i.e. h=0.25mm, 0.125mm, 0.0625mm) at the exact same

stage of the loading process are shown in Fig. 2.11a. In the 0◦ ply, both fiber and matrix damage are

observed, which nucleate at the notch. Fiber crack propagation is the critical mode and determines

the strength of the structure. Before the nucleation of fiber fracture, the matrix damage forms a

process zone near the notch and transverse matrix crack propagates along the vertical direction

parallel to loading (i.e., splitting). The length of the split is approximately twice the radius of the

hole. The lines(identified as red on the electronic version of the manuscript) in the figures are

included to indicate the orientation of the matrix cracks and not a part of the simulations. The

fiber crack then initiates and quickly propagates along the lateral direction (z direction). In the 90◦

layer, no fiber damage is observed. The transverse matrix damage in 90◦ ply extends around the

axial splitting matrix crack in the 0◦ ply. The matrix damage in both plies form and propagate at

approximately the same stages of loading and they stop to expand once the fiber fracture propagates

and finally leads to overall structural failure. The pattern of damage contours described above

matches well with those experimentally observed in specimens with similar laminate configurations

(See e.g. Ref. [122]). No significant delamination occurs in [0◦/90◦] cross-ply configurations. It

is important to note that there are no significant differences between the final state of splitting and

transverse matrix damage predicted by different discretizations in Fig. 2.11a, indicating that the

matrix failure propagation before the overall structural failure is mesh size insensitive.

Figure 2.11b,c display the force-displacement curves predicted by the five discretizations, as

well as the variation of the peak strength of the laminate as a function of element size. Similar to the

0◦ lamina case, the MDDT approach captures the crack propagation stage in the cross ply laminate.

The mean strength is 805 MPa with a standard deviation of 9 MPa. The good agreement in strength

predictions of different discretizations indicates that the total fracture dissipation for all the fracture

mode is independent of mesh size choice and points to mesh-size objectivity.

2.5 Conclusion

This chapter demonstrates the main idea and mathematical framework of MDDT model. The pro-

posed approach offers a reduced order representation of discrete fracture process at the scale of the
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Figure 2.11: (a). Damage contours at different ply with three mesh densities in open-hole cross-ply
[0/90]S laminates. (b) Force-displacement responses. (c) Peak strength as a function of element size.

material microstructure, which is bridged to continuum representation of damage at the structural

scale based on homogenization approach. The proposed formulation achieves mesh size objectivity

by employing the concept of macroscale element size-dependent microstructure volume. The mesh

size objective formulation is achieved in an “effective” manner through analytical formulae that

scales the reduced order model coefficients as a function of the macroscale element size. The capa-

bilities of the proposed multiscale approach has been demonstrated in the context of 3-D laminated

composite specimen configurations subjected to tensile loading. Numerical studies point to mesh

size independence, as well as accurate treatment of simultaneous presence and growth of multiple

mechanisms of failure including matrix damage and fiber fracture.

2.6 Appendix

The general equations are derived for the scaling of the coefficient tensors. In the case of a single

failure path subjected to mode I loading, the only nonzero component of the separation coefficients
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is the normal one δ = {δN , 0, 0}T . The corresponding homogenized strain tensor is expressed as:

ϵ̄ = ϵ̂Nn⊗ n+ ϵ̂S1s1 ⊗ s1 + ϵ̂S2s2 ⊗ s2 (2.50)

where n, s1 and s2 are basis vectors of local coordinates along with the failure path. The tensor

components are all expressed in the local coordinates.

With ℜξ = ℜ(Θξ, Sξ;C,Dξ,Zξ) defined by microstructure with size scale ratio ξ, the weak

equilibrium equation (Eq. 2.14) and the macroscopic constitutive relationship (Eq. 2.21) are:

[(1− ω)K+Dξ] · δ −C : ϵ̄ = 0 (2.51)

σ̄ = L̄ : ϵ̄+ Zξ · δ (2.52)

Substituting the form of the mode I separation coefficient vector and the macro strain state yields

(in the indicial notation):

[(1− ω)Ki1 + (Dξ)i1] δN − (Ci11ϵ̂N + Ci22ϵ̂S1 + Ci33ϵ̂S2) = 0 (2.53)

σ̂ij = L̄ij11ϵ̂N + L̄ij22ϵ̂S1 + L̄ij33ϵ̂S1 + (Zξ)ij1δN (2.54)

Since K21 = 0, K31 = 0 and setting i = 2, 3 in Eq. 2.53, ϵ̂S1 and ϵ̂S2 are expressed in terms of

ϵ̂N and δN :

ϵ̂S1 = ν1ϵ̂N + µ1(ξ)δN (2.55)

ϵ̂S2 = ν2ϵ̂N + µ2(ξ)δN (2.56)

where ν1, ν2, µ1(ξ) and µ2(ξ) are:

ν1 = −
C211C333 − C311C233

C222C333 − C322C233
(2.57)

ν2 = −
C211C322 − C311C222

C233C322 − C333C222
(2.58)

µ1(ξ) =
(Dξ)21C333 − (Dξ)31C233

C222C333 − C322C233
(2.59)
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µ2(ξ) =
(Dξ)21C322 − (Dξ)31C222

C233C322 − C333C222
(2.60)

Substituting Eqs. 2.55 - 2.60 into Eqs. 2.53 and 2.54 yield:

[(1− ω)K11 +Dξn] δN − Cnϵ̂N = 0 (2.61)

σ̂11 = Enϵ̂N + ZξnδN (2.62)

σ̂22 = Es1 ϵ̂N + Zξs1δN (2.63)

σ̂33 = Es2 ϵ̂N + Zξs2δN (2.64)

Each coefficient can be written as:

Dξn = (Dξ)11 − C122µ1(ξ)− C133µ2(ξ) (2.65)

Cn = −C111 − C122ν1 − C133ν2 (2.66)

En = L̄1111 − L̄1122ν1 − L̄1133ν2 (2.67)

Es1 = L̄2211 − L̄2222ν1 − L̄2233ν2 (2.68)

Es2 = L̄3311 − L̄3322ν1 − L̄3333ν2 (2.69)

Zξn = (Zξ)111 − L̄1122µ1(ξ)− L̄1133µ2(ξ) (2.70)

Zξs1 = (Zξ)221 − L̄2222µ1(ξ)− L̄2233µ2(ξ) (2.71)

Zξs2 = (Zξ)331 − L̄3322µ1(ξ)− L̄3333µ2(ξ) (2.72)

Taking the derivative of Eq. 2.62 and using Eq. 2.61, the softening slope of the normal stress-

strain relationship Es
ξ = ∂σ̂11/∂ϵ̂N is obtained as:

Es
ξ = En +

ZξnCn

An +Dξn
(2.73)

where An = ∂tN/∂δN , representing the approximately linear softening of traction-separation rela-

tions denoted as tN = (1−ω)K11δN . Setting ξ = 1 and denoting the corresponding values of Dξn,

Zξn and Es
ξ as Dn, Zn and Es, respectively:

Es = En +
ZnCn

An +Dn
(2.74)
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For the purpose of mesh size objectivity as explained in the main text above and as shown in

Fig. 2.2, the relationship between Es
ξ and Es becomes:

Esh(l − h)

l
=

EnE
s
ξ

En/(l − h) + Es
ξ/h

(2.75)

and by substituting the scaling ratio ξ = l/h, we obtain:

Es
ξ =

EnE
s

ξEn + (1− ξ)Es
(2.76)

Considering the forms Dξn = ηNDn and Zξn = ηNZn for the adjustment of the coefficient

tensors in mode I, the scaling parameter ηN can be obtained by substituting Eqs. 2.73, 2.74 into 2.76:

ηN =
ξAn

An + (1− ξ)(DnEn + ZnCn)E
−1
n

(2.77)

In the above expressions, ν1, ν2, µ1(ξ) and µ2(ξ) are introduced to account for the strain triaxi-

ality. In the examples provided in this manuscript, the differences were found to be small.

Next, we extend the derivation of the residual stiffness correction along the same lines. In this

case, we set Dξn = ηNDn and Zξn = ηNηrNZn, where η̃N and ηrN respectively stand for the scaling

parameters for crack localization and residual stiffness in the normal direction. The softening slope

of the normal stress-strain relationship then becomes:

Es
ξ = En +

η̃NηrNZnCn

An + ηNDn
(2.78)

At the onset of complete loss of cohesion (i.e., An = 0), the scaled normal residual stiffness Êr
n

is expressed as:

Êr
n(η

r) = En + ηrN
ZnCn

Dn
(2.79)

Let Er
n denote the value of Êr

n when ηr = 1. If we set the correction factor krN for normal residual

stiffness: krN = Êr
n/E

r
n, ηrN is expressed as:

ηrN = −(1− krN )
DnEn

ZnCn
+ krN (2.80)
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Similarly, setting ξ = 1 enables the normal softening slope to become:

Es = En +
ηrNZnCn

An +Dn
(2.81)

Substituting Eqs. 2.80, 2.78, 2.81 into Eq. 2.76, η̃N is expressed as:

η̃N =
ξAn

A+ krN (1− ξ) (DnEn + ZnCn)E
−1
n

(2.82)

If krN is set to vanish, we observe that η̃N = ξ.

In addition to the mode I condition discussed above, the scaling relationships are derived for

mode II condition. In this case, the separation vector is first set to δ = {0, δS1 , 0}T . The corre-

sponding homogenized strain tensor takes the form:

ϵ̄ =


0 γ̂ns1 γ̂ns2

γns1 0 γ̂s1s2

γ̂ns2 γ̂s1s2 0

 (2.83)

The weak equilibrium equation and macroscopic constitutive relationship become:

[(1− ω)K22 + (Dξ)22] δS1 − C212γ̂ns1 = 0 (2.84)

σ̂12 = L̄1212γ̂ns1 + (Zξ)122δS1 (2.85)

It is important to note that C213, C223, L̄1213 and L̄1223 are neglected due to the observation that

C213 ≪ C212, C223 ≪ C212, L̄1213 ≪ L̄1212, L̄1223 ≪ L̄1212. Considering the form: (Dξ)22 =

ηS1D22 and (Zξ)122 = ηS1Z122, the softening shear modulus Gs
ξ = ∂σ̂12/∂γ̂ns1 is computed by

differentiating Eq. 2.85 and using Eq. 2.84:

Gs
ξ = L̄1212 +

ηS1Z122C212

As1 + ηS1D22
(2.86)

where, As1 stands for the softening slope of traction-separation curve in shear direction. Similarly,
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ηS1 = 1 is ensured when ξ = 1. the softening shear modulus therefore becomes:

Gs = L̄1212 +
Z122C212

As1 + ηS1D22
(2.87)

(a) (b)

=

Figure 2.12: Scaling illustration under approximate simple shear load (a) domain without damage
localization represented by repetition of reference microstructure (b) domain with damage localiza-
tion

An approximate simple shear case is considered corresponding to mode II condition as shown

in Figure 2.12. The relationship between Gs
ξ and Gs set to achieve mesh size objectivity is given as:

Gsh(l − h)

l
=

L̄1212G
s
ξ

L̄1212/(l − h) +Gs
ξ/h

(2.88)

By substituting Eqs. 2.86 and 2.87 to 2.88, scaling parameter ηS1 for mode II can be written as:

ηS1 =
ξAs1

As1 + (1− ξ)(D22L̄1212 + Z122C212)L̄
−1
1212

(2.89)

The residual stiffness correction in mode II follows the same scheme as discussed above for

mode I. The scaling parameters η̃S1 and ηrS1
corresponding to damage localization and residual

stiffness correction are:

η̃S1 =
ξAs1

As1 + krs1 (1− ξ) (D22L̄1212 + Z122C212)L̄
−1
1212

(2.90)

ηrS1
= −(1− krS1

)
D22L̄1212

Z122C212
+ krS1

(2.91)
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In the orthogonal direction that excites mode II, the separation coefficient vector is set to δ =

{0, 0, δS2}T . The form of scaling relationships are exactly the same as above, only the components

of the coefficient tensors are changed in the expressions of scaling parameters:

ηS2 =
ξAs2

As2 + (1− ξ)(D33L̄1313 + Z133C313)L̄
−1
1313

(2.92)

Extending to residual stiffness correction, scaling parameters η̃S1 and ηrS1
corresponding to damage

localization and residual stiffness correction are given as:

η̃S2 =
ξAs2

As2 + krs2 (1− ξ) (D33L̄1313 + Z133C313)L̄
−1
1313

(2.93)

ηrS2
= −(1− krS2

)
D33L̄1313

Z133C313
+ krS2

(2.94)

Considering the case that the correction factors krS1
and krS2

vanish, we obtain the usual classical

scaling relationship: η̃S1 = η̃S2 = ξ.
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CHAPTER 3

MULTISCALE DISCRETE DAMAGE THEORY FOR FATIGUE

3.1 Introduction

This chapter extends the new proposed multiscale modeling MDDT to fatigue analysis of fiber-

reinforced composite. One important topic still points to regularization for mesh-size objectiv-

ity. Mentioned in section 2.2.3, the analytical scaling relationship between coefficient tensors and

macroscopic element size are derived based on assumption of linear or near-linear softening, how-

ever, many cyclic-sensitive constitutive laws (i.e., traction-separation) dissipate substantial fraction

of the fracture energy during the hardening stage of the loading process [57, 68–71, 93, 123]. Some

of the fatigue damage models do not employ a softening regime and idealize the entire degradation

process during hardening [68–70, 93, 123]. Those models still exhibit mesh size sensitivity in the

absence of a softening stage because the crack tip stress becomes singular and damage growth ac-

celerates with increasing mesh density [71]. Therefore, dissipation via softening is essential to hold

the assumption of cohesive fracture and effectiveness of regularization formulation. In this chapter,

the non-additive scheme is employed for the following fatigue numerical experiments.

In order to accelerate fatigue life predictions, the MDDT approach is integrated with a multiple

time scaling approach [68, 69]. The efficacy of the model is demonstrated in the context of un-

notched and open-hole laminate configurations (0◦ ply and [90◦/0◦]S cross-ply) subjected to high-

cycle fatigue loading. A parametric study is conducted to explain the difference of fatigue damage

pattern in thermoplastic and thermoset composite laminates.

3.2 Non-additive Cyclic Sensitive Damage Evolution Law

This section provides the specific cohesive law used to idealize the progressive failure along a failure

path subjected to cyclic loading. The proposed law is a variant of the constitutive model devised

by Khoramishad et al. [124], who introduce two damage variables to describe the cycle-sensitive

failure behavior. The traction-separation relationship is already shown in Eq. 2.32. The classical
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bilinear form is adopted in this chapter, and the cohesive damage variable is expressed as:

ω(κ) =



0 κ ≤ νc

νu (κ− νc)

κ (νu − νc)
νc < κ ≤ νu

1 κ > νu

(3.1)

where κ(t) = max
τ∈[0,t]

{ν(τ)} is the history variable of equivalent separation ν, ν = ∥δ∥ =
√
δ2N + δ2S1

+ δ2S2
,

where δN satisfies δN ≥ 0 to eliminate the possibility of interpenetration. νc and νu respectively

correspond to the values of the equivalent separation at the onset of the softening region and at

ultimate failure. They are evaluated under mixed-mode conditions based on a quadratic damage

initiation criterion [116] and using the B-K criterion [125]:

νc = δfcIδ
f
cII

√√√√√ 1 + βm
2

(δfcII)
2 +

(
βmδfcI

)2 (3.2)

νu =
2

Kνc

[
Gf

Ic + (Gf
IIc −Gf

Ic)

(
βm

2

1 + βm
2

)η
BK

]
(3.3)

where βm is the mixed-mode ratio defined as the ratio between tangential and normal separations,

βm =
√

δ2S1
+ δ2S2

/δN . Degradation behavior under repetitive cyclic loading is modeled by intro-

ducing the fatigue damage variable ωf ∈ [0, 1]. Unlike ω, which degrades the instantaneous secant

stiffness, the fatigue damage variable acts on the critical separation at the onset of damage and the

critical energy release rate:

δfcI = δcI (1− ωf ) , δfcII = δcII (1− ωf ) (3.4)

Gf
Ic = GIc(1− ωf )

2, Gf
IIc = GIIc(1− ωf )

2 (3.5)

where, δcI , δcII are equivalent separations at the onset of the softening region, GIc and GIIc are

critical fracture energies under mode-I and mode-II conditions. Under pure mode I loading (βm =

0), the critical and ultimate equivalent separations become νc = δfcI and νu = δfuI , respectively.

Similarly, pure mode II loading (βm =∞) results in critical and ultimate equivalent separations of

νc = δfcII and νu = δfuII , respectively. δfcI , δ
f
cII , G

f
Ic and Gf

IIc are effectively the fracture parameters
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of a cohesive interface that has been cyclically damaged by ωf . Considering the bilinear form of

the cohesive law: tu = Kδc, Gc = tuδu/2, the fatigue degradation can also be regarded as reducing

the peak traction tu and ultimate equivalent separation δu: tfu = tu (1− ωf ), δ
f
u = δu (1− ωf ).

The stiffness and softening slope of the traction-separation relationship is not influenced by fatigue

damage.

In order to account for the presence of fatigue damage variable, the history variable κ is ex-

pressed as:

κ(t) = max
τ∈[0,t]

{
ν(τ)

1− ωf (τ)

}
(1− ωf (t)) (3.6)

In the absence of cyclic degradation (i.e., ωf = 0), Eq. 3.6 degrades to its original definition.

With respect to the evolution law for fatigue damage, this work adopts separation-based form [71]:

ω̇f = C exp (λωf )

(
ν

νu

)βf ⟨ν̇⟩+
νu

(3.7)

where λ is a material parameter, and ⟨·⟩+ = [|·|+ (·)]/ 2 denotes the Macaulay brackets. In order to

model fatigue damage evolution under mixed-mode conditions, the amplitude coefficient C and the

power index βf are respectively defined as functions of the mixed mode ratio (following the form

of the B-K model [126]):

lnC = lnCII + [lnCI − lnCII](
1

1 + β2
m

)mc (3.8)

βf = βfI + (βfII − βfI)(
β2
m

1 + β2
m

)
mβf (3.9)

where C = CI, βf = βfI indicate the material properties that control the fatigue damage evolution

under pure mode I loading (i.e. βm = 0), and C = CII, βf = βfII under pure mode II (i.e.,

βm → ∞). Power indices mc and mβf
are additional parameters controlling damage evolution

under mixed mode loading.

Figure 3.1 schematically illustrates a typical behavior of the cohesive law subjected to cyclic

loading. For generality of demonstration, a separation-controlled variable amplitude loading is em-

ployed to generate the traction-separation curve. The figure illustrates that if the peak traction mag-

nitude does not reach the instantaneous ultimate traction (i.e., tfu), the behavior is non-dissipative
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Figure 3.1: Traction-separation curve obtained by non-additive scheme under cyclic loading. Dash
line represents the bilinear profile obtained under monotonic loading.

and tfu reduces under cyclic loading. The softening slope remains constant regardless of the value

of tfu. The energy dissipation occurs only during the softening regime. This is crucial to regular-

ization of MDDT model as it adjusts dissipated energy by regularizing the softening moduli of the

homogenized stress-strain relationship.

t = 0 t = t1 t = t2

Macrochronological Step Macrochronological Step

......

Microchronological
problem

Microchronological
problem

Microchronological
problem

0 τ 0 τ 0 τ

(a)

0 t1 t2

Applied traction

time

(b)

Figure 3.2: (a) Fatigue loading history, (b) Time domain decomposition in the temporal multiscale
scheme.

3.3 Temporal Multiscale Scheme

Straightforward time integration of the governing equations of the MDDT model to characterize

long-term damage evolution and failure is computationally prohibitive for high cycle fatigue. In

such a cycle-by-cycle approach, each loading cycle is discretized into several increments and the
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governing equations of the MDDT model is evaluated using a nonlinear solver (e.g., Newton-

Raphson or others) for each increment of each cycle. Instead, we accelerate the simulations by

adopting the multiple time scale life prediction methodology proposed in Ref. [68, 127]. In this

regard, two problems are defined separated by the time scales they operate. The microchronolog-

ical problem evaluates the response subjected to a single load cycle (summarized in Box A in the

appendix). The macrochronological problem provides the long-term evolution of damage and equi-

librium state. The governing system of equations are summarized in the appendix for brevity of this

discussion.

The implementation of the multiple time scale approach is similar to the block-cycle model-

ing [67] and illustrated in Fig. 3.2. The micro- and macrochronological problems are evaluated in a

tightly coupled fashion. At each macro-chronological increment, ti, a microchronological problem

is evaluated to compute the rate of fatigue damage evolution. The macrochronological time incre-

ments are adaptively set [69] based on maximum allowable damage accumulation (∆ωp) within

a single increment. The coupling between the micro- and macrochronological problems is imple-

mented using Python scripts that involve the appropriate problem in turn as shown in Fig. 3.2.

Following Ref. [69], the microchronological problem is evaluated in a quasi-linear fashion,

where the damage accumulation is assumed to not affect the equilibrium state within a single load

cycle. By this approach, fatigue damage accumulation within the microchoronologcal problem is

expressed in cyclic form as:

dωf

dN
=

C(1− ωf )
1+βf

1 + βf
exp (λωf )

[(
νmax

νu

)βf+1

−
(
νmin

νu

)βf+1
]

(3.10)

where νmax and νmin are respectively maximum and minimum equivalent separation within the unit

loading cycle. Load characteristic such as the R-ratio natually affects fatigue damage accumulation

in the microchronological problem. This is evident in Eq. 3.10 due to the presence of νmax and

νmin terms.

3.4 Numerical Verification

In this section, fatigue simulations using un-notched and open-hole laminate configurations are

performed to verify the MDDT models in terms of (1) mesh-size objectivity and (2) capabilities in
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capturing complex failure mechanisms.

Table 3.1: Elastic properties of matrix(m) and fiber(f)

E(m) [GPa] ν(m) E
(f)
1 [GPa] E

(f)
2

[GPa] G
(f)
12 [GPa] ν

(f)
12 ν

(f)
23

3.55 0.35 263 13 27.5 0.32 0.20

The configuration and discretization of the reference microstructure employed for all numerical

examples in this study are the same as Fig 2.3. In this chapter, besides the failure paths of matrix

cracking and fiber fracture, delamination is also considered with the same morphology and fracture

properties as matrix cracking but the orientation is different with respect to the ply lay up.

3.4.1 Unnotched Specimen

The unnotched numerical specimens subjected to cyclic loading are employed for verification of the

MDDT model. The 90◦ unnotched numerical specimens are loaded under strain-controlled uni-axial

tension and simple shear loading that respectively activate mode-I and mode-II dominant fracture

in the matrix cracking failure path. The geometry, loading and discretization of the specimens are

the same as Fig. 2.4a,b. The fracture parameters for the matrix cracking failure path is listed in

Table 3.2. Compared to generic unidirectional carbon fiber reinforced thermoset composites, this

example employs low mode-I and mode-II cohesive fracture energy release rates for the purposes

of demonstration. More realistic material parameters are used in laminate analyses discussed in the

next section. The loading amplitudes for uniaxial and simple shear loadings are respectively 1.02%

and 2.5% total applied strain with R-ratio equals to 0 in both cases. In the uniaxial tension case,

symmetry boundary conditions are applied at the three sides normal to x, y and z directions, respec-

tively. In the shear case, the lateral side that is parallel to the failure path is fixed to ensure that the

onset of mode-I failure is suppressed. The macroscopic domain is discretized with different mesh

densities, where the corresponding length scale ratio is set to be ξ = 1, 2, 4, 8, 16 for verification

of mesh-size objectivity. In the simple shear case, the coarsest discretization (ξ = 1) does not ade-

quately resolve shear deformation and is not used. The boundary condition, the strategy to ensure

damage localization, the element type are the same as the settings in section 2.4.1.1. Simulations

using the temporal multiscale integration scheme as well as the reference direct cycle-by-cycle time
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integration are conducted. In the reference simulations, the vast majority of the increments resolve

the non-linear response in the loading or reloading regime. The fatigue damage tolerance parameter

that adaptively controls macrochronological time step size is set to be 1% or 2% in the simulations

that use the temporal multiscale scheme.

Table 3.2: Fracture parameters of matrix cracking for unnotched configuration

Cohesive Failure

G
(m)
Ic G

(m)
IIc t

(m)
uI t

(m)
uII K(m) η(m)

[MPa mm] [MPa mm] [MPa] [MPa] [MPa mm−1]

0.03 0.045 60 90 6× 107 1

Fatigue damage evolution

C
(m)
I C(m)

II
β
(m)
fI

β
(m)
fII

m
(m)
c , m(m)

βf
λ(m)

2× 10−3 1× 10−3 0.1 0.1 1 0.1
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Figure 3.3: Fatigue life vs. length scale ratio (i.e. ξ = l/h) obtained by direct cycle-by-cycle
scheme and temporal multiscale scheme with 1% and 2% tolerance for adaptive

macrochronological time stepping strategy under (a) uniaxial and (b) shear loading. Solid lines
show results with regularization, while dash lines indicate unregularized model.

Figures 3.3a and b show the predicted fatigue life for different mesh sizes under tensile and shear

loading conditions, respectively. In this example, fatigue life refers to the number of load cycles,

where the load carrying capacity of the structure vanishes (i.e., damage in the matrix crack failure

path, ω(m) = 1). The solid curves indicate predicted fatigue life when the regularization approach

is employed, whereas the dash curves are the results of the unregularized simulations. In all cases,

the temporal multiscale scheme exhibits good agreement with the direct cycle-by-cycle scheme.
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The corresponding average errors with step adaptivity tolerances of 1% and 2% are respectively

less than 1.5% and 6% for all mesh size discretizations in both uniaxial and shear loaded cases. In

contrast, the computational cost of the multiscale time integration scheme is significantly less than

the reference scheme. The temporal multiscale scheme requires a total of 90 (normal) and 75 (shear)

resolved cycles on average for tolerance of 1%, and 46 (normal) and 39 (shear) resolved cycles on

average for tolerance of 2%, compared to 10,753 (normal) and 11,512 (shear) cycles resolved in

the direct cycle-by-cycle scheme. A tradeoff exists between prediction accuracy and computational

efficiency when choosing the tolerance: smaller value leads to higher accuracy but requires more

macro-chronological time steps that reduces the efficiency of the approach. Because 2% tolerance

has higher computational efficiency and also keeps reasonable accuracy, the open-hole simulations

performed in this manuscript employ the temporal multiscale time integration algorithm with 2%

tolerance.
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Figure 3.4: Residual stiffness vs. cycles obtained by the temporal multiscale scheme with 1%
tolerance under (a) uniaxial and (b) shear loading. Solid lines show the results with regularization,

while dash lines indicate the unregularized model.

3.4.2 Analysis of Open-hole Unidirectional Specimens

In this section, the capabilities of the MDDT model are demonstrated in predicting stable crack

growth under fatigue loading conditions in a mesh size objective manner. The analysis is performed

in the context of an open-hole 0◦ unidirectional tape. Figure 3.5 illustrates the geometry, loading and

boundary conditions, and discretizations used in this study. The overall width, length and thickness

of the specimen are 20mm, 28mm and 0.125mm, respectively. The hole radius is 3.175mm. 1/8

48



h=0.1mm h=0.05mm h=0.025mm h=0.0125mm
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Figure 3.5: (a) Geometry, boundary and loading conditions, and the MDDT model configuration
for open-hole 0◦ ply single lamina analysis. (b) Different mesh discretizations using the size of

h=0.1mm, 0.05mm, 0.025mm, 0.0125mm.

of the specimen is discretized with symmetry boundary conditions applied at the three directions,

leveraging symmetries of the specimen. As shown in Fig. 3.5b, the parts of the specimen, where

the potential crack propagation is expected, is discretized with elements aligned with fiber direc-

tion to eliminate mesh bias effect. Different mesh sizes of 0.1mm, 0.05mm, 0.025mm, 0.0125mm

within the potential crack propagation region of the specimen were used in order to verify mesh-size

consistency. In the thickness direction, the ply is discretized using one element.

Table 3.3 lists the fracture properties for both failure paths of transverse matrix cracking and

fiber fracture, which are consistent with generic unidirectionally carbon fiber reinforced thermoset

composites. The parameters for fatigue damage evolution are selected within a reasonable range

that the corresponding crack propagation rate is of the same order as experiments described in

Ref. [59]. The analysis presented herein is focused on verification of mesh size objectivity. A

formal calibration/validation study of a particular composite (See [68, 93]) is outside the scope of

the current manuscript, and will be the emphasis of future studies.

Force-controlled uniaxial cyclic loading with an amplitude of 482 MPa (80% of static strength)
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is applied to the specimen along z-direction with R-ratio equal to 0. The temporal multiscale scheme

with 2% fatigue-damage tolerance for adaptive macro-chronological time stepping strategy is em-

ployed for the open-hole configurations.

Table 3.3: Fracture parameters for open-hole configuration

Cohesive failure for matrix cracking [128, 129]

G
(m)
Ic G

(m)
IIc t

(m)
uI t

(m)
uII K(m) η(m)

[MPa mm] [MPa mm] [MPa] [MPa] [MPa mm−1]

0.2 1 60 90 6× 107 1
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β
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λ(m)
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Cohesive failure & fatigue damage evolution for fiber fracture

G
(f)
Ic ,G(f)

IIc

[MPa mm]
t
(f)
uI , t(f)uII

[MPa]
K(f) [MPa

mm−1] η(f) C
(f)
I ,C(f)

II β
(f)
fI

,β(f)
fII

m
(f)
c ,m(f)

βf
λ(f)

12 4000 4× 109 1 10−7 0.1 1 0.1

Figure 3.6 shows the contours of shear stress σxz captured at the first cycle, 30,000 cycles and

300,000 cycles which are predicted using the regularized MDDT model. The macroscopic crack

is displayed by light colored elements (shown as red in the electronic version of the manuscript)

which have reached completed damage state (ω(m) = 1). A single dominant splitting crack ini-

tiates at the hole brim at the first cycle and grows aligned with the fiber (vertical) direction under

subsequent cyclic loading. No fiber damage is observed in this case. The fracture process zone

(0 < ω(m) < 1) is represented by the white straight line ahead of the splitting crack and results in

low shear stress around 90 MPa as splitting crack is mode-II dominant. The length of the fracture

process zone becomes shorter with increasing crack length, because the stress concentration at the

crack tip reduces as the split grows. The patterns of crack propagation and fracture process zone

are both mesh-size consistent. Figure 3.7 displays the cyclic evolution of crack propagation and

stiffness as a function of load cycles. Without regularization, the splitting crack propagation and

stiffness loss drastically accelerates with decreasing macroscopic element size. For the regularized

MDDT model, the initial crack growth occurs faster compared to the non-regularized cases. This is

because, the regularized MDDT model is referenced to the case with the element size (i.e. damage
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Figure 3.6: Shear stress contour σxz captured at the first cycle, 3× 104 cycles and 3× 105 cycles
for 0◦ ply single lamina with mesh densities of h=0.1mm, 0.05mm, 0.025mm, 0.0125mm.

localization width) of h = l = 0.01mm, which is significantly finer than the finest mesh employed

in this study. In addition, the results of the regularized MDDT model exhibits mesh-size consistent

crack propagation rates and stiffness evolution. The crack growth and stiffness evolution curves also

demonstrate converging trends with higher mesh densities. This indicates that the discrepancy be-

tween the regularized curves can be largely attributed to mesh resolution effects rather than spurious

mesh size sensitivity.

3.4.3 Analysis of Cross-ply Open-hole Specimens

The capabilities of the proposed multiscale model are further assessed in a composite specimen

configuration that exhibits diffuse damage, cracking and multiple failure mechanisms. We consider

an open-hole [90◦/0◦]S cross-ply laminate configuration subjected to tensile fatigue loading. Fig-
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Figure 3.7: (a) Splitting crack extension and (b) residual stiffness loss ratio as a function of cycle
number for 0◦ lamina. Solid and dash lines respectively denote the results obtained by regularized

and non-regularized models.

ure 3.8 illustrates the geometry, loading and boundary conditions, and discretizations used in this

case. Similar to the previous example, 1/8 of the specimen is modeled leveraging the symmetries

in the laminate and geometry. Model parameters shown in Tables 3.1 and 3.3 are employed. Force-

controlled uniaxial cyclic loading of 313 MPa (90% of static strength) is applied to the specimen

along the z-direction with R-ratio equal to 0. Previous experimental observations reveal the pres-

ence of delamination that affects fatigue damage progression in carbon-fiber reinforced thermoset

resins [59, 130, 131]. In order to better capture the kinematics of delamination propagation, delam-

ination is modeled by inserting an additional thin layer of macroscopic elements in between the 90◦

and 0◦ plies, in which the associated microstructure is embedded with delamination failure path,

shown in Fig. 6.2b. The microstructure employed for delamination layer elements is identical to the

ply layers, except for the difference of failure path orientations between delamination and transev-

erse matrix crack (See Fig. 6.2a,b). The thickness of the delamination layer is set to be 10 microns

(8% ply thickness). MDDT regularization procedure ensures that the fracture energy consistency

is satisfied regardless of the thickness of the delamination layer. The potential crack propagation

region is discretized using the element sizes of 0.15mm, 0.1mm, 0.05mm in order to verify mesh-

size objectivity (see Fig. 3.8b). As demonstrated in the simulations below, transverse matrix cracks

within the 90◦ ply are bridged by fibers within 0◦ ply, and the damage does not fully localize. In

the absence of damage localization, fracture energy associated with transverse matrix cracking in
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Figure 3.8: (a) Geometry, boundary and loading conditions for the open-hole [90◦/0◦]S cross-ply
laminates, as well as microstructure configuration for each ply and delamination modeling. (b)

Different mesh densities with h=0.15mm, 0.05mm, 0.025mm for discretization.

the 90◦ ply is mesh-size independent without the need for regularization. Applying regularization

would result in an unphysical increase of fracture energy with mesh refinement, which suppresses

this failure mode when fine meshes are used. In what follows, we therefore do not employ the

regularization scheme for 90◦ transverse matrix cracks.

Figure 3.9 shows the damage contours for transverse matrix cracking in the 90◦ ply shown as

dark region (black color in the electronic version), for splitting crack in the 0◦ ply shown as the light

grey region (light blue color in the electronic version), and for delamination shown as medium grey

(red color in the electronic version). Delamination contours are shown in both 90◦ and 0◦ plies. The

figure shows the results using different mesh densities captured after the first load cycle, 160,000

cycles and 320,000 cycles. The first cycle of loading results in a substantial amount of damage near

the hole that consist of a diffuse region of transverse matrix cracking in the 90◦ ply, a dominant split
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Figure 3.9: Transverse matrix crackings (black) in 90◦, splitting crack (light blue) in 0◦ ply, as well
as delamination (red) captured at the first cycle, 160,000 cycles and 320,000 cycles for different

mesh sizes of h=0.15mm, 0.1mm, 0.05mm.
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Figure 3.10: (a) Splitting crack propagation, and (b) residual stiffness as a function of cycle
numbers for [90◦/0◦]S laminates.

in the 0◦ ply with length in the order of the hole radius, and some delamination. The level of damage

observed is expected as the loading amplitude is large (90% of the static strength of the specimen).

While significant damage is observed at the end of the first load near the hole, none of the failure
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paths reach full fracture state within the specimen (i.e., corresponding damage variable reaching

unity). Subsequent cycling results in stable growth of all three damage mechanisms. Distinct, yet

diffuse transverse matrix cracks begin to grow in the 90◦ ply but arrested by the splitting crack.

Delamination growth occurs around the growing split and the transverse cracks. A small amount of

fiber damage also occurs near the hole (not shown in figure) and grows slowly compared with the

matrix damage. The general feature of damage contours conform well with the X-ray tomography

of the damage in the high cycle fatigue cases of Refs. [59, 130, 131], which employ similar laminate

configurations. No significant difference in crack extension patterns appear when different meshes

are used in the simulations.

Figure 3.10 shows the growth of the dominant splitting crack as a function of load cycles, as

well as the evolution of specimen stiffness. Crack growth is considered to initiate when full damage

in the “transverse matrix crack” failure path is reached in the first element along the split. The crack

growth process follows a short incubation period. During the incubation period, damage growth

does not fully localize (as shown in top rows of Fig. 3.9), and the regularization is not effective.

This manifests itself in the differences in crack growth initiation cycles shown in Fig. 3.10a. The

number of cycles during incubation are respectively 4,577 cycles, 9,911 cycles and 17,864 cycles

for the simulations with coarse (h=0.15mm), medium (0.1mm) and fine (0.05mm) meshes. The

cycles to initiation constitutes a small portion of the structural life and the errors do not affect the

overall life prediction significantly. A reasonable overall mesh-size consistency is observed in both

splitting crack growth and stiffness evolution curves.

90° 0° 90° 0°

CI
(m)=10-2, CII

(m)=10-4 CI
(m)=10-6, CII

(m)=10-4

Figure 3.11: Transverse matrix crackings (black) in 90◦, splitting crack (light blue) in 0◦ ply and
delamination (red) captured at 320,000 cycles compared between C

(m)
I = 0.01, C(m)

II = 10−4 and
C

(m)
I = 10−6, C(m)

II = 10−4.

A parametric study is further conducted on the relative fatigue sensitivity of mode-I and mode-
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Figure 3.12: (a) Splitting crack propagation, and (b) residual stiffness as a function of cycle
numbers for [90◦/0◦]S laminates compared between C

(m)
I = 0.01, C(m)

II = 10−4 and
C

(m)
I = 10−6, C(m)

II = 10−4.

II damage growth rates, and its consequences on specimen level damage evolution in the context

of open-hole cross-ply laminate configurations. In this manuscript, the mode sensitivity is demon-

strated by varying the fatigue amplitude parameters (i.e. C(m)
I and C

(m)
II ), which affect the fatigue

behavior, but not the static response. Other parameters such as the cohesive strength are expected

to show similar influences. In this case, the amplitude parameter C(m)
I that controls fatigue evo-

lution (of “transverse matrix cracking” and “delamination” fatigue paths) under mode-I condition

is reduced from 10−2 to 10−6, while C
(m)
II and the rest of the parameters remain the same. This

choice of the parameter effectively reduces the sensitivity of cyclic propagation of mode-I crack.

The structural mesh is discretized with the element size of h=0.1mm. Figure 3.11 makes the com-

parison of predicted damage contours between C
(m)
I = 10−2 and C

(m)
I = 10−6 at 320,000 cycles.

The splitting crack in the 0◦ ply, the interlaminar damage in the delamination layer, as well as the

diffuse damage in 90◦ ply for C(m)
I = 10−6 remain unchanged, but no discrete transverse cracks

are observed. As shown in Fig. 3.12, the absence of transverse cracks does not have a significant

influence on splitting crack extension, but reduces the stiffness loss steadily as the cyclic loading

continues.

The differences in behavior is further illustrated by studying mode-I and mode-II fatigue damage

evolution. Figure 3.13a compares the pure-mode fatigue damage evolution rate dωf/dt as a function

of dimensionless equivalent separation ν/νu between C
(m)
I = 10−6 and C

(m)
I = 10−2. The figure
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Figure 3.13: Pure mode fatigue damage evolution rate dωf/dt vs. dimensionless equivalent
separation ν/νu for C(m)

I = 0.01, C(m)
II = 10−4 (left) and C

(m)
I = 10−6, C(m)

II = 10−4 (right) (b)
Crack propagation rate da/dN vs. strain-energy release rate G for fiber-epoxy T300/914C (left)

and AS4/PEEK (right) composites.

plots Eqs. 3.7, 3.8, 3.9 with the respective material parameters. In the case of C
(m)
I = 10−6,

the pure mode-I fatigue degradation is orders of magnitude smaller than mode-II failure, whereas

the opposite conclusion is reached for the case of C(m)
I = 10−2. Noting that the transverse and

the splitting cracks are respectively mode-I and mode-II dominated, setting C
(m)
I = 10−6 results

in a much smaller transverse crack growth rate compared to the splitting crack. Conversely, setting

C
(m)
I = 10−2 enhances transverse crack propagation and more interaction with the growing splitting

crack

The two distinctly different behaviors have also been observed in experiments that use similar

laminate configurations but different types of materials for matrix constituents. According to the

experiments conducted by Spearing et al. [130], T300/914C laminates subjected to high-fatigue

cyclic loading shows long extension of transverse cracks, which are almost negligible in AS4/PEEK
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laminates observed by Wang et al. [132]. Figure 3.13b shows the typical fatigue crack growth rate

curves for T300/914C and AS4/PEEK composite systems. The curves are generated by assuming

that the fatigue crack propagation follows the Paris law with parameters calibrated using double

cantilever beam and end notch flexure tests [133, 134]. The switch between mode I and mode II

fatigue sensitivity observed for the thermoset and thermoplastic systems and the experimentally

observed damage propagation behavior are qualitatively in agreement with the trends shown in the

parametric study.

3.5 Conclusion

This chapter integrates temporal multiscale modeling and an adaptive time step selection strategy

to MDDT model and achieves high computational efficiency. The investigation also shows that

energy regularization based on element size could be ineffective for fatigue damage accumulation

unless specific forms of fatigue damage evolution laws are considered. In particular, fatigue damage

laws must (a) include softening behavior to eliminate stress state singularities at the crack tip and

(b) dissipate fatigue fracture energy in the softening regime for effective energy regularization.

The numerical experiments using single lamina and open-hole laminate configurations subjected

to high-fatigue tensile loading verify the mesh-size insensitivity in terms of damage growth, crack

propagation as well as specimen stiffness evolution. For cross-ply laminates, simultaneous growth

of splitting, delamination and transverse matrix cracks, and their growing patterns predicted by the

proposed model agree well with experimental results. Furthermore, differences between the fatigue

damage growth patterns observed in some thermoset and thermoplastic resins is explained based on

the relative fatigue resistances against mode I and mode II fatigue crack growth.

3.6 Appendix

Figure 3.14 provides the summary of the system of equations for microchronological and macrochrono-

logical problems. The equations of the two scale problems have the same form, but the response

fields are expressed in terms of different time scale coordinates. t represents macrochronological

time resolving the whole structure life, where t ∈ [0, tf ]. τ stands for microchorological time coor-

dinates defined within the unit cyclic loading, where τ ∈ [0, τ0]. The response field in macrochrono-

logical problem is homogenized using fixed-point operator: ϕ̃ (t) = ϕ (t, τ0) [68]. In this work, the
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fixed point is chosen at the end of microchronological step.

Equilibrium equation:

Microstructural equlibrium equation:

Cohesive law:

Constitutive relationship:

Equilibrium equation:

Microstructural equlibrium equation:

Cohesive behavior:

Constitutive relationship:

Microchronological problem (                  ) 

Given: macroscopic strain             , coicide with        
            microchronological time t; cohesive law 
            and associated parameters;
Compute: microchronogical separation               ,  
                microchronogical stress

Given: macroscopic strain         ; cohesive law and
             associated parameters;
Compute: temporal homogenized separation           ,  
                temporal homogenized stress

Macrochronological problem (                  ) 

Figure 3.14: Summary of microchronological and macrochronological problems based on
temporal multiscale scheme.

Temporal local periodicity is not feasible in the microchronological problem due to the presence

of irreversible damage condition. Therefore, almost periodicity is introduced for fatigue damage by

allowing small value change within the microchronological time domain [68]. The derivative of

temporal homogenized fatigue damage in the macrochronological problem is then expressed as

follows according to the chain rule:

ω̃
(α)
f,t (t) = f(δ(α), δ̇(α)) + ω̇

(α)
f−ap(t) (3.11)

where f(δ(α), δ̇(α)) stands for partial derivative of damage with respect to the coarse time scale t,

ω̇
(α)
f−ap(t) is the almost periodicity variable expressed as:

ω̇
(α)
f−ap(t) =

1

τ0
(ω

(α)
f (t, τ0)− ω

(α)
f (t, 0)) (3.12)

In adaptive macrochronological time stepping strategy, the time increment ∆ti = ti+1 − ti at
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the ith macrochronological step is determined by:

∆ti =
∆ωp

∥ω′
f (ti)∥∞

(3.13)

where ω′
f (ti) is the vector consisting of ω̇(α)

f−ap(t), which is evaluated in the current micro-chronological

load cycle associated with all the failure path at all integration points within the macroscopic dis-

cretized domain. ∆ωp stands for the tolerance parameter for allowable damage accumulation across

the macro-chronological time step.
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CHAPTER 4

ADAPTIVE MULTISCALE DISCRETE DAMAGE THEORY FOR RE-ORIENTED

CRACK

4.1 Introduction

The idea of predefining and embedding failure paths with fixed orientations in the microstructure

was shown to be effective for modeling failure mechanisms, where the crack directions are known

a-priori such as splitting crack or transverse matrix cracking in the previous numerical examples.

The orientations of such cracks are dictated by the direction of the lamination. However, such a

strategy is not ideal for modeling cracks, for which the propagation direction is determined by the

local stress state and the relative microstructure configuration. A straightforward approach is to

pre-define a large number of potential failure paths with different orientations to cover possible

cracking scenarios. The direction of crack propagation then naturally arises during the multiscale

analysis as the direction of the failure path that fails first from among the finite choices of failure

path orientations. This approach requires a high number of failure paths to be deployed to capture

the failure behavior accurately (i.e., m ≫ 1, m stands for total number of basis for all the failure

paths). Since the resulting nonlinear system is dense, the computational cost of evaluating it is

O
(
m3

)
[135], reducing the potential benefits of model order reduction. Another possible approach

is to dynamically construct the reduced order model on the fly during the multiscale analysis, where

a failure path is embedded in the microstructure model when a failure criterion is met. While this

idea results in ROMs with small m, it requires a separate ROM construction (i.e., computation

of influence functions and coefficient tensors) for each material point in the macroscopic domain,

which is also computationally expensive.

This chapter proposes a different strategy by adaptively selecting the coarse basis approximation

of failure at the microscale as opposed to predefining the cohesive surfaces, and leverage rotational

invariances in the microstructure to very efficiently calculate the reduced-order model during the

multiscale analysis. The performance as well as the restrictions of the model are assessed in the

context of numerical microscale specimens subjected to multi-axial loading by comparing model

predictions to direct numerical simulations. The proposed approach is then employed to model re-
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oriented crack propagation in notched concrete beams under four point bending, and delamination

migration in fiber-reinforced cross-ply composite laminates. These two cases have been experimen-

tally investigated in Ref. [136, 137].

(a)

(b)

Ω Θ

Ω ΩΘ

(c)

Figure 4.1: Schematic illustration of different multiscale modeling strategies: (a) The
microstructure and a predefined failure path; (b) the same microstructure with rotated failure path

orientation; and (c) the rotated microstructure and the failure path adopted in this manuscript.

4.2 Adaptivity of Potential Failure Path

4.2.1 Effective Rotation of Microstructure

The adaptive methodology for a specific subset of microcracks under the effects of load orientation

is schematically illustrated in Fig. 4.1. Consider a reduced order model ℜΘ,S = {C,D,Z} of a

microstructure, Θ, that induces a failure path, S with known orientation, n as shown in Fig. 4.1a.

The failure path is considered to be aligned with a plane of statistical isotropy (i.e., the probability

distributions describing the geometry are rotationally invariant, and that the microstructure is peri-

odic, such as a hexagonal close-packed microstructure). It is then trivial to show that another ROM

defined over the same microstructure but with a different failure path, ℜ̂Θ,Ŝ = {Ĉ, D̂, Ẑ} shown in

Fig. 4.1b is identical to the original model that undergoes a rigid body rotation, ℜ̂Θ̂,Ŝ = {Ĉ, D̂, Ẑ}

shown in Fig. 4.1c. The periodic boundary conditions are not affected by this rigid body rotation.

The result implies that provided that a “reference” model with a known crack orientation is avail-

able, the reduced order model with any orientation with respect to the invariant plane could be
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constructed by simple tensor rotation operations. The transformation relationships are expressed as:

Ĉijk = RmiRnjRrkCmnr

D̂ij = RmiRnjDmn Ẑijk = RmiRnjRrkZmnr

(4.1)

where R represents the transformation tensor under rotation. In random heterogeneous materials,

such as isotropic concrete or particulate composites, the transformation tensor requires three Euler

angles to describe the rotation. Since this manuscript focuses on long continuous fiber-reinforced

composites, such a strategy is applicable to the matrix failure path whose crack plane is presumed

to be parallel to the fiber direction (z-direction in Fig. 4.1). The transformation tensor can be then

expressed as the angle of microstructural rotation θ in the transverse plane:

[R(θ)] = [cos(θ),− sin(θ), 0; sin(θ), cos(θ), 0; 0, 0, 1] (4.2)

4.2.2 Identification of Crack Orientation

The identification criterion for crack nucleation and its orientation is proposed based on cohe-

sive states in the failure path embedded in the microstructure after rotation. The simple traction-

separation relationship in Eq. 2.32 and classic bilinear law (see Eq. 3.1) are adopted in this chapter.

Before nucleation (i.e. κ < νc), the traction variable t in the potential failure path is expressed as a

function of the rotation angle θ based on Eqs. 2.14 and 3.1:

t(θ) = K · [K+ D̂(θ)]−1 · Ĉ(θ) : ϵ̄ (4.3)

As shown in Fig. 4.2a, the traction state for different failure path orientations form an ellipsoid

in the traction (tN -tT ) space, where tT represents the magnitude of the tangential traction: tT =√
t2S1 + t2S2. The crack initiation envelop is defined by quadratic failure initiation criterion:

g =

(
⟨tN ⟩
tuI

)2

+

(
tS1
tuII

)2

+

(
tS2
tuII

)2

− 1 = 0 (4.4)

which represents the peak strength as a function of mode-mixity. The intercept with horizontal and

vertical axis respectively indicates pure mode-I condition: tN = tuI and pure mode-II condition:
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tT = tuII . The encompassed region within the failure envelop defines the admissible traction states.

The crack nucleates when the traction variable satisfies the failure criterion, denoted by the contact

point between the traction curve and the initiation envelop. The failure path orientation at the contact

point yields the nucleation direction θc, which satisfies:


t(θc) = K · [K+ D̂(θc)]

−1 · Ĉ(θc) : ϵ̄

g
(
tN (θc), tT (θc)

)
= 0

(4.5)

while g
(
tN (θ), tT (θ)

)
< 0 if θ ̸= θc.

tN /tuI
0

(a)

Crack nucleation

t T 
/t uI

I

1

1

tN /tuI
0

(b)

t T 
/t cI

I

1

1

......

g=0 g=0

Figure 4.2: Schematic illustration of identification criterion for nucleation direction in the
normal-tangential traction space: (a) Nucleation direction θc denoted by the contact point between

the traction state (black curve) and failure envelop g = 0 (light grey curve); (b) Nucleation
direction defined in the trial state (black dash curve) which maximizes the criterion function g

under discretized loading.

In the numerical implementation of this methodology using an incremental scheme, identifica-

tion of the exact contact point is not always possible. Consider that the microstructure is subjected

to the macroscopic strain ϵ̄n at time tn within a discretized loading history {ϵ̄0, ϵ̄1, . . . ϵ̄n . . .}. At

tn, a trial traction curve is defined that crosses into the initiation envelop, indicating that the soften-

ing stage is reached for a certain range of failure path orientations (indicated by the dashed portion

of the curve in Fig. 4.2b). Since the traction curve in the previous increment remains within the

initiation envelop, the failure path orientation needs to be identified at the current increment. Here,

the nucleation direction is approximated by the failure path orientation that maximizes the criterion
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function g, which is computed by the elastic trial traction t̂. The trial traction is evaluated based

on Eq. 4.3, assuming that the cohesive state is in hardening stage. The expression of the nucleation

direction is:

θc = argmax
θ

g
(
t̂(θ)

)
(4.6)

4.2.3 Numerical Implementation

The procedure for evaluation of the reduced order microscale problem consists of the following

steps:

At initialization, assign the indicator NUCLEATED ← 0 at each quadrature point indicating

that the crack is not initiated. Assign the reduced order model at each quadrature point to be the

reference reduced order model: ℜcurr ← ℜΘ,S .

During the multiscale simulation at a given increment, n at an arbitrary quadrature point, the

macroscopic update procedure is as follows:

1. Update the homogenized strain: ϵ̄n = ϵ̄n−1 +∆ϵ̄.

2. If NUCLEATED = 0:

2a. Solve the optimization problem:

min
θ
−g

(
t̂(θ)

)
, θ ∈ [0, π] (4.7)

where the trial traction variable is:

t̂(θ) = K · [K+ D̂(θ)]−1 · Ĉ(θ) : ϵ̄n (4.8)

The trial failure path orientation is computed as the outcome of the optimization prob-

lem:

θ̂ = argmax
θ

g
(
t̂(θ)

)
(4.9)

2b. If g
(
t̂(θ̂)

)
≥ 0, the crack is initiated.

2b.1 Assign the indicator NUCLEATED← 1 and the nucleation orientation θc ← θ̂.

2b.2 Compute trial rotation matrix R̂ using Eq. 4.2 with the nucleation orientation θc.
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2b.3 Compute rotated reduced order model ℜ̂Θ̂,Ŝ = {Ĉ, D̂, Ẑ} using the rotation trans-

formation defined in Eq. 4.1.

2b.4 Assign ℜcurr ← ℜ̂Θ̂,Ŝ

3. Compute reduced order traction variables t(α)n , separation variables δ(α)n and current damage

state ω
(α)
n by simultaneously solving Eqs. 2.14,2.9 and 3.1 using ℜcurr.

4. Update the macroscopic stress σ̄n using Eq. 2.21.

At step 2a, the optimization problem in Eq. 4.7 is solved using the golden section search ap-

proach [138]. It is a robust gradient-free numerical method for finding the minimum of an one-

dimensional convex function on the specified interval by successively narrowing the range of the

parameter (i.e., θ) using the golden ratio. At step 3, the governing system of equations in the

reduced-order model (Eqs. 2.14,2.32 and 3.1) is evaluated using the Newton-Raphson method.

4.3 Unit Cell Analysis

A series of unit cell analyses is performed to verify the adaptive MDDT model in capturing the

failure behavior at the microscopic scale under multiaxial loading conditions. The microstructure

configuration is shown in Fig. 4.3a. The fiber volume fraction is 28 %, and the fiber is aligned

with the z direction. The hexagonal fiber arrangement ensures that the microstructure is rotationally

invariant in the transverse (x-y) plane. The reference failure path for matrix cracking resides within

the matrix constituent and wraps around the fiber. The average unit normal n of the failure path

is parallel to the y-axis in the global coordinates. Elastic properties of the isotropic matrix and

transversely isotropic fiber, and the fracture properties of matrix cracking failure path are listed in

Table 4.1.

The macroscopic specimen and its boundary conditions are displayed in Fig. 4.3c. The specimen

is restrained in fiber (z) direction in order to approximate plane strain conditions. In the following

examples, three different monotonic strain-controlled loadings are applied in the transverse plane

x-y.

1. Combined tensile and simple shear loading: γ̄xy = 2ϵ̄yy > 0.

2. Simple shear loading: γ̄xy > 0.
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Figure 4.3: (a) The hexagonal microstructure embedded with the failure path for matrix cracking.
(b) Discretizations of the microstructure and failure path. (c) The macroscopic domain as well as
the loading and boundary conditions for the unit cell tests using MDDT model. (d) Geometry and

discretization of the 2D specimen for direct numerical simulations.

3. Combined biaxial tensile and simple shear loading: γ̄xy = ϵ̄yy = 0.625ϵ̄xx > 0.

The accuracy characteristics of the proposed model are compared with the reference direct nu-

merical simulations (DNS) which resolve the microstructure and employ cohesive zone modeling

(CZM) to track nucleation and propagation of the cracks. Because modeling 3D CZM is compu-

tationally expensive, the specimen for DNS is considered to be two-dimensional under plane strain

condition. Two hexagonal unit cells form the domain for visual clarity of crack formation. The

periodic boundary conditions are respectively applied to the DNS specimen for the three loading

67



cases as shown in the following equations:

u(x, Ly, z)− u(x, 0, z) = (γ̄xyi+ ϵ̄yyj)Ly

u(0, y, z)− u(Lx, y, z) = γ̄xyLxj

(4.10)

u(x, Ly, z)− u(x, 0, z) = γ̄xyLyi

u(0, y, z)− u(Lx, y, z) = γ̄xyLxj

(4.11)

u(x, Ly, z)− u(x, 0, z) = (γ̄xyi+ ϵ̄yyj)Ly

u(0, y, z)− u(Lx, y, z) = (ϵ̄xx + γ̄xyj)Lx

(4.12)

where Lx, Ly, Lz respectively stand for the edge length at x, y, z directions, 0 ≤ x ≤ Lx, 0 ≤

y ≤ Ly, 0 ≤ z ≤ Lz , i, j are unit vectors consistent with global coordinate directions. The DNS

domain is discretized with 4-noded bilinear quadrilateral elements (Fig. 4.3d). COH2D4 elements

from ABAQUS cohesive element library are inserted to each face of every element within the matrix

phase and the matrix-fiber interface. As the results below indicate, we do not observe a significant

artificial compliance effect in the response due to the presence of cohesive elements along all solid

element edges. The cohesive stiffness is set to 6× 104 GPa/mm.

The simulations are run on an Intel Xeon Gold 6130 workstation with 16 cores, 2.10 GHz and

192 GB RAM. The proposed model uses single core for the simulations and the wallclock time for

computation is 3s, orders of magnitude faster compared to DNS, which spends respectively 13,901s,

99,729s, 10,387s for the three cases using 16 cores with parallel computing.

The orientation of the reference failure path is set as θ = 0. Positive θ represents counter-

clockwise rotation of the microstructure. Figure 4.4 shows the comparison of the simulation results

as computed using the DNS and the proposed multiscale simulations. The crack orientations (i.e.

nucleation direction) obtained by the adaptive MDDT model are respectively 150◦, 135◦, 120◦ under

the three loading cases. The first column of the figure shows the crack patterns predicted by DNS.

In each case, a distinct crack forms within the microstructure, along with some additional damage

that occurs prior to the onset of the dominant microcrack. The second column of the figure shows

the traces of the dominant microcrack as the cohesive elements that has undergone full decohesion.

The overall crack orientations observed in DNS show good agreement with the MDDT model pre-
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Figure 4.4: Damage contours and crack paths in direct micro-mechanical numerical simulations,
and comparison of stress-strain responses between MDDT model and direct numerical simulation
under the strain loading conditions of case (1): γ̄xy = 2ϵ̄yy = 3%, case (2): γ̄xy = 6%, and case

(3) γ̄xy = ϵ̄yy = 0.625ϵ̄xx = 0.7%.

dictions. Figure 4.4 also displays the comparison of overall stress-strain responses between adaptive

MDDT and DNS. A reasonable overall agreement is observed between the proposed reduced order

model and the DNS from the aspects of peak strength and the trends of stress evolution after the

peak strength. The overall shear stress-strain curves for Case 2 predicted by both the multiscale and

the DNS simulations do not show a softening behavior due to the imposed boundary conditions.

The boundary effects associated with periodicity constraints also cause some stress oscillations in

the DNS simulations. Crack propagation is slightly disrupted when the dominant crack reaches

the domain boundaries. An increase in tangent stiffness accompanied by a slight shift of the crack

(circled in Fig. 4.4) as it propagates across the domain boundary. Furthermore, the proximity to

fiber along the path of the microcrack results in some fluctuation of the slope of the overall stress-

strain behavior in the DNS. These effects are not resolved in the multiscale model, as the MDDT

model presumes uniform damage evolution within the failure path. A higher order MDDT model

that resolves the crack growth within the microstructure could provide a more accurate match with
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the DNS. This could be achieved by considering multiple reduced order basis functions per failure

path. This extension is nontrivial since separation field continuity along the failure path may need

to be satisfied, and hence beyond the scope of this chapter.
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Figure 4.5: (a) The traction states in tN -tT space when reaching the initiation envelop under the
strain loading conditions in the transverse plane. (b) The corresponding criterion function as a

function of traction states at a given orientation. (c) Contours of crack orientation under multi-axial
strain loading conditions within the transverse plane.

Table 4.1: Material properties of the composite constituents

Elastic properties of matrix(m) and fiber(f)

E(m) ν(m) E
(f)
1 E

(f)
2 G

(f)
12 G

(f)
13 ν

(f)
31

[GPa] [GPa] [GPa] [GPa] [GPa]

4.67 0.34 280 17 5.67 30 0.3

Fracture parameters of matrix cracking for unit cell analysis

GIc GIIc tuI tuII K η

[MPa mm] [MPa mm] [MPa] [MPa] [MPa mm−1]

0.006 0.06 60 90 6× 107 2.1

4.3.1 Crack Orientation and Failure Mode Analysis

This section presents the effect of multiaxial strain-controlled loading on the orientation of the crack

and the associated fracture mode. Here, the definition of crack nucleation orientation is adopted

based on Eq. 4.5 (See Fig. 4.2a). Figure 4.5a,b shows the initiation conditions under three load

configurations, Cases 1 to 3 as described above. In Fig. 4.5a, the critical traction states as a function

of microcrack orientation at the point of failure initiation are shown by the elliptic curves in the

traction space. Under pure shear or shear-tensile loading, the traction curves reach the initiation
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envelop (shown as the g = 0 isocontour) at the horizontal axis, indicating that the interface is in

pure mode-I condition. Figure 4.5b shows the criterion function as a function of traction states at a

given orientation. For a given loading condition, the critical orientation at which microcrack forms

corresponds to the orientation where the criterion function reaches 0. In Cases 1 to 3, the critical

orientation is unique and equals to 150◦, 135◦, 120◦, respectively.

Next, the mode of failure and microcrack orientation is further investigated under more general

loading conditions. Figure 4.5c displays the overall crack orientation pattern as a function of mul-

tiaxial loading in the transverse plane (x-y plane). The x-axis of the contour stands for the ratio

between shear and tensile strain component γ̄xy/ϵ̄yy, while y-axis stands for the ratio between the

two normal strain components ϵ̄xx/ϵ̄yy (with ϵ̄yy > 0). The contours in the figure are the isolines of

crack orientation in γ̄xy/ϵ̄yy - ϵ̄xx/ϵ̄yy space, satisfying ϵ̄xx − ϵ̄yy + 2 cot 2θc γ̄xy = 0. The isolines

set out from the point ϵ̄xx = ϵ̄yy, representing the pure hydrostatic state where the failure initiates

at all directions at once. It is easy to verify that the isoline of crack orientation overlaps with the

direction of maximum macroscopic principal stress, consistent with the classical failure criterion for

brittle or quasi-brittle materials (see e.g. [76, 82]). In addition, all cracks represented in Fig. 4.5c

initiate under mode-I conditions.
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Figure 4.6: The traction states in tN -tT space (a) for the matrix failure paths parallel to fiber and
45◦ across the fiber under in-plane shear loading (γ̄yz) (b) for the matrix failure paths parallel to

the fiber under combined tensile and in-plane shear loading.

Next, the failure initiation is investigated when the loading is not within the transverse plane.

Figure 4.6a displays the traction state (denoted by solid line) for the failure initiation within the

failure path parallel to the fiber (denoted as in-plane failure path) under the in-plane shear loading
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(case 4: γ̄yz > 0). The traction reaches the initiation envelop under pure mode-II at the orientation

of θc = 0◦ (denoted by circle mark). Another traction state (denoted by star mark) is shown in

Fig. 4.6a under the same loading but within the failure path which is 45◦ across the fiber (denoted

as out-of-plane failure path), consistent with direction of maximum macroscopic principal stress.

The traction is outside the initiation envelope under approximate mode-I condition, indicating that

the mode-I crack initiates prior to the in-plane failure path which initiates under mode-II condition.

It is also important to note that mode-I out-of-plane fracture occurs only slightly before a possible

mode-II in-plane fracture. This indicates that both of the failure states are possible depending on the

microscopic geometry and failure properties associated with mode-I and mode-II fracture. These

two mechanisms have been experimentally observed and well known. The crack parallel to the

fiber is a splitting crack which is commonly seen in the notched laminates subjected to tensile load-

ing [139]. The crack crossed by the fiber indicates shear matrix cracks, which have been observed in

the off-axis laminates under tension [140]. The cross-fiber fracture plane associated with the mode-I

failure (star mark in Fig. 4.6) is not rotationally invariant, and therefore the adaptive strategy can

only accurately capture the mode II in plane fracture case. A hybrid strategy is necessary to track

both failure modes, where the adaptive strategy is used to track in-plane failure modes, whereas

additional paths are a-priori inserted to capture behavior in non-invariant orientations.

Figure 4.6b displays the traction states within a in-plane failure path under the loadings of Cases

4-6. In Case 5, the combination of ϵ̄yy and γ̄yz results in mixed-mode failure but the same nucleation

direction as Case 4, θc = 0◦. Case 6 represents a more complex situation as γ̄xy is involved, in which

the crack nucleates at tilted direction (θc = 158◦) under mixed-mode condition.

4.4 Four-point Bending Beam Analysis

The proposed model is further verified by predicting the crack propagation in notched concrete beam

specimens with four-point constraints. The numerical results are compared with the experiments

described in Ref. [136]. Figure 4.7a shows the particle microstructure configuration employed for

concrete. Statistical isotropy is ensured for the rotational plane within the microstructure in the three

dimensional space. The volume fraction of aggregate particles is 32% and the radius of spherical

idealized particles is 5 mm. The modulus of the aggregate and the cement are respectively 50 GPa

and 34 GPa, and their Poisson’s ratio are 0.2. The resulting homogenized modulus (38 GPa) and
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Figure 4.7: (a) Microstructure configuration of concrete material (b) Geometry and boundary
conditions of four-points bending specimen test. (c) Numerical model and mesh discretizations.

Poisson’s ratio (0.2) are consistent with the concrete properties in Ref. [136]. The tensile strength

and fracture energy of the cement cracking failure path embedded in the particle microstructure

are respectively 0.4 MPa and 0.06 MPa·mm for both mode-I and mode-II. Figure 4.7b shows the

specimen geometry and boundary conditions. The thickness of the specimen in z-direction is 50

mm. A displacement-controlled loading is applied at the top (Fig. 4.7b). The numerical specimens

are respectively restrained by two types of boundary conditions (named type-1 and type-2) which

result in different crack trajectories. The vertical spring stiffness imposed at top left position is

respectively set to be k = 0 (free boundary) and k =∞ (vertical displacement restrained) for type-

1 and type-2 boundary conditions. The rest of boundary conditions are the same in the two cases.

Because no external loading is added along the out-of-plane direction (z direction), the particulate

microstructure is considered to perform effective rotation only in x-y plane. Figure 4.7c displays the

mesh discretization, wherein 8-noded tri-linear hexahedral elements are employed for discretization

with reduced integration and hourglass control.

The numerical results of both type-1 and type-2 boundary conditions are shown in Fig. 4.8,

wherein Fig. 4.8a displays the completely cracked elements (with damage variable ω = 1) in the

domain obtained by the proposed model. The macrocrack propagations in type-1 and 2 cases re-

spectively reveal the direction towards 67◦ and 36◦ with respect to horizontal and overlap with

experimental crack path envelop. Figure 4.8b displays the corresponding element-wise microscopic
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crack orientation, denoted by direction of red lines within the mesh discretization. There is clearly

an overall consistency of microcrack orientation with the trend of macrocrack propagation direc-

tion. Some deviations occur for type-2 case as crack growth approaches the top edge, wherein the

mesh alignment obstructs macrocrack from following the microcrack orientation in a smaller angle

(10◦ - 20◦) with respect to horizontal. Figure 4.8c,d respectively show the responses of CMOD

(i.e. crack mouth opening displacement) vs. reaction force at loading position for type-1 and type-2

case. Type-1 displays a very reasonable match with experiment results until a sudden drop of force

response, which indicates the crack propagation near the top edge of the specimen. There is an

overall agreement between type-2 case and experiments as well, also with a force drop as crack

approaches the top of the specimen.
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Numerical model and mesh discretizations. Inset figure displays the structured mesh discretization
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Table 4.2: Homogenized elastic moduli of the composite and fracture properties used in the delam-
ination migration model

E11 = E22 E33 G12 = G13 G23 ν12 = ν13 ν23

[GPa] [GPa] [GPa] [GPa]

9 156 2.99 5.08 0.49 0.32

Fracture parameters of matrix cracking for unit cell analysis [128, 129]

GIc GIIc tuI tuII K η

[MPa mm] [MPa mm] [MPa] [MPa] [MPa mm−1]

0.2 1 60 90 6× 107 2.1

4.5 Delamination Migration Modeling

4.5.1 Numerical Model

The capabilities of the proposed reduced order multiscale model is further investigated in the con-

text of delamination migration modeling using cross-ply laminates configuration and validated with

a series of experiments [137]. The cross-ply specimens employed in this section were experimen-

tally investigated in Ref. [137]. All constituent properties are identical to those used in the previous
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section and listed in Table 4.1. Hexgonal packed microstructure with fiber volume fraction of 55%

is employed in this section. The corresponding homogenized stiffness is consistent with IM7/8552

carbon fiber-epoxy composite [82, 141] and shown in Table 4.2, along with the fracture properties

employed for both intralaminar matrix cracking and delamination. Depending on the processing

conditions, lamina interfaces could be more resin-rich and exhibit homogenized fracture properties

that differ from intralaminar matrix cracking [142]. In this study, we assume that the fracture prop-

erties within the lamina and at the interfaces are taken to be the same [143]. Figure 4.9a displays

the test configuration and the ply layup. The span length, width and thickness of the specimen are

115mm, 12.7mm, 5.25mm, respectively. A precrack (denoted by T for teflon in the layup shown in

Fig. 4.9) is inserted between 904/0 interface and its length a is 49mm. The specimens are subjected

to vertical displacement-controlled loading applied at four different positions at the top surface, rep-

resented by the load offsets L/a = 1, 1.1, 1.2, 1.3, where L is the distance from the loading position

to the left tip. The specimen is clamped to the fixture at both ends.

Figure 4.9b shows the finite element mesh of the specimen (i.e., the macroscopic domain) and

the fixture. 8-noded tri-linear hexahedral elements with reduced integration and hourglass control

are employed for the discretization. The plies with different orientations are modeled as separate

layers of elements. In the z-direction (through the plane), the ply is discretized with one layer of

elements. The delamination growth and potential migration region (. . . 904/T/0 . . .) is discretized

by a structured mesh. The precrack is embedded in 90◦4 ply, as shown in Fig. 4.9b. The thickness of

the pre-crack is set to 6 µm, which is the same as the teflon insert thickness. A row of elements of the

same width as the precrack are placed ahead of the precrack to ensure that delamination propagation

would proceed without mesh effects. Within the rest of the central 90◦ ply block, element edges are

oriented 60◦ to the horizontal (x) direction to minimize mesh bias effect as the migration is expected

to occur approximately at this angle [137]. The effect of mesh orientation is further discussed below.

The numerical modeling of the fixture is the same in Ref. [76]. Constraints are applied to the two

ends of the specimen via rigid contact condition with friction between clamp fixture, base plate and

the specimen. A clamping force of 1,700N is added on the fixture via two reference nodes whose

displacements are coupled with the top nodes on the fixture. The clamping force is applied in the

initial step before adding the vertical load at the load offset positions. The stiffness of the fixture is

6.8 GPa and its Poisson’s ratio is 0.34. The friction coefficient is set to 0.2. The displacement at the
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Figure 4.10: Force displacement curves for different load offsets (a) L/a = 1, (b) L/a = 1.1, (c)
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indicated in the inset damage contour.
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4.5.2 The Results for Different Load Offsets

Figure 4.10a-d show the force-displacement responses predicted for different load offsets and com-

pared with experimental observations. The beginning of the first unstable event (denoted by circle

0) represents the onset of delamination propagation, which continues as the specimen unloads. The

stiffness and the peak strength have overall reasonable agreements with the experimental results.

The second loading stage is associated with the migration event. Figure 4.11 shows the damage

contours at the end of the simulations for each load case. A thin yellow line in an element indicates

that the failure path within the microstructure has been set (i.e., initiation criterion has been met),

and the failure path has undergone partial damage (0 < ω < 1). Elements with a red line indicates

that complete debonding has occurred (ω = 1). The line orientation indicates microcrack direction.

Figure 4.11 also displays the corresponding position of the crack tip for the beginning (circle 1) and

ending point (circle 3) of the second loading stage in the load-displacement curve. During the unsta-

ble propagation stage associated with the first load drop (between circle 0 and 1), the delamination

propagates along the 90◦/0◦ ply interface without change in the microcrack orientation. The second
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loading stage (between circles 1 and 2) is associated with the formation of a process zone around

the crack tip, as evidenced by the presence of partially damaged microcracks. At this stage, the

dominant crack also progressively changes direction and respectively aligns with approximately 50

degree angle for the cases of L/a = 1, 1.2, 1.3 and 45 degree angle for L/a = 1.1 at the location of

circle 2. The model predicts a rather sudden migration event with insignificant change in load (from

circle 2 to 3), which is followed by the second unstable event. Delamination propagation at the up-

per 90◦/0◦ ply interface occurs during the second load drop. As shown in Fig. 4.11, the microcracks

reorient to align with the ply interface prior to the propagation of the migrated delamination. The

analysis of the initiation as well as the traction-separation conditions that form the dominant crack

indicates that the fracture process is largely mode I.

The features of the predicted force-displacement curve are in agreement with experimental ob-

servations in the case of L/a = 1 (See Fig. 4.10a and [137]). The larger load offset cases do

not show a second loading stage, where the entire process occurs under unstable conditions. The

simulations also show a progressively smaller stable reload region, which nearly disappears when

L/a = 1.3. A possible explanation of this discrepancy is that fixing the crack orientation at the on-

set of interface failure overconstrains the material at the fracture process zone. While the subscale

(i.e., unresolved) damage events at the fracture process zone are more aligned with the proposed

criterion, load redistribution may result in a further realignment prior to percolation. Some theo-

ries adjust crack orientation even after nucleation [82, 144, 145], but enhancement of the current

methodology to account for such an effect is nontrivial and outside the scope of this chapter.

Figure 4.10e shows the distance from the precrack tip to the onset of migration crack (i.e. mi-

gration distance) as a function of load offsets. The increasing trend of migration distance with

normalized load offset agrees well with the experiments. The shifting of the migration distance as

a function of load offset (or more specifically, L) has been explained by the shift in the location

in the specimen, where the shear stress ahead of the crack tip changes sign [76, 137]. During the

delamination propagation stage, the shear stress is positive and the microcracks tend to form with

a downward trend. This action is resisted by the 0◦ ply below the crack, and the delamination pre-

crack extends horizontally. The magnitude of the shear stress reduces with the crack growth. As

shown in Fig. 4.5c, the microcracks turn progressively in the clockwise direction with a reduction in

shear stress and kink upwards when the shear stress becomes negative. The simulations confirm the
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change in sign of shear stress at onset of the migration process, which agrees well with observations

made in Ref. [137, 146]. Experiments also indicate a gradual kinking of the macrocrack (a smooth

transition to the migration crack) before the migration event. In the current numerical simulations,

mesh bias effects do not permit a gradual crack reorientation, but this propensity manifests itself as

the formation of the fracture process zone near the migration location. While the extent of the pro-

cess zone is exacerbated by the numerical effects of mesh bias and due to setting of the microcrack

orientation at failure onset, presence of a fracture process zone has been observed experimentally

in Ref. [146] as well. Those delamination tests show multiple migration attempts that fail to crack

through the lamina before the migration event.

Figure 4.10f extracts the equivalent traction (denoted as ∥t∥ =
√

t2N + t2S1 + t2S2) and mixed-

mode ratio (denoted by |δT /ν|) resolved in the softening stage as a function of equivalent separation

(ν) from the elements respectively within the interface crack and the kinking crack near the migra-

tion location in the L/a = 1.1 case. The curves of mixed mode ratio show that the interface crack

(denoted by dash line) nucleates under mode-I condition but gradually involves mode-II fracture

in the softening stage, while there is not much shear deformation in the kinking crack (denoted by

dash line). The feature is consistent with fractography observations in Ref. [137].

4.5.3 The Effect of Mesh Discretization

The influence of mesh alignment on the migration behavior is also investigated. Figure 4.12a shows

the result of L/a = 1.1 using a fully structured mesh with vertical mesh alignment. We observe that

there is initiated damage with reorientation (denoted by yellow lines) in the 90◦ ply but the mesh

alignment prevents the migration event and the delamination continuously propagates along the

initial interface. Another simulation case employs the mesh edge orientation of 45◦ with respect to

the x direction. The damage pattern, microcrack orientations and the force-displacement response

(See Fig. 4.12g) are similar to those obtained with the 60◦ mesh. The dominant crack reorients at

45◦ before complete migration crack occurs. The migration distance is 15.05mm, very close to the

15.19mm predicted by the mesh with 60◦ alignment.

A mesh size convergence study for kinking failure is also performed. Additional simulations

with element sizes of 4mm, 3mm, 2mm in both x and y directions are performed with the load

offset L/a = 1.1. The mesh edge orientation is set to 60◦ with respect to the x direction. Mesh
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different mesh alignment: (a) 90◦, (b) 45◦, and different sizes of mesh discretizations: (c)

6mm× 12mm, (d) 4mm× 4mm, (e) 3mm× 3mm, (f) 2mm× 2mm. (g) The force-displacement
responses of different mesh sizes and alignment. (h) The crack orientation along the kinking crack
(ω = 1) from the bottom interface (y=0.03mm) to the top interface (y=0.45mm) across the 904 ply

for different mesh sizes.

size regularization is performed using the procedure explained in Ref [25]. Figures 4.12c-f show

the damage contours and the crack orientation for different mesh densities. Displaying the same

part of the specimen, the contours show that the migration locations have almost no change with the

mesh size. The orientation of the complete kinking failure is around 60◦ near the initial interface

and gradually becomes near horizontal when it approaches the second interface. It is more clearly
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shown in Fig. 4.12f that the orientation converges around 20◦ to 30◦ as the mesh size decreases.

Figure 4.12g displays the force-displacement responses for different mesh densities, which shows

good agreement with each other except for the slight discrepancies of the peak points for the second

unstable event.

4.6 Conclusion

This chapter introduces the idea of rotating the microstructure to capture correct microcrack ori-

entation by adaptively selecting the basis approximation, leveraging rotational invariance of mi-

crostructure along the rotational plane. As the number of basis for failure path is not changed

during the rotation, it achieves higher computational efficiency than embedding multiple failure

path in the fixed-oriented microstructure for modeling re-oriented crack propagation. The basis ap-

proximation based on a new dynamic crack nucleation and orientation criterion. The nucleation is

identified according to the relationship of traction state and crack initiation envelop as a function

of microstructure orientation. It is important to note that the crack can also possibly nucleate out

of rotational plane. A typical example is that microstructure can either undergo mode II splitting

cracks or mode I matrix cracks under pure shear loading and the initiation strength of both failure

mechanisms are similar. In this case, the microstructure configuration dictates the prevailing of

those failure mechanisms, highlighting the multiscale nature of the problem.

The proposed idea is integrated into MDDT model and validated in the context of four-points

bending test using concrete beam and delamination migration test using cross-ply laminates. The

outcomes show good qualitative and quantitative agreements with experimental results.

82



CHAPTER 5

MULTISCALE MODELING FOR SHEAR NON-LINEARITY

5.1 Introduction

This chapter includes the visco-plasticity theory to eigenstrain-based homogenization model (EHM)

for describing the shear non-linearity effect in the matrix phase of composite materials. The formu-

lation of Eqs. 2.14, 2.21 are extended by incorporating phase eigenstrain (i.e. visco-plasticity flow)

as described in Ref. [50, 51, 147, 148]. EHM combines asymptotic expansion method with trans-

formation field analysis (TFA) to model multiscale inelastic response. However, it is well-known

that the nonlinear response obtained by TFA can be overly stiff compared to direct numerical simu-

lation [149, 150], as TFA cannot correctly represent the stress redistribution in the region with stress

inhomogeneity. The previous studies typically employ the following two categories of alleviating

strategies. One of them is to construct an enhanced approximation of eigenstrain field, by either dy-

namics partitioning scheme, which subdivides the phase domain into several parts using data-driven

algorithm, such as k-means clustering [151, 152], Ward’s clustering method [153], or by increasing

the order of approximation basis (i.e. using non-linear basis function [49]). This chapter shows a

convergence study with respect to number of partitions in the matrix phase using piecewise constant

basis function in the context of unnotched specimen and compares the results to direct numerical

simulations. Another class of studies focuses on regularizing the influence functions, which, within

classic eigenstrain theory, is generated using matrix and fiber elasticity. Those regularization are

proposed by either using instantaneous tangential stiffness of stress-strain relationship in yielded

matrix [150, 154, 155], or enforcing eigenstrain compatibility [149]. This chapter investigates the

potential of regularization strategy using instantaneous tangential stiffness.

5.2 Formulations

5.2.1 Integration of Phase Eigenstrain

Consider the microstructure with periodicity setting in Fig. 2.1. Besides the presence of potential

brittle or quasi-brittle fracture, the effect of shear nonlinearity is considered within the matrix phase

and it is modeled by viscoplasticity theory. The viscoplasticity flow can be considered as inelastic
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strain (or eigenstrain) in the multiscale formulation, and its rate form can be defined by Perzyna

formulation:

µ̇ =
⟨f(σ,p)⟩

η

∂f(σ,p)

∂σ
(5.1)

where η stands for the viscosity parameter, f(σ,p) stands for yield surface expressed as a function

of stress σ and plastic internal state variable p. With addition of inelastic strain µ, the microscopic

displacement field in Eq. 2.2 can be expressed as:

u1 (x,y, t) = H (y) : ϵ0 (x, t) +
n∑

a=1

(ha ∗ δa)Sa
+ (hph ∗ µ)Θ (5.2)

where (· ∗ ·)Θ denotes the convolution operation over the microstructure domain, whose integral

expression is indicated in Eq. 2.3. hph is the phase influence function and it is numerically evaluated

based on constituent elasticity (See Ref. [51]). The strain field expression in Eq. 2.4 can be then

adjusted as:

ϵ (x,y, t) = A(y)ϵ0 +
n∑

a=1

(ga ∗ δa)Sa + (gph ∗ µ0)Θ (5.3)

where gph is the phase polarization influence function, defined as gph = ∇s
yhph.

The inelastic strain field and stress fields can be approximated using reduced-order basis func-

tions:

µ0 (x,y, t) =

q∑
γ=1

N
(γ)
ph (y)µ(γ) (x, t) (5.4)

σ0 (x,y, t) =

q∑
γ=1

N
(γ)
ph (y)σ(γ) (x, t) (5.5)

where q is the total number of basis for the reduced-order approximation. µ(γ) and σ(γ) are non-

local inelastic strain and stress coefficients. Similar to Eq. 2.12, the coefficients can be inversely

computed as:

µ(ζ) (x, t) =

∫
Θ
ϕ(ζ) (ŷ)µ (x, ŷ, t) dŷ (5.6)

σ(ζ) (x, t) =

∫
Θ
ϕ(ζ) (ŷ)σ (x, ŷ, t) dŷ (5.7)
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where the nonlocal weight function satisfies the constraints of positivity and normality, as well as

orthonormality with the shape function.

Substituting the decomposition of inelastic strain Eq. 5.4 to Eq. 5.3, premultiplying the resulting

equation with non-local weight function, integrating over the microstructure domain and taking time

derivative yield:

ϵ̇(ζ) (x, t)−
q∑

γ=1

P(γζ) : µ̇(γ) (x, t) = A(ζ) : ˙̄ϵ (x, t) (5.8)

where P(γζ) and A(ζ) are coefficient tensors representing the contribution of inelastic strain and the

concentration of overall strain . Their expressions are:

P(γζ) =

∫
Θ

∫
Θ
ϕ(ζ)N

(γ)
ph g(y, ŷ)dŷdy (5.9)

A(ζ) =

∫
Θ
ϕ(ζ)A(y)dy (5.10)

Combining Eq. 5.8 and the constitutive equation σ̇(ζ) = L(ζ)
(
ϵ̇(ζ) − µ̇(ζ)

)
with considering

the contribution of separation, and taking time derivative result in the following equation:

M(ζ) : σ̇(ζ) =

q∑
γ=1

[
P(γζ) − δ(γζ)I

]
: µ̇(γ) +A(ζ) : ˙̄ϵ+

m∑
γ=1

R(γα) · δ̇(α) (5.11)

where M(ζ) = [L(ζ)]−1, the coefficient tensor R(γα), α = 1, 2 . . .m is expressed as:

R(γα) =

∫
Θ

∫
Sα

ϕ(γ)N (α)g(y, ŷ)dŷdy (5.12)

Modifying Eq. 2.14 according to Eq. 5.3 yields:

ṫ(α) (x, t)−C(α) : ˙̄ϵ (x, t) +
m∑

β=1

D(αβ) · δ̇(β) (x, t) +
q∑

ζ=1

F(αζ) : µ̇(ζ) = 0 (5.13)

where the coefficient tensor F(αζ) is expressed as:

F(αζ) =
1

Sα

∫
Sα

∫
Θ
g (y, ŷ) : L(y) :

[
P(γζ) − δ(γζ)I

]
dŷdy (5.14)

Similarly to partition of failure path in Eq. 5.15, the microstructure domain can be partition into
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nonoverlapping subdomain denoted by Θ(γ). The piecewise function is chosen for the shape and

weight functions:

N
(γ)
ph (ŷ) =

 1 if ŷ ∈ Θ(γ)

0 elsewhere
ϕ(γ) (ŷ) =

 1/|Θ(γ)| if ŷ ∈ Θ(γ)

0 elsewhere
(5.15)

When the piecewise function is employed for approximation basis of stress field, the homoge-

nized stress can be computed as:

σ̄ =

q∑
γ=1

|Θ(γ)|
|Θ|

σ(γ) (5.16)

The algebraic nonlinear system of equations including Eq. 5.1, 5.11, 5.13 constitute the reduced-

order viscoplasticity microscale problem, wherein the macroscale strain is the forcing function. In

the following analysis, the brittle fracture in the failure path is ignored (i.e. δα = 0). Only the

stresses in each part are considered as unknown variables.

5.2.2 Regularization based on instantaneous tangent stiffness

The over-stiff response has been observed when the matrix undergoes viscoplasticity and the em-

bedded fiber is still elastic, because the yield stress of fiber is commonly order of magnitude higher

than matrix. This is due to inaccurate approximation of inelastic strain field and can be regularized

by correction of the coefficient tensors. The regularization is similar to Refs. [150, 156] and adopts

instantaneous tangent stiffness to recompute the coefficient tensor P(γζ) instead of integrating phase

polarization influence function gph over the microstructure domain (see Eq. 5.9). The instantaneous

tangent stiffness L̃(ζ) is expressed within the rate form of stress-strain relationship:

σ̇(ζ) = L̃(ζ) : ϵ̇(ζ) (5.17)

In this case, the influence function problem is described as the rate form of microstructural

equilibrium with periodic boundary condition:

∇,y ·
[
L̃(y) : Ã(y)

]
= 0, y ∈ Θ (5.18)

The influence function Ã(y) is solved in Eq. 5.18 and employed in the rate form of localization
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rule:

ϵ̇ (x,y, t) = Ã(y) : ϵ̇0 (x, t) (5.19)

Apply reduced-order basis approximation to the field of strain rate ϵ̇ (x,y, t), the approximated

strain rate in each part is expressed as:

ϵ̇(ζ) (x, t) = Ã(ζ) : ˙̄ϵ (x, t) (5.20)

where Ã(y) is:

Ã(ζ) =

∫
Θ
ϕ(ζ)Ã(y)dy (5.21)

Substitute Eq. 5.20 to the constitutive equation σ̇(ζ) = L(ζ) :
(
ϵ̇(ζ) − µ̇(ζ)

)
results in:

µ̇(ζ) =
(
I−M(ζ) : L̃(ζ)

)
: Ã(ζ) : ˙̄ϵ (5.22)

By associating Eq. 5.22 with Eq. 5.11 and ignoring the separation term, the regularized coeffi-

cient tensor P̃(γζ) can be obtained in terms of:

Ã(ζ) −A(ζ) =
∑
γ

P̃(γζ)
(
I−M(γ) : L̃(γ)

)
: Ã(γ) (5.23)

P̃(γζ) is indetermined with only Eq. 5.23 because the number of equation (equals to partition

number q) is less than the number of unknown (q2). Additional constraints need to be considered.

One solution is to enforce matrix phase with single partition indexed by q, while fiber can be parti-

tioned to more than one part, indexed by 1, 2 . . . q − 1. Considering that fiber parts are all elastic,

there is:

I−M(ζ) : L̃(ζ) = 0, ζ = 1, 2 . . . q − 1 (5.24)

Sbustituting Eq. 5.24 to Eq. 5.23, P̃(ζq) can be expressed by:

P̃(qζ) =
(
Ã(ζ) −A(ζ)

)
:
[
Ã(q)

]−1
:
(
I−M(q) : L̃(q)

)−1
, ζ = 1, 2 . . . q − 1 (5.25)

Considering elastic fiber with µ̇(ζ) = 0, ζ = 1, 2 . . . q − 1, the regularized governing equation
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Eq. 5.11 becomes:

M(ζ) : σ̇(ζ) =
[
P̃(qζ) − δ(qζ)I

]
: µ̇(q) +A(ζ) : ˙̄ϵ, ζ = 1, 2 . . . q (5.26)

5.3 Numerical Implementation

5.3.1 Coefficient Tensor Regularization

The regularization in section 5.2.2 initiates from acquring the instantaneous tangential stiffness L̃

from rate form of stress-strain relationship in matrix phase. Ref. [154, 155] provided a straightfor-

ward method to approximate L̃ with assuming its isotropy:

L̃ = 2G̃Idev + 3KIvol (5.27)

where G̃ is the tangent shear modulus influenced by viscoplasticity, while bulk modulus K is intact.

Ivol and Idev are respectively given by:

Ivol =
1

3
I2 ⊗ I2, Idev = I4 − Ivol (5.28)

where I2, I4 are respectively second and fourth order identity tensor. Under the condition of J2

viscoplasticity, tangent shear modulus at the current increment is computed from the previous state:

G̃ =t G̃ exp (−3G∆t/η) (5.29)

where G is the elastic shear modulus.

5.3.2 Macroscopic Stress Update

The governing equations Eqs. 5.26, 5.13 can be solved incrementally. The homogenized strain

increment ∆ϵ̄ and the stresses in each part tσ
(ζ) at the previous increment are given for solving

the equation. The left subscript denotes the incremental step, i.e., t(·) and t+∆t(·) stands for the

variables at the previous and current increments, respectively. For simplicity, subscript t+∆t(·) is

omitted for simplicity. The variables related to quasi-brittle events in failure path is ignored in the

following numerical examples (i.e. δα = 0). The stresses in each part constitute the state variables:
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d = {σ(1),σ(2) · · ·σ(q)}, and the nonlinear equation system at time increment t+∆t is expressed

as:

Φ(d) = {Φ(1),Φ(2) · · ·Φ(q)} (5.30)

where:

Φ(ζ)(d) = M(ζ) : σ(ζ) −∆t

n∑
γ=1

[
P̃(γζ) − δ(γζ)I

]
: µ̇(ζ)

(
σ(ζ)

)
−Q(ζ) (5.31)

where Q(ζ) are constant term in the equation, expressed as:

Q(ζ) =
n∑

ζ=1

M(ζ) : tσ
(ζ) +A(ζ) : ∆ϵ̄ (5.32)

The jacobian of non-linear system is expressed as:

dΦ

dd
=


M(ζ) −∆t

[
P(ηζ) − I

]
:
∂µ̇(η)

∂σ(η)
if ζ = η

−∆tP(ηζ) :
∂µ̇(η)

∂σ(η)
if ζ ̸= η

, (5.33)

in which the derivative
∂µ̇

∂σ
depends on the form of visco-plasticity model. In this chapter, J2

viscoplasticity is considered for the matrix phase. The constitutive relationship is defined by the

following equations:

µ̇ =


⟨f⟩
η

df

dσ
if f > 0

0 if f ≤ 0

, f = σv −
√

3

2
σY (5.34)

where σv stands for Von-mises stress, σY stands for yield stress, f represents yield function. The

superscript for part index is omitted for brevity.

5.3.3 Implementation procedure

Based on the definition above, the solution procedure for solving viscoplasticity process consists of

the following step:

At initialization, assign the indicator INELAS ← 0 at each integration point. Assign G̃ with

elastic shear modulus in matrix phase. During the multiscale simulation at a given increment, t+∆t,

the updated procedure is as follows:
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1. Update homogenized strain: ϵ̄ = tϵ̄+∆ϵ̄;

2. Regularize coefficient tensor P̃(qζ):

2a. If INELAS = 1: Initialize tangent shear modulus G̃ by Eq. 5.29 using previous tangent

shear modulus tG̃. If INELAS = 0: directly assign G̃←t G̃;

2b. Compute tangential stiffness tensor L̃ using Eq. 5.27;

2c. Compute concentration coefficient tensor Ã(ζ) using Eq. 5.18 and 5.21;

2d. Compute regularized coefficient tensor P̃(qζ) based on Eq. 5.25;

2. Initialize the unknown stresses in each part 0d = td;

4. Loop until convergence;

4a. Compute the system residual: k∂Ψ(kd);

4b. Check convergence: ∥ k∂Ψ ∥≤ tol;

4c. If convergence: Exit loop;

4d. Compute system Jacobian: k(∂Ψ/∂d);

4e. Update unknown coefficients: k+1d = kd− k(∂Ψ/∂d)−1 kΨ;

4f. k ← k + 1

5. Update the macroscopic stress σ̄ based on Eq. 5.16.

6. If matrix inelastic strain rate µ̇(q) > 0: assign INELAS = 1; else: assign INELAS = 0.

5.4 Unit Cell Test

Consider the same three-dimensional unit cell specimen and square-packed composite microstruc-

ture as shown in Fig. 2.4. For simplicity, both fiber and matrix material are considered to be

isotropic, which are respectively Ef = 9.67GPa, νf = 0.34 and Em = 4.67GPa, νm = 0.34.

The yield stress for matrix phase is 60 MPa. The fiber is considered to be pure elastic. The crack

nucleation within the failure path is not considered in the following tests.

5.4.1 Partition Convergence Test

The convergence of non-linear response with respect to partition number is firstly investigated.

A tensile loading at y direction is applied to the specimen. The viscosity parameter of matrix

phase is η = 100. Fig. 5.1 shows the different mesh discretizations and partition scheme of three-

dimensional microstructure for computing the influence functions and coefficient tensors. The mesh
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x

y

Figure 5.1: Different partitions for matrix in the microstructure: (a) 2 parts with coarse mesh, (b) 2
parts with fine mesh, (c) 35 parts with coarse mesh, (d) 35 parts with fine mesh, (e) 137 parts with

fine mesh.

density is categorized into coarse and fine ones. The matrix phase is respectively partitioned into 1,

34 and 136 parts, while the whole fiber is considered as one integral part. There is no partition in

the z-direction. For the microstructure with 35 and 137 partitions (See Fig. 5.1c,d,e), the domains

for the same part appear to be symmetry along the central y-z plane. For 35 parts with coarse

mesh (Fig. 5.1c) and 137 parts with fine mesh (Fig. 5.1e), the matrix phase within the half part of

specimen is partitioned element by element. No regularization is applied for the coefficient tensors

in those tests.
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Figure 5.2: Macroscopic stress-strain curves of reduced order model based on different partitions
and mesh discretizations of microstructure.

Figure 5.2 shows the corresponding macroscopic stress-strain response for different microstruc-

ture discretizations and partitions. The results are compared to DNS result which adopts the coarse

mesh partitions. It is obvious that microstructure mesh discretization has little influence on the over-

all response. The tangential stiffness of non-linear response is reduced with the increased number
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of partitions. However, the reduction amplitude from 35 parts to 137 parts is really small and it

still exists a significant discrepancy between the DNS result using the coarse mesh partitions (DNS

result exhibit softer behavior using finer mesh). The results indicate that only adopting the strategy

of increasing partitions is not adequate for resolving the over-stiff non-linear response.
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Figure 5.3: Macroscopic stress-strain curves of reduced order model with regularization compared
to DNS and unregularized results. (a) η = 100, tensile loading, (b) η = 1000, shear loading, (c)
η = 100, shear loading, (d) η = 1000, shear loading. The inset contours represent the matrix

von-mises stress for DNS results, which are amplified in Fig. 5.4.

5.4.2 ROM With Regularization

In this section, the results are generated using the reduced-order model with regularization demon-

strated in section 5.2.2. The specimen is respectively applied with tensile loading at y direction

and shear load in y-z plane. The viscosity parameters are respectively set to be η = 100, 1000.

The evolution of inelastic strain with higher viscosity becomes slower in terms of loading and the

transition from elasticity to plasticity limit will be longer. All of reduced-order models with or
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without regularization use dual partitions scheme. Figure 5.3 displays the macroscopic stress-strain

responses for different sets of viscosity and loading scenarios. For Fig. 5.3a,b,d, the formulations

with regularization achieves good agreement with DNS results. In Fig. 5.3c, the discrepancy mainly

results from the approximation of overall yield limit in matrix phase, which is out of capabilities of

regularization. The regularization can only affect the tangent stiffness after yielding which shows

good agreement with DNS results. The discrepancies of yield limit approximation in tensile loading

cases (Fig. 5.3a,b) are not so obvious, largely because their non-uniformity of stress field are less

significant than shear loading cases, indicated by the Von-Mises stress contours in Fig. 5.4. In this

case, multiple partitions of matrix phase is required in the regularization scheme to resolve the non-

uniformity, but it also requires additional constraints for P̃(γζ), because the number of equations in

Eq. 5.23 for solving P̃(γζ) is not enough for more parts.
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Figure 5.4: Von-mises stress contours in matrix phase for DNS results (a) η = 100, tensile loading,
(b) η = 1000, shear loading, (c) η = 100, shear loading, (d) η = 1000, shear loading. The stress

contour in fiber part is not shown for clarification.

5.5 Conclusion

This chapter integrates viscoplasticity theory into homogenization-based multiscale model and re-

spectively investigate the potentials of using partitioning scheme and coefficient tensor regulariza-

tion for resolving the well-known over-stiff non-linear response. The convergence study with re-
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spect to partition numbers in matrix phase indicates that the over-stiff response cannot be alleviated

by solely increasing the partition number. The regularization in terms of approximating instanta-

neous tangent stiffness is adopted and achieve good agreement with DNS results. But the correction

of coefficient tensor is currently limited to two-partition scheme, therefore not applicable to approx-

imate the yield limit with fine accuracy. A better strategy lies in combination of the two methods

and is expected to be developed.

94



CHAPTER 6

INVERSE CHARACTERIZATION OF IN-SITU COMPOSITE PROPERTIES

6.1 Introduction

This chapter investigates inverse characterization of in-situ elastic properties of composite con-

stituent materials based on microscopic displacement measurements. The characterization follows

an optimization procedure, in which the discrepancy between observed and simulated localized dis-

placements are minimized to arrive at the constituent properties. As evidenced by nano-indentation

tests, the matrix properties are considered to exhibit spatial variability that is parametrically de-

scribed by function forms. The parameters of these functions are cast as the unknowns in the opti-

mization. A focus of this study is accounting for and alleviating the effect of measurement noise,

which can severely corrupt the parameter identification process [157]. This study provides formu-

lations for the inverse optimization and the output parameters are shown to be statistical consistent

by using the statistical inference [158, 159]. The prerequisites for the consistency with respect to

continuity of risk measures and identifiability of model parameters are demonstrated in the pro-

posed problem setting. The effectiveness of the proposed characterization method is evaluated by a

series of numerical tests on microscopic continuous fiber-reinforced composite specimen subjected

to compressive loading in the transverse direction. The synthetic displacements are assumed to be

measured at the fiber centroids mimicking the data from template matching technique [107]. Nu-

merical analysis demonstrate the effect of measurement noise on the fidelity of identified properties,

and study conditions for which the effect of noise could be alleviated.

6.2 Inverse characterization methodology

6.2.1 Problem statement

Consider a long fiber reinforced composite specimen at the mesoscale with the domain, Ω, param-

eterized by the position coordinate vector, y. The specimen is subjected to loading, F (y), applied

in the transverse plane (i.e. y1-y2 plane shown in Fig. 6.1). The domain includes m randomly posi-

tioned fibers within the domain. The elastic constants of each fiber are taken to be spatially constant,

and fiber-to-fiber property variability is taken to be negligible. The elastic properties of the matrix
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Figure 6.1: Schematic illustration of characterization for in-situ microscopic epoxy resin
properties using optimization approach.

are taken to exhibit deterministic spatial variability dictated by the manufacturing processes. Po-

tential stochastic variability in the material properties is taken to be small relative to deterministic

variability. Under the action of the mechanical loading, the composite specimen elastically deforms.

A discrete set of displacement measurements are collected on the specimen surface parallel to the

transverse plane: uexp = {uexp
i

∣∣i = 1, 2}, where n denotes the total number of available displace-

ment observations. Each displacement measurement, uexp
i could be the displacement vector at a

discrete spatial position in the specimen (i.e., uexp
i = u (yi)+ϵ, yi ∈ Ω) or a generalized displace-

ment (e.g., uexp
i =

∫
Ω νi(y)u

exp
i (y)dΩ + ϵ, where νi is a weight function). Each measurement

data point, uexp
i is considered to be noisy (with noise amplitude ϵ) due to inaccuracies in the mea-

surement system. We can further generalize experimental data to be a set of observations from nexp

experiments. All nexp experiments could be performed on the same specimen (e.g., load-unload-

reload cycles with each load-up resulting in a different dataset due to the measurement noise and

due to different load amplitude applied in each cycle); each experiment performed on a different

specimen; or a combination thereof. We seek to estimate the spatially variable elastic properties of

the material constituents based on this noisy displacement information.
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Figure 6.1 schematically depicts the estimation approach, where material property estimation is

posed as an optimization problem. In order to operate in a finite dimensional setting, the constituent

properties are expressed using a function g(y;θ), y ∈ Ω, where θ is a vector of constitutive pa-

rameters that also describes their spatial variation. The displacement measurement uexp is the input

to the optimization procedure. Numerical simulation of the mechanical response of the specimen

constitutes the “forward problem”. The optimization procedure iteratively adjusts the constitutive

parameter vector θ, until the discrepancy between the computationally obtained displacement mea-

sures usim = {usim
i

∣∣i = 1, 2} and the experimental observations, uexp is minimized. The prediction

error, L (also referred to as the objective function, cost or risk function) adopts the form of normal-

ized mean square error (NMSE):

min
θ

L (θ) ; L (θ) =

∑n
i=1 ∥u

exp
i − usim

i (θ) ∥2∑n
i=1 ∥u

exp
i ∥

2 (6.1)

usim
i is obtained from the forward problem, which minimizes the potential energy with model pa-

rameters θ and the loading F as the inputs:

Usim = argmin
ûsim

Πp

(
ûsim;θ,F

)
(6.2)

and then sampling the simulated displacement field Usim, usim for discrete values that correspond

to measured data. The model estimate is obtained from Eq. 6.1 as:

θ̂n = argmin
θ

L (θ) (6.3)

The strict convexity of the objective function in Eq. 6.1 with respect to the displacement field

Usim is obvious, and consequently there is a unique displacement vector usim corresponding to the

global minimum in Eq. 6.1. However, usim consists of a set of discrete samples from Usim(y).

Whether the constitutive parameter set θ̂n is unique for a given displacement vector usim is not as

obvious. The identifiability condition that ensures the existence of a unique solution θ̂n is discussed

in the following section.

The solution accuracy depends on the following factors: (1) the amplitude of measurement

noise; (2) the amount of experimental observations, n. (3) the inference of the material model,
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such as the assumption of the form of properties’ spatial variability, g(θ;y). In what follows,

we particularly focus on the effect of measurement noise and, following the statistical inference

theory [158, 159], provide a mathematical framework to show that the prediction error L and the

model estimate θ̂n are statistically consistent. That is, the model estimate asymptotically converges

to the optimal value with increasing amount of measurement data.

6.2.2 Optimization with noisy data

The set of displacement measurements uexp is considered to consist of into the true displacement

values u and a measurement noise term ϵ:

uexp = u+ ϵ (6.4)

where ϵ consists of independent random variables for each displacement measurement (i.e., mea-

surement noise is taken to be spatial uncorrelated). Each error component follows a Gaussian

probability distribution with the zero mean and the standard deviation of σϵ. The effect of noise

randomness on prediction error can be revealed by substituting Eq. 6.4 to Eq. 6.1:

L =

n∑
i=1

∥ui − usim
i ∥2 + 2ϵi · (ui − usim

i ) + ∥ϵi∥2

n∑
i=1

∥ui∥2 + 2ϵi · ui + ∥ϵi∥2
(6.5)

where
∑n

i=1 ∥ui − usim
i ∥2 is the true prediction error.

Leveraging the law of large numbers, increasing number of sampling points enables:

1

n

n∑
i=1

ϵi · (ui − usim
i )→ E(ϵi) · E

(
ui − usim

i

)
= 0 (6.6)

1

n

n∑
i=1

∥ϵi∥2 → E
(
∥ϵi∥2

)
= σ2

ϵ ,
1

n

nj∑
i=1

ϵi · ui → E (ϵi · ui) = 0 (6.7)

Equation 6.6 is held only if ui − usim
i is continuous for each model parameter θ ∈ Θ. The

continuity is ensured by strict convexity of the potential energy Πp with respect to usim for each θ

(See proof for Proposition 2 in Aswani et al. [159]). The convexity of Πp in terms of full-field dis-
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placement in linear elasticity is standard, for instance when usim represents all nodal displacement

values of a finite element model [160]. The convexity of Πp when usim is a subset of the nodal

displacement vector is demonstrated in the appendix at the section 6.5.1. Substituting Eqs. 6.6, 6.7

into Eq. 6.5 and setting n→∞, the objective function asymptotically converges to:

L →
∑n

i=1 ∥ui − usim
i ∥2 + 2nσ2

ϵ∑n
i=1 ∥ui∥2 + 2nσ2

ϵ

(6.8)

The asymptotic expression of L only contains the variance of measurement noise σϵ and the

true prediction error. Therefore, provided that the numerical model used to solve the forward prob-

lem represents the true model and that the optimization algorithm selected can identify the global

minimum of the objective function, the displacement prediction converges to the true value in the

optimization as n→∞:

Risk consistency : usim → u (6.9)

Identifiability condition refers to the case when the true material parameter set θtrue uniquely defines

the true displacements under the applied loading. If identifiability condition is satisfied then the

model estimation is also convergent:

Estimation consistency : θ̂→θtrue (6.10)

in which θ̂ = θ̂n|n→∞. However, it is possible that two (or more) different parameter sets, ˆ̂θ and θ̂

with ˆ̂
θ ̸= θ̂ lead to the true displacement response u extracted from the measurement locations, and

therefore the true value of θ cannot be identified from u. In the appendix of section 6.5.2, we demon-

strate the identifiability condition for a one-dimensional composite specimen in which the spatial

variation of matrix stiffness Em (y;θ) is characterized using the fiber centroid displacements as in-

put. This study shows that regular arrangement of fibers fails the identifiability condition regardless

of the form of the spatial variation of the matrix stiffness. In contrast, random arrangement of fibers

typically provides sufficient information to satisfy identifiability condition (more detailed analysis

presented in the appendix at section 6.5.2). A general extension to two-dimensional specimen is

not straightforward, but it is reasonable to suppose that the identifiability condition is satisfied by
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considering sufficiently large datasets on specimens with randomly distributed fibers. 2D numerical

examples are provided in the following sections that point to this observation.

Based on risk and estimation consistency of the parameter estimation problem, the noise effect

is expected to be mitigated with increasing number of sampling points. Besides noise effect, the

consistency of displacement and parameter prediction to the true value also depends on a-priori

knowledge of the numerical model in the forward problem. Overfitting to the noise might exist

if the form of assumed model is more complex than the true model, but it can be excluded by

increasing number of sampling points as addition of noise at each sampling points converges to its

standard deviation in Eq. 6.8.

6.2.3 Optimization Algorithms

In the numerical studies performed below, we employed two methods to evaluate the optimization

problem stated in Eq. 6.1: (1) enumeration algorithm; and (2) sequential quadratic programming

(SQP).

The main idea behind the enumeration algorithm is direct sampling of the parameter space and

computation of the objective function at every sampling point. While this approach is clearly com-

putationally prohibitive for cases when the number of parameters exceed 2 or 3 due to exponential

scaling of sampling, we employ this approach to map the objective function to study its character-

istics. We employ uniform sampling of the parameter space. Parameter bounds are set tight enough

such that the objective function can be accurately mapped. For efficiency, we refine the grid near

the optimal solution and use parallel evaluation of the sampling points.

For identification studies with more than two properties, the sequential quadratic programming

(SQP) is employed due to its applicability for constrained optimization problems with large number

of unknowns [161]. In the following examples, the constraints are defined as enforcement of the

model parameters within reasonable range. All the parameters are normalized within the range of

[0, 1] to unify the scale. Several other gradient-based, evolutionary and other optimization methods

could also be employed to solve this problem. The gradients of the objective function with respect to

model parameters are evaluated using the finite difference method. In order to improve likelihood

of achieving the global minimum, the multi-start method is employed, where optimizations are

started with randomly selected initial conditions using stratified sampling in the parameter space.
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The final output of model parameter is corresponding the smallest objective function among all the

optimizations.

(a) (b)

y2

y1

L

L

Figure 6.2: Schematic illustration of numerical specimen in the characterization examples. (a)
Geometry, loading and boundary conditions. (b) Mesh discretization.

6.3 Numerical examples

A series of numerical examples are conducted based on synthetically generated experiments using

unidirectional fiber-reinforced composite specimens. The feasibility of the inverse characterization

approach is investigated using enumeration algorithm from the following aspects: (1) the identifia-

bility condition for different fiber arrangements. (2) the effect of measurement noise with different

amplitudes on the identification results. (3) the alleviation of noise effect by increasing sampling

points and adjusting fiber volume fraction. The capability of the proposed approach in identifying

more complex parameter variation are investigated using sequential quadratic programming.

6.3.1 Problem setup

Figure 6.2a illustrates a sample mesoscopic geometry, and the loading and boundary conditions used

in the synthetic experiments. Two-dimensional specimens are subjected to 1% strain-controlled

compressive loading under plane strain condition. The random arrangement of fibers is created by

random sequential adsorption process [162]. The synthetic experimental data is generated by first

performing finite element simulations using the open-source package, Calculix [163]. Figure 6.2b

shows a sample discretization of the composite specimen. Linear tetrahedral elements are used and
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the level of mesh size refinement has been checked to ensure the results’ accuracy.

The mechanical properties of the composite constituents are chosen to be similar to a typi-

cal graphite reinforced thermoset epoxy composite [93]. The fibers are modeled as transversely

isotropic. Fiber moduli are constant within the domain of a fiber and for all fibers within the speci-

men. The Young’s modulus of the isotropic resin is taken to be spatially variable. The resin Young’s

modulus associated with a spatial point Em(y) is assumed to be an exponential function of the

distance of the material point, y from the nearest fiber-matrix interface, l:

Em (y) =
(
Eint − Ēm

)
exp (−αl) + Ēm (6.11)

where Eint stands for the resin stiffness at the fiber-matrix interface, α is a parameter that con-

trols the variation of stiffness distribution, Ēm represents the stiffness at a large distance from the

fiber-matrix interface (i.e. Em = Ēm, with l → ∞) and its value can be considered as the neat

resin stiffness. The aforementioned spatial variation is evidenced by the nano-indentation tests in

Ref. [98], which reveals an exponential relationship between the indentation modulus and the size

of resin pocket. The experimental measurements for Eint, Ēm and α in Ref. [98] are employed

for generating synthetic measurements and listed in Table 6.1 along with the Poisson ratio νm as

well as the fiber properties. The numerical results of the finite element simulations are used as the

basis for generating the synthetic experimental data. The data generation mimics the fiber template

matching (FTM) algorithm [110, 164], which can detect the 2D coordinates of fiber centroids in

images captured within the transverse plane and therefore measure the deformation by comparing

the coordinate before and after loading. In the finite element model, an element node is positioned

at each fiber centroid to extract the displacement responses in a straight forward manner.

The displacements are polluted with randomly generated synthetic Gaussian noise, the ampli-

tude of which is related to the image resolution in the FTM approach [110]. The correlation be-

tween noise amplitude and image resolution is obtained by applying FTM to track the fiber centroid

displacements in the synthetic image of undeformed and deformed specimens obtained by the sim-

ulation with three different levels of image resolution: 10 pixel, 107 pixel and 325 pixel per fiber

diameter. The standard deviations of the absolute error in each displacement component are re-

spectively 0.1661, 0.0104 and 0.003 µm. In the following numerical examples, the Gaussian noise

102



standard deviation in the following synthetic tests ranges from 0 to 0.1 µm.

Table 6.1: Material properties of the composite constituents

Elastic properties of epoxy resin

Eint [GPa] α Ēm [GPa] νm

7.5426 0.23465 5.06 0.34

Elastic properties of fiber

E1 [GPa] E2 [GPa] G12 [GPa] G13 [GPa] ν31

276 19.5 7.169 70 0.24
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Figure 6.3: The specimen with (a) regular grid of reinforcements, (b) a grid of a resin rich
region, and (c) random fiber arrangement. (d,e,f) The corresponding objective function

landscapes in Eint - α space scaled by relative error ϵrelθ . The second row shows the objective
function value along the red line segment embedded in the parameter space.
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6.3.2 Identifiability assessment

A more general assessment of identifiability condition is provided in the appendix (See section 6.5.2)

in a one-dimensional setting. This section demonstrates the identifiability condition for 2D numer-

ical specimens. For visualization purposes, the problem is studied for two unknown parameters

(i.e. θ = {Eint, α}). Identifiability is checked by directly plotting the objective function landscape

probed using the enumeration algorithm. Three specimens were created with different fiber arrange-

ments as shown in Fig. 6.3. The specimens include a regular grid of reinforcements (Fig. 6.3a), a

regular grid with a resin rich region (Fig. 6.3b) that occurs in a laminated arrangement, and a spec-

imen with random fiber arrangement (Fig. 6.3c). No measurement noise is added to fiber centroid

displacements. Figure 6.3d-f shows the contours of objective function (denoted by percentage value)

generated at the grid points in the parameter space. The contour is displayed in the parameter space

scaled by the relative error:

ϵrelθ =

∣∣∣∣∣ θ̂ − θtrue
θtrue

∣∣∣∣∣ (6.12)

The zero point (denoted by red circle) in the contour plot stands for the true value of these pa-

rameters. As shown in Fig. 6.3a, the specimen with uniform resin pocket size show multiple minima

since the contour lines near near true value are not closed. The objective function along a line seg-

ment that crosses the true minimum (i.e., that corresponds to the correct parameters) is plotted below

the contour plot and reaches zero at the point of another parameter set different from the true values.

In this case, the parameters are therefore not uniquely identifiable and the optimization problem is

not convex. The landscapes for the microstructure with two and more diverse matrix pocket sizes

(See Fig. 6.3b,c) shows closed contour lines near the true value and the objective function along the

line segment reaches zero only at the true value. The identifiability condition is therefore satisfied

and the optimization problems indicate convexity. As further demonstrated in the appendix (See

section 6.5.2), the identifiability condition is affected by the sampling of the fiber-to-fiber distance,

which describes the functional relationship of the matrix property spatial variation; the number of

parameters that describe the spatial variation function, and the measurement samples. The general

implication of this study is that in the absence of noise and in a sufficiently large composite with

random fiber distribution, where the deformation state is measured using fiber template matching,

identifiability is likely to be satisfied even when the spatial variation of the material properties is
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relatively complex.
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Figure 6.4: The mean value (circle mark) and standard deviation (whisker) of (a) displacement
prediction error, (b) Eint, (c) α, (d) maximum relative error of stiffness within the distribution,
for the characterizations using 200µm specimen with different noise levels represented by σϵ.

6.3.3 Noise effect

This section investigates the influence of measurement noise on the identification of the constituent

properties. A specimen of size L = 200µm with random arrangement of the fibers (radius of 5µm)

is employed in this study. The fiber volume fraction is set to 55% and there are 280 fibers in total

within the specimen. Each displacement component in the synthetic fiber centroid displacement

measurements is corrupted with Gaussian noise with zero mean and standard deviation of σϵ. To

obtain the variability in the identification result in the presence of noise, synthetic measurements

are created 100 times by adding different noise but with the same standard deviations. The effect of

noise amplitude is studied by adjusting the value of standard deviation σϵ which takes values from

0 to 0.1 µm with increments of 0.01µm. Enumeration algorithm is employed for the optimization

and optimization are performed for {Eint, α} set. Figure 6.4a shows the statistics of the true rel-

ative error of displacement prediction (Ltrue :=
∑n

i=1 ∥ui − usim
i ∥2/

∑n
i=1 ∥ui∥2) at each noise
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level. The mean value (denoted by circle mark) and the standard deviation (denoted by whisker)

of true prediction error are amplified when the noise level increases. The mean value and stan-

dard deviation of relative errors in interfacial stiffness Eint and spatial variance parameter α are

shown in Figs 6.4b,c. The errors in identifying Eint and α respectively reach 18.8% ± 12% and

143.8% ± 100% at the highest noise level. The overall error in the identification of resin stiffness

is measured by the maximum relative error within the modulus distribution (named maximum stiff-

ness error herein), expressed by ϵrelmax = max
y
|(Êm(y) − Em(y))|/Em(y), where Em(y) is the

true distribution. As shown in Fig. 6.4c, the maximum stiffness error reaches 28% ± 13.7% at the

highest noise level, despite significantly higher level of error in the corresponding spatial variance

parameter, α. Nevertheless, introduction of measurement error results in significant errors in the

identified constituent parameters.
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Figure 6.5: The mean value (circle mark) and standard deviation (whisker) of the displacement
prediction error for (a) 200 µm, (b) 500 µm (c) 1mm specimen unloaded and reloaded 1,2,5,10,20

times with noise amplitude of σϵ = 0.1µm. n stands for total number of sampling points.

6.3.4 Alleviating the effects of measurement noise

The corrupting effect of noise can be alleviated by increasing sampling points n, which enables the

displacement prediction and model estimation to asymptotically converge to the true value, accord-

ing to Eqs. 6.9 and 6.10. The increase of n can be achieved by performing multiple experiments

in which the noise is generated independently. In the context of using fiber centroids for measure-

ments, n could also be increased by enlarging the specimen size. In the following identification

tests, three specimens with the size of 200 µm, 500 µm and 1mm, and the fiber volume fraction

of 55% are employed. The total fiber number are respectively 280, 1,750 and 7,000 for each spec-
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imen size. In order to increase sampling points, the same specimens were unloaded and reloaded

1, 2, 5, 10, 20 times. The identification analysis are repeated for 100 times for each specimen loaded

nexp times. The measurement error is introduced differently for each identification analysis with

the amplitude of σe = 0.1µm.
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Figure 6.6: The mean value (circle mark) and standard deviation (whisker) of the relative error
of (a) Eint, (b) α, and (c) maximum relative error of stiffness within the distribution, for the
characterizations of 200 µm, 500 µm and 1mm specimen unloaded and reloaded 1,2,5,10,20

times with the noise amplitude of σϵ = 0.1µm.
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Figure 6.7: (a) The estimated resin stiffness distribution (grey lines) vs. true distribution (black
line) along the distance from the nearest fiber l, (b) The contour of relative error of the resin

stiffness: (Êm(y)− Em(y))/Em(y) over the central inner 100µm× 100µm region for one of
the estimation, based on the measurement 1mm specimen loaded 20 times.

Figures 6.5a-c respectively show the mean values and ranges of displacement prediction error

obtained by enumeration algorithm for each specimen as the size of the measurement dataset n

increases. The prediction error reveals less variance with increasing n and the error introduced by

the measurement noise is reduced.
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Figure 6.6 shows the mean value and standard deviation of the estimate error (Eint, α and

maximum stiffness error) when the sampling number n increases. The results for each specimen

size are discriminated by different colors and markers. For a fixed-sized specimen, we observe a

monotonically decreasing trend of bias and variance in the identified parameters with increasing

load cycles. Compared among different specimen sizes, the convergence is not monotonic because

the reduced rate of noise terms ϵ(i) · (u(i) − us
(i)) and ϵ(i) · u(i) in Eqs. 6.6 and 6.7 are different

if the specimen changes, but we still observe an overall reduction trend in the estimation error by

increasing the specimen size and load-unload cycles. The maximum stiffness error reduces from

28%± 13.7% (200 µm specimen loaded single time) to 1.48%± 1.13% (1mm specimen loaded 10

times) and 1.12% ± 0.82% (1mm specimen loaded 20 times). Figure 6.7a shows all the estimated

stiffness distributions as a function of the distance from the nearest fiber based on the measurements

of 1mm specimen loaded 20 times (denoted by grey lines) and compared to the true value (denoted

by black lines). The stiffness error is largest at l = 0 (i.e., at the interface) and at the interval of

2µm < l < 15µm. The latter range is much larger than the average size of the distance between

neighboring fibers in the 55% volume fraction specimen. As shown in Fig. 6.7b which indicates

the contours of stiffness relative error, we also see the same trend that the higher level of stiffness

discrepancy exists at the fiber/matrix interface and the center of the resin pocket. These trends are

therefore attributed to scarcer data informing stiffness identification near the interface and within

the [2− 15]µm range.
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Figure 6.8: The mean value (circle mark) and standard deviation (whisker) of the relative error
of (a) Eint, (b) α, and (c) maximum relative error of stiffness within the distribution, for the
characterizations of 500 µm specimen with 15%, 30%, 42% and 55% fiber volume fraction

loaded 1, 2, 5, 10, 20 times with the highest noise level of σϵ = 0.1µm.
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6.3.5 Effect of fiber volume fraction

This section analyzes the effect of fiber volume fraction on identification results. The fiber volume

fraction affects property identification in two ways. For a fixed-sized specimen, a reduction in fiber

volume fraction indicates reduction of measurement data (assuming data collection is restricted

to fiber centroid displacements) and hence adversely affect the identification process. However,

a relatively low fiber volume also implies that a higher variation in fiber-to-fiber distance in the

specimen to present, leading to better sampling of spatial variability of the property. In this example,

we consider fiber volume fractions 15%, 30%, 42%, 55% in 500 µm specimens. Each specimen is

subjected to 1, 2, 5, 10, 20 load-unload cycles. Identification analysis are repeated 100 times, and

synthetic measurements are generated using measurement noise level of σe = 0.1µm. Figure 6.8

shows the mean value and standard deviation of the characterization error for each volume fraction

and measurement data size n. The reducing trend in Eint error is apparent. Decreasing volume

fraction also significantly lowers the estimation error for the spatial variation term α. This is because

the specimen with lower volume fraction has larger sizes of resin pockets amid the fibers, and

the spatial variation in resin modulus is more evenly sampled. There is a higher sensitivity of

displacement response to the changes in the spatial variation term α and therefore the noise effect is

decreased, although the specimen with smaller volume fraction has less sampling points. The results

also imply that the characterization of resin-rich region which have substantial spatial variation of

stiffness can be more accurate than the fiber-rich region in the composite specimen.
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Figure 6.9: The contour of resin modulus relative error over the central 100µm× 100µm region
within 500 µm specimen obtained by the optimization with the unknown parameter of (a)

θ = {Eint, α, νm} and (b) θ = {Eint, α, Ēm, νm}
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6.3.6 Characterization Including Other Epoxy Resin Properties

This section employs SQP method to identify the full set of parameters for describing resin proper-

ties and spatial variability. The scipy python package is used for implementation of SQP approach.

Besides Eint, α, the resin’s Poisson ratio νm is unknown in the optimization: θ = {Eint, α, νm}.

Another numerical test also assumes that the resin modulus far away from interface, Ēm is unknown

and needs to be characterized: θ = {Eint, α, Ēm, νm}. Each parameter is constrained within the

range of: Eint ∈ (0, 10), Ēm ∈ (0, 10), α ∈ (0, 1), νm ∈ (0, 0.5) and normalized within the

range of [0, 1] to unify the scale. The initialization for the optimization is randomly selected within

the stratified regions in the parameter space. Multiple optimizations are performed by selecting

different initializations in the stratified regions. Both two tests adopt the specimen with 42% fiber

volume fraction subjected to 20 load-unload cycles. The synthetic measurements of fiber centroid

displacements are generated based on the reference parameters in Table 6.1 and the measurement

noise amplitude is σe = 0.01µm.

Table 6.2: Prediction error of SQP optimization

ϵrel
Ēm

ϵrelα ϵrelEint
ϵrelmax ϵrelνm

Case 1 -7.32% -0.68% 0.96% 0.01%

Case 2 −0.3% -5.03% -0.7% 0.68% 6.4× 10−4%

As shown in Table 6.2, the characterization results of two cases show fairly good agreement of

resin stiffness and Poisson ratio compared to reference values. The maximum stiffness error ϵrelmax

obtained by both cases are around 1% and the discrepancy of Poisson ratio identification from the

reference value is negligible. The identification of Ēm in Case 2 indicates that the resin modulus far

away from the interface can be characterized based on scarce data of fiber displacements, although

it is not directly revealed in the specimen domain. The contour of stiffness relative error is shown in

Fig. 6.9, where the pattern is similar to Fig. 6.7b: the error is largest at the interface or at the center

of resin pocket. The maximum error is not shown in Fig. 6.7a because the resolution of contour is

limited.
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6.4 Conclusion

A generalized optimization framework for inverse characterization of in-situ spatial heterogeneous

composite properties is proposed based on transverse displacements measurement. The robustness

of optimization formulations under the effect of random measurement noise is demonstrated by

the statistical consistency of the model estimation. According to statistical inference theory, the

statistical consistency is satisfied based on continuity of risk measures, which is proved to be un-

conditionally satisfied in this problem, and identifiability of model parameter, which is proved to be

dependent on the microstructure configuration and characteristics of property distribution function.

The proposed model is validated based on synthetic measurement of fiber centroid displacement to

calibrate epoxy resin properties. The characterization results show noise mitigation when increasing

the number of fiber samplings (related to larger specimen size and more loading times) or the size

of resin pocket (related to smaller fiber volume fraction).

6.5 Appendix

6.5.1 Strict convexity of forward problem formulations

Using the finite element method, potential energy in terms of nodal displacement vector U, the

stiffness matrix K and force vector F is expressed as [160]:

Πp =
1

2
UTKU−UTF (6.13)

Let’s now consider that usim consist of a subset of the nodal displacements. Aggregating the

displacement at the measurement points, Eq. 6.13 can be rewritten as:

Πp =
1

2

[
(usim)

T , (ur)
T

]Kss Ksr

Krs Krr


usim

ur

− [
(Fs)

T , (Fr)
T

]usim

ur

 (6.14)

where, ur collects the nodal displacements at the locations other than the measurement points, Kss,

Ksr, Krs and Krr are stiffness submatrices, Fs and Fr are force subvector after reordering.

Let consider U∗ = [u∗
sim,u

∗
r ]
T are the true state of nodal displacement. The principle of mini-
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mum energy ∂Πp/∂U|U=U∗ = 0 results in:

Kssu
∗
sim +Ksru

∗
r = Fs (6.15)

Krsu
∗
sim +Krru

∗
r = Fr (6.16)

Assume another state of nodal displacement U∗∗ = [u∗∗
sim,u

∗
r ]
T , in which only u∗∗

sim is different.

The strict convexity of potential energy with respect to subset of nodal displacement usim leads to

the following inequality:

Πp (U
∗∗)−Πp (U

∗)− ∂Πp

∂usim
∆usim > 0 (6.17)

where ∆usim = u∗∗
sim − u∗

sim. Substituting Eq. 6.14, 6.15 and 6.16 to Eq. 6.17 results in:

[∆usim]
T [Kss][∆usim] > 0 (6.18)

Therefore, the strict convexity is satisfied only if [Kss] is positive definite. It is well-known

that the stiffness matrix [K] is already positive definite according to energy minimization principal,

which leads to xTKx > 0 for arbitrary non-zero vector x ∈ RN\ {0}. Let assume another arbitrary

non-zero vector v ∈ Rn\ {0} and x∗ = [v;0]. [Kss] is positive definite because:

x∗TKx∗ =

[
vT ,0T

]Kss Ksr

Krs Krr


v
0

 = [vT ][Kss][v] > 0 (6.19)

6.5.2 Discussion of identifiable condition in 1D composite specimen

Let consider a fiber-reinforced composite bar of length L (See Fig. 6.10) under the displacement

loading U . There are totally n fibers with the radius of r and stiffness of Ef . The matrix stiffness

Em is assumed to be spatially varied with the distance (l) from the nearest fiber interface. The fiber

centroid displacements u(i), i = 1, 2, . . . n are inputs of optimization for characterizing the spatial
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Figure 6.10: (a) Schematic illustration of 1D composite specimens. (b) The three cases
for the specimen with uniform matrix length (left), with diverse matrix length and

p ≥ q − 1 (middle), p < q − 1 (right). The identifiability condition is not satisfied for the
left and middle cases.

variance parameter θ of matrix stiffness. It is straightforward to obtain u(i)’s expression:

u(i) =

[∑i−1
j=0 C̄mj ljEf + (2i− 1)r

]
U∑n+1

j=0 C̄mj ljEf + 2nr
; i = 1, 2 . . . n (6.20)

where C̄mi stands for the average compliance of the matrix part between i− 1th and ith fiber, C̄m0

for the matrix part between left specimen boundary and the leftmost fiber, C̄mn+1 for the matrix part

between right boundary and rightmost fiber. In terms of matrix length li, the average compliance is

expressed as:

C̄mi =


1

li

∫ li

0

dx

Em (l;θ)
; i = 0, n

2

li

∫ li/2

0

dx

Em (l;θ)
; i = 1, 2 . . . n− 1

(6.21)

Let assume another equivalent displacement measurements û(i) led by the constitutive parame-

ters θ̂ and the corresponding average compliance of matrix is ˆ̄Cmi . Substitute Eq. 6.20 to u(i) = û(i)
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and condense out Ef , r, there is:

C̄m1l1 − 2C̄m0l0 =
ˆ̄Cm1l1 − 2 ˆ̄Cm0l0 (6.22)

C̄m(i+1)li+1 − C̄mili =
ˆ̄Cm(i+1)li+1 − 2 ˆ̄Cmili (6.23)

According to Cauchy mean value theorem, there exists ξ0 ∈ [min{l0, l1/2},max{l0, l1/2}],

ξ1 ∈ [min{l1/2, l2/2},max{l1/2, l2/2}], . . . ξn−1 ∈ [min{ln−1/2, ln/2},max{ln−1/2, ln/2}]

which transforms Eq. 6.22,6.23 into:

Em (ξi;θ) = Em

(
ξi; θ̂

)
(6.24)

The identifiability condition is not held if θ̂ ̸= θ is satisfied within the interval of ξ0 ∈

[min{l0, l1/2},max{l0, l1/2}], ξi ∈ [min{li/2, li+1/2},max{li/2, li+1/2}], i = 1, 2 . . . n − 1.

If li = li+1, i = 1, 2 . . . n − 1, Eq. 6.24 is unconditionally satisfied, indicating that the identifia-

bility condition is not held for the specimen with uniform matrix length (indicated in left figure in

Fig. 6.10b). If li ̸= li+1, i = 1, 2 . . . n− 1, there exists diverse size of matrix parts and the satisfac-

tion of Eq. 6.24 depends on the existence of intersection point between Em (y;θ) and Em

(
ξi; θ̂

)
.

Let assume the maximum number of diverse matrix length within the specimen is q and the number

of maximum allowable intersection points is p. If p ≥ q−1, Eq. 6.24 is then satisfied at all the inter-

vals and the identifiability condition is not held (shown in middle figure in Fig. 6.10b). If p < q−1,

Eq. 6.24 cannot be satisfied at some intervals (e.g., [l1/2, l2/2] in the right figure of Fig. 6.10b) and

the identifiability condition is satisfied.

114



CHAPTER 7

CONCLUSIONS

This thesis has proposed a novel physics-based multiscale failure modeling for composite material,

also called multiscale discrete damage theory (MDDT). MDDT adopts a new scheme of failure rep-

resentations at different spatial scales which is motivated by experimental observation, and proposes

a regularization scheme to alleviate the mesh-size sensitivity issue with multiscale consistency. The

key contributions in this thesis with respect to MDDT and its extensions are listed as follows:

1. MDDT tracks microscopic failure in discrete surfaces within the microstructure and bridges it

to continuum representation of damage at the coarse scale based on homogenization principle.

It provides a new multiscale approach to model diffuse damage at composite structure level

by considering it as culmination of discrete microcrack in terms of microstructure periodicity.

Continuum damage representation brings the well-known issue of mesh-size sensitivity, and it

is alleviated by employing the concept of macroscale element size-dependent microstructure

volume. The microstructure domain size is adjusted in an “effective” manner by scaling the

coefficient tensors in the reduced-order model as a function of the macroscale element size.

The model’s capabilities for modeling complex failure mechanisms are demonstrated based

on numerical experiments of open-hole cross-ply composite laminates subjected to tensile

loading, which shows good agreements with experiments.

2. MDDT model is then extended to fatigue analysis. The long-term cyclic sensitive failure

response in the time domain is evaluated based on temporal multiscale modeling which ac-

celerates the high-cycle fatigue in a great extent. The investigation also put constraints on

the form of cyclic sensitive failure constitutive law to avoid the conflicts with the mesh-size

objectivity regularization, which assumes that the fracture energy is dissipated in the soft-

ening regime under fatigue degradation. The capabilities of extended MDDT for modeling

fatigue growth of complex failure modes are demonstrated using open-hole cross-ply lam-

inates, which matches well with experimental failure pattern. The numerical experiments

also find that relative fatigue resistances against mode I and mode II fracture can control the
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propagation of specific failure modes.

3. The adaptivity to re-oriented crack is integrated to MDDT by selecting the reduced-order

basis at arbitrary orientation (i.e. failure path or microstructure orientation) with rotational

transformation, leveraging the rotational invariance of microstructure in the rotational plane.

The identification criterion of crack orientation and nucleation is proposed based on the adap-

tivity concept and achieves great efficiency as opposed to a-priori defined multiple failure

paths in a fixed-oriented microstructure. A hybrid strategy is required to deal with the possi-

bility that the crack nucleates out of rotational plane. The extension is applied to delamination

migration modeling and achieves good agreement with the experiments.

4. Viscoplasticity modeling is integrated into homogenization-based multiscale model to de-

scribe the shear non-linearity effect in matrix phase of composite materials. The regular-

ization based on reevaluation of coefficient tensors is incorporated for resolving the issue of

inaccurate stress redistribution in the yielded material phase, and achieves good match with

DNS results in terms of stress-strain response.

5. A generalized optimization framework is proposed for inverse characterization of in-situ com-

posite material properties provide a reliable input for multiscale model. The proposed ap-

proach can characterize the spatial variability of constituent properties by inversely calibrat-

ing the coefficients of distribution function. The estimation of optimization is demonstrated

with statistical consistency under the stochastic effect of measurement noise and they are

asymptotic convergent to the true solution with employing more samples. The proposed ap-

proach is validated based on synthetic measurements of fiber centroid displacements, and the

outcomes indicate a significant noise mitigation with increasing number of fiber samplings

and larger size of resin pocket.

Beyond this thesis, there is definitely potential of MDDT to enhance the capabilities for a

broader range of failure modeling:

1. MDDT admits various types of physics-based failure constitutive law to describe the failure

processes in the failure path. Chapter 3 has extended MDDT to fatigue with integrating cyclic

sensitive damage evolution law. Other constitutive models can be also integrated for broader
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range of failure mechanisms, such as adhesive for joint failure, friction for compression fail-

ure, matrix ligament after fiber fracture, etc.

2. The reduced-order basis can be adjusted or enhanced. Chapter 4 applies rotational transfor-

mation to reduced-order basis for adapting to re-oriented kinking crack. As also mentioned

in chapter 4, the number of basis functions for discretizing failure path could be increased

to better represent the progressive nature of crack formation. Higher-order basis can be also

employed for more accurate approximation of the response field.

3. More complex microstructure feature (like woven structure) and failure path can be intro-

duced in MDDT. A dynamics identification criterion could not only select failure path orien-

tation (as chapter 4 does), but select failure path morphology as well. Besides, MDDT has

potentials to study specific failure mechanisms by designating special failure path, such as

fiber pull-out/debonding mechanisms within fiber/matrix interface, fiber bridging effect for

matrix cracking across the fiber, etc.

4. MDDT can be incorporated with element enrichment method (such as floating node method)

to alleviate the mesh-bias issue, the propensity of macroscale cracks to follow mesh lines as

mentioned in chapter 4.
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