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CHAPTER 1 

 

 

Ophthalmic Surgery 

 

 

The following chapter contains content that is adapted from M. J. Ringel, E. M. Tang, and Y. K. 

Tao, “Advances in multimodal imaging in ophthalmology,” Therapeutic Advances in 

Ophthalmology (2021) [1]. 

Reprinted with permission from SAGE Publishing. 

 

1.1 Ophthalmic disease management 

 

Vision loss and blindness present significant social and economic burdens and are estimated to 

affect at least 2.2 billion people globally due to the prevalence of ophthalmic conditions such as 

presbyopia, age-related macular degeneration (AMD), diabetic retinopathy (DR), glaucoma, and 

cataracts [2], [3]. Direct health costs due to visual impairment were estimated to be 2.3 trillion USD 

globally in 2010 and are expected to rise due to an aging population, which has increased the 

proportion of people suffering from chronic eye diseases such as AMD, DR, and glaucoma [4]–[6]. 

Furthermore, it is estimated that at least 1 billion cases of visual impairment could have been 

prevented or are yet to be addressed. However, general population screening for diagnosis of early-

stage ophthalmic diseases is often cost-ineffective, resulting in late-stage disease diagnoses when loss 

of visual acuity has already occurred. Management of ophthalmic diseases, thus, often requires 

surgical intervention to delay or prevent disease progression. 

Ophthalmic microsurgery is the most frequently performed surgery in the United States, but 

requires extreme precision when manipulating submillimeter-thick, semi-transparent ocular tissues 

that results in a steep learning curve [7], [8]. Primary ophthalmic surgeries include 1) anterior segment 

procedures involving the cornea, iris, and lens, 2) posterior segment procedures involving the vitreous 

and retina, and 3) other intraocular procedures involving therapeutic delivery (Table 1.1) [9]. Despite 

the prevalence of ophthalmic surgery, limited visualization of fine ocular structures and 
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corresponding surgical maneuvers remains a critical barrier to improving clinical outcomes. 

Improvements in intraoperative ophthalmic surgical visualization are critical to successful operation 

by reducing risk of complications and providing enhanced feedback on instrument-tissue interactions 

that can be used for real-time guidance of surgical maneuvers. 

 

Table 1.1. Incidence of primary ophthalmic procedures in the United States from 2012-2014. 

Adapted from [9] with permission from Elsevier. 

Procedure 
Total 

Procedures, N 

Inpatient 

Procedures, N (%) 

Ambulatory 

Procedures, N (%) 

Corneal transplant 43,860 970 (0.7) 43,147 (1.1) 

Glaucoma procedures 150,624 1,505 (1.1) 149,373 (3.9) 

Lens and cataract 2,580,415 3,245 (2.3) 2,578,000 (66.5) 

Repair of retinal tear, 

detachment 
201,236 3,085 (2.2) 199,130 (5.1) 

Other therapeutic procedures 

on eyelids, conjunctiva, 

cornea 
339,132 86,325 (62.4) 318,615 (8.2) 

Other intraocular therapeutic 

procedures 
455,579 13,760 (9.9) 440,857 (11.4) 

 

1.2 Anterior segment surgery 

 

The anterior segment, or front of the eye, includes ocular structures such as the cornea, iris, lens, 

and ciliary body (Fig. 1.1). Common anterior segment surgeries include cataract surgery, glaucoma 

procedures, and corneal transplantation [9]:  

Cataract surgeries are some of the most performed ophthalmic procedures worldwide and typically 

involve making a small corneal incision, followed by phacoemulsification and extraction, and finally 

replacement with an intraocular lens (IOL) [10]. Despite the speed and high success rate of cataract 

surgery, complications still occur in approximately 4% of cases due to several factors including 

dropped nuclei, postoperative endophthalmitis, and posterior capsular opacification [11], [12]. These 

complications can lead to more serious conditions including uveitis, increased intraocular pressure 
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resulting in iatrogenic glaucoma, and retinal detachment.  

 

 

Figure 1.1: Anatomy of the eye. (American Academy of Ophthalmology). 

 

Glaucoma procedures are performed to manage high intraocular pressures, which can ultimately 

result in optic nerve damage and vision loss. The most common glaucoma procedures are tube shunt 

surgeries or trabeculectomies, both of which function to open a pathway from the anterior chamber 

to the subconjunctiva for fluid to flow out of the eye, thus reducing intraocular pressure. Postoperative 

results from the Tube Versus Trabeculectomy (TVT) study comparing patient outcomes following 

tube shunt surgery or trabeculectomy showed high postoperative complication rates of over 34% 

independent of operation through a five-year follow-up [13]. Complications following glaucoma 

surgery include corneal edema, cystoid macular edema, suprachoroidal hemorrhage, retinal 

detachment, and persistent diplopia [14]–[16]. Furthermore, due to complications, reoperation 

occurred for 22% of patients who underwent tube shunt surgery and 18% of patients who underwent 

trabeculectomy in the TVT study.  
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Figure 1.2: Cornea anatomy. (American Academy of Ophthalmology). 

 

Keratoplasties, or operations involving the cornea, encompass a wide variety of surgical 

procedures including deep anterior lamellar keratoplasty (DALK), penetrating keratoplasty (PK), 

Descemet stripping automated endothelial keratoplasty (DSAEK), and Descemet membrane 

endothelial keratoplasty (DMEK). Donor corneal tissue is used for transplantation in each case but 

involves replacement of the full thickness of the cornea (PK) or partial thickness up to the Descemet’s 

membrane and posterior endothelium (DALK) if the patient’s posterior cornea is healthy (Fig. 1.2) 

[17]. Similarly, if the patient’s anterior cornea is healthy, the Descemet’s membrane and posterior 

endothelium can be removed and replaced along with donor corneal stroma (DSAEK) or without 

additional donor stroma (DMEK) [18]. These procedures are used to treat several conditions, 

including keratoconus, corneal scarring, and corneal dystrophies. However, complications associated 

with lamellar keratoplasties are well-documented and include donor graft rejection, graft detachment 

or failure, iatrogenic glaucoma, and microbial keratitis [19]–[22]. 

Postoperative complications and corresponding rates associated with anterior segment surgery are 

summarized in Table 1.2. Despite the prevalence of anterior segment operations in the United States 
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(Table 1.1), high rates of adverse postoperative outcomes often require reoperation and chronic 

management. Furthermore, the success rate following reoperation is significantly lower compared to 

initial operation, thus confounding these complicating factors. Improved intraoperative visualization 

of ophthalmic surgical procedures is essential to better understand the incidence of these 

intraoperative and postoperative complications for improved patient outcomes. 

 

Table 1.2. Anterior segment procedure complications and associated rates. 

Procedure Complications Complication Rate 

Corneal transplant 

Graft failure 

3-20% (primary keratoplasty) [23], 

12-54% (secondary) [23], 

35-67% (tertiary) [23] 

Suture failure 10-12% [24] 

Descemet membrane perforation 0-50% [25] 

Iatrogenic glaucoma 
9-31% (early postoperative) [26], [27]  

14-47% (repeat keratoplasty) [28] 

Microbial keratitis 8% [20] 

Glaucoma 

procedures 

Persistent corneal edema 4.3-16% [13], [15] 

Cystoid macular edema 2.5-5% [13], [15] 

Suprachoroidal hemorrhage 0.5-8.3% [29], [30] 

Retinal detachment 1-5% [13], [15], [31] 

Persistent diplopia 6-12% [13], [15] 

Lens and cataract 

Iatrogenic glaucoma (due to 

retained lens fragments) 
51.8-52% [32], [33] 

Corneal edema (due to retained lens 

fragments) 
46-49.4% [32], [33] 

Uveitis (due to retained lens 

fragments) 
56-67.1% [32], [33] 

Dropped nuclei 0.09-0.8% [11] 

Posterior capsular opacification 20.4% [34] 

Retinal detachment 4-8% [33] 

Endophthalmitis 0.35% [35] 
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1.3 Posterior segment surgery 

 

Posterior segment surgery refers to operations involving ocular structures at the back of eye, 

including the vitreous humor, retina, optic nerve, and the choroid. Vitreoretinal surgeries represent 

the majority of posterior segment operations and include vitrectomy, membrane peeling, and laser 

photocoagulation for treatment of diseases such as DR and AMD as well as associated pathologies 

such as neovascularization, macular holes, and retinal detachments [36].  

The most common vitreoretinal procedure is the pars plana vitrectomy (PPV), during which the 

gel-like vitreous humor is removed. PPV typically involves the insertion of three trocars through the 

sclera, allowing for surgical instruments, such as an infusion cannula, light pipe, and vitrector, to be 

inserted into the vitreous body [37]. PPV is often performed to relieve traction on the retina in the 

case of retinal detachments, which also aids in preventing future detachments. In addition, PPV is 

performed for cases of vitreous hemorrhage, intraocular foreign bodies, and for procedures requiring 

access to the subretinal space. Intraoperative complications associated with PPV are rare, but 

postoperative cataract formation has been described in 60-80% of patients, thus requiring follow-up 

or combined cataract surgery [38]–[40]. Less serious complications occur at a rate of 20% and include 

hypotony, retinal edema, retinal tears, and vitreous hemorrhage, while more serious complications, 

such as endophthalmitis and retinal detachment, occur at a rate of approximately 5% [41]–[43]. As a 

result, 30% of PPV cases require additional operation in order to resolve postoperative complications. 

In addition to PPV, membrane peeling surgery is often required in response scar tissue formation 

due to aging and ophthalmic disease pathogenesis. Idiopathic epiretinal membrane (ERM) formation 

in healthy eyes can occur naturally due to aging and is caused by synchysis, or liquefaction of the 

vitreous humor [44]. Synchysis and syneresis, or contraction of the liquefied vitreous humor, results 

in traction between the posterior vitreous cortex and the inner/internal limiting membrane (ILM) of 

the retina, which leads to the proliferation of epiretinal cells and the formation of ERMs [45], [46]. 

Secondary ERM formation is less common and associated with several ocular conditions including 

inflammation following surgery, retinal detachment, macular hole, DR, AMD, and retinal vein 
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occlusion [47]. ERM formation and proliferation increases tension on the retina, resulting in 

distortion and progressive retinal thickening that can lead to irreversible loss of vision [48]. In these 

cases, surgical removal of the ERM/ILM is performed to restore vision and has been shown to 

significantly improve patient visual acuity [49]–[51]. However, postoperative complications 

associated with ERM/ILM peeling include cataract formation, retinal detachment, and cystoid 

macular edema in addition to confounding factors following PPV [52]–[54]. Additional challenges 

include ERM recurrence and subsequent reoperation, which is associated with worse success rates 

and worse visual outcomes [55]. 

 

Table 1.3. Posterior segment procedure complications and associated rates. 

Procedure Complications Complication Rate 

PPV 

Cataract formation 60-80% [38]–[40] 

Hypotony 3.3-20% [41], [42], [56] 

Vitreous hemorrhage 1.5-4.8% [42], [43] 

Retinal edema 7.0-9.4% [43] 

Retinal tear 1.1-1.9% [41], [43] 

Retinal detachment 0.2-4.6% [41]–[43] 

Endophthalmitis 0.3-0.4% [43] 

PPV + Membrane 

peeling 

Cataract formation 52-76% [52] 

Cystoid macular edema 12-15.7% [52], [54] 

Retinal detachment 14% [52] 

 

 

Common posterior segment complications and associated rates are summarized in Table 1.3. The 

most prevalent adverse event is cataract formation, which often necessitates combined PPV and 

phacoemulsification. Thus, these operations often confound multiple complicating factors due to both 

anterior and posterior segment procedure. In addition, reoperation for secondary PPV or secondary 

ERM removal is often necessary and is associated with worse outcomes. Similar to outcomes 
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described for anterior segment surgery (Section 1.2, Table 1.2), enhanced intraoperative visualization 

can potentially provide valuable insight into the incidence of postoperative complications. For 

example, volumetric and 4D visualization of instrument-tissue interactions can be used for real-time 

assessment of tissue deformation and tissue damage. Furthermore, these metrics can be directly 

associated with postoperative outcomes and patient visual acuity in longitudinal clinical studies to 

potentially provide enhanced intraoperative guidance of ophthalmic surgical maneuvers. 

1.4 Drug delivery and therapy 

 

Increasingly aging populations, especially in industrial countries, have contributed to the increased 

prevalence of chronic vitreoretinal disease, such as DR, AMD, and diabetic macular edema (DME) 

[57]. Treatment of chronic eye conditions of both the anterior and posterior segment has been 

significantly benefitted by the development of effective drug therapeutics, such as anti-vascular 

endothelial growth factor (VEGF) for the management of neovascular disease as well as topical eye 

drops for management of glaucoma and treatment of infectious diseases, such as endophthalmitis, 

keratitis, and conjunctivitis [58]. Topical drug delivery facilitates ophthalmic disease management 

without the need for direct surgical intervention and associated risks, but current noninvasive methods 

suffer from limited uptake by target ocular tissues. It is estimated that only 5-10% of topical drug 

dose is absorbed by the eye, with the remaining majority being absorbed into systemic circulation via 

blood vessels in the conjunctiva [59], [60]. Due to drug clearance by the anterior segment, topical 

drug administration is ineffective for and does not reach targets in the posterior segment of the eye 

[61]. Inefficient uptake is especially problematic for gene therapy and treatment of congenital 

ophthalmic diseases, including inherited retinal disorders such as retinitis pigmentosa (RP), Leber’s 

congenital amaurosis (LCA), and Stargardt’s disease [62]. As a result, more invasive drug delivery 

methods are typically observed in order to ensure effective drug administration and uptake by 

posterior segment tissues. 

Alternative methods for drug delivery involve injection of drugs or implant placement directly 

into ocular tissue. Subconjunctival injections involve injection of fluid into the subconjunctival space, 
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which leads to the formation of a bleb and slow diffusion of drugs through the sclera, thereby 

bypassing uptake by conjunctival blood vessels. Despite low risk of complication due to direct 

visualization of the needle tip during the procedure, subconjunctival injection is impeded by diffusion 

of large macromolecules [63]. High scleral permeability ensures efficient drug delivery to the 

choroid, but the choroid and retinal pigment epithelium (RPE) present significant barriers to further 

diffusion into the retina due to low permeability of certain molecules by the blood-retinal barrier [64], 

[65]. 

Intravitreal injection is the most common technique for delivery of drugs directly to the posterior 

segment due to the direct uptake of drugs by the inner retina via the vitreoretinal interface, thereby 

bypassing the blood-retinal barrier. Intravitreal injection is typically used to administer anti-VEGF 

agents (e.g. bevacizumab, ranibizumab, aflibercept) or non-steroidal anti-inflammatory drugs 

(NSAIDs) to the posterior segment to deal with elevated VEGF levels and inflammation, 

respectively, that occur due to many ophthalmic diseases [66]. Due to the invasive nature of the 

injection, which is typically accomplished via a pars plana approach, a greater number of 

complications may occur compared to noninvasive or subconjunctival approaches. These 

complications include glaucoma, cataract formation, lens injury, endophthalmitis, and retinal tears or 

detachments [67]–[70]. However, due to the chronic nature of these ophthalmic diseases, multiple 

intravitreal injections are often performed, which can lead to higher risk and complication rates [71]. 

Another potential route for drug delivery is via subretinal injection where dosage volumes are 

administered directly between the photoreceptor layer and the RPE [72]. Subretinal delivery is the 

predominant approach for the treatment of inherited retinal disorders due to the fact that gene vectors 

come in direct contact with their two primary therapeutic targets, photoreceptor and RPE cells [73]. 

Targeting the neurosensory retina and RPE is more challenging using an intravitreal injection 

approach due to the transduction by epithelial cells in the ciliary body, neutralization in the vitreous 

via immune response, and the presence of the ILM, which acts as a barrier that separates the vitreous 

and outer retina [74]. Despite more efficient targeting, subretinal injections suffer from increased 
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rates of complication due to the inherent need to induce a retinal detachment via bleb formation [73]. 

Furthermore, transduction is typically limited to cells in a small vicinity near the retinal bleb and is 

therefore impractical for treating pan-retinal diseases [75]. 
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CHAPTER 2 

 

 

Intraoperative ophthalmic imaging 

 

 

The following chapter contains content that is adapted from M. J. Ringel, E. M. Tang, and Y. K. 

Tao, “Advances in multimodal imaging in ophthalmology,” Therapeutic Advances in 

Ophthalmology (2021). 

Reprinted with permission from SAGE Publishing. 

 

2.1 Stereomicroscopy 

 

Ophthalmic microsurgery is complex and requires the use of an operating microscope, which 

improves visualization of ocular microstructures and enables delicate manipulation of these features 

[76]. These surgical microscopes provide crucial illumination and magnification of both the anterior 

and posterior segments, which facilitates more precise surgical maneuvers [77]. In particular, 

ophthalmic microsurgery is conventionally performed under a white-light stereomicroscope, which 

provides an en face view of underlying ophthalmic structures. Stereomicroscopes differ from 

traditional 2D microscopes by providing stereopsis, which is the sense of depth perception that is 

achieved by binocular viewing of a scene [78]. As a result, stereomicroscopic views provide 

information that is similar to a human’s binocular vision and thus improve interpretability. The 

development of modern stereomicroscopic systems dates back to the introduction of the Greenough 

stereomicroscope in 1892 [79]. These systems employ two identical tilted optical paths which relay 

light from an object into each eye for detection. More complex systems, such as common main 

objective (CMO) stereomicroscopes introduced in 1957, utilize a single shared objective that 

generates a flat focal plane compared to the Greenough configuration, which generates a slightly 

tilted image in each eyepiece. The use of a single objective lens also creates an infinity space between 

the objective and tube lens that enables more modularity for adjustable zoom range and magnification 

[80], [81].  
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Current generation stereomicroscopes for ophthalmic surgery typically employ CMO 

configurations, which benefit from improved versatility due to their modularity. In addition, systems 

such as the Leica Proveo 8 ophthalmic microscope take advantage of CMO infinity optics by 

modifying left and right eye channel components in a technique termed ‘FusionOptics’ [82]. The 

right eye channel is modified to include a larger numerical aperture binocular objective lens for high 

resolution imaging, while the left channel utilizes a lower numerical aperture lens to improve visual 

depth of focus at the cost of resolution. Viewing each channel simultaneously, the brain combines 

each image to generate a high-resolution, high depth-of-field image. Despite advancements in 

stereomicroscopic technology, microscopic systems suffer from changes in image appearance due to 

variable lighting conditions, nonuniform illumination, specular reflections, and noise [83], [84]. 

These variables reduce the quality of acquired digital images, which are often used for ophthalmic 

training, performance assessment, and motion analysis [85]. In addition, ophthalmic surgeon 

microscope views often provide higher resolution visualization compared to digitally captured 

images, thus limiting the utility of external monitors for surgical guidance [86]. As a result, there 

exists a need for improved visualization of complex ophthalmic tissue microstructures in order to 

provide real-time guidance of ophthalmic surgical maneuvers. 

2.2 Optical coherence tomography 

 

Optical coherence tomography (OCT) is a depth-resolved imaging modality based off of low 

coherence interferometry. Early time-domain OCT (TD-OCT) systems employed the use of a 

Michelson interferometer and translating reference mirror to extract depth information from tissue 

(Fig. 2.1). A broadband light source is split using a beam-splitter or power coupler between reference 

and sample arms that are path-length matched with each other. The reflected light from both paths is 

recombined by the coupler and detected, generating an interference fringe that can be used to extract 

sample reflectivity at a given depth. By moving the reference mirror, a depth-resolved sample 

reflectivity profile can be generated (A-scan). The incorporation of a scanning mirror in the sample 

path allows for multiple A-scans to be acquired at adjacent positions, thus generating a two-
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dimensional (2D) image (B-scan). Finally, multiple B-scans can be acquired by raster scanning to 

generate three-dimensional (3D) volumes. 

 

 
Figure 2.1. Simplified OCT imaging system setup utilizing a Michelson interferometer. 

 

More recently, spectral-domain OCT (SD-OCT) and swept-source OCT (SS-OCT) systems have 

been developed. These systems have several advantages in terms of imaging speed as well as signal-

to-noise ratio (SNR) compared to TD-OCT systems. SD-OCT and SS-OCT systems preclude the 

need to translate the reference mirror by acquiring the interference signal as a function of wavelength 

as opposed to time. In SD-OCT, this is accomplished by fixing the reference mirror position and 

spectrally dispersing the recombined light with a spectrometer and detecting it with a line detector 

such as a charge-coupled device (CCD). In SS-OCT, the laser is swept temporally through its optical 

range and thus only a single photodiode is necessary.  

In addition, there exists a Fourier relationship between the source spectrum and axial point-spread-

function (PSF). In particular, the coherence length of the system can be described as the full-width 

half-max of the axial PSF and therefore represents axial resolution. Since the coherence length is 

inversely related to the bandwidth of the source spectrum, broadband light sources are often used to 

achieve lower coherence lengths and higher axial resolution. Other metrics, such as signal-to-noise 

ratio (SNR), 6-dB falloff, and imaging range are also critical design criteria for clinical imaging and 

diagnostics (Table 2.1). 
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Table 2.2. Critical OCT design parameters for clinical ophthalmic imaging. 

Signal-to-

Noise Ratio 

(SNR) 
10 ∗ log (

𝜌𝑃𝑠𝑇

𝑒
) 

𝝆, detector sensitivity 

𝑷𝒔, sample power 

𝑻, A-scan rate 

𝒆, electron charge 

(2.1) 

Axial 

Resolution 
2√ln(2)

Δ𝑘
=

2 ln(2)

𝜋

𝜆0
2

Δ𝜆
 

𝝀𝟎, source center wavelength 

𝚫𝝀, source optical bandwidth 

𝚫𝐤, source bandwidth in wavenumber 

(2.2) 

6-dB 

Imaging 

Depth 

2 ln(2)

𝛿𝑟𝑘
=

ln(2)

𝜋

𝜆0
2

𝛿𝑟𝜆
 

𝜹𝒓, spectrometer resolution (SD-OCT) or 

instantaneous line-width (SS-OCT) in 

wavenumber and wavelength 

(2.3) 

Maximum 

Imaging 

Depth 

𝜋

2𝛿𝑠𝑘
=

𝜆0
2

4𝛿𝑠𝜆
 

𝜹𝒔, pixel size (SD-OCT) or sampling-

clock frequency (SS-OCT) in 

wavenumber and wavelength 

(2.4) 

 

The introduction of OCT in 1991 has revolutionized the field of ophthalmology by providing 

depth-resolved 3D imaging of both the anterior and posterior segments of the eye [87]. Since its first 

demonstration, parallel advancements in laser sources, detectors, and data acquisition have greatly 

increased the speed, resolution, and the signal-to-noise ratio (SNR) of OCT imaging. Current high 

speed systems are capable of reaching megahertz (MHz) A-line rates for video-rate volumetric 

imaging [88]–[92] and ultrahigh resolution systems achieve axial and lateral resolutions between 1-

10 µm [93]–[99]. The development of OCT has significantly improved the diagnosis and monitoring 

of ophthalmic diseases such as diabetic retinopathy (DR) [100]–[105], age-related macular 

degeneration (AMD) [106]–[110], and glaucoma [111]–[116] by enabling the high-resolution 

visualization of complex ophthalmic tissue microstructures and their changes over time. 

Furthermore, the development of intraoperative OCT (iOCT) through the use of compact handheld 

OCT probes [117]–[127] and surgical microscope-integrated OCT (MI-OCT) [128]–[133] has 

addressed several limitations of clinical OCT by allowing for cross-sectional and volumetric imaging 

of supine patients during ophthalmic surgery (Figure 2.2). Depth-resolved imaging during surgery 



15  

enables visualization of instrument-tissue interactions for a wide variety of aforementioned anterior 

and posterior segment surgeries including tube-shunt/trabeculectomy, keratoplasties, ERM/ILM 

peels, and subretinal injections. In addition, the safety and efficacy of iOCT for ophthalmic surgery 

has been investigated in two landmark studies: (1) the Prospective Intraoperative and Perioperative 

Ophthalmic Imaging with Optical Coherence Tomography (PIONEER) study completed in 2017 

evaluated the feasibility and safety of iOCT in 518 cases of ophthalmic surgery [134] and (2) the 

Determination of feasibility of Intraoperative Spectral domain microscope Combined/integrated OCT 

Visualization during En face Retinal and ophthalmic surgery (DISCOVER) study initiated in 2014 

has assessed the viability of microscope-integrated iOCT imaging in a larger cohort of 820 cases and 

is currently ongoing [135]. 

2.2.1 Microscope-mounted OCT 

 

The first demonstration of microscope-mounted OCT for intraoperative ophthalmic imaging 

utilized a system that integrated an operating microscope with a custom attachment for holding and 

stabilizing a handheld Leica Microsystems (formerly Bioptigen) probe [136]. Microscope-mounted 

OCT imaging enabled the generation of more repeatable images compared to previous handheld OCT 

studies [127]. In the study, iOCT utility was evaluated during macular hole repair surgery, which 

involved an ERM/ILM peel in 13 patients. Residual ERM and ILM could be easily visualized on 

iOCT without the use of exogenous contrast agents, such as indocyanine green (ICG) or 

triamcinolone acetonide dyes. In addition, conventional dye staining of the membranes enhanced 

their visualization on OCT, which facilitated identification of the edge of the membrane for peeling. 

iOCT also provided valuable quantitative information, such as macular hole height and thinnest 

width, that could potentially be correlated with surgical outcomes and used to help guide future 

patient management.  
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Figure 2.2: (a) Microscope-mounted handheld Bioptigen probe used for the PIONEER study [137]. 

(b) iOCT B-scan acquired following graft insertion during DSAEK surgery showing residual fluid at 

the graft/host interface and (c) iOCT B-scan acquired during DALK surgery showing trephination 

extent and the Descemet’s membrane. Reprinted from [137] with permission from Elsevier. (d) 

Microscope-integrated ZEISS RESCAN 700 system used as one of three systems for the DISCOVER 

study [138]. (e) iOCT B-scans taken preoperatively (top), post initial ERM peel (middle), and post 

second ERM peel (bottom) showing complete membrane removal. Reprinted from [139] with 

permission from Elsevier. 

 

The results of these initial clinical trials helped inform the possibility that a larger prospective 

study could provide valuable insight into the direct impact of iOCT imaging in surgical decision-

making and long-term patient anatomical and functional outcomes [140]. Thus, the PIONEER 

clinical trial was initiated in 2011 to assess the utility of iOCT imaging in 275 anterior segment 

operations including DSAEK, DALK and cataract extraction, and 256 posterior segment procedures 

including vitrectomy and membrane-peeling [137]. The study utilized a microscope-mounted iOCT 
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probe (Figure 2.2(a)), which facilitated the visualization of crucial features, such as residual fluid in 

the cornea following DSAEK graft insertion and preservation of Descemet’s membrane after stromal 

dissection during DALK (Figure 2.2(b),(c)) [141]. In particular, the presence of residual fluid at the 

graft/host corneal interface is associated with a higher incidence of postoperative interface opacity 

[142]. iOCT imaging allowed for monitoring of fluid removal during DSAEK, which enabled optimal 

graft apposition to the host corneal. iOCT feedback helped inform surgical decision-making despite 

surgeon belief that graft apposition was complete, which resulted in additional graft manipulation in 

29% of DSAEK cases. iOCT also verified completion of surgical goals in 18% of DSAEK cases 

despite incomplete apposition assumed by the surgeon [137]. In vitrectomy cases for treatment of 

vitreomacular traction, iOCT enabled visualization of the vitreoretinal interface, which allowed for 

identification of traction release as well as subsequent macular hole formation. Overall, iOCT helped 

guide surgical decision-making in 48% of lamellar keratoplasty cases and 43% of membrane peeling 

cases, and no adverse events were attributed to the use of iOCT [137].  

Despite the advantages of microscope-mounted OCT imaging during surgery, the use of a 

mounted handheld probe necessitated switching between the surgical microscope and the probe 

during the operation, leading to repeated pauses that increased operating time by up to 26.7 minutes 

(mean: 4.9 minutes) [137]. Pause time included image acquisition as well as alignment of the 

handheld probe to the patient, which can be particularly challenging when imaging the posterior 

segment and required a trained research technician to facilitate efficient imaging during the operation. 

Furthermore, the microscope-mounted platform precluded real-time visualization of surgical 

maneuvers, which could potentially be used to directly monitor instrument-tissue interactions and 

therefore tissue deformation or damage. 

2.2.2 Microscope-integrated OCT 

 

Technological advancements made in parallel to the conduction of the PIONEER trial enabled the 

development of MI-OCT systems, which provide simultaneous visualization of the surgical 

microscope field and OCT cross-sections. The first MI-OCT system was described in 2010 and 
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incorporated OCT optomechanical imaging components into a compact enclosure that could be 

suspended directly from a surgical microscope while also supporting an Oculus Binocular Indirect 

Ophthalmomicroscope (BIOM) for imaging of the posterior segment during vitreoretinal surgery 

[128]. Further developments enabled imaging of both the anterior and posterior segment on the same 

platform using an electrically tunable focus, which allowed for real-time compensation of the OCT 

focal plane with respect to that of the surgical microscope [131]. Heads-up display (HUD) integration 

of the surgical microscope oculars was also used to dynamically display OCT images across the entire 

ocular field-of-view (FOV), overlaid on the surgical field, or at the periphery of the field in 

accordance with user preference. MI-OCT addresses several limitations of previous microscope-

mounted configurations by eliminating the need for repeated pauses during operation and allowing 

for real-time visualization of surgical maneuvers and instrument-tissue interactions. Alignment and 

stability of OCT imaging to the patient is also facilitated by direct integration with the surgical 

microscope FOV and automated focus control using a foot pedal. 

Preclinical studies performed to evaluate the utility of MI-OCT demonstrated similar imaging 

performance to previous microscope-mounted handheld OCT systems and real-time visualization of 

both anterior and vitreoretinal surgical maneuvers [129], [130], [143]. Early studies have also shown 

that MI-OCT informs surgical decision-making by providing feedback that guided additional 

membrane peeling for removal of residual ERM/ILM [144]. MI-OCT enabled membrane peeling 

without the use of dyes in 40% of patients, and OCT images corresponded well with retinal dyes in 

94.3% of patients for verifying complete membrane removal [145]. However, these initial studies 

suffered from relatively small sample sizes, which limited interpretability of the potential impact of 

MI-OCT in facilitating ophthalmic surgery.  

As a result, the DISCOVER trial was initiated in 2014 to assess the feasibility of MI-OCT imaging 

in a larger cohort of patients (873 eyes) for both anterior segment and posterior segment surgery 

[139]. MI-OCT imaging was performed at multiple centers using three different systems: Zeiss 

RESCAN 700, Leica EnFocus, and a prototype developed at the Cole Eye Institute (Figure 2.2(d)). 
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The anterior segment arm of the study included 244 operations involving DSAEK, DALK, DMEK, 

PK, cataract extraction, and tube-shunt surgeries. MI-OCT was reported by surgeons to provide 

valuable feedback in 88.5% of anterior segment cases and was used to evaluate the extent of 

DSAEK/DMEK graft apposition as well as the presence of fluid at the graft interface. Furthermore, 

graft position feedback and persistent interface fluid on MI-OCT informed changes in surgical 

management in 43.4% of these cases. The posterior segment arm of the study included 593 operations 

involving PPV and membrane peeling. MI-OCT informed surgeons of residual membranes in 19.8% 

of patients undergoing ERM/ILM peeling and helped to verify completion of surgical goals in 40% 

of cases despite surgeon belief that there was residual membrane (Figure 2.2(e)). Surgeons reported 

that MI-OCT provided valuable feedback in 59.4% of posterior segment cases with changes in 

surgical management due to MI-OCT feedback occurring in 29.2% of cases.  

2.3 Clinical challenges 

 

Despite the reported benefits of MI-OCT for surgical guidance, several major limitations hinder 

the broad adoption of the technology. Although numerous clinical trials have demonstrated the 

feasibility and utility of iOCT for surgical guidance, more studies are needed to understand the impact 

of iOCT guidance on patient outcomes in terms of complication rate, reoperation rate, visual acuity, 

and quality of life. Furthermore, these studies have shown that there are still fundamental limitations 

of MI-OCT technology that impede its overall utility. A major finding of the DISCOVER study was 

surgeon preference of static OCT images for posterior segment operations due to several limitations 

of real-time MI-OCT feedback, including instrument shadowing and lack of instrument-tracking. In 

addition, the slow scan speeds of commercial MI-OCT systems, such as the Zeiss RESCAN 700 and 

Leica EnFocus, limit visualization to cross-sectional images and static FOVs that require manual 

alignment to the surgical region-of-interest (ROI). Broad adoption of iOCT technology requires a 

combination of rapid volumetric imaging and automated instrument-tracking for full 4D visualization 

of instrument-tissue interactions during surgery. 
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2.3.1 Video-rate 4D visualization 

 

 

 

Figure 2.3: iOCT visualization during (a) anterior and (b) posterior segment surgery [139]. (a) iOCT 

showing graft placement during corneal transplant showing a persistent fluid interface (arrowhead). 

(b) 4D iOCT imaging of forces peeling epiretinal membrane [133]. 

 

 

Current-generation commercial MI-OCT systems are limited by static cross-sectional imaging of 

ROIs (Figure 2.3(a)), which inhibits visualization of bulk interactions between the surgical instrument 

and underlying tissue. In particular, the OCT systems used in the PIONEER and DISCOVER trials 

operate at line rates less than 40 kHz, which is an order of magnitude slower than current research-

grade OCT systems [146]. As a result, it is difficult to perform real-time volumetric imaging that can 

potentially be used to improve visualization of instrument-tissue interactions during complex surgical 

maneuvers [131], [147]. The recent development of rapid swept-source lasers has facilitated the 

development of 4D OCT imaging systems. The first demonstration of 4D MI-OCT was able to 

achieve volumetric imaging rates up to 10 Hz using a 400 kHz source (Figure 2.3(b)) [133]. Beyond 

traditional swept-source lasers, Fourier Domain Mode Locked (FDML) lasers have also been 

developed for ultrafast OCT imaging at multi-MHz line rates [148], [149]. These systems have been 

shown to be able to achieve line rates of up to 20.8 MHz using a base 5.2 MHz FDML source and 

parallel scanning of four spots. Recent implementations of multi-MHz OCT have demonstrated 

video-rate volumetric imaging at over 20 Hz in the human finger as well as the posterior segment of 

the eye [150], [151]. 

Despite advances in laser speed, rapid volumetric imaging reduces detector integration time per 

beam position on the sample, which inherently degrades image SNR and requires increased sampling 
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density or decreased FOVs. As a result, optimal volumetric imaging rates are between 2 to 3.33 Hz 

for sufficient sampling of 4D MI-OCT volumes [133]. Furthermore, down-sampling via volumetric 

averaging is often necessary to achieve clinically relevant SNR levels above 95 dB when operating 

in the multi-MHz line rate regime [90]. In order to address these limitations, novel scan patterns have 

been proposed for improved volumetric OCT imaging. These scan patterns include Lissajous 

scanning [152], constant angular velocity spiral scanning [153], and constant linear velocity spiral 

scanning (CLV-SC) [154]. CLV-SC enables 4D OCT imaging at 10 Hz volume rate with isotropic 

transverse and axial resolution while simultaneously eliminating dead time between successive scans 

due to scanner return lines. However, these modified scan patterns necessitate remapping of acquired 

data back into Cartesian coordinates, which requires additional post-processing and computational 

overhead for visualization. Thus, there exists a fundamental trade-off between 4D imaging speed, 

sampling density, and FOV, which precludes real-time visualization of surgical maneuvers with high 

resolution. 

2.3.2 Motion compensation 

 

One major limitation of commercial OCT imaging is the presence of motion artifacts, which 

degrade image quality, distort anatomical features, and prevent quantitative analyses from being 

performed [155]. These systems are relatively slow, which makes them more susceptible to multiple 

sources of motion: patient motion including fixational eye motion (ocular tremor, drift, and 

microsaccades) [156] as well as bulk motion due to patient movement, breathing, and operator motion 

[157]. Despite the use of microscope-mounted and MI-OCT systems for increased stability, iOCT 

imaging is additionally confounded by complex surgical maneuvers, which often require patient 

adjustment to target ROIs. 

Several hardware and computational methods have been proposed for motion tracking and 

compensation of OCT volumes. Hardware solutions include the use of research-grade systems 

employing rapid swept-source lasers. Multi-MHz sources enable real-time volumetric imaging, 

which significantly reduces the effects of motion artifacts due to faster data acquisition with respect 
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to the temporal dynamics of typical sources of motion [158]. However, these systems suffer from 

inherently low image SNR, which necessitates increasing sampling density or decreasing FOV. 

Multi-volumetric averaging of multi-MHz OCT volumes is an effective computational method to 

improve image SNR and simultaneously reduce speckle noise but is ultimately highly susceptible to 

intervolume motion and achieves effective line rates similar to current commercial systems. 

Alternative motion compensation methods include the use of novel scan patterns, such as Lissajous 

scanning and CLV-SC. These software-based methods can facilitate motion tracking and 

compensation for improved image quality and reduction of motion-artifacts [159]–[161]. However, 

the increased complexity of these scan patterns compared to conventional raster scanning prevents 

the real-time visualization of tissue that is crucial for intraoperative guidance. Another common 

method employing modified scan patterns is orthogonal volume acquisition which necessarily 

increases acquisition time and is therefore also infeasible for video-rate intraoperative visualization 

[162].  

Clinical OCT systems, such as the Heidelberg Spectralis, Optos Silverstone, and Zeiss PLEX 

Elite, often implement external eye-tracking technology for effective motion correction despite slow 

scan speeds. The development of scanning laser ophthalmoscopy (SLO) in 1980 has enabled high-

resolution en face ophthalmic imaging and has been leveraged by these systems to provide 

complementary en face and depth-resolved via combined OCT-SLO. Furthermore, the efficacy of 

tracking SLO for aiming and motion compensation of OCT volumes has been extensively 

demonstrated [163]–[166]. However, these early systems typically employed separate scanning 

systems for SLO and OCT and thus lack spatial co-registration that prevents motion correction on a 

frame-by-frame basis. Many current generation combined OCT-SLO systems use shared optics and 

scanners to relay light into the eye to reduce overall system complexity and provide pixel-level co-

registration between corresponding OCT and SLO images [167]–[170]. SLO motion tracking 

precision is related to both spatial and temporal resolution, and development of line-scanning SLO 

(LSLO) has overcome frame-rate limitations of conventional point-scanning SLO systems at the 
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expense of full confocality, allowing imaging of fast dynamics up to several hundred frames per 

second [171]–[173]. In addition, novel extended source LSLO illumination and detection schemes, 

such as those using spectral encoding, have replaced complex free-space relays from source to 

detector with fiber optics, and handheld prototypes using these technologies have recently been used 

for motion corrected in vivo ophthalmic OCT and OCT angiography (OCTA) [122], [174], [175]. 

2.3.3 Automated instrument-tracking 

 

The broad utility of MI-OCT is severely limited by static cross-sectional imaging and lack of 

robust instrument-tracking methods that necessitates manual alignment of OCT FOVs to surgical ROIs 

[139], [143], [145]. Although motion tracking methods have been widely implemented in clinical OCT 

systems, intraoperative motion tracking is confounded by variations in the surgical environment and 

instrument deformation inside the eye. These factors prevent the use of traditional tracking methods, 

which rely on instrument color, geometry, or edge detection extracted from surgical microscope or 

endoscope feeds [83], [84]. In particular, surgical microscope images tend to suffer from nonuniform 

illumination, specular reflections, and background noise. Current techniques for intraoperative motion 

tracking include manual alignment via custom software to offset OCT scan positions, which requires 

an additional trained technician to be to be able to accurately follow instrument positions 

intraoperatively [176]. Several tracking methods have also been proposed to track instrument position 

from segmented OCT B-scans and volumes but ultimately assume continuous localization of the 

instrument within the OCT FOV [177]–[180]. As a result, these methods are impractical for 

intraoperative 4D visualization where OCT FOVs are limited to small ROIs in order to maintain 

sufficient image sampling. Stereo-vision-based tracking methods have also been explored but assume 

a rigid relationship between the surgical instrument and physical space and do not account for changes 

in instrument shape and orientation as well as ocular distortions [181]–[184]. Furthermore, these 

methods are limited by the need for fiducial markers that limit application to the anterior segment. 

More recently, advancements in deep-learning-based tracking have been demonstrated, enabling 

tracking with high speed and accuracy [185]–[187]. These methods overcome limitations of current 
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instrument-tracking methods for ophthalmic surgery and ultimately enable rapid and robust detection 

of surgical instruments despite image variability.  
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CHAPTER 3 

 

 

Optimization of a portable multimodal ophthalmic imaging system for real-time motion 

tracking 

 

 

3.1 Introduction 

 

Intraoperative tracking of surgical instruments for retinal microsurgery has been previously 

explored, but typically involves the use of complex algorithms [188], [189]. These methods increase 

post-processing computational burden and preclude real-time video-rate tracking of surgical 

maneuvers. In addition, the accuracy of these models is highly dependent on the quality of the surgical 

video feed, which is integrated with the surgical microscope and used for en face tracking of the 

instrument tip. These models oversimplify the tracking problem based on instrument color or 

geometry and typically perform more poorly in complex in vivo applications due to nonuniform 

illumination across the surgical field as well as aberrations caused by the eye and microscope lenses 

[189], [190]. Other methods for rapid instrument-tracking include the use of stereo-vision for accurate 

real-time tracking, but require modification of the surgical instrument through the use of LEDs and 

fiducial markers, which may lead ergonomic challenges as well as potential safety concerns due to 

lack of sterilization [184], [191], [192]. Furthermore, instrument-tracking for MI-OCT presents more 

challenges due to the lack of co-registration between the surgical FOV and OCT FOV. Due to the 

orthogonality between the microscope view and OCT priority acquisition dimension, surgeons must 

estimate the location of features in the surgical field with respect to their location in corresponding 

OCT images, which can impede operation. 

An alternative solution to tracking via en face images provided by the surgical microscope feed is 

to use SLO-based tracking. Tracking SLO has several advantages in that the technology can be 

integrated with OCT imaging for co-registered en face imaging. Due to the fact that SLO also 

provides en face 2D images, it can also be used to co-register to the surgical microscope FOV while 

also ensuring co-registration between OCT and the surgical microscope. In addition, the frame rate 
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of tracking SLO is independent of the surgical microscope feed rate and can potentially be increased 

for higher speed tracking, which benefits video-rate applications. Although early SLO systems were 

confocal, point-scanning systems, recent developments have led to the introduction of line-scanning 

SLO systems with frame rates on the order of 100 Hz [170], [171]. For real-time tracking, we take 

advantage of a previously developed spectrally encoded coherence tomography and reflectometry 

(SECTR) system that combines en face spectrally encoded reflectometry (SER) line-scan imaging 

and cross-sectional OCT imaging [122], [173], [193]. Here, we construct a portable SECTR system 

for clinical imaging and validate its utility for in vivo motion tracking. 

3.2 Spectrally encoded coherence tomography and reflectometry 

 

 

 

Figure 3.1. SECTR imaging is used to simultaneously acquire orthogonal (a) en face SER and (b) 

cross-sectional OCT images. SER laser power is spectrally dispersed as a function of wavelength (λ) 

along the OCT slow-axis (Y) for line scan imaging. Adapted with permission from [173]. 

 

 

In order to address the aforementioned limitations of slow commercial iOCT systems and lack of 

motion or instrument tracking, our group has developed a multimodal ophthalmic imaging system 

called SECTR that integrates en face SER and cross-sectional OCT imaging (Fig. 3.1) [173]. The 

system uses a high-speed 400 kHz swept-source laser that is split between SER and OCT using a 

custom-built engine. SER power is spectrally dispersed using a diffraction grating for en face line 

scan imaging and tracking at high frame rates. The OCT beam is combined colinearly with SER using 

shared optics and electronics. A shared fast-axis (X) galvanometer is then used to sweep SER line 



27  

and OCT beam simultaneously. High-speed SECTR imaging enables rapid volumetric over an order 

of magnitude faster than current commercial iOCT systems. Furthermore, orthogonality between 

tracking SER and cross-sectional OCT also facilitates real-time motion tracking. 

 

 

Figure 3.2. SECTR-based motion-tracking pipeline. Three-dimensional motion is extracted from 

simultaneously-acquired SER (XY) and OCT (XZ) images. The motion parameters are then scaled 

to account for pixel scale differences between each modality. Finally, lateral and axial motion 

parameters are applied to OCT B-scan for motion-corrected volumetric OCT. 

 

 

Inherent spatio-temporal co-registration between these two imaging modalities enables 3D motion 

tracking and compensation of OCT volumes (Fig. 3.2). Discrete Fourier transform (DFT) registration 

[194] is used to extract XY motion from SER images and XZ motion from OCT images. These shifts 

are then scaled and applied to corresponding OCT cross-sections for motion correction on a frame-

by-frame basis. Additionally, SER images enable rapid tracking of en face features, such as optic 

nerve head or instrument position, which can be directly correlated with OCT scan positions and 

OCT volume FOVs for real-time feature tracking. These tracking methods can also be leveraged for 

intraoperative tracking of macular holes or other pathological features or for automated instrument-

tracking for 4D visualization of ophthalmic surgical maneuvers. 
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3.3 Portable SECTR design 

 

We have previously developed a SECTR system that combines SER and OCT imaging [173]. In 

particular, the system is comprised of an engine and imaging relay. The engine contains 

optomechanical components to split laser power between SER and OCT imaging as well as detectors 

for each modality. The engine utilizes a 200 kHz swept-source laser (Axsun) centered at 1060 nm for 

optimal retinal imaging. In order to improve the speed of the system, the laser is optically buffered to 

double its duty cycle, resulting in a 400 kHz sweep rate. Due to the buffer, an external laser trigger 

and external k-clock are used for acquisition synchronization and linear sampling as a function of 

wavenumber. The engine interfaces with a high-speed digitizer (ATS-9373, AlazarTech) that is used 

to simultaneously sample SER and OCT channels at 2 GB/s, allowing for real-time visualization of 

both imaging modalities. For ophthalmic imaging, SER and OCT beams are relayed to the eye with 

an optical imaging relay either using a benchtop configuration or the use of a handheld imaging probe 

[122]. Colinear combination of SER and OCT beams is achieved using shared optics and a shared 

fast-axis scanning mirror, ensuring spatiotemporal co-registration between the two modalities. We 

believe a portable SECTR system will enable rapid motion tracking that can benefit intraoperative 

ophthalmic imaging and real-time visualization of surgical maneuvers. 

 

3.3.1 Portable SECTR model and construction 

 

Despite the demonstrated utility of the SECTR system, there are several limitations that prevent 

the translation of SECTR into the clinic or operating room. In particular, the SECTR engine is 

currently limited to the benchtop, which facilitates preliminary imaging and quick changes in system 

design but also precludes movement of the technology outside of the lab space for clinical use. In 

order to facilitate the translation of SECTR imaging, a portable system was designed and constructed. 

Individual components (Fig. 3.3(a)) were first modelled in SolidWorks before assembly and 

construction. The overall design was optimized to fit in a compact optical enclosure that could fit 

onto a mobile cart (Fig. 3.3(b)). 
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Figure 3.3. (a) SECTR engine [122] and (b) SolidWorks model and dimensions of the compact 

enclosure containing all of the components shown in (a). 

 

 

3.3.2 Portable SECTR optimization 

 

Another limitation of the benchtop SECTR engine was the inherent insertion loss between the 

power coupler connections. In order to address this problem, power coupler connectors were removed 

and the optical fibers were fusion-spliced together. A total of 7 connections were fusion spliced, 

resulting in a 64% increase in power at the pupil for OCT (1.4 mW vs. 2.3 mW) and a 27% increase 

in power at the pupil for SER imaging. In addition, the power of OCT and SER imaging after fusion-

splicing was designed to conform to the American National Standards Institute (ANSI) safety limits 

for infrared exposure on the eye. By using more power at the pupil for imaging, it is possible to 

significantly increase imaging SNR. The theoretical formula for SNR in SD-OCT and SS-OCT is 

given by the expression (Eqn. 3.1): 
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Thus, it can be expected that the OCT imaging SNR increases by 2.16 dB, which is crucial for 

improved clinical imaging, accurate diagnostics, and high-speed intraoperative imaging applications 

that inherently sacrifice SNR. An increase in SER power also benefits motion estimation and tracking 

due to increased en face image SNR and contrast.  

3.4 In vivo motion tracking 

 

Ophthalmic imaging is often confounded by motion artifacts that arise due to patient saccadic eye 

motion or bulk motion during image acquisition. Handheld ophthalmic imaging often confounds this 

problem due to the fact that operator motion occurs simultaneously to patient motion. This issue is 

especially evident in handheld OCTA, where the dense sampling requirements result in longer 

acquisitions that are more susceptible to motion artifacts [123]. In order to show the benefits of SER-

based motion tracking, several OCTA volumes were acquired in a healthy adult volunteer. Small 

amounts of motion can severely degrade OCTA quality and prevent quantitative analyses from being 

performed [195]. Thus, OCTA image quality following motion registration and compensation 

enables objective evaluation of the utility of SER-based retinal tracking that can potentially be used 

for intraoperative instrument tracking. In order to demonstrate the utility of the portable SECTR 

system for retinal imaging and tracking, the engine was interfaced with a handheld ophthalmic 

imaging probe for in vivo imaging (Fig. 3.4). Ophthalmic imaging was performed with the mobile 

system under an Institutional Review Board (IRB) approved protocol in a mock surgical operating 

room. 

 

Signal-to-Noise 

Ratio (SNR) 
10 ∗ log (

𝜌𝑃𝑠𝑇

𝑒
) 

𝝆, detector sensitivity 

𝑷𝒔, sample power 

𝑻, A-scan rate 

𝒆, electron charge 

(3.1) 
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Figure 3.4. Portable SECTR system for in vivo handheld imaging of a supine patient. 

 

3.4.1 SER-based motion tracking and registration 

 

For demonstration, OCTA volumes were acquired at the fovea using 2560 pixels per line, 500 

lines per frame, and 400 frames per volume with 4 repeated frames for a total volume acquisition 

time of 3.2 seconds (Fig. 3.5). Images before motion registration show significant degradation due to 

bulk motion, which appears as bright streaks across the image. In addition, motion results in vessel 

discontinuities which affect quantitative measurements and reduce anatomical accuracy (Fig. 3.5(a)). 

In order to perform motion compensation, DFT registration was used to estimate lateral shifts from 

SER images (X, Y) and axial shifts from OCT images (Z) on a frame-by-frame basis [194]. Following 

motion compensation and post-processing via self-fusion [196], image quality and anatomical 

accuracy significantly improve (Fig. 3.5(b)). The images show lateral frame shifts as well as gaps 

between frames, which are due to out-of-plane motion measured on SER and would not be 

measurable solely with OCT. 
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Figure 3.5. SER-based motion tracking and compensation of OCTA volumes. (a) Raw OCTA en 

face projection showing significant motion artifacts, including noise regions and vessel 

discontinuities (red arrows). (b) Motion-corrected and post-processed OCTA projection showing 

improved image quality and anatomical accuracy.  

 

 Regions of the eye that are typically affected by ophthalmic disease include the fovea, optic nerve 

head, and the periphery of the retina where diseases tend to originate. In order to show the viability 

of SER-based motion tracking, multiple OCTA volumes were acquired at each position and motion 

compensation was performed (Fig. 3.6(b)-(d)). In addition, multi-volumetric mosaicking can be 

performed via deformable registration on the volumes acquired at each position [197]. Mosaicking 

and self-fusion can be used to improve image quality as well as to fill in missing information between 

acquisitions, thus benefitting clinical diagnostics by maintaining more accurate anatomical features 

(Fig. 3.6(e)-(g)). 
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Figure 3.6. In vivo retinal imaging. (a) Widefield OCT with highlighted regions corresponding to 

the fovea (red), optic nerve head (blue), and peripheral retina (green). (b), (c), (d) Motion-corrected 

single OCTA projections at each position. (e), (f), (g) Three-volume OCTA mosaics showing 

improved vessel contrast. Scale bar: 250 𝜇m 

 

3.4.2 Variable-velocity scanning 

 

Although it has been shown that SER can be used for motion tracking and compensation of OCT 

volumes, there are several limitations that degrade registration performance. SER is a line scan 

imaging modality and therefore lacks the confocality of conventional reflectance imaging modalities 

that is typically used to reject specular reflections and out-of-focus light. Thus, SER images are highly 

susceptible to image artifacts such as tear-film reflections from the cornea and specular reflections 

from the OCT beam especially when imaging the fovea, which is the region of on-axis central vision. 

A potential solution to this problem is to extend the FOV out to the optic nerve head, a region that is 

much less susceptible to these reflections. However, extending the FOV necessarily increases overall 

volume acquisition time, which can potentially limit video-rate volumetric imaging applications (Fig. 

3.7(a)). A more viable solution is to use variable-velocity imaging to densely sample a ROI (e.g. the 

fovea or an instrument tip) and sparsely sample the periphery of the FOV (Fig. 3.7(b)). The sparse 

region of the FOV can then be resampled to extract the same SER fiducials as in the case of linear 

sampling with little loss of resolution (Fig. 3.7(c)). 
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Figure 3.7. Variable-velocity scanning protocol. (a) Protocol for linear dense sampling of the fovea 

and optic nerve head. The SER image (bottom, blue) shows the FOV extended out to the optic nerve 

head, which provides additional artifact fiducials for motion-compensation of the OCT (dashed 

green). (b) Variable-velocity scan protocol for dense sampling of the ROI (fovea) and sparse sampling 

of the periphery (optic nerve head). (c) Resampled SER image from (b) showing similar fiducial 

features in the linearized sparse region that can be used for registration. 

 

3.4.3 Discussion 

 

Here we have successfully modelled and constructed a portable SECTR engine based off of a 

previously-designed benchtop system. The SECTR engine was designed to fit into a compact optical 

enclosure that was placed onto a mobile cart for portable ophthalmic imaging, thus potentially 

enabling in vivo clinical and intraoperative imaging. In addition, engine performance was optimized 

by fusion-splicing power coupler connections, which significantly reduced insertion loss and resulted 

in a 64% increase in OCT power and 27% increase in SER power at the pupil. These improvements 

will improve OCT and SER image SNR, which facilitates clinical diagnostics and high-speed 

intraoperative imaging as well as high-accuracy en face motion-tracking. 

In addition, we have validated the performance of the portable SECTR system that was designed 

and optimized. In particular, we acquired high-resolution OCTA images of ROIs located at the fovea, 
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optic nerve head, and periphery of the retina. We have shown that simultaneous acquisition of en face 

SER images allows for retinal tracking and motion-compensation of OCTA volumes, which 

facilitates the correction of out-of-plane motion and therefore significantly reduces the presence of 

motion artifacts. As a result, we are able to improve image quality and preserve anatomical accuracy 

in en face OCTA projections, which can improve clinical diagnostics and quantification of vascular 

parameters. We have also demonstrated a modified scanning protocol, variable-velocity scanning, 

that can be used to improve motion-tracking and registration by subsampling an extended FOV for 

additional artifact-free SER fiducials without sacrificing sampling density in a ROI. By doing so, we 

can increase imaging speed by 27% over conventional linear-sampling across the same FOV, thereby 

benefitting high-speed iOCT imaging applications. 
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CHAPTER 4 

 

 

Modeling and optimization of galvanometric point-scanning temporal dynamics 

 

 

The following chapter contains content that is adapted from E. M. Tang, and Y. K. Tao, “Modeling 

and optimization of galvanometric point-scanning temporal dynamics,” Biomedical Optics Express 

12, 6701-6716 (2021) [198]. 

Reprinted with permission from © Optica Publishing Group. 

 

 

4.1 Introduction 

 

Scanning technologies are integral to a broad range of optics applications including microscopy 

[199]–[202], ophthalmoscopy [203]–[206], optical coherence tomography (OCT) [87], optical 

ranging (LIDAR) [207], and prototyping and manufacturing [208]–[211]. The most commonly used 

scanning technologies can be divided into four categories: resonant scanners, polygon scanners, 

acousto-optic deflectors (AODs), and galvanometer scanners. The temporal response of these devices 

is bandlimited and the corresponding finite settling time of the scanner fundamentally limits 

performance parameters such as scanning speed, linearity, trajectory, field-of-view (FOV), and/or 

resolution. 

4.1.1 Resonant Scanners 

 

Resonant scanners have high scanning speeds (> 10 kHz line rate) and low power consumption, 

making them ideal for microscopy [212]–[214], OCT [215], light-sheet imaging [216], and adaptive 

optics [204], [217]–[219]. Compact form-factor microelectromechanical system (MEMS) resonant 

scanners are also often used in displays and laser scanning systems [220], [221]. However, resonant 

scanners are limited in their ability to randomly target regions-of-interest (ROIs) because they must 

be driven with sinusoidal waveforms close to their resonant frequency. While the amplitude of the 

resonant scan waveform can be modulated, sampling along the sinusoidal scan trajectory is 

necessarily nonlinear and requires additional calibration, nonlinear analog-to-digital converter (ADC) 
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sampling, or post-processing to relinearize the acquired images [222]–[224]. Nonlinear scanning also 

results in nonuniform illumination/optical power deposition across samples, which contribute to 

increased tissue damage and photobleaching at the edges of the FOV where dwell time is increased 

in fluorescence applications. Acousto-optic and electro-optic modulators can be used to modulate 

laser intensity across the field, but these methods significantly increase system cost and complexity 

[225]. 

4.1.2 Polygon Scanners 

 

Polygon scanners combine a high-speed motor with multiple mirror facets to achieve > 100 kHz 

line rates [226]–[231]. The lack of oscillatory elements enables constant linear velocity scanning over 

large FOVs. However, the facet size and rotation speed of polygon mirrors are fixed and, thus, also 

fix the FOV and minimum ADC sampling requirements. In addition, all detection electronics are 

generally required to be synchronized off of the polygon clock. Manufacturing and assembly of 

polygon mirror facets can also introduce defects that result in facet-to-facet angle variance, facet radii 

variance, surface nonuniformity, and surface reflectance differences [232]. Polygon mirror scan 

angles are directly proportional to the number of facets, thus, requiring custom-designed scan optics 

to match specific mirror geometries. The size of polygon mirrors is also proportional to the aperture 

size and number of facets, which generally precludes applications in space constrained devices, such 

as compact handheld devices. Applications that require descanning or two-dimensional scanning will 

also require complex system geometries and additional scanning/translational elements. 

4.1.3 Acousto-optic Deflectors 

 

Acousto-optic deflectors (AODs) are primarily used in applications requiring extremely high-

speed scanning (> 1 MHz line rate) or randomly addressable scan trajectories because they do not 

require mechanical elements [233]–[235]. However, the diffraction angle of AODs is wavelength-

dependent and induces chromatic dispersion that is coupled with group velocity dispersion induced 

by the AOD. AODs also suffer from significantly lower power throughput compared to reflective 

scanners (60% vs. >90% optical efficiency) due to both material dispersion and loss to multiple 
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diffraction orders [236]. Spatial and temporal broadening requires precompensation using prism pairs 

or diffraction gratings, which increase system cost, complexity, and optical loss [237]. Furthermore, 

the small aperture of these devices limits the maximum deflection angle and number of resolvable 

spots, thereby reducing the FOV and spatial resolution of the system. The wavelength-dependent 

deflection of AODs also prevents its use in systems that require descanning, such as in fluorescence 

imaging. 

4.1.4 Galvanometer Scanners 

 

Galvanometers are the most commonly used scanners for biomedical imaging [238]–[241] due to 

their moderate speed (> 1 kHz), low step response times (~100 µs for 3 mm apertures), and high 

positional accuracy [242]. Additionally, closed-loop controller feedback of mirror position can be 

used to optimize galvanometer inputs to improve linearity and minimize positional errors. Compared 

to resonant scanners, closed-loop galvanometers enable imaging of a large FOV with high linearity 

and adjustable speed. Galvanometers also do not suffer from facet-to-facet variability as compared 

to polygon mirrors or high loss and dispersive effects as compared to AODs. In addition, 

galvanometer pairs can be used to randomly address scan trajectories to target ROIs.  

Despite the aforementioned advantages of galvanometers, their performance is directly related to 

response time optimizations specific to mirror size, material stiffness, weight, and alignment [242]. 

Previously demonstrated methods for scanner optimization include iterative learning control [243], 

[244], Landweber-based deconvolution [245], and optimization of input scan waveform shape, 

frequency, and amplitude [246]–[248]. However, these methods are dependent on a specific input 

scan waveform and are not robustly suitable for imaging applications that require changing the FOV, 

speed, or sampling density of the scan. Here, we take advantage of the closed-loop feedback of 

proportional-integral-derivative (PID) controllers to optimize the response of galvanometer scanners 

to arbitrary input waveforms. By modifying fundamental PID parameters (e.g., error proportional 

gain and low and high frequency damping gains), it is possible to significantly improve galvanometer 

controller frequency response and reduce settling time [249]–[251]. We show that we can halve 
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galvanometer response time to enable high speed imaging of dynamics and increased scanning FOV, 

which can have broad-ranging benefits in object detection, ranging, and tracking as well as other 

scanning applications. As a proof-of-concept, we perform functional ophthalmic imaging using 

optical coherence tomographic angiography (OCTA) [252], and propose several software 

optimization methods that leverage optimized galvanometer response times to further improve 

imaging performance. 

4.2 Methods 

 

 

Figure 4.2. Measurements of galvanometer step response. (a) Experimental setup. A DAQ device 

generates X- and Y-mirror position outputs for each laser line trigger. The galvanometer controller 

processes the input signals and outputs them to the mirrors. A FPGA simultaneously measures the 

mirror positions directly from the controller. (b) Simplified diagram depicting imaging of the tilted 

reflector, which enables sampling of galvanometer position as a function of depth. (c) Processing 

and extraction of position waveforms from optical measurements. 

 

 

4.2.1 Experimental Setup 

 

Small (X) and large (Y) galvanometer mirrors with 5 mm pupil diameters (Saturn 5B, ScannerMax 

– Supplementary Fig. 1) were interfaced with a custom 400 kHz swept-source OCT engine [122], 
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[173]. Image acquisition and galvanometer scanning were synchronized using an external laser line 

trigger and data acquisition device (USB-6351, National Instruments). A field-programmable gated 

array (cRIO-9053, National Instruments) was used to stream X and Y-mirror positions from the 

analog output channels of the galvanometer PID controller (MachDSP, ScannerMax) (Fig. 4.1(a)). 

4.2.2 Optimization Criteria 

 

 

 
 

Figure 4.3. Comparison of electronically and optically measured galvanometer step response. Top 

row: Optically (dashed) and electronically (solid) measured Y-mirror step response and settling times 

(crosses and circles) for three manufacturer provided tunings at input step function amplitudes 1.6 

mm, 3.2 mm, 4.8 mm, 6.4 mm, and 8 mm. Bottom row: Settling times for each tuning at different 

step amplitudes 

 

 

Closed-loop feedback of the galvanometer controller facilitated hardware optimization by 

providing access to basic tuning parameters (error proportional servo gain, low and high frequency 

damping gain, position error integral gain, and position proportional gain) and several intermediate 

tuning parameters. For optimization, a settling time criterion was chosen as it provides a quantitative 

metric describing the performance of the PID controller for different tuning parameter values and is 

a direct reflection of the frequency response of the system [253]. Here, the time that the mirror took 
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to settle to its final position within an error band after a step response was denoted as the total settling 

time. In this imaging demonstration, this error band was set to the lateral resolution limit of the 

imaging system (11.1 µm) since oscillations below the resolution limit cannot be resolved.  

Galvanometer step responses and corresponding settling times were measured electronically using 

mirror positional outputs from the galvanometer PID controller (Fig. 4.2(a)). PID positional outputs 

were validated against optical interferometry measurements made by imaging a tilted reflector with 

a flat scattering surface (Fig. 4.1(b) and (c)). Interferometric measurements allowed remapping of 

lateral galvanometer scan positions to axial displacements scaled by the tangent of the tilt angle, 

which effectively enables measurement of galvanometer angular position with arbitrary accuracy up 

to the image signal-to-noise (SNR) limit (Fig. 4.1(b)). This allowed for significantly higher spatial 

resolution than would otherwise be possible using standard test-chart measurements, which are 

sampling-limited by the convolution of imaging spot size and test-chart feature size. 

The Y-mirror settling time for different input step function amplitudes and manufacturer provided 

PID tuning parameters were measured both electronically and optically (Fig. 4.2). Manufacturer PID 

tunings were designed to have high position accuracy (Tuning 1), high position accuracy and 

bandwidth for stable scanning at high speeds (Tuning 2), and high bandwidth (Tuning 3). A total of 

100 electronic and optical measurements were acquired for each tuning and step amplitude 

combination. Tilted reflector depth profiles were 5-averaged to reduce noise and measurement 

variability, and position waveforms were referenced to the axial intensity peak. Electronic and optical 

measurements of settling times and positions were equivalent (Fig. 4.2, top row) and statistical 

analysis showed no significant difference (p > 0.05) between the methods (Fig. 4.2, bottom row). 

Large standard deviations in the optical measurements are from underdamped responses caused by 

ringing of the mirror during settling that was likely filtered by the PID controller onboard electronics 

and not present in the corresponding electronic measurements. This was not a limitation of the 

electronic measurements, because the mean settling time in underdamped cases were consistently 

higher than critical damping cases and subsequently removed from the galvanometer optimization 
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search space. Given this validation data, all subsequent measurements were made electronically, 

which obviated the need for image post-processing, showed significantly decreased measurement 

variability related to spatial differences in scattering across the tilted reflector, and may be directly 

implemented without specialized test equipment.  

4.2.3 Gaussian Process Regression 

 

Galvanometer optimization was performed by iteratively modifying PID tuning parameters using 

manufacturer-provided controller software to minimize step response settling time. First, a sparse 

sweep of the 5 basic parameters (error proportional servo gain, low and high frequency damping 

gains, position error integral gain, position proportional gain) was performed. Each parameter was 

incremented by a step size of 100 over a full range of 0-1000. Figure 3 shows an example of a single 

optimization iteration for 2 parameters. For each set of parameters, a position waveform was 

measured, and the corresponding settling time was calculated as the time from the step start to when 

the position waveform settled to within a lateral full-width at half-maximum (FWHM) spot size (11.1 

µm) of the final steady-state position (Fig. 4.3(a)). Parameter values that caused the scanner to be 

unresponsive were excluded, resulting in a total of 10,602 unique basic parameter configurations 

(N1).   
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Figure 4.4. Y-mirror settling time measurement and modeling example. (a) Raw position waveforms 

and corresponding settling times (cross) for increasing error proportional servo gain (right to left 

lines). (b) Heat-map aids visualization of settling time trends as a function of tuning parameters 

(dashed line corresponds to settling times in (a)). (c) Raw settling time data (cross) was used to 

generate a (d) 5-dimensional Gaussian process regression model used to predict global optimum 

tuning parameters. 

 

 

A Gaussian process regression (GPR) model of settling time values was created (MATLAB, 

MathWorks) to narrow down the range of optimal basic parameter values over the complex nonlinear 

parameter space. GPR is a nonparametric, Bayesian regression method with significant performance 

advantages over conventional linear regression models [254], [255]. In general, a Gaussian process 

is defined as a multivariate Gaussian distribution where each observation acts as a random variable. 
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Thus, for N given data points or observations, the corresponding Gaussian process would be N-

dimensional. As a result, each data point has an associated mean and covariance describing the 

probability distribution of values for that specific input. GPR modeling begins with an assumed prior 

distribution that will be updated given a set of observations:  

 

𝑆0 ~ 𝒩(μ0, 𝐾(𝑋0, 𝑋0)) (4.1) 

 

Here, the prior settling time distribution, 𝑆0, is defined as a joint Gaussian distribution with a mean 

of μ0 = 0 and a covariance matrix 𝐾(X0, 𝑋0), where: 

 

𝐾(𝑋0, 𝑋0) =  [
𝑘(𝑥0

1, 𝑥0
1) ⋯ 𝑘(𝑥0

1, 𝑥0
𝑁)

⋮ ⋱ ⋮
𝑘(𝑥0

𝑁, 𝑥0
1) ⋯ 𝑘(𝑥0

𝑁, 𝑥0
𝑁)

] (4.2) 

 

The covariance matrix, 𝐾, is created by evaluating a covariance kernel function 𝑘 for each 

combination of inputs 𝑋0 that span the parameter tuning space. The most common class of covariance 

kernel functions used is the Matérn class [256], which describes the similarity between two inputs 

and therefore between model outputs as well. One case of the Matérn class of functions is the squared 

exponential or Gaussian function: 

 

𝑘(𝑥, 𝑥′) = 𝜎2 exp (−
||𝑥 − 𝑥′||

2

2𝑙2
) (4.3) 

 

In this case, 𝜎2 and 𝑙2 are hyperparameters corresponding to the signal variance and length-scale, 

respectively. Gaussian processes with small signal variance produce values that stay close to the mean 

while those with large signal variance tend to deviate from the mean. Furthermore, Gaussian 



45  

processes with a small length-scale tend to change rapidly while those with a large length-scale vary 

more slowly and are therefore smoother. By optimizing hyperparameter values, it is possible to 

generate a more robust prior distribution that better fits the signal trends of observed data, thus 

improving model accuracy. 

The goal of GPR is to calculate a posterior probability distribution for predicting optimal settling 

time parameter values based on the initial prior settling time distribution and training observations. 

Given a set of settling time observations, [𝑥𝑡 , 𝑆𝑡], the posterior probability distribution, 𝑆′ =

𝑃(𝑆0|𝑆𝑡), can be calculated: 

 

 

The posterior mean formula suggests that the prior settling time mean (μ0 = 0) is shifted to match 

the observed settling time values. Thus, inputs to the model that are closer to the observed parameter 

inputs will produce mean values closer to the observed settling time values. Similarly, the posterior 

covariance suggests that input parameters closer to the observed settling time inputs will have a lower 

variance.  

GPR model training and optimization of the kernel function and corresponding hyperparameter 

values via 5-fold cross-validation was performed in MATLAB. Comparisons between optimal GPR 

performance and that of conventional regression methods, such as linear regression, decision tree 

regression, and support vector machine regression were also computed. 

 

𝑆′ ~ 𝒩 (
𝐾(𝑋0, 𝑋𝑡)[𝐾(𝑋𝑡 , 𝑋𝑡)]−1𝑆𝑡,

𝐾(𝑋0, 𝑋0) − 𝐾(𝑋0, 𝑋𝑡)[𝐾(𝑋𝑡 , 𝑋𝑡)]−1𝐾(𝑋𝑡 , 𝑋0)
) (4.4) 

 

 

 

Posterior Covariance 

Posterior Mean 
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Figure 4.4. Gaussian process regression predictions for the Y-mirror. (a) GPR model heat map of 

settling time as a function of position error integral gain and position proportional gain. Arrow shows 

minimum predicted settling time and optimal galvanometer step response when both parameters are 

0. (b)-(d) Settling time heat maps for three remaining basic PID tuning parameters and position error 

integral gain and position proportional gain set equal to 0. Dashed white boxes show the predicted 

optimal range of values used to narrow the parameter search space in each dimension (arrow, 

minimum settling time). 

 

Galvanometer positional waveforms with underdamped step responses were excluded from the 

training data in order to improve the accuracy of the model for identifying optimal basic tuning 

parameters (Fig. 4.3(d)). GPR model predictions following the initial sweep showed optimal values 

of 0 for position error integral gain and position proportional gain (Fig. 4.4(a)), allowing for a 

reduction in dimensionality. A second parameter sweep was performed for the 3 remaining basic 

parameters (error proportional servo gain and low and high frequency damping gains) over a GPR 
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predicted optimal range for each parameter with a step size of 50 (Fig 4(b)-(d)). In addition, 

intermediate PID tuning parameters (low and high frequency damping filter cutoffs) were 

incremented from 5000-9000 Hz with a step size of 500 Hz for a total of 7,056 unique tuning 

configurations (N2). Iterative parameter sweep and GPR model training was repeated until global 

optimum basic and intermediate PID tuning parameters were identified. 

 

4.3 Results 

 

Galvanometer tuning optimization significantly reduced Y-mirror settling time as compared to 

default tunings for all measured input step amplitudes (Fig. 4.5, p << 1E-10). Specifically, the 

measured step responses show that settling time improves by 31-61% over manufacturer provided 

tunings for small input step amplitudes. For large step amplitudes, the optimized PID tuning improves 

settling time by 11-54%. Similarly, the optimized X-mirror tuning resulted in a 35-59% reduction in 

settling time as compared to the default tunings for a 4.5 mm (2.61 degree) step amplitude.   

 

Figure 4.5. Optimized tuning performance comparison. (a) Optimized tuning step responses and 

settling times for varying input step amplitudes. (b) Comparison between the settling times as a 

function of step angle measured for each PID tuning.  

 

Motion during imaging integration time degrades lateral resolution by smearing the focal spot. 

Galvanometer response time plays a prominent role in this loss of resolution at FOV edges where 
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scanning mirrors transition to and from high-speed return waveforms. Using measured galvanometer 

positions during these transitions, we computed the lateral motion between serial samples and 

effective lateral resolution normalized by the spot size compared against the Nyquist criterion 

conventionally used in point-scanning applications (Fig. 4.6). Expectedly, the optimized 

galvanometer had the highest resolution loss (>4 x FWHM), but also settles below the Nyquist 

sampling criterion 20-51% faster than those with default tunings. These results reiterate the advantage 

of optimized settling times and highlight the importance of quantitating galvanometer dynamics for 

point-scanning systems. Smeared and subsampled regions are routinely cropped and discarded, but 

galvanometer response dictates the amount of discarded data and, importantly, whether spatial 

resolution across the imaging FOV is uniform. 

 

 

Figure 4.6. Degradation of lateral resolution from galvanometer motion. (a) Galvanometer position 

waveform during a high-speed galvanometer positional reset. (b) Corresponding effective lateral 

resolution normalized by spot size FWHM.  

 

 

The effect of optimized galvanometer response on point-scanning based imaging was validated 

using a fine distortion target (R1LS3P, ThorLabs) with a grid size of 10 µm and 50 µm spacing. In 

addition, we demonstrated the benefits for functional OCTA imaging, 4D imaging of dynamic 

motion, and bi-directional scanning.  
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OCTA volumes were acquired in a healthy adult volunteer under an IRB-approved protocol using 

a handheld ophthalmic imaging probe. Sampling parameters were chosen to densely sample a small 

ROI below the central fovea of the retina (Table 4.1). Raster-scanning OCTA was performed using 

sampling protocol 1, which included a linear scan waveform (300 lines) and sinusoidal return 

waveform (500 lines) that set a fixed interscan delay of 2 ms between frames to visualize capillary 

flow. Linear scanning regions were identified as galvanometer positions with error deviations less 

than a spot size measured using corresponding PID controller positional readouts and the 

corresponding OCTA images for each tuning (Fig. 4.7(b)) show that the optimized tuning has a 6-

49% increase in linear FOV over the manufacturer provided tunings. In addition to FOV differences, 

the nonlinear scanning regions (Fig. 4.7(b), (d), (f), red) show feature deformations and degraded 

lateral resolution. 
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Figure 4.7. OCTA acquisition protocol comparison. (a) Sampling Protocol 1 – Conventional OCTA 

scan waveform, measured position, and (b) corresponding en face OCTA projection for dense 

sampling of a small ROI. Regions of linear sampling are denoted by the colored circles. Nonlinear 

scan regions are highlighted in red on OCTA projections. (c) Sampling Protocol 2 – Modified scan 

waveform and (d) corresponding OCTA showing increased linear FOV by eliminating return lines 

between frames. (e) Sampling Protocol 3 – Modified scan waveform and (f) corresponding OCTA 

showing increase in linear FOV and decreased interscan delay.  
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Table 4.3. Sampling protocols for OCTA imaging. 

Sampling 

Protocol 

Linear Scan 

Waveform 

(lines) 

Return 

Waveform 

(lines) 

Frames 

per 

Volume 

Repeated 

Frames 

Interscan 

Delay 

Volume 

Acquisition 

Time 

1 300 500 200 5 2 ms 2 s 

2 800 0 200 5 2 ms 2 s 

3 500 0 200 8 1.25 ms 2 s 

 

We also evaluated the robustness of our galvanometer optimization to modified scan waveforms 

that benefit functional imaging by either increasing the linear FOV (Fig. 4.7(c) and (d)) or image 

SNR and contrast-to-noise (CNR) ratio (Fig. 4.7(e) and (f)). The following formulas were used to 

calculate CNR and SNR: 

 

Sampling protocol 2 increases the linear FOV by extending the linear scan waveform and 

removing the return waveform (Fig. 4.7(c)). The number of lines per frame and, thus, the interscan 

delay remain constant to maintain vascular flow velocity sensitivity. Sampling protocol 2 increases 

the linear FOV by 134-159% over sampling protocol 1 (Fig. 4.7(b) and (d)). Sampling protocol 2 

effectively uses a sawtooth waveform, and since no return waveforms are explicitly sent to the PID 

controller, the length of the nonlinear galvanometer positional reset period is ultimately determined 

by its frequency response. Here, our optimized PID tuning increased the linear FOV by 12-55% over 

manufacturer provided tunings. As expected, by maintaining interscan delay, no significant 

differences in average image CNR or SNR were observed (Fig. 4.8(b) and (c)). 

Optimized galvanometer response and modified scan waveforms can similarly be leveraged to 

improve image CNR and SNR. Sampling protocol 3 both extends the linear scan waveform and 

𝐶𝑁𝑅 = 20 ∗ log10 (
𝜇𝑅𝑂𝐼

𝜎𝑛𝑜𝑖𝑠𝑒
) (4.5) 

𝑆𝑁𝑅 = 20 ∗ log10 (
𝐼𝑝𝑒𝑎𝑘

𝜎𝑛𝑜𝑖𝑠𝑒
) (4.6) 
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removes the return waveform from sampling protocol 1 to increase the linear FOV while reducing 

the interscan delay.  Sampling protocol 3 increases the effective imaging frame rate such that the total 

number of repeated frames can be increased while maintaining total volume acquisition time (Fig. 

4.7(e)). Again, there is a significant increase in linear FOV (30-49%, Fig. 4.7(b) and (f)) and mean 

SNR and CNR as a result of frame-averaging (8.8% and 6.7%, respectively, Fig. 4.8(b) and (c)) as 

compared to sampling protocol 1.  

 

 

Figure 4.8. Comparison between (a) linear FOV, (b) CNR, and (c) SNR between sampling protocols 

(* p < 0.05, ** p < 0.01, *** p < 0.001). 

 

We demonstrate the benefits of optimized galvanometer response for 4D volumetric imaging of 

dynamic motion by comparing conventional (300 lines, 300 return lines, 100 frames) and optimized 

(370 lines, 0 return lines, 100 frames) sampling protocols over a 4 x 4 mm FOV (Fig. 4.9). Similar to 

OCTA protocols, return lines refer to a dedicated sinusoidal return waveform in the conventional 

protocol whereas the optimized protocol uses a sawtooth scan waveform without a dedicated return 

waveform and galvanometer positional reset occurs in the additional 70 lines of the scan (Fig. 4.7(c) 

and (e)). These return and reset regions were cropped, yielding identically sized and sampled volumes 

with 2560 x 300 x 100 pix. (depth x lines x frames). Optimized sampling improves volumetric 

imaging speed by 62% over conventional sampling, enabling visualization of dynamic motion with 

fewer motion artifacts and distortions (Fig. 4.9(c) and (d); Visualizations 1 and 2).  
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Figure 4.9. 4D imaging of cannula dynamic motion using (a) conventional and (b) optimized 

sampling parameters. The series of acquired en face volume projections show (c) conventional 

sampling at lower volume rates (6.67 Hz) compared to (d) optimized sampling (10.81 Hz). Slower 

volume-rates result in discontinuities and distortion of the cannula tip (asterisk). Nonlinear scan 

regions are highlighted in red and show image distortions and degraded lateral resolution effects 

observed in Figures 4.6 and 4.7.  

 
 

Finally, we evaluated the benefits of optimized galvanometer response for bi-directional scanning, 

which can be used to effectively double scan speeds. Bi-directional galvanometer scanning can be 

limited by ringing at the sharp transition points, especially at higher scan speeds [247]. Here, the 

positional residual error with respect to the input waveform (Fig. 4.10) shows that our galvanometer 

optimization increases the linear FOV by 3-126% as compared to manufacturer provided PID tunings.  
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Figure 4.10. Tuning comparison for bi-directional scanning. (a) Measured Y-mirror position 

waveforms from the galvanometer controller for an input bi-directional scan waveform and insets 

showing differences between tunings. (b) Position residuals used to calculate linear regions for each 

tuning within the lateral resolution error band. Start and stop positions for linear regions are shown 

by the corresponding colored circles. 

 

 

4.4 Discussion and Summary 

 

Scanning technologies require robust high-speed performance. Galvanometer scanners are not 

constrained by fixed frequency, fixed FOV, or highly lossy/dispersive operation that limits resonant, 

polygon, and acousto-optic scanners. However, the performance of galvanometers is fundamentally 

limited by frequency response, which impacts settling time, sampling linearity, lateral resolution, and 

speed. By taking advantage of the closed-loop feedback unique to galvanometer controllers, it is 

possible to reduce the step response settling time by over 50% as compared to manufactured defaults. 

This reduction benefits applications requiring rapid scanning, such as 4D volumetric imaging, bi-

directional scanning, and real-time tracking of ROIs. 

The proposed hardware optimization also has significant advantages over previously reported 

methods, which are restricted to specific input waveforms. Here, we present methods of optimizing 

PID tuning parameters and the corresponding frequency response of the galvanometer controller, 

making the optimized tuning input-independent. As a result, it is possible to combine both hardware 

and software optimizations to further improve scanner performance and tailor scan waveforms 
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specific to broad applications. Importantly, the method presented may be directly implemented 

without the use of specialized test equipment because we demonstrated that positional feedback from 

the galvanometer PID controller is sufficient for evaluating mirror response. As a proof-of-concept, 

we demonstrated hardware and software optimizations to increase linear FOV and image SNR/CNR 

in OCTA as well as to increase speed for rapid volumetric imaging. However, similar advantages can 

be broadly achieved in point-scanning applications in imaging, display, ranging, manufacturing, and 

therapeutic technologies. 
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CHAPTER 5 

 

 

Automated instrument-tracking for 4D video-rate imaging of ophthalmic surgical maneuvers 

 

The following chapter contains content that is adapted from E. M. Tang, M. T. El-Haddad, S. N. 

Patel, and Y. K. Tao, “Automated instrument-tracking for 4D video-rate imaging of ophthalmic 

surgical maneuvers,” Biomedical Optics Express 13, 1471-1484 (2022) [257]. 

Reprinted with permission from © Optica Publishing Group. 

 

 

5.1 Introduction 

 

Rapid development of imaging technologies has facilitated the use of intraoperative image-

guidance in a broad range of medical fields including neurology [258]–[261], ophthalmology [262]–

[264], hepatology [265]–[267], and oncology [268]. Image-guided surgery provides enhanced 

visualization of instrument-tissue interactions and is especially useful when haptic feedback is limited 

such as in ophthalmic microsurgery, minimally-invasive surgery, and robotic surgery [269]. In these 

cases, endoscopic or microscopic video feeds are used to relay information regarding instrument 

position back to the surgeon. However, intraoperative imaging tends to suffer from nonuniform 

illumination, noise, specular reflections, and variations in the surgical environment that ultimately 

limit the accuracy of instrument pose estimation and instrument-tracking [83], [84]. Instrument 

fiducials can be used to facilitate registration and tracking, but these methods assume a rigid 

relationship between the instrument tip and physical space [191]. These factors are also often 

confounded by surgical dynamics, which result in changes in instrument shape and orientation as 

well as movement of the instrument out-of-focus during surgery.  

5.1.1 Ophthalmic Surgery 

 

Image-guided ophthalmic microsurgery has been demonstrated using intraoperative optical 

coherence tomography (iOCT) and provides significant benefits compared to conventional 

microscopic surgery, which offers limited contrast and feedback for submillimeter-thick tissues and 
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precludes visualization of subsurface features [270]. The development of iOCT technology through 

the use of microscope-mounted handheld probes [127], [136] and microscope-integrated OCT 

systems [128], [131] addresses these limitations by enabling high-resolution volumetric imaging of 

supine patients during surgery. Recent studies have shown that iOCT helps to visualize structural 

changes during surgery that ultimately guide intraoperative decision-making, result in modification 

of surgical management, and enable verification of surgical goals [132], [134], [135], [139]. 

Furthermore, preliminary results show that patients undergoing iOCT-assisted macular hole surgery 

have a higher single-operation success rate and significantly improved visual acuity post-operation 

[271]. Despite the aforementioned benefits, the broad adoption of iOCT technology is hindered by 

slow imaging speeds and a lack of automated instrument-tracking, which prevents video-rate 4D 

visualization and requires manual adjustment of the OCT field-of-view (FOV) [272]. 

5.1.2 4D Video-Rate iOCT 

 

The safety, utility, and efficacy of commercial iOCT systems such as the Rescan 700 (Carl Zeiss 

Meditec) and the Enfocus (Leica Microsystems) have been well-established for ophthalmic surgery 

[273], [274]. However, these systems operate at line-rates between 10 – 32 kHz, which limits current 

visualization to static cross-sectional images and prevents 4D imaging of surgical dynamics [275]. 

Recent developments in high-speed swept-source laser technology have enabled 4D video-rate OCT 

imaging. These research-grade systems are over an order of magnitude faster than current commercial 

iOCT systems and are capable of imaging at line-rates between 100 kHz – 1.67 MHz and at volume 

rates over 10 Hz [276]–[279]. 4D imaging of surgical maneuvers provides enhanced feedback of 

instrument-tissue interactions, which can be used to monitor tissue deformation and prevent damage 

to underlying ocular tissues. However, these systems suffer from an inherent trade-off between speed, 

sampling density, and FOV. Imaging at higher speeds reduces detector integration time per scan 

position, thus limiting system sensitivity [90]. On the other hand, it is possible to maintain high 

sensitivity by increasing sampling density at the cost of speed or FOV. 
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5.1.3 Automated Instrument-Tracking 

 

Currently, iOCT imaging is performed over a static FOV, thus necessitating custom scan software 

to offset iOCT scan positions to regions-of-interest (ROIs) and requiring a trained technician to be 

able to accurately follow instrument positions intraoperatively [176]. Manual adjustment of the OCT 

FOV during surgery disrupts surgical workflow and has been shown to increase operating times by 

up to 25 minutes despite the presence of a trained technician [280]. Several automated instrument-

tracking methods have been previously developed to segment axial position and estimate instrument 

pose from OCT B-scans and volumes [177]–[180]. However, these methods assume that the 

instrument is continuously localized within the OCT FOV and are thus unable to track lateral 

movements of the instrument across the surgical field. This issue is confounded by the fact that iOCT 

imaging is often limited to small ROIs in order to achieve 4D visualization. Our group has previously 

demonstrated a stereo-vision tracking system that decouples lateral instrument-tracking from axial 

OCT imaging, enabling tracking with high speed and accuracy across a larger FOV [281]. However, 

stereo-vision-based tracking methods [181]–[183] require fiducial markers to be placed on the back 

of instruments and therefore do not account for field distortion and instrument deformation inside the 

eye, which result in a nonlinear relationship between fiducials and tracked features. Furthermore, 

movement of the patient and of the eye dynamically changes the frame of reference during operation. 

Conventional instrument-tracking methods for surgery involve the use of color features, 

instrument geometry, or gradient-based edge detection [282]–[286]. These methods perform well in 

controlled lab environments, but tend to suffer in vivo due to changes in appearance and lighting 

conditions, motion blur, and specular reflections. Recently, deep-learning algorithms have been 

shown to be more robust to variations in the surgical environment while also maintaining a high 

tracking accuracy on the order of several pixels of error and a high tracking speed of over 30 Hz 

[185]–[187].  

Here, we present an automated instrument-tracking method for ophthalmic microsurgery that 

leverages multimodal imaging and recent advances in deep-learning-based object detection. We use 
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a high-speed spectrally encoded coherence tomography and reflectometry (SECTR) system that 

combines en face spectrally encoded reflectometry (SER) and cross-sectional OCT imaging for 

automated instrument-tracking and video-rate 4D imaging [122], [173]. A convolutional neural 

network (CNN) is trained to detect 25-gauge internal limiting membrane (25G ILM) forceps from 

SER images, and OCT scanning is automatically updated based on instrument position. We also 

present an updated method for adaptive-sampling by optimizing input scan waveforms to densely 

sample instrument-tissue interactions without sacrificing speed or FOV [287]. We show that we are 

able to achieve resolution-limited detection accuracy across the OCT imaging range, and as proof-

of-concept, we demonstrate 4D tracking of surgical maneuvers in a phantom at 16 Hz volume rate. 

5.2 Methods 

 

5.2.1 Automated Instrument-Tracking Framework 

 

 

Fig. 5.5. Automated instrument-tracking framework. 
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The framework for our proposed automated-instrument tracking method (Fig. 5.1) can be divided 

into three main processes: simultaneous acquisition of OCT and SER images, detection of instrument 

position from SER images, and scan waveform modification based on instrument position outputs to 

re-center the OCT FOV. Despite the fact that these processes occur in series, the overall workflow 

must be highly parallelized in order to minimize latency between steps. In particular, automated 

instrument-tracking requires dynamic modification of SECTR scan signals at high speeds necessary 

for video-rate 4D imaging.  

5.2.1.1 SECTR Acquisition 

 

A custom-built SECTR engine was used to simultaneously generate en face SER and cross-

sectional OCT images. OCT imaging is performed by raster scanning a galvanometer pair (X-Y) 

separated by a unity-magnification 4f optical relay to maintain telecentricity. SER uses a transmissive 

grating to spectrally-disperse broadband illumination, which is then optically relayed using a 4f relay 

across the OCT fast-axis scanning galvanometer (X). SER illumination on the sample consists of a 

focused line extended source in the spectrally-encoded axis that is aligned to the OCT slow-axis (Y). 

SER and OCT beam paths use a shared swept-source laser and optics to ensure collinearity and 

spatiotemporal co-registration, allowing for the acquisition of a single en face SER image (X-Y) and 

a single OCT B-scan (X-Z) for each sweep of the fast-axis (X) galvanometer mirror. As a result, we 

are able to use SECTR imaging to track en face features, such as surgical instrument position, from 

SER images and directly correlate those features with respect to the position of the OCT scan FOV. 

Here, we modified our previous benchtop design [288] by moving engine components into a 

compact optical enclosure placed on a portable cart for clinical application. An optical buffer was 

used to double the laser sweep rate in order to achieve a 400 kHz line rate for rapid volumetric 

imaging. In addition, fiber connections were fusion-spliced with each other to minimize insertion loss 

and optimize the throughput of the system. A high-speed digitizer (ATS-9373, AlazarTech) was used 

to simultaneously acquire SER and OCT data at 2 gigasamples/second for real-time processing and 
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display. Custom C++ software was used to synchronize scan waveform generation via a DAQ (USB-

6351, National Instruments) with data acquisition. 

5.2.1.2 CNN Detection 

 

Similar to intraoperative imaging variability, SER images acquired using SECTR tend to suffer 

from image artifacts that preclude the use of traditional instrument-tracking and segmentation 

methods. 

Here, we leverage deep-learning-based instrument-tracking techniques by using a GPU-

accelerated CNN [289] for detection of surgical instruments from SER images. In particular, the 

network implementation utilizes the OpenCV Deep Neural Network library and the NVIDIA GPU 

Computing Toolkit (CUDA) for rapid training and detection. The open-source network was trained 

using 4730 manually-labelled SER images of 25G ILM forceps. SER images were acquired in paper 

phantoms (N = 4290), retinal phantoms (N = 254) and ex vivo bovine eyes (N = 186). In addition, 

data augmentation was performed by utilizing a horizontal flip and 90º clockwise rotation for each 

image. The augmented data was then split between training (80%) and validation (20%) sets. CNN 

training was performed on a computer with an Intel i9-10900X CPU, an NVIDIA GeForce RTX 2080 

Ti GPU and 64 GB RAM. Training was run for 400,000 epochs over the course of 24 hours, resulting 

in a mean average precision value of > 99% based on a complete intersection over union (CIoU) loss 

function [290]. 

CNN model and weights were integrated directly with the SECTR C++ acquisition software for 

real-time detection of SER images. Multithreaded programming was used to decouple SECTR 

acquisition from CNN detection by copying acquired SER images to a buffer. A parallel thread then 

passed the stored SER image through the trained network for high-speed detection at over 120 Hz.  

5.2.1.3 Scan Waveform Modification 

 

Finally, scan waveforms must be updated on a volume-by-volume basis for smooth 4D 

visualization, which corresponds to update rates of at least 16-20 Hz. Typical DAQ devices used to 

generate scan waveform signals operate in regeneration mode, where scan waveforms are 
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preallocated to an onboard waveform buffer (Fig. 5.2, red). As a result, scanning must be paused and 

restarted in order to update scan waveforms. Here, we take advantage of a nonregenerative operating 

regime that allows us to dynamically modify waveform values per scan volume. An additional thread 

is used to continuously monitor the size of the waveform buffer and automatically modify and write 

new values immediately when the buffer is empty (Fig. 5.2, blue). 

 

 

 

Fig. 5.6. DAQ operating modes. Regeneration mode allows continuous output from the scan 

waveform buffer. Nonregeneration requires new values to be written to the buffer, but enables 

dynamic scan waveform updates. 

 

 

The CNN outputs bounding box coordinates (x, y, width, height) corresponding to the top left 

coordinate (x, y) of the detected surgical instrument for right-handed cases or the top right coordinate 

(x + width, y) for left-handed cases (Visualization 1). These values were sent directly to the waveform 

generation thread and used to update scanning outputs. CNN position to galvanometer scan waveform 

voltage offset calibration was accomplished by fitting measured offsets used to center the OCT FOV 

around the instrument from different initial positions (Fig. 5.3(a)). Due to adaptive-sampling of the 
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fast-axis (see Section 5.2.2), a higher order fit was required to calibrate the nonlinear offset-to-

position curve. On the other hand, the slow-axis was linearly-sampled and therefore required only a 

linear fit. The design of the SECTR system enabled independent calibration of the fast- and slow-

axes since each scan mirror is conjugate to the other through a 4f imaging relay. Furthermore, in order 

to optimize imaging performance, galvanometer scanners (Saturn 5B, ScannerMax) were tuned using 

a previously-reported method to maximize scan speed and linear FOV for 4D imaging [198]. 

5.2.2 Adaptive-Sampling 

 

Additionally, input scan waveforms were modified by using an adaptive-sampling protocol (Fig. 

5.3(b)-(d)), which allowed us to dynamically re-center the densely-sampled region of each OCT 

volume with the automatically-tracked instrument position to enhance visualization of instrument-

tissue interactions. The original linear scan waveform prior to adaptive-sampling can be described 

mathematically as: 

𝐿𝑖𝑛𝑒𝑎𝑟(𝑥) =
𝐹𝑂𝑉𝑥𝑉𝑥

𝑁𝑙𝑖𝑛𝑒𝑠
∗ 𝑥 (5.1) 

 

Here, the linear 𝑋-axis waveform input is defined as a line with slope equal to the 𝐹𝑂𝑉 (mm) 

scaled bsy a voltage scale factor 𝑉 (V/mm) divided by the number of lines. On the other hand, the 

slow 𝑌-axis scan waveform is constant per frame to generate a raster scan pattern. For adaptive-

sampling, the slope of the linear 𝑋-axis waveform (Eqn. 5.1) is scaled by 𝑣𝑑𝑒𝑛𝑠𝑒 = 0.25 to densely-

sample the center of the FOV between 𝑋𝑠𝑡𝑎𝑟𝑡 and 𝑋𝑒𝑛𝑑 by a factor of 4. In addition, the slope of the 

scan waveform is scaled by 𝑣𝑠𝑝𝑎𝑟𝑠𝑒 = 1.50 (calculated based off of 𝑣𝑑𝑒𝑛𝑠𝑒) to sparsely-sample the 

periphery of the frame. Scale factors were chosen to maximize sampling density at the center of the 

frame while maintaining a wide FOV for tracking as well as a high frame rate for 4D volumetric 

imaging. 
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Adaptive-Sampling 

𝐷𝑒𝑛𝑠𝑒 (𝑥) = 𝐿𝑖𝑛𝑒𝑎𝑟(𝑥) ∗ 𝑣𝑑𝑒𝑛𝑠𝑒, 𝑋𝑠𝑡𝑎𝑟𝑡 ≤ 𝑥 ≤ 𝑋𝑒𝑛𝑑 (5.2) 

𝑆𝑝𝑎𝑟𝑠𝑒(𝑥) = 𝐿𝑖𝑛𝑒𝑎𝑟(𝑥) ∗ 𝑣𝑠𝑝𝑎𝑟𝑠𝑒, 𝑥 < 𝑋𝑠𝑡𝑎𝑟𝑡, 𝑥 > 𝑋𝑒𝑛𝑑 (5.3) 

 𝑣𝑠𝑝𝑎𝑟𝑠𝑒 =
𝑁𝑙𝑖𝑛𝑒𝑠 − (𝑋𝑒𝑛𝑑 − 𝑋𝑠𝑡𝑎𝑟𝑡) ∗ 𝑣𝑑𝑒𝑛𝑠𝑒

𝑁𝑙𝑖𝑛𝑒𝑠 − (𝑋𝑒𝑛𝑑 − 𝑋𝑠𝑡𝑎𝑟𝑡)
  (5.4) 

 

 

For visualization and CNN detection, acquired SER images were resampled (Fig. 5.3(c)) based on 

the fast-axis galvanometer position output measured via the galvanometer controller (MachDSP, 

ScannerMax). 

 

 

Fig. 5.7. Scan waveform modification calibration. (a) Fast (X) and slow (Y) axis offset calibration. 

(b) Adaptively-sampled SER images showing dense-sampling of the instrument tip and (c) 

resampled/linearized images. (d) Input and resampled scan waveforms for images in (b), (c) showing 

X- and Y-offsets used to center the OCT FOV on the instrument (red) following out-of-plane motion 

(left images vs. right images). 
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5.2.3 Experimental Setup 

 

Table 5.4. CNN accuracy experimental parameters 

 

The SECTR engine was interfaced with an ophthalmic imaging probe placed in a microscope 

configuration with axial (Z) translation freedom. A pair of 25G ILM forceps were clamped and 

mounted to a two-axis (XY) motorized translation stage (MLS203, ThorLabs) with 0.1 µm position 

resolution for precise control of instrument position and speed. 

In order to quantify the accuracy of the CNN for basic surgical maneuvers, a series of 3 

experiments were performed by varying probe axial/depth (Z) position, instrument orientation, and 

instrument translation speed (Table 5.1). Instrument speeds were chosen to cover and extend beyond 

the range of typical ophthalmic surgical maneuver speeds between 0.1 – 0.5 mm/s [291]–[293]. For 

each set of experimental parameters, SER images of the forceps placed over a paper sample were 

acquired. For Experiment 1, the imaging probe was translated between 0 mm (in-focus) to 21 mm at 

increments of 3 mm, which corresponds to the measured Rayleigh range of the system, in order to 

simulate motion of the instrument out-of-focus (Fig. 5.4(a)). For Experiment 2, both instrument depth 

and translation speed were varied in order to simulate out-of-plane motion and motion blur. Lastly 

for Experiment 3, instrument orientation and speed were varied to imitate dynamic movement of the 

instrument during operation (Fig. 5.4(b)). For each set of parameters, manual annotation of 

instrument position from tracked SER images (N = 200) were compared to corresponding CNN 

outputs to determine pixel error and tracking accuracy. 

Experiment 

Number 
Depth (Z) Orientation Translation Speed (X) 

1 
0, 3, 6, 9, 12, 15, 18, 

21 mm 
0 5 mm/s 

2 0, 3, 6, 9 mm 0 
0.25, 1, 2, 4, 6, 8, 10 

mm/s 

3 0 mm 0, 45, 90, 135, 180 
0.25, 1, 2, 4, 6, 8, 10 

mm/s 
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Fig. 5.8. SER images as a function of varying (a) probe depth and (b) instrument orientation. 

 

5.3 Results 

 

SER image resolution was measured using a 1951 United States Air Force test chart to be 44.2 

m with a sampling resolution of 15 m/pixel. Thus, the minimum expected pixel position error 

corresponding to the resolution limit can be calculated to be 44.2/15 = 2.95 pixels. For each 

combination of experimental parameters, position error was calculated by taking the difference 

between neural network position outputs and manual labels of position (N = 200). A one-sample t-

test was used to compare each distribution of calculated errors to the resolution limit of the system. 

Comparing manual annotations of instrument position to CNN outputs at various axial positions, we 

are able to achieve resolution-limited tracking accuracy (p << 1E-7) between 0 mm – 9 mm, which 

is beyond the ~7 mm full axial range of our OCT imaging (Fig. 5.5, top). Comparing tracking 

accuracy in this depth range with varying instrument translation speed, we maintain resolution-

limited performance up to velocities of 10 mm/s (Fig. 5.5, middle).  Similar performance can also be 

achieved when varying instrument orientation and speed (Fig. 5.5, bottom). Despite the presence of 

error extrema and outliers, distribution means were statistically significantly lower than the resolution 

limit. These results suggest that the CNN is particularly robust to intraoperative variability, including 
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movement of the instrument in and out-of-focus, high speed maneuvers, and dynamic maneuvers 

involving rotation and translation of the surgical instrument. 

 

 

Fig. 5.9. Quantification of CNN accuracy as a function of depth for a fixed orientation and speed 

(top), depth and speed (middle), and orientation and speed (bottom). Pixel error between CNN and 

manual outputs are compared to the resolution limit of the system (~2.95 pix.). Box plots span the 

25th and 75th percentiles and box waists correspond to distribution means. Box plot whiskers extend 

to data extrema and outliers are denoted by ‘+’. 

 

 

Beyond tracking accuracy, it is also important to continuously center the instrument within the 

imaging FOV in order to provide 4D visualization of instrument-tissue interactions. For each 

combination of experimental parameters, the standard deviation of CNN outputs was calculated to 

determine how precisely the instrument was re-centered despite changes in focus, speed, and 
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orientation. Comparing CNN instrument position outputs, we are able to localize the instrument at 

the center of the image within the resolution limit for typical ophthalmic maneuver speeds below 1 

mm/s regardless of instrument orientation or depth position (Fig. 5.6). However, a linear trend in 

deviation from the center of the frame is observable at higher speeds due to update rate limits. Here, 

we chose to update scan position waveforms per volume (16 Hz) instead of at the CNN output rate 

(120 Hz) in order to prevent discontinuities in volumetric rendering as well as to maintain anatomical 

accuracy within each volume. Nevertheless, a minimal deviation of ~15 pix. can be seen even at 

translation speeds of 10 mm/s, which is beyond the speed of conventional ophthalmic surgical 

maneuvers. 

 

 

Fig. 5.10. Instrument deviation from center for tracked SER frames using CNN position outputs for 

changes in depth and speed (left) and orientation and speed (right). Resolution-limited localization 

of the forceps at the center of the frame is shown for typical ophthalmic surgical maneuver speeds 

(shaded box). 

 

 

Finally, we validated our CNN-based tracking method by performing automated instrument-

tracking and 4D video-rate imaging of a mock surgical task. Free-hand maneuvers of 25G ILM 

forceps by an untrained volunteer were used to evaluate CNN tracking performance in the presence 

of physiological tremors. In particular, a metallic ring was moved between 4 phantom quadrants of 
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varying height (0 mm, 1 mm, 2 mm, 3 mm). Additional features, such as holes and a scale bar (3 mm 

increment), were included in order to better visualize lateral and axial changes as the instrument 

moves. Volumetric imaging was performed using 2560 (Z) x 500 (X) x 50 (Y) pix. (pixels per line x 

lines per frame x frames per volume) for a frame rate of 800 Hz for en face SER and cross-sectional 

OCT B-scans and volume rate of 16 Hz for 3D OCT. CNN detection of forceps from SER images 

was performed simultaneously at a rate of 120 Hz. SER images were acquired over a 25 mm (Y) x 7 

mm (X) FOV and tracking was performed over a maximum FOV of 25 mm x 25 mm. Following the 

acquisition, standard OCT post-processing methods were used to generate images from spectral data 

and a 4D rendering of OCT data was produced using 3D Slicer [294]. Despite lateral movement 

across the entire sample, changes in depth/focus, opening and closing of the forceps tip, as well as 

presence of specular reflections from the metallic ring, the forceps remain localized in the OCT FOV 

(Fig. 5.7, Visualization 2). 
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Fig. 5.11. Automated instrument-tracking in a 4-quadrant phantom. (a) SER image of 25G ILM 

forceps manipulating a metallic ring and (b) corresponding OCT volume B-scan maximum intensity 

projection and (c) 4D rendering. (d) SER image following out-of-plane motion and translation of the 

instrument. (e),(f) Localization of the instrument in the OCT FOV despite lateral movement and axial 

position change. Scale bar = 1 mm (a),(d) and 0.5 mm (b),(e). See Visualization 2. 

 

 

 

5.4 Discussion and Summary 
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Ophthalmic microsurgery is conventionally performed under a surgical microscope, which 

precludes visualization of subsurface features and underlying instrument-tissue interactions. iOCT is 

an emerging technology that provides depth-resolved visualization of surgical maneuvers but is 

currently limited by slow scans speeds and lack of automated instrument-tracking that necessitates 

manual adjustment of the static imaging FOV. Here, we propose an automated instrument-tracking 

method that takes advantage of a high-speed SECTR system to simultaneously acquire en face SER 

and cross-sectional OCT images. Co-registration between the two imaging modalities allows for 

dynamic updates of OCT scan position based on instrument position detected from SER images. 

Using a GPU-accelerated CNN, we are able detect surgical instrument positions at over 120 Hz with 

resolution-limited accuracy despite changes in focus, orientation, and speed. In addition, the proposed 

method has significant advantages over previously-reported OCT-based, color-based, and gradient-

based detection methods by providing widefield lateral tracking in the presence of instrument 

deformation, soft-tissue movement, mechanical manipulation of the eye, and artifacts such as 

specular reflections. Furthermore, our method enables tracking for both anterior and posterior 

segment operations due to the network’s insensitivity to distortions and aberrations induced by the 

optical system and the optics of the eye. We demonstrated the efficacy of our method by performing 

automated instrument-tracking and 4D video-rate imaging of a mock surgical task in a phantom. 

Currently, the main limitation of our method is the update rate, which occurs once per volume in 

order to prevent intravolume updates that would degrade 4D visualization. As a result, we have a 

linear increase in instrument position deviation from the center of each image with increasing 

instrument velocities. However, ophthalmic microsurgery requires delicate manipulation of tissue, 

and instrument maneuver speeds are typically between 0.1 – 0.5 mm/s. Within this speed range, our 

method achieves high tracking accuracy and localization of the instrument. In addition, we show that 

our method is robust to extreme changes in speed (0.25 – 10 mm/s) and defocus (0 mm – 9 mm) that 

are beyond traditional use cases. We also account for changes in instrument orientation which may 
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occur during manipulation of tissue as well as from differences in surgeon preference (left-handed 

vs. right-handed). At higher speeds beyond ophthalmic surgical use cases, it is also possible to use 

extrapolation methods, such as Kalman filtering, to achieve better localization of the surgical 

instrument despite limited update rates. 

Furthermore, we believe the proposed method can be extended for the identification and tracking 

of multiple instruments which are often present simultaneously in the surgical field. The implemented 

CNN is capable of predicting instrument positions across multiple classes at once and can be trained 

to detect a variety of ophthalmic surgical tools including forceps, picks, loops, membrane scrapers, 

and light pipes. In addition, the existing 25G ILM forceps model can potentially be extended to 

facilitate training through transfer learning to generate a robust model for multiple instruments [295], 

[296]. By using an open-source network, we also eliminate the need for extensive hyperparameter 

tuning and optimization that is typical for many CNN implementations and, thus, broaden the 

applicability of our automated instrument-tracking framework. Similarly, we can extend our 

adaptive-sampling protocol to be able to target individual surgical instruments as specified by the 

surgeon as well as to switch between multiple instruments by leveraging multi-class detection 

outputs.  

In addition, our technology can be directly integrated into the surgical microscope and potentially 

used for 4D in vivo imaging and automated instrument-tracking [297], [298]. We believe our method 

ultimately enables intraoperative guidance for ophthalmic microsurgery and will facilitate the 

adoption of iOCT technology. Furthermore, our method can benefit iOCT-guided surgery by 

lowering the learning curve for surgeons and allowing them to perform an operation normally in 

comparison to the use of commercial iOCT systems, which require manual tracking and alignment 

of the static OCT FOV to ROIs. SECTR-based tracking can also be extended beyond ophthalmic 

applications for use in fields such as dermatology, where imaging power and speed can be 

significantly increased for enhanced 4D tracking and visualization [299], [300]. 
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CHAPTER 6 

 

 

Automated instrument-tracking and 4D video-rate visualization of ophthalmic surgical 

maneuvers in ex vivo porcine eyes 

 

 

The following chapter contains content that is adapted from E. M. Tang, M. T. El-Haddad, S. N. 

Patel, and Y. K. Tao, “Automated instrument-tracking for 4D video-rate imaging of ophthalmic 

surgical maneuvers,” Biomedical Optics Express 13, 1471-1484 (2022) [257]. 

Reprinted with permission from © Optica Publishing Group. 

 

The following chapter contains content from E. M. Tang, M. T. El-Haddad, S. N. Patel, and Y. K. 

Tao, “Automated instrument-tracking and 4D video-rate visualization of ophthalmic surgical 

maneuvers in ex vivo porcine eyes,” that is currently in preparation. 

 

 

6.1 Introduction 

 

The development of automated instrument-tracking techniques is crucial for successful and 

efficient image-guided surgery and has potential benefits for enhancing feedback in a number of 

fields, including ophthalmic microsurgery and minimally-invasive surgery [301]–[303]. In particular, 

these operations present several challenges, including limited haptic feedback and reliance on 

surgical microscope or endoscope feeds for visualization of complex surgical maneuvers [269]. These 

feeds often suffer from illumination variability and specular artifacts that prevent the use of traditional 

instrument-tracking methods, which include color and geometry-based techniques [304]. 

Furthermore, real-time 4D visualization of ophthalmic surgical maneuvers requires robust and high-

speed tracking that cannot be achieved by conventional image-processing-based algorithms [185]. 

Alternate solutions include the use of fiducial markers, which require modification of the surgical 

instrument and thus raise concerns in terms of cost, biocompatibility, sterility, and ergonomics. 

Additionally, optical tracking and stereo-vision-based tracking methods suffer from tracking errors 

that vary as a function of fiducial marker distance from the instrument tip as well as changes in 
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instrument orientation [305]. These factors are often confounded by optical aberrations due to radial 

or barrel distortion of lenses used in camera-based systems as well as ocular distortion due to 

aberrations and motion in ophthalmic imaging applications [306]–[308].  

In addition, ophthalmic microsurgery involves complex maneuvers that involve the use of a 

variety of surgical instruments designed for precise manipulation of both anterior and posterior ocular 

tissues [309]. Conventional instrument-tracking methods relying on instrument color, geometry, or 

gradient-based edge detection are often specifically designed to track a single surgical instrument 

from endoscopic or microscopic video feeds and tend to suffer for in vivo applications and for multi-

instrument tracking [310]. Thus, these methods are impractical for use in ophthalmic surgery, which 

involves a range of surgical tools of different shape, size, and visual properties that also varies with 

respect to use for anterior or posterior segment operations. To date, a limited number of approaches 

have been explored for tracking multiple surgical instruments. Multi-instrument tracking methods 

relying on visual feedback are capable of detecting multiple instruments in a field simultaneously and 

can provide valuable collision feedback for safety [311]. However, these methods suffer from video 

feed artifacts, such as nonuniform illumination, specular reflections, and occlusions. In addition, these 

methods lack specificity for identifying and tracking specific instruments within the surgical field. 

In order to address these limitations, our group has developed a multimodal ophthalmic imaging 

system for simultaneous en face reflectance and cross-sectional OCT imaging [122], [173]. 

Automated-instrument tracking is accomplished using deep-learning-based detection of instrument 

position from en face spectrally encoded reflectometry (SER) images. Inherent spatio-temporal co-

registration between SER and OCT images enables dynamic 3D tracking of surgical instruments and 

automatic localization for 4D video-rate visualization of ophthalmic surgical maneuvers. We have 

previously validated the performance of our automated instrument-tracking method in a paper sample 

and phantom and have demonstrated resolution-limited detection accuracy for different instrument 

speeds, orientations, and depths [257]. Here, we extend our CNN-based tracking method to detect 

multiple surgical instruments for video-rate 4D visualization of ophthalmic maneuvers in the anterior 



75  

segment of ex vivo porcine eyes. Compared to conventional tracking methods, deep-learning-based 

approaches have demonstrated a higher degree of specificity that allows for classification of multiple 

surgical instruments [312], [313]. We demonstrate robust localization of three surgical instruments 

despite the presence of nonuniform illumination, reflection artifacts, tissue deformation, and changes 

in instrument orientation in ex vivo SER images. We believe our proposed method can be extended 

for any number of surgical instruments and can be used for automated instrument-tracking and 4D 

visualization of both anterior and posterior segment ophthalmic procedures. 

6.2 Methods 

 

6.2.1 Ex vivo SECTR Imaging 

 

Ex vivo ophthalmic imaging was performed using a custom-built spectrally encoded coherence 

tomography and reflectometry (SECTR) engine [173]. The system utilizes a buffered 400 kHz swept-

source laser centered at 1060 nm with a bandwidth of 100 nm. Source laser power was split between 

SER and OCT imaging. A custom ophthalmic imaging probe was interfaced with the SECTR engine 

and used to colinearly combine and relay SER and OCT illumination beams to the sample (Fig. 6.1) 

[122]. A high-speed digitizer (ATS9373, AlazarTech) was used to simultaneously digitize detected 

SER and OCT signals at 2 GS/s and stream acquired data to a disk. Although ex vivo porcine eyes 

(Sierra for Medical Science) were acquired and imaged for demonstration, SER and OCT power were 

optimized to fall within ANSI Z80.36 safety limits for in vivo human ophthalmic imaging. OCT and 

SER powers at the pupil were measured to be 1.3 mW and 4.2 mW, respectively, for a total power of 

5.5 mW at the sample. In addition, a dichroic window in the SECTR probe was used to capture white-

light images of the sample to simulate surgical microscope visualization. A light pipe (Alcon) 

provided external illumination and a CMOS camera (Blackfly BFLY-PGE-50S5C, Point Grey 

Research) was used to capture frames at 16 Hz (2448 x 2048 pix.). 
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Fig. 6.1. Experimental setup. The SECTR imaging probe was placed in a microscope configuration 

for visualization of ophthalmic surgical maneuvers in an ex vivo porcine eye sample. 

 

6.2.2 Surgical Microscope Objective Integration 

 

In our previous tracking accuracy validation study, SECTR imaging was performed at the 

intermediate image plane of a handheld probe mounted in a microscope configuration (Fig. 6.1). 

However, one limitation to the translation of SECTR and other iOCT imaging systems is integration 

with the optics of a surgical microscope. OCT imaging is often performed in the near infrared regime 

at wavelengths between 800-1300 nm, while surgical microscopes operate using white-light 

illumination. The design of stereomicroscopes, therefore, is often optimized and corrected for visible 

wavelengths of light and ultimately degrade OCT image quality due to wavelength-dependent optical 

aberrations when imaging through the microscope objective lens [128]. Furthermore, commercial 

objective lenses are often provided as ‘black-box’ models that inhibit robust optical design and 

aberration compensation. Our lab has developed a non-contact lens characterization method to 

characterize the physical and optical properties of a commercial Zeiss VISU 200 surgical microscope 

objective lens [314]. Lens characterization has enabled optimization of microscope integrated 
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intraoperative SECTR and evaluation of its performance through the objective lens of a surgical 

microscope, which is critical for future in vivo application [298]. Here, we similarly adjust our initial 

experimental setup by modifying handheld probe scan and relay lenses for the inclusion of a Zeiss 

VISU 200 objective lens (Fig. 6.2). As a result, tracking performance can be assessed in a more 

practical scenario where SECTR optics are integrated with those of a commercial surgical 

microscope. Ex vivo porcine eye imaging and automated-instrument tracking was performed at the 

focus of the surgical microscope objective lens, which allowed for direct comparison of tracking 

accuracy to that of our previous study conducted in paper phantoms. 

 

 

Fig. 6.2. Modified SECTR optical configuration for imaging of the anterior segment of ex vivo 

porcine eyes. Handheld probe scan (fscan) and relay (frelay) lenses were modified and optimized for the 

incorporation of a Zeiss VISU 200 surgical microscope objective lens. Figure adapted with 

permission from [298]. 
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6.2.3 Multi-Instrument Tracking 

 

Rapid developments in deep neural networks have accelerated the generation of network 

architectures capable of multi-class detection and classification. These networks have been applied 

for a wide variety of applications ranging from computer vision to disease diagnosis [315]. Here, we 

leverage the versatility of current-generation object detectors by extending our previously described 

open-source neural network (YOLOv4) for multi-class detection and multi-instrument tracking [289]. 

Recent studies have evaluated the performance of YOLOv4 and have demonstrated accurate tracking 

of multiple surgical instruments typically used in minimally invasive surgery [316]. In addition, 

YOLOv4 has shown superior performance compared to other similar models for more complex 

applications, such as automated detection of artifacts in endoscopic images and combinatorial sorting 

of cells in microdroplets [317], [318].  

Our previous implementation of YOLOv4 focused on single-class detection of 25G internal 

limiting membrane forceps for determination of tracking accuracy and initial automated instrument-

tracking validation. In order to achieve broader utility for ophthalmic surgical instrument detection 

and tracking, we have modified our network configuration for the detection of three unique classes 

of instruments: microsurgical knives (V-lance), forceps, and cannulas/needles. These instruments are 

commonly used for anterior segment operation in order to create incisions in the cornea, to peel or 

grasp ocular tissues, and to inject air or contrast agents into the anterior chamber, respectively. Initial 

demonstration of ex vivo instrument-tracking is performed for detection of these three instrument 

classes, but the network can easily be extended to any number of instrument classes for more complex 

surgical procedures as well as to account for smaller gauge instruments used in posterior segment 

surgery. 

6.2.4 Multi-Channel Training 

 

We have previously demonstrated automated instrument-tracking with resolution-limited tracking 

accuracy in a paper sample. However, similar to surgical microscope feeds, SER imaging 

performance tends to suffer in ex vivo and in vivo applications due to the presence of image artifacts, 
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such as specular reflections and shadowing (Fig. 6.3). These artifacts arise from detector or bit-depth 

saturation, background subtraction, and ocular structures such as the cornea tear film. In addition, the 

appearance of these artifacts changes dynamically throughout imaging due to beam-scanning, varying 

field positions resulting from tracking offsets, and bulk motion of the eye by both the operator and 

patient. These factors are confounded by changes in instrument orientation both in and out-of-plane, 

which result in varying reflectivity profiles and contrast. Although deep-learning-based instrument-

detection is more robust to these variables than conventional tracking methods, optimization of 

network inputs can potentially improve training and detection performance for ex vivo application. 

 

 

Fig. 6.3. SER images acquired in a (a) paper sample (b) ex vivo bovine eye and (c) in vivo human eye 

showing imaging artifacts such as specular reflections and shadowing due to saturation (red), DC 

artifacts (blue), and cornea tear film reflections (yellow). 

 

Data augmentation is widely used for improving CNN performance and robustness by altering 

and inflating training data sets while preserving labels [319], [320]. Common augmentation methods 
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include geometric transformations (flipping, rotating, translating, cropping) and photometric (color) 

transformations. We have previously explored geometric augmentation of instrument data by flipping 

and rotating each image, which has improved network performance for varying instrument 

orientations. However, SER images used for training were grayscale (single channel), whereas CNN-

based object detectors are often designed to take RGB (three channel: red, green, blue) or BGR input 

images for detection. Color images can then be decomposed into their individual color channels for 

multi-channel estimation of object position. Comparing the performance of CNNs with varying 

number of channel inputs, studies have demonstrated a classification improvement of 3% using color 

images over grayscale images on large-scale image databases [321], [322]. For ophthalmic 

applications, CNN-based diagnosis has benefitted from the use of color fundus images due to channel 

encoding of various wavelength-dependent morphological and functional features, such as the inner 

retina (blue), blood vessels (green), and outer retina/choroid (red) [323]. Furthermore, studies have 

shown that color channels can be used to encode independent information via concatenation of 

multiple complementary images. For example, the fusion of spatial, temporal, and thermal 

information in a single BGR image has been demonstrated and can be used to improve both object 

detection accuracy and computational efficiency [324].  

Here, we leverage photometric augmentation techniques in order to encode SER spatio-temporal 

information in a single BGR image for CNN training and detection (Fig. 6.4). Individual images are 

concatenated in order to encode raw SER images (blue), 5-average SER images (green), and 5-

variance SER images (red). Averaging of SER images reduces background speckle noise and also 

encodes both spatial information of the instrument and temporal information of instrument position 

across multiple volumes. Similarly, SER image variance across multiple volumes encodes instrument 

motion (high variance) relative to stationary background tissue (low variance). Data fusion was 

accomplished by modifying the instrument-tracking thread in the SECTR acquisition software. Raw 

SER images were copied and continuously stored in a first-in-first-out (FIFO) 5-frame buffer. A 

running 5-frame average and 5-frame variance were calculated upon acquisition of a new raw SER 
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frame. The most recently acquired frame in the buffer was used as the blue channel raw SER image 

input and was concatenated with the corresponding average and variance of frames in the buffer to 

generate a single BGR image. The BGR image height was then downsampled by a factor of 4 via 

spectral averaging to match the network height before being used as an input for training or detection 

(Fig. 6.4(b)).  

 

Fig. 6.4. Multi-channel SER fusion. (a) A series of 5 SER images is stored and used to encode 

information into a single BGR image: Blue = last raw SER image in the stored time series; Green = 

average of 5 SER images in the series; Red = variance of 5 SER images in the series. (b) 

Concatenation of data shown in (a) creates a single BGR image. The image is resized (1664 x 500 → 

416 x 500, spectral x lateral pix.) via spectral averaging before being input into the CNN. 

 

SECTR imaging was performed in ex vivo porcine eyes and corresponding instruments were 

manipulated to simulate mock anterior segment surgical maneuvers (e.g. corneal incision, corneal 

scraping, and anterior chamber injection). GPU-accelerated CNN [289] training was accomplished 

using 4031 BGR SER images for classification of V-lances (N = 2166), anterior segment forceps (N 

= 1380), and blunt cannulas and 30G hypodermic needles (N = 485). For simplicity, manual-labelling 

was accomplished by annotating the blue channel of each image corresponding to the raw SER image 

channel. In addition, data augmentation was performed by flipping each image horizontally to 

increase robustness depending on operator handedness. The augmented data was then split between 
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training (80%) and validation (20%) sets. Training was performed on a computer with an Intel i9-

10900X CPU, an NVIDIA GeForce RTX 2080 Ti GPU and 64GB RAM. Overall, CNN training was 

run for 200,000 epochs over the course of 12 hours.  

6.3 Results 

 

6.3.1 CNN Training Performance 

 

 

Intersection over union (IoU) =
𝑎𝑟𝑒𝑎 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝

𝑎𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛
 (6.1) 

                                                Precision =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (6.2) 

 

                                                      Recall =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (6.3) 

                                   F1-score  =
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (6.4) 

 

In order to determine the efficacy and feasibility of multi-instrument, multi-channel CNN training, 

we evaluated our trained model using several conventional metrics for quantifying CNN 

performance. For object detection, there exists a predicted bounding box by the CNN as well as a 

ground truth bounding box that is determined by manual labelling of the SER images. An intersection 

over union (IoU) can then be calculated by finding the area of overlap between the prediction and 

ground truth and dividing that value by the area of the union of both (Eqn 6.1, Fig 6.5). Based on an 

IoU threshold (e.g. IoU > 50%), a precision metric (or positive predictive value) can be calculated 

for a specific class by finding the number of images that correctly classify the instrument (true 

positive) and dividing that value by the total number of images identified to contain that instrument 

(total positive). Similarly, recall (or sensitivity) can be calculated by finding the number of images 

that correctly identify the instrument (true positive) and dividing that value by the total number of 

images that have the specific instrument (both correctly identified and falsely rejected). For a given 

IoU threshold, a precision-recall curve can be generated similar to a receiver operating characteristic 

curve. Average precision (AP) can then be calculated by taking the area under the precision-recall 
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curve and mean average precision (mAP) can be quantified by averaging AP values at a specific IoU 

threshold across all classes. 

 

 

Fig. 6.5. Intersection over union (IoU) is calculated by taking the area of bounding box overlap 

between manual (green) and CNN labels (blue) and dividing that value by the union of the two. 

 

Thus, these metrics were used to quantify the performance of the CNN in correctly identifying 

three classes of ophthalmic surgical instruments (V-lance, forceps, and cannula/needle). After data 

augmentation, 1612 images were included for validation during training. Of the validation set, 1602 

images contained unique truth counts corresponding to a single surgical instrument class, while the 

remaining 10 images did not contain an instrument (e.g. sample background). Post hoc validation of 

model performance shows high AP > 99.9% using an IoU threshold of 0.50 (Table 6.1). Across all 

classes, a mAP value of 99.98% was achieved. Across all validation images, 1547 true positive 

classifications (95.97%), 10 false negative classifications (0.62%), and 45 false positive 

classifications (2.80%) were made. Therefore, we demonstrate that we are able to achieve high 

instrument classification accuracy with 97% precision (Eqn. 6.2) and 99% recall or sensitivity (Eqn 
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6.3), corresponding to an F1-score of 98% (Eqn 6.4). 

 

Table 6.1. CNN training performance quantified post hoc using the validation set (N = 1612). 

 

 

6.3.2 CNN Detection Latency 

 

Our previous implementation of automated-instrument tracking enabled high speed tracking at 

over 120 Hz. However, in order to improve model robustness for ex vivo tracking, we have 

implemented multi-channel image detection by fusing raw SER images with average and variance 

images (Fig. 6.6). Initial image processing follows the prior implementation and includes resampling 

of raw adaptively-sampled images as well as background subtraction. Previously, raw SER images 

were then spectrally downsampled by a factor of 2 without averaging to reduce image size and reduce 

inference time when being subsequently passed through the CNN (Fig. 6.6, dashed arrows). Here, we 

take advantage of the high detection speed to spectrally average raw SER images by a factor of 4 and 

therefore potentially reduce noise and improve image quality along this dimension. The resized image 

is then passed to the 5-frame FIFO buffer and replaces the oldest image before an average and 

variance image are calculated. Raw, average, and variance images are then fused to create a three-

channel BGR image before being passed to the CNN for detection. Spectral averaging and calculation 

of average and variance images presents additional computational overhead compared to the previous 

implementation, where raw SER images were fed directly to the network following resizing.  

 

Class True Positive False Positive 
Average Precision 

(AP) 

V-lance 817 26 99.99% 

Forceps 536 7 99.99% 

Cannula/Needle 194 12 99.95% 

Total 1547 45 mAP = 99.98% 
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Fig. 6.6. Instrument-tracking thread framework comparing current (solid arrow) and previous (dashed 

arrow) software implementations. Image dimensions in pixels after each processing step are indicated 

(spectral x lateral x number of channels) over corresponding arrows. 

 

 

The total latency for the current instrument-tracking thread pipeline (including pre-processing 

time and CNN detection) was measured to be approximately 43.7 ms (23 Hz) compared to 8.25 ms 

(120 Hz) with the previous implementation. Despite the increase in latency and reduction in tracking 

speed, automated instrument-tracking is ultimately fundamentally limited by volumetric imaging 

rates. As we have previously discussed, scan waveform update rates for tracking are synced with 

volumetric imaging rates in order to prevent intravolume updates that would lead to discontinuities 

and thus affect anatomical accuracy of 4D rendering. Therefore, automated instrument-tracking with 

detection at 23 Hz is sufficient for smooth 4D visualization of volumetric OCT data, which requires 

updates rates of 16-20 Hz. Furthermore, our modified implementation takes advantage of multi-
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channel detection to potentially improve network performance and tracking accuracy without 

sacrificing update speeds. 

6.3.3 Video-rate 4D Ex vivo Tracking 

 

Finally, we validated our modified automated instrument-tracking method for 4D video-rate 

imaging of mock surgical maneuvers in the anterior segment of ex vivo porcine eyes. Free-hand 

maneuvers of three ophthalmic instruments (V-lance, forceps, and 30G hypodermic needle) were 

performed by an untrained volunteer in order to assess CNN tracking performance in the presence of 

several confounding factors, including physiological tremor and artifacts arising from ex vivo 

imaging. Specific tasks were performed to simulate typical ophthalmic surgical maneuvers: 1) the V-

lance was moved across the cornea in order to demonstrate initial widefield tracking, 2) the V-lance 

was used to scrape the apex of the cornea to simulate collection of cells or removal of debris from 

the corneal surface, 3) the V-lance was used to make an incision in the cornea to simulate anterior 

segment operation requiring access to the anterior chamber, 4) the V-lance was removed and forceps 

were introduced in order to pull on corneal tissue and further open the previous incision, 5) the forceps 

were removed and a needle was introduced and inserted into the incision to simulate injection of air 

or contrast agents into the anterior chamber.  

Visualization of these maneuvers was accomplished using both white-light and SECTR imaging. 

White-light imaging was achieved simultaneously through a dichroic window of our SECTR imaging 

probe using a Point Grey CMOS camera operating at a 16 Hz frame rate and a light pipe was used to 

provide external illumination. SECTR imaging was performed using a modified imaging probe 

integrated with a Zeiss VISU 200 objective lens for anterior segment imaging. Image acquisition was 

performed at a frame rate of 800 Hz and volume rate of 16 Hz. En face SER and cross-sectional OCT 

images were simultaneously acquired and sampled at 1664 x 500 pix. (spectral x lateral) and 1664 x 

500 x 50 pix. (pixels per line x lines per frame x frames per volume), respectively. Real-time 2D 

display of SER and OCT images was used for additional guidance of surgical maneuvers. Raw binary 

SER and OCT data were streamed to a disk and conventional post-processing methods were used to 
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generate SER (bit conversion, normalization) and OCT (spectral reshaping, dispersion compensation, 

Fourier transform, bit conversion, normalization) images. 3D/4D visualization of processed OCT data 

was then accomplished using 3D Slicer [294]. Corresponding white-light, SER, and 4D OCT 

renderings show localization of the V-lance, anterior segment forceps, and 30G hypodermic needle 

in a single continuous acquisition despite out-of-plane motion, interactions with underlying corneal 

tissue, and the presence of field-varying reflection artifacts on SER. 
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Fig. 6.7. Automated instrument-tracking and video-rate 4D imaging in ex vivo porcine eyes. Multi-

instrument tracking was demonstrated using (a) V-lance, (b) forceps and (c) a 30G hypodermic 

needle.  



89  

 

 

6.4 Discussion 

 

Ophthalmic microsurgery is extremely complex and requires manipulation of fine ocular 

microstructures. However, these surgeries are conventionally performed under white-light 

stereomicroscopes, which suffer from nonuniform illumination and reflection artifacts and ultimately 

lack depth-resolved visualization of ocular tissues. We have previously demonstrated a deep-

learning-based tracking method for detection and localization of ophthalmic surgical instruments for 

4D video-rate imaging of surgical maneuvers. In particular, a high-speed SECTR system is used to 

simultaneously generate en face SER and cross-sectional OCT images. The co-registration between 

these two modalities allows for the use of a CNN for rapid detection of surgical instrument position 

from SER images and subsequent scan waveform modification for localization of the OCT FOV 

around the instrument. Here, we optimize our tracking framework to improve its applicability for 

microscope-integrated tracking in ex vivo eye models. We integrate our high-speed SECTR system 

with the objective lens of a surgical microscope in order to evaluate tracking performance through 

visible-light optimized lenses, which inherently degrade near-infrared imaging. In addition, we 

incorporate multi-instrument and multi-channel detection that is capable of achieving 99% sensitivity 

for robust classification of three ophthalmic surgical instruments commonly used in anterior segment 

operation. Furthermore, we demonstrate multi-instrument tracking and video-rate 4D imaging of 

ophthalmic surgical maneuvers in ex vivo porcine eyes. By leveraging advancements in deep-

learning-based object detectors, we show that we are able to track and localize multiple surgical 

instruments in a single continuous acquisition without the need to reinitialize acquisition or detection 

parameters. 

Additionally, the network can be directly extended for use in visualization and tracking of 

posterior segment maneuvers. System throughput was originally measured and optimized through a 

surgical microscope objective lens and BIOM lens for 5.5 mW combined SER and OCT power at the 

pupil, which is below maximum permissible exposure limits in the near-infrared regime as dictated 
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by the ANSI safety standards. Furthermore, the system uses extended-source illumination, and SER 

and OCT beams are spatially offset from one another, thus improving safety for posterior segment 

imaging. Here, we integrate our SECTR probe with the objective lens of a surgical microscope. Full 

microscope-integration can be achieved by simply integrating the current system with the reduction 

and widefield ophthalmic lens of a BIOM. Nevertheless, automated instrument-tracking can be 

achieved without change to the implemented framework due to the inherent spatio-temporal co-

registration between SER and OCT imaging. Beyond surgical applications, multi-instrument tracking 

and real-time volumetric imaging of surgical maneuvers has potential benefits for ophthalmic training 

and skill-assessment. Ophthalmic microsurgery requires high precision that results in a steep learning 

curve. Thus, training can potentially be facilitated by video-rate 4D imaging of instrument-tissue 

interactions as well as by extraction of quantitative metrics relating to tissue deformation or tissue 

damage during operation. The proposed automated-instrument tracking method enables video-rate 

4D imaging of multiple instruments during ophthalmic surgery and addresses critical barriers to the 

broad adoption of iOCT technology.  
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CHAPTER 7 

 

 

Summary and Future Directions 

 

 

The following chapter contains content that is adapted from M. J. Ringel, E. M. Tang, and Y. K. 

Tao, “Advances in multimodal imaging in ophthalmology,” Therapeutic Advances in 

Ophthalmology (2021). 

Reprinted with permission from SAGE Publishing. 

 

 

7.1 Summary 

 

Ophthalmic diseases often require surgical intervention to prevent progression and to improve 

patient visual acuity and quality of life. However, ophthalmic surgery is complex and involves 

manipulation of sub-millimeter-thick, semi-transparent tissues. As outlined in Chapter 2, current 

visualization is limited to white-light stereomicroscopes, which provide only an en face view of these 

structures. iOCT systems have been developed for 3D visualization of ophthalmic microtissue, but 

broad adoption of iOCT technology is inhibited by three major limitations: 1) static cross-sectional 

imaging due to slow commercial system speeds, 2) the presence of motion artifacts that degrade 

image quality, 3) lack of automated-instrument tracking that necessitates manual adjustment of static 

OCT FOVs. The work described in this dissertation addresses these major barriers to the adoption of 

iOCT technology.  

In Chapter 3, we describe the utility of high-speed SECTR imaging for spatio-temporally co-

registered en face SER and cross-sectional OCT imaging. Co-registration and orthogonality between 

these two imaging modalities facilitates 3D motion-tracking and 4D imaging. A compact and portable 

SECTR system was designed and engine throughput was optimized for video-rate 4D clinical 

imaging. In addition, we assessed and validated the motion tracking performance by utilizing a 

handheld SECTR probe for OCTA imaging. OCTA projections emphasized bulk motion artifacts, 
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which arise from both operator and patient motion, and were indicative of intraoperative motion. 

SER-based motion tracking and correction facilitated precise reconstruction of OCTA volumes 

despite the presence of extreme motion artifacts. In Chapter 4, we further optimized system 

performance by performing both hardware and software optimization via galvanometer tuning 

optimization and scan waveform optimization. We developed optimized scanning protocols for 4D 

imaging that improved both speed and linearity compared to conventional sampling protocols with 

default tunings. 

In Chapter 5, we leveraged our optimized SECTR system for deep-learning-based tracking and 

detection of 25G ILM forceps. We demonstrated resolution-limited detection accuracy and high-

speed detection at over 120 Hz for video-rate 4D imaging of instrument maneuvers in paper samples 

and 3D printed phantoms. In Chapter 6, we extended our network for multi-instrument and multi-

channel detection of ophthalmic surgical instruments. Additionally, we integrated a surgical 

microscope objective lens with our SECTR probe for assessment of microscope-integrated tracking 

performance. We demonstrated high classification accuracy for detection of three different classes of 

surgical instruments and we validate multi-channel network performance by performing video-rate 

4D imaging and automated instrument-tracking in ex vivo porcine eyes.  

In this chapter, we present future developments that can be used to improve tracking performance 

and ophthalmic surgical visualization. Additionally, we describe advancements in current methods 

and potential metrics that can be used to assess the utility of automated instrument-tracking and 4D 

visualization of ophthalmic surgical maneuvers. Current clinical studies are limited by the use of 

commercial iOCT systems that provide static cross-sectional OCT visualization.  Future studies are 

crucial to provide quantitative information from 4D OCT that can be used to assess operator 

performance and surgical success. Quantitative intraoperative assessment of surgical maneuvers can 

be directly correlated with postoperative patient outcomes and is therefore critical for ophthalmic 

training and evaluation. 
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7.2 Tracking Optimization 

 

Our proposed automated instrument-tracking framework achieves high performance and speed 

that is fundamentally limited by volumetric imaging rates. We have demonstrated detection rates 

between 23-120 Hz (multi-channel vs. single-channel), while video-rate visualization corresponds to 

updates rates of 16-20 Hz. Although improving detection speed is not necessary, faster detection 

facilitates the use of additional pre-processing methods that can potentially improve detection and 

tracking accuracy. For example, more complex image-processing methods can be used, such as 

gradient-based edge detection. Gradient images can then be encoded as individual network channels 

for improved classification performance. Higher detection speed can be achieved by leveraging 

parallel computational and deep-learning advancements. Our current system utilizes relatively 

modest computational power and operates on an Intel i9-10900X CPU, an NVIDIA GeForce RTX 

2080 Ti GPU and 64 GB RAM.  A significant performance increase can be expected by upgrading 

to high-end GPUs, such as the GeForce RTX 3090 (10496 cores), and by improving memory/memory 

speed (24 GB, GDDR6X). Furthermore, multiple improvements in CNN-based object detection have 

been demonstrated since YOLOv4 was released in 2020. The recent introduction of YOLOv5 [325] 

and YOLOX [326] demonstrate potential advantages for both improved network detection speed as 

well as improved detection accuracy.  

Additionally, recent implementations of CNNs for object detection or classification have 

leveraged 4D information via RGB-X data encoding [327]–[329]. Additional information, typically 

RGB-D (depth), is encoded for multi-channel network detection. These systems take advantage of 

recent advances in camera sensors that are able to encode both RGB and NIR or depth information. 

Our current CNN implementation leverages 3-channel detection (BGR) but can be extended for 4-

channel detection by incorporating additional information, such as image gradients. Along the lines 

of depth-encoded information, we can also potentially leverage depth-resolved OCT imaging by 

encoding en face OCT projections along with the 3-channel SER data described previously. En face 

OCT intensity projections would provide high instrument contrast due to the high reflectivity of the 
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surgical instrument relative to ophthalmic tissue. In addition, en face OCT images do not suffer from 

reflection, saturation, or shadowing artifacts compared to SER or surgical microscope images. The 

spatio-temporal co-registration between SER and OCT imaging also ensures lateral overlap, which 

facilitates instrument detection and localization. 

7.3 Rendering and Display 

 

High-resolution visualization of ocular tissues is a crucial component of ophthalmic microsurgery. 

Surgeons generally operate through the oculars of a white-light stereomicroscope, which provides an 

en face view of underlying tissue. These stereomicroscopes also provide pseudo-depth visualization 

through the stereopsis effect, but ultimately lack true depth-resolved visualization of ophthalmic 

tissues. Although MI-OCT has enabled 3D visualization, integration of cross-sectional and 

volumetric iOCT data into the surgical view is a challenging task. Traditionally, white-light images 

captured during surgery are also simultaneously relayed to an external monitor for additional heads-

up visualization. These external monitors provide limited visualization of the surgical 

microenvironment due to low conventional camera resolution (1920 x 1080 pix.), thus limiting the 

overall utility of heads-up surgery [330]. Recent advancements have focused on the design of 4K 

high-definition (3840 x 2160 pix.) and 8K ultra-high definition (7680 x 4320 pix.) heads-up systems 

that provide 2-4x higher resolution compared to current commercial systems [86], [331].  

Despite these advancements, seamless integration of iOCT depth information requires real-time 

visualization and feedback for guidance of ophthalmic surgical maneuvers. Heads-up display (HUD) 

systems that incorporate iOCT cross-sectional images through the oculars of the surgical microscope 

have previously been demonstrated [131]. These integrated systems present significant visual 

advantages over external displays by enabling immediate iOCT feedback without the need to turn 

away from the surgical field [332]. Systems incorporating rapid volumetric iOCT and HUD 

integration have also demonstrated simultaneous 4D MI-OCT and operating microscope view 

visualization [333]. Furthermore, it was found that integrated real-time volumetric visualization did 

not significantly affect the resolution, FOV, or image quality of the surgical microscope view. Studies 
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have also demonstrated an ergonomic advantage of HUD systems, which enable surgeons to sit more 

comfortably and can potentially reduce musculoskeletal pain [334]. In addition to these augmented 

reality systems, virtual reality iOCT display through the use of immersive systems, such as the Oculus 

Rift, have also been explored [335], [336]. Virtual reality display through head-mounted systems 

presents significant advantages by providing a greater FOV compared to surgical microscope oculars 

(105° vs. 45° FOV), which enables enhanced visualization of iOCT and surgical microscope views, 

as well as potential to incorporate additional information, such as patient vital signs.  

 

 

Fig. 7.1. Microscope-integrated SECTR imaging of anterior segment maneuvers acquired in ex vivo 

porcine eyes. (a) Surgical microscope view showing axial position overlay relative to posterior cornea 

extracted from co-registered (b) en face SER and (c) en face OCT projection. Reprinted with 

permission from [337]. 

 

Preliminary studies assessing the utility and efficacy of 3D HUD systems for ophthalmic 

microsurgery have demonstrated similar postoperative outcomes and visual acuity and have shown 

no significant difference in overall operating times compared to conventional surgical microscope 

operation [338]–[342]. However, the commercial HUD systems used in these studies (Alcon 3D 

NGENUITY, TrueVision 3D Visualization, and Zeiss ARTEVO 800) lack iOCT integration that can 
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improve visualization of ophthalmic surgical maneuvers and therefore patient outcomes. 

Furthermore, commercial iOCT HUD systems are limited to static cross-sectional imaging due to 

their slow imaging rates. Thus, there exists a need to combine current-generation commercial 3D 

HUD technology with research-grade 4D MI-OCT systems. Our group has previously demonstrated 

high-speed intraoperative SECTR imaging and real-time display of SER and OCT images using a 

TrueVision camera for heads-up visualization (Fig. 7.1) [337]. Additionally, the automated 

instrument-tracking and motion-tracking methods described in this dissertation enable video-rate 4D 

visualization of ophthalmic surgical maneuvers. Display of 4D OCT information using integrated 3D 

HUD technology will facilitate the visualization of bulk interactions between the surgical instrument 

and underlying tissue and will enable real-time guidance of ophthalmic surgery. 

7.4 Automated Segmentation 

 

Automated extraction of key intraoperative features, such as instrument depth, is crucial for 

providing real-time feedback that can be used to assess progress and performance during ophthalmic 

surgery. Several methods have been explored for automated segmentation from OCT images for 

applications in both anterior segment and posterior segment operations. Automated segmentation of 

corneal layer thickness and needle position has been demonstrated for real-time tracking of needle 

depth for guidance of DALK procedures [177]. Similarly, an automated method for assessing graft 

orientation has recently been demonstrated for guidance of DMEK surgery [343]. Previous studies 

have also been used for automated segmentation of fluid-interface volume following DSAEK [344], 

[345]. These studies have shown that automated segmentation can be used to provide crucial 

quantitative information that can be directly correlated to technique-dependent differences between 

surgeons and to postoperative graft nonadherence. In addition, iOCT feedback and segmentation 

facilitated the reduction of interface fluid during operation by providing real-time surgical guidance. 

iOCT feedback during posterior segment operation has also benefitted from automated 

segmentation and quantification of key parameters associated with patient outcomes. Segmentation 

of macular hole thickness and volume from iOCT images has provided insight into postoperative 



97  

macular hole closure, which was found to be negatively correlated with reduction in macular hole 

width and was postulated to be due to trauma resulting from ILM peeling [346]. Automated 

segmentation of needle position from MI-OCT images has also been demonstrated for subretinal 

injection guidance [347], [348]. These studies enable accurate estimation of 3D needle pose and 

precise guidance of injection procedures has been demonstrated in ex vivo porcine eyes [349]. 

Furthermore, quantification of injection volume can be performed by subretinal bleb segmentation, 

which facilitates dosing assessment and delivery efficacy for ocular therapeutics [350]. With parallel 

advancements in deep-learning, more recent studies for segmentation of posterior segment features 

have leveraged network-based algorithms for rapid and accurate segmentation of retinal layer 

boundaries, quantification of layer thicknesses, and intraretinal or subretinal fluid volume analysis 

[351]–[354]. 

While significant advancements have been made for automated segmentation and quantification 

of ophthalmic surgical features, 3D visualization of real-time volumetric iOCT data remains 

challenging due to inherently lower SNR compared to clinical OCT systems. Additionally, optimal 

volumetric rendering is in inhibited by degradation of imaging performance due to limited FOVs and 

sampling density, speckle noise, and instrument-shadowing. These limitations ultimately reduce the 

performance of feature-extraction algorithms for instrument segmentation or ocular tissue 

segmentation, which can be used to improve intraoperative feedback and visualization. Recent 

advances for improving visualization of 4D iOCT data have incorporated automated segmentation 

algorithms for rapid retinal layer and instrument segmentation [147], [355]. These methods rely on 

static reference volumes and automated instrument segmentation in order to simultaneously encode 

instrument color and fill in information due to instrument-shadowing. Integration of the proposed 

SECTR-based automated instrument-tracking method with optimized deep-learning-based 

instrument/tissue segmentation and color-encoded 4D rendering methods can significantly improve 

visualization of video-rate 4D iOCT data and potentially reduce technological learning curves for 

ophthalmic surgeons. Further integration with modern 3D HUD technology described in Section 7.3 
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can also provide surgeons with improved feedback compared to current iOCT HUD systems, which 

rely solely on cross-sectional OCT views with limited display resolution. 

7.5 Quantitative Surgical Guidance 

 

iOCT provides depth-resolved information that can be used to quantify intraoperative and 

postoperative structural changes. Several of these features, such as retinal layer thickness, macular 

hole thickness, and fluid at the corneal graft-host interface, are directly correlated with patient 

outcomes as described in the previous section. Furthermore, video-rate 4D imaging systems present 

significant advantages over current commercial MI-OCT by enabling analysis of bulk interactions 

between the surgical instrument and underlying tissues. Quantitative metrics, such as tissue 

deformation, have yet to be established with conventional iOCT systems that are limited to static 

cross-sectional imaging. Preliminary qualitative studies have shown significant deformation of the 

retina and macular hole during ERM peeling due to interactions between the surgical instrument (e.g. 

finesse loop or diamond-dusted membrane scraper) and underlying tissue [356]. These surgical 

interactions generate currently unquantified tractional forces that result in visible striation or dimpling 

of the retina and can potentially lead to persistent postoperative retinal deformation. One study has 

utilized a depth-encoded color gradient to better visualize 4D MI-OCT data and tissue deformation 

in order to assess ophthalmic surgical skills (Fig. 7.2) [357]. The study has found that depth-encoded 

colorization enabled more accurate differentiation of the membrane from the retinal surface and more 

accurate identification of instrument contact with the retinal surface and of retinal deformation.  
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Fig. 7.2. Motion-stabilized colorization of MI-OCT volumes acquired during membrane peeling. 

Panels show (a) membrane traction, (b) membrane pulling by forceps, (c) retinal deformation by 

finesse loop, and (d) finesse loop surface approach. Reprinted with permission from [357]. 

 

 These previous studies show that establishing quantitative deformation metrics is crucial to 

correlate intraoperative surgical maneuvers with postoperative outcomes. The most common 

techniques for assessing tissue deformation are optical coherence elastography (OCE) and phase-

decorrelation OCT (PhD-OCT). OCE is an analog of OCT that is used to detect micron-scale 

displacements caused by an external mechanical stimulus to extract biomechanical properties of 

tissue [358], [359]. PhD-OCT is an alternate method for measuring tissue biomechanics that uses the 

decorrelation of scattered light from Brownian motion as a surrogate measure of tissue viscosity 

[360]–[362]. Initial OCE demonstrations used OCT speckle tracking of axial displacements from a 

static loading force to quantify tissue strain and derived Young’s modulus from the linear stress–

strain relationship [363], [364]. OCE can also be used to measure Young’s and shear moduli by 

combining dynamic loading forces, such as steady-state harmonic loading and transient excitation in 

vivo measurement of sources, with advanced wave propagation models [365]. These dynamic OCE 

methods have been used to non-invasively measure biomechanical properties of the human cornea in 

vivo, showing the potential for intraoperative translation and utility [366].  

Established applications of OCE include corneal elasticity measurement, which is useful for 
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diagnosing keratoconus and corneal ectasia and monitoring corneal collagen crosslinking (CXL) 

treatment [367]–[370]. OCE has shown increased corneal stiffness in in vivo rabbit eyes after CXL 

treatments with an air puff as the external mechanical stimulus (Fig. 7.3(a),(b)) [371]–[373]. 

Furthermore, PhD-OCT has successfully identified changes in corneal biomechanics after CXL in 

vivo without the need for external stimuli [362]. OCE studies have also shown distinct elasticity 

differences in retinal layers in in vivo rabbit and ex vivo porcine models (Figure 7.3(c),(d)) [374], 

[375]. OCE studies have also shown that increased optic nerve head Young’s modulus and posterior 

scleral stiffness are correlated with increasing IOP, which suggests that OCE can also be used to 

monitor progression of glaucoma [376], [377]. These studies indicate that OCT-derived surrogates, 

such as OCE and PhD-OCT, have the potential to provide quantitative intraoperative information 

related to tissue mechanics for the real-time assessment of tissue deformation and damage. 

Although quantitative assessment of intraoperative tissue deformation can be used to better 

understand postoperative outcomes, current MI-OCT systems are limited by static cross-sectional 

imaging and lack of automated instrument-tracking. As a result, these systems are unable to visualize 

deformation or bulk interactions between the surgical instrument and underlying tissue. Furthermore, 

OCE or PhD-OCT assessment of tissue mechanics would also be fundamentally limited to these 

individual cross-sections. Thus, automated instrument-tracking and video-rate 4D visualization of 

surgical maneuvers has potential utility for both improving visualization and allowing for 

quantification of tissue deformation. The proposed method allows for more robust volumetric 

analysis of tissue mechanics as well as 4D visualization of ophthalmic surgical maneuvers without 

the need for manual adjustment. These advancements facilitate the integration of accurate and 

efficient algorithms for quantifying intraoperative deformation mechanics that can be used for 

ophthalmic surgical guidance and improved patient outcomes. 
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Fig. 7.3. OCE imaging of the (a), (b), cornea and (c), (d) retina. (a) Structural OCT and (b) OCE 

elastogram cross sections of in vivo rabbit cornea pre-, post-, and 1 week after CXL treatment (top to 

bottom, respectively) [371]. (c) Structural OCT and (d) OCE elastogram cross sections of ex vivo 

porcine retina showing differences in retinal layer stiffness [374]. 

 

 

7.6 Surgical Robotics 

 

Image-guided feedback during surgery improves visualization of tissue structures and is 

particularly useful when manipulating fine features and when haptic feedback is limited as is the case 

for minimally-invasive surgery and ophthalmic microsurgery. These surgeries require complex 

maneuvers and precision control of instrument-tissue interactions that is inhibited by natural human 

physiological tremor and instability [378]. Recently, robotic surgery has been extended for 

ophthalmic applications for potentially enhanced performance of intricate maneuvers. Robotic 

surgery in experimental eyes has been performed using the Da Vinci Xi surgical system for 

phacoemulsification during cataract surgery and penetrating keratoplasty [379], [380]. These studies 
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demonstrated the feasibility of using these robotic platforms for fine ophthalmic surgical maneuvers, 

such as corneal suturing. Previous studies have also assessed the feasibility of using  robotic systems 

for posterior segment operation in a virtual environment and ex vivo porcine eyes [381], [382]. 

However, performance for vitreoretinal procedures was significantly diminished due to lack of haptic 

feedback for accurate control of robotic instruments as well as inferior endoscopic image quality 

compared to the surgical microscope view. Robot-assisted surgery was also shown to be significantly 

slower compared to manual surgery, which was attributed to a steep learning curve for robotic 

operation. However, robotic operation improved movement precision for both novice and trained 

vitreoretinal surgeons and novice operators also inflicted less tissue damage in virtual-reality 

simulations compared to manual surgery. These results suggest that improved visualization of robotic 

maneuvers and enhanced haptic feedback will facilitate translation of robot-assisted ophthalmic 

surgery. 

Image-guided robot-assisted ophthalmic surgery has recently been demonstrated by incorporating 

iOCT feedback of robotic maneuvers. iOCT provides micron-depth resolution and visualization 

ocular structures and enables enhanced feedback of precise maneuvers compared to en face 

microscopic or endoscopic views. One study has demonstrated iOCT-based needle tracking and 

guidance for robot-assisted needle insertion for DALK [383]. Automated segmentation of needle 

pose from acquired OCT volumes was used to manipulate a robotic arm for precise needle depth 

insertion. Robot-assisted needle insertion was more precise and accurate compared to those 

performed by surgical fellows in ex vivo porcine eyes. Another study has also demonstrated high 

precision robotic needle insertion for DALK with small tip errors of 3.6 µm [384]. Furthermore, 

similar methods have been implemented for robot-assisted subretinal injection and have demonstrated 

accurate needle detection and localization from OCT volumes with a mean calibration error of 9.2 

µm [385]. 

Volumetric visualization of ocular tissue enhances the precision of robotic ophthalmic surgery, 

but accurate manipulation of ocular tissues is ultimately inhibited by lack of force control and tactile 
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feedback. Methods for force-sensing often involve the modification of surgical instruments for the 

implementation of micromanipulators and sensors [386]–[388]. However, these methods are limited 

by sterilizability concerns as well as sensor size, which may affect ergonomics of surgical maneuvers. 

Recently, methods have been developed that rely on more compact optical fibers for OCT-based 

sensing of needle tip insertion force [389], [390]. Additionally, a deep-learning-based method has 

been proposed to estimate force directly from OCT volumes [391]. In this study, instrument 

movement by a robot with varying applied forces is used to deform a tissue sample or phantom. 

Corresponding OCT volume and force sensor measurements are used to train a CNN for automated 

force estimation without the need for instrument modification. 

Despite advancements in image-guided robotic surgery and improvements in force-sensing 

capabilities, visualization of complex ophthalmic maneuvers is limited by en face surgical 

microscope views and slow volumetric imaging rates of commercial MI-OCT systems. Furthermore, 

detection of the surgical instrument via OCT-based segmentation relies on the assumption that the 

instrument remains localized within the OCT volume. As a result, movement of the instrument 

outside of the OCT FOV requires manual updates for relocalization and inhibits robotic surgery 

utility. The proposed automated instrument-tracking and high-speed video-rate 4D imaging platform 

provides significant benefits that can be used to improve robot-assisted ophthalmic surgery. 

Automated instrument-tracking enables continuous localization of the surgical instrument within the 

OCT FOV while providing volumetric information that can be used to accurately and efficiently 

determine instrument pose for improved robotic feedback. Furthermore, video-rate 4D imaging 

provides high-speed volumetric OCT data that can be used for real-time visualization and 

segmentation algorithms. 
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