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CHAPTER 1 

 

 

INTRODUCTION 

 

 

1.1  Motivation 

 

A vast subset of current (and developing) technologies and devices rely fundamentally on 

materials with properties that change reversibly in response to certain stimuli: the electric-field 

driven expansion of piezoelectric actuators, the switchable magnetic moments of hard disk 

drives, the UV-sensitive chemical reactions in photochromic lenses.  Understanding, modulating, 

and exploiting such behaviors is a perpetual goal of condensed matter physics; reliably 

producing and precisely designing the materials that exhibit them is a perpetual challenge of 

materials science. 

There are many such technologically-relevant exotic materials which derive their utility 

from switchable or tunable properties.  A large and important subset of these are the phase-

change materials (PCMs), which exhibit two or more different phases with distinct properties or 

behaviors, and form the basis for a wide variety of switches, modulators, sensors, re-writable 

structures, and actuators.  Regarding nomenclature, some authors distinguish between “phase 

change materials” and “phase transition materials” based on whether the phase transition in 

question is non-volatile (latching) or volatile (non-latching), respectively,1 since the term “phase 

change materials” has been used to refer specifically to materials with a non-volatile crystalline-

to-amorphous phase transition.2  However, this usage is far from consistent across the literature.  

For the purposes of this work, we use PCM for both and distinguish between “volatile” and 

“non-volatile” PCMs as needed for clarity.   

 

 

 
Figure 1.1:  Materials with an IMT switch from a high-resistance to a low-resistance state at Tc (a).  

Many such materials exist, with different Tc (b), but Tc is nearest to room-temperature for VO2. 
Used with permission of Annual Reviews, Inc., from reference 3; 

permission conveyed through Copyright Clearance Center, Inc.   
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Materials with an insulator-metal transition (IMT) are a subclass of PCMs which switch 

from an insulating, high-resistivity state to a metallic, low-resistivity state at a certain critical 

temperature (Tc), illustrated in Figure 1a.  Many oxides have IMT behavior, with Tc ranging from 

below 100 K to over 1000 K.3  Several of these and their respective transition temperatures are 

plotted in Figure 1b.  Different applications have different optimal switching temperatures, but 

for many uses, as well as for ease of performing experiments, it is desirable that the Tc fall as 

near as possible to room temperature, which directs our attention to vanadium dioxide (VO2). 

 

 

1.2  VO2 : Structural, Electronic, and Optical Properties 

 

Vanadium is a transition metal with several stable valence charge states (+2, +3, +4, +5),4 

leading to over a dozen different oxides, from the vanadium-rich VO to the oxygen-rich V2O5, 

including the Magnéli series (VnO2n-1, 3 ≤ n ≤ 9) and the Wadsley series (VnO2n+1, 1 ≤ n ≤ 6).5-6  

The complexity of the vanadium oxides makes careful tuning of the oxygen content necessary to 

produce any given species,7-8 and most species will oxidize toward the stable V2O5 phase under 

ambient conditions.9-10  Many of these (including all the Magnéli series except V7O13)
11 have an 

IMT, with that of VO2 occurring nearest room temperature at about 340 K (~67°C).3 

 

 
Table 1.1: Space groups and lattice parameters for three common VO2 phases.  Comparing equivalent 

lattice vectors highlights the overall strain associated with the phase change; compared to R, the 

insulating phases contract along aR and bR, but expand along cR. 

Phase R M1 M2 

Space 

Group 
P 42/mnm P 21/c C 2/m 

a (Å) 4.5546 5.7517 9.0600 

b (Å) 4.5546 4.5378 5.8000 

c (Å) 2.8514 5.3825 4.5217 

α (°) 90 90 90 

β (°) 90 122.646 91.850 

γ (°) 90 90 90 

 

 
Lattice 

Vector 

Length 

(Å) 

change 

from R 

Lattice 

Vector 

Length 

(Å) 

change 

from R 

Lattice 

Vector 

Length 

(Å) 

change 

from R 

aR axis [100] 4.5546 0% [010] 4.5378 -0.37% [001] 4.5217 -0.72% 

bR axis [020] 9.1092 0% [1̅02̅] 9.0645 -0.49% [100] 9.0600 -0.54% 

cR axis [002] 5.7028 0% [1̅00] 5.7517 0.86% [010] 5.8000 1.70% 

 

Ref 12 13 14 

 

 

Discovered in 1959,15 the VO2 phase transition incorporates both a structural and an 

electronic change.  Vanadium dioxide manifests several distinct crystalline phases5 which can be 

described as distortions of the high-symmetry rutile (R) phase lattice.16  Figure 2 compares the 

crystal structure of R with that of two monoclinic phases (M1 and M2).   
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Figure 1.2: Visualizations of the VO2 crystal lattice in the R, M1, and M2 phases, with vanadium 

atoms in blue and oxygen atoms in red, and the unit cells outlined in black (a).  Each vanadium atom is 

surrounded by an octahedron of oxygen atoms (b).  Viewing the lattice along the cR (c), bR (d) and aR 

(e) axes highlights the shifting of the vanadium atoms.  The vector along which the lattice is viewed 

and the corresponding plane normal to that vector is indicated under each structure. 
figures prepared using VESTA ver.  3.4.717 

based on lattice parameters in Table 1 

 

 

In the R phase, V atoms form straight, equally spaced chains, with each vanadium atom 

surrounded by an octahedron of oxygen atoms.  In M1, pairs of V atoms move closer together, 
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forming dimers, and tilt slightly away from the rutile c-axis (cR); due to the consequent decrease 

in symmetry, the unit cell doubles.  Relative to R, the M1 phase expands along cR (~0.9%) and 

contracts perpendicular to it (~0.4%).  In M2, alternating V chains either pair into dimers (which 

remain colinear) or tilt relative to cR (but remain equally spaced); relative to R, M2 expands still 

further along cR (~1.7%).  Another, triclinic phase (T) is intermediate between M1 and M2.  

Table 1 summarizes the lattice parameters for M1, M2, and R.  The tilting of V-V dimers in 

these insulating phases eliminates the four-fold rotational symmetry about cR, giving rise to the 

possibility of ferroelastic twin domains with a common cR axis but different V-V dimer tilt 

directions.18   

The M1 phase is the most stable VO2 structure under standard temperature and pressure, 

but at Tc it undergoes a phase transition to R.  This is a first-order phase transition, involving  

latent heat and hysteretic switching behavior.  Both M1 and M2 are insulating (with band gaps of 

~0.6-0.7 eV19-20 and ~0.1-0.6 eV,21-22 respectively), while R is metallic (classified as a “bad 

metal”, highly lossy and violating the Wiedemann-Franz law)23 with resistivity lower by a factor 

of ~105, so that the M1-R structural phase transition (SPT) occurs together with the IMT. 

The sharp changes in lattice and electronic structure necessitate a corresponding change 

in optical properties.  The change is relatively small in the visible, but much more pronounced in 

the near IR, where absorption across the band gap disappears and other optical absorptions are 

shifted due to changes in the band structure.24-27  Further into the mid-IR, most of the optically 

active phonons disappear and IR absorption and reflectivity increase due to the dominating 

Drude response of the metallic free electrons.28  Recently, Wan et al.  published VO2 optical 

constants from 0.3-30 μm, the broadest range to date.29   

Across different studies, and across different samples in the same study, the measured 

optical constants show the same broad trends, but differ in spectral details.  Strain,30 substrate,31 

defects,32 doping,33 stoichiometry,34 and deposition method29 can all affect the optical constants 

in different ways, aside from the inherent model-dependence of ellipsometric measurements.  To 

the best of this author’s knowledge, all measurements of VO2 optical constants to date have been 

performed on thin films; while single crystals would provide a better picture of the bulk VO2 

optical constants, obtaining VO2 crystals of sufficiently large size and high quality is difficult. 

 

 

1.3  Nature of the VO2 Phase Transition 
 

1.3.a  Structurally-Driven vs. Electron-Correlation-Driven 

The fundamental origin and nature of the VO2 phase transition has been a subject of 

study and debate continuously from its discovery to the present day.  The primary competing 

theories are that the IMT is structurally-driven (Peierls) or electron-correlation driven (Mott).   

 According to Peierls’ theory, non-interacting electrons in a 1D periodic potential (i.e. a string of 

equally-spaced ions) are conducting; however, a small energy savings will cause the atoms to 

dimerize, doubling the lattice period, and inducing a band-gap, thus changing the system into an 

insulator.35  On this view, the V-atom chains can be considered as quasi-1D Peierls-like systems.  

In the early 1970s, Goodenough presented a model to explain the IMT behavior based on 

changes in orbital overlap consequent upon the V-V pairing, without invoking electron 

correlations.36   

On the other hand, only a few years later Zylbersztejn and Mott argued that the insulating 

phase could only be explained by including the Hubbard intra-atomic correlation energy to 

account for electron-electron interactions, even stating, “The pairing of the V ions in VO2 has 
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only a minor effect on the gap.”37  This idea firmly places VO2 among the correlated electron 

materials, a class of materials characterized by the importance (or even dominance) of electron 

correlations in determining their properties, many of which exhibit exotic behaviors like phase 

transitions or high-temperature superconductivity.38  The correlation properties are driven by 

competition between delocalization due to the kinetic energy of the electrons, and localization 

due to Coulomb repulsion between electrons. 

Due to the two-fold drive to understand the VO2 phase transition in particular and to 

develop theoretical frameworks to deal with correlated materials in general, VO2 became a test 

bed for materials theory, as different groups sought to explain the VO2 behavior from first 

principles.  Recently, density functional theory (DFT) calculations have succeeded in 

reproducing both the electronic and magnetic properties of the M1, M2, and R phases known 

from experiment, with a consistent set of DFT potentials.22  It appears that neither the Peierls nor 

the Mott picture fully describes the VO2 transition; both structural and electron-correlation 

driven effects are important.39  A recent review posits that the VO2 phase transition is unique 

among IMTs because it involves a change from a quasi-1D electronic system (in the insulating 

phase) to a fully 3D electronic system (in the metallic phase).40 

 

1.3.b   Ultrafast Optically-Triggered Transition 

The VO2 phase transition can also be triggered optically (with fluence on the order of a 

few mJ/cm2) ,41 and the nature of this photo-induced phase transition (PIPT) has itself been the 

subject of much study, to determine how it may differ from the thermally-induced phase 

transition and with hopes of disentangling the electronic and lattice degrees of freedom.  With 

long-duration pulses (greater than ns) on the same timescale as thermal and structural effects, 

this photo-induced phase-transition (PIPT) may not be distinguished from the thermal transition; 

but ultrafast (sub-ps) measurements can probe the lattice (x-ray, Raman) and electronic structure 

(optical reflection/transmission) faster than thermalization can occur.   

Cavalleri et al., using ultrafast visible pump-probe measurements, observed the transition 

to occur no faster than ~80 fs, which they attributed to a “structural bottleneck” with the phase 

transition speed limited by coherent phonons.42   On the other hand, Wegkamp et al., using 

femtosecond time-resolved photoelectron spectroscopy, found that the insulator-metal transition 

occurred “quasi-instantaneously”, and faster than the corresponding structural change, implying 

the existence of a transient metallic monoclinic (mM) phase.43  Other measurements have shown 

the IMT to happen as fast as 26 fs.44  It was proposed that when ultrafast light above the band 

gap excites sufficient electrons (~0.05 electrons/formula unit)  into the conduction band, the 

change in Coulomb screening causes both the band gap to collapse and the lattice potential to 

change, simultaneously initiating both the SPT and IMT, producing the mM phase until enough 

time has passed for the lattice to relax to R.45-46  This mM phase was shown to be similar to the 

M2 phase,45 and has since been identified with another distinct phase predicted by DFT.22  Other 

groups have confirmed the occurrence of a mM phase—in the optically-induced transition by a 

combination of electron diffraction (for structural information) and IR transmissivity (for 

electronic information) measurements;47 in the electrically-induced transition by electron 

diffraction and electrical transport;48 and in the thermally-induced transition by electron 

diffraction and x-ray photoemission.49  Otto et al.  used ultrafast electron diffraction 

measurements to show that both M1-mM and M-R transitions can take place in the same film, 

albeit at different fluences and timescales.50 
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More recently, however, Vidas et al. showed that thermal processes do play a role even at 

this timescale; carefully accounting for these, they found no evidence for the mM phase at all, 

and showed that the threshold fluence simply corresponds to the energy of the thermal transition 

temperature.51  It is noteworthy that all of the above evidences of a mM phase relied upon 

electron diffraction measurements, while Vidas et al. used x-ray absorption spectroscopy; this 

difference in technique may help account for the discrepancy.  Complicating the picture still 

further, ultrafast x-ray scattering studies showed that, rather than transitioning from one well-

ordered crystal state to another, the initial structural change is an order-disorder transition: on the 

order of 150 fs, phonons are generated with a broad range of wave vectors, and thus cannot be 

described in terms of a single order parameter.52  A full understanding of the behavior of the VO2 

PIPT is still being developed; and sample-to-sample variation,41 variations in experimental 

conditions,51 and phase coexistence on ultrafast timescales50, 53-54 make it difficult to separate the 

“true” behavior of bulk VO2 from the effects of defects and strain. 

 

 

1.4  Manipulating the Phase Transition 

 

Owing to its strongly-correlated nature and the interplay of electronic and lattice degrees 

of freedom,38 the details of the VO2 phase transition are extremely sensitive to a variety of 

factors.   

 

1.4.a   Strain Effects 

Strain (arising from mechanical stress, isotropic pressure, or substrate interactions) 

directly affects the lattice and (depending on the strain direction) can lower Tc or introduce 

additional phases M2 and T.55-56  In bulk VO2 crystals57 and in unstrained nanorods,58 the 

transition occurs abruptly, near 340 K, and with a single sharp boundary between M-phase and 

R-phase regions during the transition.  However, for epitaxial films grown on TiO2 substrates, 

the transition temperature is shifted — down to 300 K on TiO2 (001) with compressive strain 

along cR, or up to 369 K on TiO2 (110) with tensile strain along cR.59  This behavior is intuitively 

easy to understand in that the crystal lattice along cR is longer for M1 than R, so compressive 

strain stabilizes R, and vice-versa.  Similarly, the M2 phase can be stabilized in strained epitaxial 

thin films.60   

Furthermore, in strained VO2 films and single crystals, microscale coexisting metallic 

and insulating phases have been observed during the phase transition.  This phase coexistence 

can persist over a wide temperature range (>70 K),61 leading to a gradual macroscopic transition.  

Releasing the film or crystal from substrate-induced strain by growing on a lattice-matched 

buffer,62 a van der Waals substrate,61 or simply removing it from the substrate58 can restore the 

sharp transition and steep hysteretic behavior of native VO2.  The nucleation of metallic regions 

during the phase transition has been linked to and the ferroelastic strain domains,18, 63 which are 

themselves affected by strain on (or in) the crystal.64   

For tensile-strained VO2 films on TiO2 (110), alternating, micrometer-scale stripes of M- 

and R-phase are observed during the transition (Figure 3a).  These stripes tend to orient 

perpendicular to cR (in the plane of the film), leading to highly anisotropic conductivity during 

the transition.65  Similar striped phases appear in strained single crystals66 and nanorods,54 and 

can be manipulated by bending the rods to change the strain distribution (Figure 3b).58  In high-

aspect-ratio nanorods these manifest as lateral stripes,67 whereas in lower aspect-ratio crystals,  
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Figure 1.3:  Thin films (a) subject to lattice strain from hetero-epitaxy with the substrate exhibit stripes 

perpendicular to cR throughout the phase transition.  In single crystals, phase coexistence arises due to 

strain applied by bending (b) or by thermal expansion mismatch with the substrate (c-d).  M1, T, M2, 

and R can all participate in the phase coexistence depending on the strain and temperature.  Striped 

phases arise to minimize the elastic energy density (εtot) arising due to stress (σ) in individual domains 

and between the crystal and substrate. 
(a) reprinted figure with permission from reference 65.  Copyright 2013  

by the American Physical Society.  10.1103/PhysRevLett.111.096602   

(b) Reprinted by permission from Springer Nature Customer Service Center GmbH:  

Springer Nature, reference 58, Copyright 2009. 

(e) adapted with permission from reference 67.  Copyright 2010 American Chemical Society  

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.111.096602
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more complex herringbone patterns can be observed63 (Figure 3c-d).  Single crystals adhered to a 

rigid substrate often exhibit striped phases involving M1, M2 and R, as the increase in length 

(along cR) in M2 compensates for the corresponding decrease in R66-69 (Figure 3e).   

Self-organized phase coexistence is observed in the ultrafast PIPT as well as the steady-

state thermally-induced transition.  Strain apparently plays a similar role here as in the thermally-

induced transition, and local regions that become metallic at the lowest temperatures also 

undergo the PIPT at the lowest fluence.54  On the other hand, another study observed a metallic 

stripe oriented along the cR-direction (perpendicular to the lateral stripes observed in the 

thermally-induced transition)53 suggesting that there are some differences in the nucleation 

behavior under ultrafast optical excitation. 

 

1.4.b   Doping Effects 

Dopants and defects also play an important role.  Figure 4 shows a schematic diagram 

showing qualitatively how doping, oxygen content, and strain all affect the stable phases.40  

Substitutional doping with metal atoms both contributes to local lattice strain and adds electrons 

or holes.70  Like strain, it can shift Tc and stabilize other phases such as M2, depending on the 

valence charge state of the dopant ion.  Some dopants (like W) decrease Tc, while others (Cr, Al) 

stabilize the M2 phase, resulting in a doping/temperature phase diagram qualitatively similar to 

the strain/temperature phase diagram.71  Oxygen stoichiometry plays a similar role,72-73 as long 

as the deficiency or surplus of oxygen is not so large as to convert VO2 into another vanadium 

oxide.   

 

 

 
Figure 1.4:  Doping, strain, and oxygen stoichiometry all result in a similar phase diagram for VO2.  

Doping with electrons, Nb, Mo, or W, oxygen deficiency, compressive strain along cR or tensile strain 

along aR decrease the temperature for the M1-R transition; doping with holes, Al, Cr, Fe, or Ga, oxygen 

surplus, and tensile strain along cR or compressive strain along aR stabilize the T and M2 phases 

between M1 and R. 
Reproduced from reference 40 

under Creative Commons Attribution 4.0 International License 

http://creativecommons.org/licenses/by/4.0/ 
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Interstitial doping with H atoms (which penetrate channels along the cR axis of the R 

phase),74 can produce still other distinct phases.75  Electron-doping via contact with metals of 

different work functions can also slightly increase or decrease the transition temperature.76  

Individual dopant atoms,77 oxygen vacancies,78 surface roughness79 and other localized and 

extended defects80 (as well as grain boundaries in thin films)81-82 also serve as nucleation sites for 

the phase transition, affecting the slope and width of hysteresis curves.    

 

1.4.c   Morphological Effects 

From a practical standpoint, it is useful to relate the VO2 transition properties (contrast in 

transmission, reflection or resistivity, Tc, hysteresis width and slope, intermediate phase changes) 

to its nanoscale and microscale morphology, though these effects can usually be attributed to 

combinations of the strain and defect effects discussed in the preceding paragraphs. 

Polycrystalline thin films are composed of densely-packed crystalline grains (~10s-100s 

of nm in size) which may have either random or preferred orientations, depending on how well 

the substrate lattice matches the VO2 lattice.  Grain size and film density varies with deposition 

method.83  In thin films, the phase transition proceeds percolatively,84-85 as individual grains 

switch one-by-one.  Somewhat surprisingly, this percolation is not entirely stochastic, but can be 

highly reproducible;86 the critical temperature for any given grain may differ randomly from its 

neighbors, affected by its size, stoichiometry, and defects.83, 87-89  A film with more uniform 

grains should exhibit a sharper transition, and vice versa.  Electrical probes of the phase 

transition will show a drop in resistivity when enough grains have switches to form a conductive 

channel between the probes,90 while optical measurements yield an ensemble average of the 

properties of all the grains in the sampled volume.  X-ray holography91-92 measurements reveal 

the presence of different VO2 phases and other vanadium oxides on the nanoscale even at room 

temperature.  Varying film thickness can affect Tc, especially in epitaxial films where strain is 

most prominent near the substrate surface.93-94   

Unstrained single crystals, by contrast, come closer to representing true bulk VO2.  In 

addition to the strain and dopant effects discussed above, the phase transition in VO2 single 

crystals is sensitive to their size and shape.  Crystals thinned by Ar-ion milling to less than 5 nm 

thick showed a decreased Tc due to increasing strain;95 and microbeams with decreasing width 

(~30 μm down to ~1 μm) exhibit increasing hysteresis width (due to fewer nucleation sites) and 

faster phase transitions due to better thermal exchange.96  On the other hand, O’Callahan et al.  

found that ultrafast transition times in VO2 micro-crystals are uncorrelated with size, suggesting 

that local defects, dopants, and strain have stronger effects than size alone.41   

Size effects become particularly pronounced in VO2 nanoparticles (~100s of nm and 

smaller).  At this size scale, the number of defects (and thus nucleation sites) in a single 

nanoparticle is low enough that the phase transition is difficult to nucleate, broadening the 

hysteretic behavior,97 and scattering and plasmon resonances in the visible and near-IR affect the 

optical properties.98  Also, Lopez et al.  showed that W-doping is much more effective at 

decreasing Tc in nanoparticles embedded in SiO2,
99 though the reason for this has not been fully 

explained. 
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1.5  Engineering VO2 for Applications 

 

The variety of different properties (optical, electrical, magnetic, lattice) which change 

across the phase transition, coupled to the variety of means to induce the transition (thermal, 

electrical, optical, mechanical, chemical), render VO2 an extremely versatile material for 

applications and devices.  The change in IR optical behavior as a function of temperature is 

being exploited in “smart” thermochromic windows,100 passive thermal control for spacecraft,101 

and IR stealth coatings.102-104  The possibility of ultrafast all-optical switching is attractive for 

photonics; several ultrafast optical devices have been demonstrated, including tunable ring 

resonators105 and in-waveguide switches.106  The conductivity change, coupled with the 

hysteretic properties, has enabled electronic devices based on the phase transition, including 

field-effect transistors, memristors,107 and neural network components.108   

Still more varied, creative applications abound: chemical sensors, microscale 

thermometers, and nanoactuators.107  Recently, the combination of VO2 with two-dimensional 

(2D) materials has begun to be explored, with demonstrations of photodetectors,109-110 optical 

and electrical rectifiers,111 field-effect transistors,112 and reconfigurable planar metasurfaces.113  

This diverse array of potential VO2-based devices—each with its own requirements for 

morphology, form factor, fabrication processes, Tc, hysteresis width and sharpness, switching 

speed, and operating environment—requires a similarly broad set of techniques to fabricate and 

process different forms of high-quality VO2.   

The complexity of the V-O phase diagram and the sensitivity of VO2 switching behavior 

to so many intrinsic and extrinsic factors (outlined briefly above) provide, at the same time, an 

excellent opportunity to engineer VO2 to suit specific needs and a significant challenge to find 

the narrow window of parameter space required to produce the desired behavior.   

Thin-film VO2 is perhaps the most well-developed form; recipes exist for producing VO2 

thin films via sputtering, sol-gel, pulsed laser deposition, chemical vapor deposition,114 and 

atomic layer deposition (ALD).115  Thin films have the advantages of compatibility with wafer-

scale growth and lithographic patterning (both liftoff116 and etch117-118 processes), precise 

thickness control, simple integration into heterostructures, and robustness to repeated on-off 

cycles.119  On the other hand, micro-scale single crystals offer bulk VO2 lattice, well-defined 

orientation, smooth crystal facets, and sharp metal-insulator boundaries; however, large crystals 

tend to break due to stress after many repeated heating cycles.  Nanoparticles exhibit unique size-

dependent properties, and may perform better than thin films when heavily doped.  While growth 

of VO2 thin films has been thoroughly explored,114 and large-scale preparation of nanoparticles is 

rapidly developing,120 growth of large, high-quality single crystals is still difficult and offers 

wide room for exploration.   

 

 

1.6  Overview 

 

Whatever the desired form of VO2, and whatever the selected growth method, many 

critical process parameters must be finely tuned and controlled.  Understanding not only the 

effects of each parameter on the final product, but also the underlying physics affecting the final 

product is critical to realizing the full potential of VO2, and, by extension, other PCMs. 

This work examines the various mechanisms by which the growth substrate (a process 

parameter common to all but a few VO2 growth methods) can affect (and be leveraged to 
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control) different forms of vanadium dioxide prepared by different methods.  Chapter 2 examines 

vapor-transport growth of large VO2 single crystals, differentiating the roles of lattice match, 

chemical reactions, and surface/interface energies.  Chapter 3 examines the formation of 

nanoparticles via solid state dewetting, driven primarily by interface energies, and the role of W-

dopants on the dewetting behavior.  To illustrate the utility of these advances, two different 

applications areas are explored.  A new platform for reconfigurable metamaterials (Chapters 4 

and 5) is demonstrated by coupling large, low-aspect-ratio VO2 microcrystals to 2D materials; 

thermochromic coatings based on VO2 thin films (Chapter 6) can potentially benefit from W-

doping, micro-patterning, and nanoparticle formation.  Finally, the Appendix presents additional 

technical details and insights into the processes and analysis techniques employed. 

This work specifically highlights substrate choice as a valuable strategy for engineering 

VO2 for applications, with interactions at the substrate-VO2 interface driving changes in 

orientation, morphology, chemical composition, and strain state.  Though substrate is but one of 

many critical growth parameters, it is a common consideration in vastly different processes; the 

interactions studied here (lattice match, chemical reactions, and surface/interface energies) play 

similar roles for single crystals or thin films, from the nm- to the mm-scale, regardless of the 

specific growth method employed.  The results presented here advance our understanding of 

these important effects, and point the way to exploiting them to improve cutting-edge 

technologies. 
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CHAPTER 2 

 

 

SUBSTRATE CHEMISTRY AND LATTICE EFFECTS IN VAPOR TRANSPORT GROWTH OF VANADIUM 

DIOXIDE MICROCRYSTALS 

 

 

2.1  Publication Citation 

 

Material in this chapter has been published as follows: 
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Crystal Growth & Design 2021 21 (7), 3770-3778 

DOI: 10.1021/acs.cgd.1c00088 

http://pubs.acs.org/articlesonrequest/AOR-JDYKGCJHZUISQAVN9P5R 

 

It is reproduced here, with minor formatting changes, with the permission of all authors and the 

publisher. 

 

 

2.2  Abstract 

 

Vapor-phase transport is a rapid, inexpensive method of growing nano- and micro-scale 

single crystals of vanadium dioxide, a correlated-electron material with a metal-insulator-

transition at ~70°C.  Many growth parameters—including time, temperature, precursor, ambient 

conditions, and substrate—have been explored, and a variety of crystal morphologies has been 

produced, with most emphasis given to oriented nanowires.  However, a comprehensive strategy 

for predicting/controlling the crystal morphology is still evolving.  Here, we investigate the role 

of the substrate in platelet growth, highlighting three important types of interactions: chemical 

reactions at the surface, lattice matching effects, and surface energy.  We present results on four 

different cuts of sapphire (Al2O3) and three of yttria-stabilized zirconia (YSZ) to differentiate the 

roles of these mechanisms.  Each has significant effects; chemical reactions leading to Al-doped 

VO2 on Al2O3 and formation of YVO4 on YSZ, lattice match producing preferred orientations on 

both, and high surface energy promoting growth of larger microcrystals.  We suggest a 

framework for relating crystal morphology, orientation and doping to substrate properties, in 

order to use intentional choice of substrate to engineer the size, shape, orientation, and strain 

state of VO2 single crystals, a crucial step toward realizing VO2-crystal-based devices. 

 

 

2.3  Introduction 

 

Vanadium dioxide (VO2) remains among the most promising reconfigurable materials 1-6 

with tunable optical and electrical properties.  Its first-order phase transition from an insulating 

monoclinic phase (M1) to a metallic rutile phase (R) is accompanied by an orders-of-magnitude 

change in resistivity, sharp change in optical constants, and ~1% change in lattice strain 

(shrinking along the cR-axis, expanding normal to it, see Supporting Information, section a, 

http://pubs.acs.org/articlesonrequest/AOR-JDYKGCJHZUISQAVN9P5R
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Figure S1 and Table S1).  This phase transition occurs at the readily-accessible temperature of 

~70°C and can be initiated optically on a femtosecond timescale;7 moreover, its critical 

temperature (Tc) and hysteretic response can be tuned via local strain, particle size, and doping, 8 

increasing its versatility.  VO2 has been employed in sundry devices, from passive thermal 

control coatings9 to ultrafast photonic modulators10 and the complex physics underlying the 

phase transition—the role of the structural vs. the electronic transition and the difference 

between thermal and optical excitation—have made it an ideal subject in the study of correlated-

electron materials.2 

Bulk VO2 single crystals—while less robust and less viable for large-scale applications 

than thin films—offer high crystalline quality, smooth faceted faces, and, in the absence of 

substrate strain, sharp, single-domain switching.  When subject to strain, VO2 single crystals 

exhibit ferroelasticity, with strain-sensitive twin domains that form additional nucleation sites for 

the phase transition11 and generate complex patterns of coexisting of metallic and insulating 

domains.12  A broad range of applications requiring single-crystal VO2 have been proposed or 

demonstrated.  Nanowires have been used for nano-actuators, tiny optically-readable 

thermometers, nanoscale gas sensors, thermal rectifiers, and more.4  Microplatelets have received 

less attention, but proved to be an ideal platform to demonstrate reconfigurable index-based 

control of hyperbolic phonon-polaritons in hexagonal boron nitride.13 

The sensitivity of the VO2 phase transition to so many factors—size and shape, strain 

state, dopants, and crystals defects—and the variety of potential applications, each with its own 

specific requirements, necessitate the development of growth techniques that can engineer VO2 

crystals to have desired properties.  In the last two decades, vapor transport methods have gained 

popularity as a way to produce high-quality nano- and micro-scale crystals at low cost and in a 

short time.11, 14-28  Numerous growth parameters—including time, temperature, precursors, 

ambient conditions, and substrate—constitute a set of potential tools for tailoring the resulting 

crystals.  The choice of growth substrate, in particular, has been shown to affect crystal size, 

shape, and orientation (see Supporting Information, section b and Table S2 for a detailed review 

of the growth substrates investigated heretofore and their effects).  These effects can broadly be 

separated into two groups: those arising due to lattice match, and those arising from chemical 

reactions between the substrate and VO2 precursor materials.  The former have received by far 

the most attention, and have been exploited to produce highly oriented nanowires of several 

varieties, while the latter, though not unknown,26, 29 are often overlooked. 

In this paper, we explore the possibilities for substrate-driven engineering of vapor-

transport-grown VO2 single crystals, highlighting the importance of surface energy and chemical 

reactions at the V2O5/substrate interface, in addition to the lattice matching effects which have 

already begun to be exploited.  We show that Al-doping occurs in VO2 crystals grown on the 

commonly-used substrate Al2O3, and go on to identify the lattice-match conditions which lead to 

preferred orientations on four different Al2O3 surface planes.  We further add to the library of 

VO2-crystal-growth substrates by introducing YSZ, showing again the effects of chemical 

reactions and lattice match.  Finally, comparing the growth habits of platelet-like and wire-like 

VO2 crystals, our results suggest that strong lattice match disfavors the growth of crystals with 

low in-plane aspect ratios, while high surface energy favors the growth of large-area crystals, 

often with low aspect ratios.  Choice of substrate is a powerful but complex tool for designing 

VO2 crystals, with surface energy, lattice matching, and chemical effects acting in concert to 

determine important properties of the resulting crystals. 
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2.4  Experimental Section 

 

Single crystals of VO2 were grown by the vapor-phase transport method.  Vanadium 

pentoxide (V2O5) powder (Sigma-Aldrich, ≥99.6% trace metal basis) was loaded into one end of 

a quartz boat (100 mm x 17 mm x 10 mm, MTI) encrusted with a coat of vanadium oxide 

crystals from previous growths.  Growth substrates were placed in the boat at varying distances 

from the precursor powder, tilted relative to the horizontal by leaning against the side of the boat 

(see Supporting Information, section c, Figure S2 for an image of the prepared boat before and 

after growth).  Two filled boats were placed end-to-end inside a small quartz tube (235 mm x 26 

mm dia.), which was then centered in a quartz tube furnace (Lindberg Blue M) at room 

temperature.  The tube was evacuated with a vacuum pump and Ar gas was flowed at 25 sccm to 

achieve a stable pressure of 1.7 torr.  Flow direction was from precursor toward substrates.  The 

furnace was heated to 810°C, held at that temperature for 1-4 hrs., and allowed to cool back to 

room temperature.  As the temperature ramps up, the precursor melts and the gas flow carries 

resulting vanadia vapor to the substrates.  Holding the system at a high temperature allows VO2 

to grow through a droplet assisted growth mechanism.  Droplets of melted precursor condense 

onto the substrate, out of which VO2 wires crystallize.16, 19, 26   

Substrates, listed in Table 1, were purchased from MTI as wafers or pre-cut chips, all 

polished on both sides.  Wafers were cut into chips using a dicing saw or manually cleaved with 

a diamond scribe.  Substrates were used as-received from the supplier without additional 

cleaning, as we found that cleaning had no significant effect on growth results. 

 

 

Table 2.1: Substrates used in this work 

Substrate Formula Orientation Wafer Size 

Quartz SiO2 z-cut (0001) 100 mm diameter x 0.5 mm 

Sapphire Al2O3 

c-cut (0001) 100 mm diameter x 0.65 mm 

r-cut (11̅02) 2” diameter x 0.5 mm 

a-cut (112̅0) 10x10x0.5 mm 

m-cut (101̅0) 10x10x0.5 mm 

YSZ ZrO2:Y2O3 (92:8) 

(100) 10x10x0.5 mm 

(111) 10x10x0.5 mm 

(110) 10x10x0.5 mm 

 

 

Polarized optical microscopy was used to image the crystals and the ferroelastic twins.  A 

Raman microscope (Thermo Scientific DXR, 532 nm) was used to distinguish the phases of VO2 

and to identify other species formed during growth.  An x-ray diffractometer (XRD) (Rigaku 

Smart Lab, Cu Kα source) was used to perform standard θ-2θ measurements (scan 2θ from 20°-

100°, 0.01° steps, 10 °/min) and pole figure measurements (fix 2θ, scan α 0°-90° in 1° or 3° 

steps, scan β 0°-360° in 1° or 3° steps at 60 °/min or 150 °/min) to identify out-of-plane and in-

plane crystal orientations, respectively.  Energy dispersive spectroscopy (EDS) measurements 

were carried out with a scanning electron microscope (SEM, Zeiss Merlin with Gemini II 

https://www.sigmaaldrich.com/catalog/product/aldrich/221899?lang=en&region=US
https://www.mtixtl.com/EQ-QB-1017.aspx
https://www.mtixtl.com/SO-Z-101D05-C2-1.aspx
https://www.mtixtl.com/ALC100D065C2.aspx
https://www.mtixtl.com/AL-R-101005S2.aspx
https://www.mtixtl.com/AL-A-50D05-C2.aspx
https://www.mtixtl.com/AL-M-101005-S2.aspx
https://www.mtixtl.com/YSZ-a-101005S2.aspx
https://www.mtixtl.com/YSZ-c-252505S2.aspx
https://www.mtixtl.com/singlecrystalysz11010x10x05mm2sidepolished.aspx
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column) at 20kV, 3nA, and a working distance of 8.5mm.  Elemental analysis was performed 

with proprietary Oxford Instruments AZtec software. 

 

 

2.5  Results and Discussion 

 

The following experimental results are divided into three subsections—considering first 

the chemical and lattice-match effects of sapphire substrates, then those of yttria-stabilized 

zirconia (YSZ), and lastly comparing the crystal sizes and growth habits across different 

substrates.  Raman spectroscopy shows that VO2 crystals grown on sapphire are in the M2 phase, 

and EDS (Figure 1) shows the presence of Al-dopants.  Pole figure measurements (Figure 2) 

allow determination of crystal orientation and lattice-matching with the substrate (Table 2), 

including an orientation on c-cut (Figure 3) that is different (with better lattice match) than has 

been previously reported.  Likewise, Raman spectra indicate the presence of ZrO2 and YVO4 on 

YSZ substrates after growth, and pole figures show preferred orientation (Figure 4).  Comparison 

of crystal size across substrates (Figure 5) shows that maximum crystal size tends to increase 

with substrate surface energy. 

 

2.5.a  Growth on Sapphire 

We examine VO2 crystal growth on the following different cuts of sapphire (Al2O3): c- 

(0001), r- (11̅02), a- (112̅0), and m-cut (101̅0).  Among typical VO2  substrates, sapphire 

provides a good lattice match—domain-matching epitaxy of thin films on c-cut sapphire is well 

established,30 and epitaxial single crystals have been observed on c-, r-, a-, and m-cuts.  Titanium 

dioxide (TiO2) would offer a still better lattice match, but lower cost has rendered Al2O3 a 

common growth substrate, making its often-overlooked Al-doping (see discussion below) a 

relevant issue.  This, and a better-characterized surface energy, make sapphire of interest for this 

study. 

On all the sapphire substrates, the vast majority of VO2 crystals (30 out of 34 sampled) 

are in the secondary monoclinic phase (M2) at room temperature, rather than the typical M1.  

Figure 1a compares Raman spectra from a representative VO2 crystal grown on sapphire above 

(M2-phase, yellow curve) and below (T-phase, red curve) room temperature to that of a crystal 

grown on quartz at room temperature (M1-phase, blue curve).  It is well known that tensile strain 

along the cR axis,31 or compressive strain normal to it32 can stabilize the M2 phase, and some 

reports observing M2-phase crystals on sapphire substrates have attributed this to substrate-

induced strain.33-34  However, the M2 phase can also be stabilized by Al-doping,29 and molten 

vanadia is known to be corrosive to refractory oxides, including Al2O3.
35-37  Moreover, Nag et al.  

found that VO2 films made with pulsed laser deposition (PLD) at high temperatures (~500°C) 

show a thin interlayer of nonstoichiometric Al, V and O,38 and Strelcov et al.  have intentionally 

doped VO2 crystals with Al by growing them on a thin film of Al2O3.
29  To determine which of 

the two mechanisms (strain or doping) is primarily responsible, we analyzed Raman spectra from 

a VO2 crystal after removing it from the substrate with flexible adhesive tape.  Thus freed from 

substrate strain, the crystal remained in the M2-phase, supporting the idea that doping is 

responsible for stabilizing this phase in our samples.  As further confirmation, EDS 

measurements (Figure 1b) demonstrate the presence of Al in another VO2 crystal removed from 

its substrate in the same manner. 
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We conclude that during the growth process, a small amount of the Al2O3 substrate is 

dissolved into molten vanadia droplets, and a small fraction of Al atoms is incorporated into the 

VO2 lattice as it crystallizes from the droplet.  We also note that etch pits appeared in many of 

the sapphire substrates after growth, which we attribute to the corrosive action of molten vanadia 

on the substrate (Supporting Information, section d, Figure S3). 

 

 

 

 

While the orientation of the substrate does not seem to affect the doping and room-

temperature phase of the crystals, it has a drastic impact on the morphology and orientation of 

the crystals.  Figure 2 shows optical microscope images of some VO2 crystals grown on sapphire 

substrates.  Across multiple growth attempts on identical substrates, and even across a given 

sample, a variety of crystal sizes, shapes, and orientations can be observed; but on all substrates, 

these crystals can broadly be grouped into two categories: crystals exhibiting a preferred 

orientation relative to each other and the substrate, and crystals with seemingly random 

orientation.  The former (exemplified in Figure 2) tend to be fairly uniform on a given substrate, 

to be long and narrow in shape, and to have facets non-parallel to the substrate surface, with 

cross-sectional shape determined by lattice orientation and energetically-favored bounding 

facets.  The latter (see Supporting Information, section e, Figure S4) are more varied in shape, 

size, and orientation, but tend to have lower aspect ratios and to lie flat with their largest facets 

parallel to the substrate surface. 

 

 

 
Figure 2.1.  VO2 crystals grown on sapphire are in the M2-phase at room temperature due to Al-doping.  

a) Raman spectra comparing a VO2 crystal grown on sapphire, above (yellow) and below (red) the M2-

T phase transition, to an M1-phase VO2 crystal grown on quartz.  b) EDS spectrum showing Al-doping 

of a crystal grown on sapphire.   
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Powder XRD pole figure measurements provide a quantitative measurement of the 

orientations of a given crystalline plane in a sample; in our case, not for an individual single 

crystal, but of all the crystals on a sample in aggregate.  The upper insets in Figure 2 show pole 

figures for the (201)𝑀2 plane—equivalent to the (110)𝑅 or (011̅)𝑀1 planes in other phases—

which is usually the favored plane for side-facets of VO2 crystals.27  Comparing the four pole 

figures in Figure 2, it is noticeable that they all have in common a peak at the center of the 

figure, corresponding to the normal to the substrate.  This indicates that all of the samples have 

some VO2 crystals with their (201)𝑀2 planes parallel to the substrate surface.  These can be 

identified with the less-uniform, flat-lying, lower-aspect-ratio crystals present in all the samples, 

as noted above.  Apart from this common central peak, each substrate presents a unique pattern 

corresponding to the preferred orientations of VO2 crystals on that substrate.  On c-cut sapphire 

(Figure 2a), a six-fold symmetry is evident, arising from the six-fold symmetry of the c-plane in 

the hexagonal sapphire lattice.  On m-cut, likewise, a clear two-fold symmetry emerges from the 

two-fold symmetry of the substrate.  Interestingly, the two-fold rotational symmetries of the a- 

and r-planes are not reflected in the corresponding VO2 pole figures—it may be that asymmetry 

in the growth conditions (tilted sample and unidirectional vapor flow) caused one orientation to 

 
Figure 2.2.  Microscope images of VO2 crystals on the four sapphire cuts illustrate the preferred 

orientation of crystal growth.  Insets (upper): XRD pole figures show preferred orientation on all four 

samples.  Insets (lower): diagrams illustrating crystal lattice orientation of epitaxial crystals, shown with 

typical (001)𝑅 growth axis and (110)𝑅 side facets. 
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be preferred, or that random fluctuations and sparse coverage resulted in one orientation 

occurring so infrequently as to be lost in noise.  The different orientations determined for each 

substrate (see discussion below) are illustrated in the lower insets in Figure 2, assuming the 

energetically favorable (001)𝑅 growth axis and (110)𝑅 side facets. 

 

 

 
Figure 2.3:  Orientation analysis for VO2 crystals grown on c-cut sapphire.  (a) Pole figures for the 

{201}𝑀2 and {104}𝐴𝑙2𝑂3
sets of planes show their respective orientations and symmetries.  Taking a circle 

cut (constant-α, panel b) or a line cut (constant-β, panel c) shows the in-plane orientation or out-of-plane 

tilt, respectively.  A closer look at the {201}𝑀2 data (panel b, inset) reveals that each peak is split by ~6° 

in β.  This data allows quantitative determination of the relative orientations of the VO2 and Al2O3 lattices 

(d). 

 

 

By comparing these pole figures for VO2 crystal planes to similar ones for the substrate 

planes, it is possible to determine the preferred orientation(s) of the VO2 crystals relative to the 

substrate lattice.  Figure 3 details such an analysis for crystals grown on c-cut sapphire 

(corresponding analysis for other substrates is found in the Supporting Information, section f, 

Figures S5-S7 and Table S3).  For simplicity, from this point forward we reference the VO2 

crystals planes according to the equivalent planes of the R-phase, since this is the phase of the 

crystals during growth, and thus the phase relevant for lattice-match considerations affecting the 

growth.  The pole figure (Figure 3a) for {110}𝑅 has a peak at 𝛼 = 90° ({110}𝑅 parallel to 

substrate) and six at 𝛼 = 45° ({100}𝑅 parallel to substrate) and 𝛽 = 3° + 𝑛(60°) (n=0,1,2,3,4,5), 

the six-fold symmetry reflecting the hexagonal lattice of the {0001}𝐴𝑙2𝑂3
plane.  A pole figure for 

{101̅4}𝐴𝑙2𝑂3
 on the same sample has three peaks at 𝛼 = 52° and 𝛽 = 33° + 𝑛(120°) (n=0,1,2), 

as expected for these planes relative to {0001}𝐴𝑙2𝑂3
.  Comparing these, the {110}𝑅 planes appear 

with ∆𝛽 = ±90° relative to {101̅4}𝐴𝑙2𝑂3
, consistent with the orientation {010}𝑅 ∥ {112̅0}𝐴𝑙2𝑂3

 

(Figure 3d, left), which is equivalent to that reported in previous studies on single crystals25 and 

thin films.39  However, looking more closely at the {110}𝑅 pole figure (Figure 3b), it appears 

that each peak is split into two, with a separation of ~6° in β.  This can be explained if instead 

{011}𝑅 ∥ {112̅0}𝐴𝑙2𝑂3
 (Figure 3d, right), the 6° splitting arising because {011}𝑅 are separated 

from {010}𝑅 by ±57° as noted in one study on thin films.40  Moreover, we find that this 

orientation yields better lattice match (see Table S2): 0.6% (-3.2%) mismatch normal (parallel) 

to the matched plane, as opposed to 3.7% (-5.2%) for the conventional orientation.  The results 
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of orientation analysis on other cuts of Al2O3, including lattice mismatch calculations, are 

summarized in Table 2.  Except on a-cut, (see discussion accompanying Supporting Information, 

Figure S7) the crystallographic orientation is derived from multiple peaks in the XRD pole 

figures for both {201}𝑀2 and {220/021}𝑀2 sets of planes, guaranteeing a unique orientation.  

Lattice mismatch is calculated by finding the percent difference between matched plane spacings 

(or lattice vector lengths) d, with VO2 crystallographic parameters drawn from the literature.41 

 

 

Table 2.2: Observed orientation and calculated lattice match for VO
2
 crystals grown on various cuts of sapphire 

Al
2
O

3
 

Cut 
Crystal Orientation 

Lattice Mismatch 

(
𝒅𝑹−𝒅𝑨𝒍𝟐𝑶𝟑

𝒅𝑨𝒍𝟐𝑶𝟑

) 
𝒅𝑹 (Å) 𝒅𝑨𝒍𝟐𝑶𝟑

 (Å) 

c-cut 

{0001} 

{100}𝑅 ∥ {0001}𝐴𝑙2𝑂3
  

{011}𝑅 ∥ {112̅0}𝐴𝑙2𝑂3
 

Normal to matched plane: 

    0.6 % 
{011}𝑅: (2.42) × 1 {112̅0}𝐴𝑙2𝑂3

: (2.40) × 1 

Along matched plane: 

    -3.2% 
⟨011̅⟩𝑅: (5.37) × 3 ⟨101̅0⟩𝐴𝑙2𝑂3

: (8.32) × 2 

r-cut 

{11̅02} 

{011}𝑅 ∥ {11̅02}𝐴𝑙2𝑂3
 

⟨100⟩𝑅 ∥ ⟨12̅10⟩𝐴𝑙2𝑂3
 

Along matched vector: 

    -5.2% 
⟨100⟩𝑅: (4.55) × 1 ⟨12̅10⟩𝐴𝑙2𝑂3

: (4.81) × 1 

Normal to matched vector: 

    3.7% 
⟨011̅⟩𝑅: (5.37) × 3 ⟨1̅011̅⟩𝐴𝑙2𝑂3

: (15.53) × 1 

a-cut 

{112̅0} 

{210}𝑅 ∥ {112̅0}𝐴𝑙2𝑂3
 

⟨12̅3⟩𝑅 ∥ ⟨0001⟩ 𝐴𝑙2𝑂3
 

Along matched vector: 

    1.4% 
⟨12̅3⟩𝑅: (13.30) × 1 ⟨0001⟩ 𝐴𝑙2𝑂3

: (13.12) × 1 

Normal to matched vector: 

    -1.6% {301̅}𝑅
†

 : (2.18) × 5 {211̅̅̅̅ 0}𝐴𝑙2𝑂3 
†
: (2.77) × 4 

m-cut 

{101̅0} 

{031}𝑅 ∥ {101̅0}𝐴𝑙2𝑂3
 

⟨100⟩𝑅 ∥ ⟨0001⟩𝐴𝑙2𝑂3
 

Along matched vector: 

    4.2% 
⟨100⟩𝑅: (4.55) × 3 ⟨0001⟩𝐴𝑙2𝑂3

: (13.12) × 1 

Normal to matched vector: 

    0.8% 
⟨01̅3⟩𝑅: (9.69) × 1 ⟨12̅10⟩𝐴𝑙2𝑂3

: (4.81) × 2 

† These planes are not normal to the substrate surface, so the lattice match condition relates to the period of their intersections 

with the substrate plane, equal to 𝑑/sin⁡(𝜃) where θ is the angle between the plane and the surface. 

 

 

2.5.b  Growth on YSZ 

Yttria-stabilized zirconia (YSZ) is a form of zirconia (ZrO2) stabilized in its cubic phase 

by doping with yttria (Y2O3).  Ceramic YSZ is of interest as a refractory material for solid-oxide 

fuel cells, high-temperature turbine coatings, and nuclear reactor fuel matrices,42 and erbium-

doped single-crystal YSZ has been used for up-conversion luminescence.43  YSZ thin films have 

been used as a buffer layer to grow epitaxial VO2 films on Si substrates,44 suggesting that the 

YSZ and VO2 lattices may be close enough to result in preferred orientation.   

After a growth on YSZ, the entire substrate (initially transparent) is covered with a dark 

film, as well as assorted VO2 crystals (Figure 4a).  Analysis of this dark film with Raman 

spectroscopy (Figure 4b, blue curve) clearly shows peaks belonging to yttrium vanadate (YVO4, 

red curve) and zirconia (ZrO2, yellow curve).  At high temperatures, YSZ is known to become 

unstable, tending to form yttria-rich and yttria-poor domains;45 moreover, near 800°C, vanadia is 

known to react with yttria in YSZ to form yttrium vanadate,46-47 as we observe.  By removing 

VO2 crystals from the substrate with adhesive tape, it is observed that the layer of YVO4/ZrO2 
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underlies the VO2 crystals (Supporting Information, section g, Figure S8).  From this, and the 

uniformity of the YVO4/ZrO2 layer, we hypothesize that, rather than forming individual droplets, 

molten vanadia completely wets the YSZ surface during growth and reacts with the substrate; 

VO2 crystals then grow atop the resulting YVO4 layer.  The VO2 crystals grown thus tend to be 

large (tens to hundreds of micrometers in width), which we attribute to the aforementioned 

surface wetting, and to have rough surfaces, as seen in the optical micrographs (Figures 4a, c-e).  

All the crystals sampled are in the usual M1 phase at room temperature.   

 

 

 
Figure 2.4: (a) Microscope image of VO2 crystals grown on YSZ, and a dark film covering the substrate.  

(b)  Raman spectra of the background film after growth (blue) show it to be composed of YVO4 (red) 

and ZrO2 (yellow).  (c-e) Microscope images of VO2 crystals grown on the three YSZ cuts investigated 

suggest preferred orientation, confirmed by XRD pole figures (insets). 

 

 

On each of the three cuts of YSZ, there is clear evidence of preferred orientation.  While 

none of these grow out-of-plane (as on some cuts of sapphire), the in-plane growth axis (001)𝑅 

tends to orient along certain directions, causing groups of crystals to form rectangular or 

triangular patterns (Figure 4c-e).  Pole figures confirm this qualitative observation, showing 

distinct and complex patterns with 4-fold, 2-fold, and 3-fold symmetry reflecting the respective 

symmetries of the (100), (110), and (111) planes of cubic YSZ.  Determining a definite lattice-

match relation to the substrate, however, is complicated by the fact that a layer (or layers) of 

YVO4 and ZrO2 lies between the VO2 crystals and the substrate.  Pole figure measurements for 

distinctive planes of these materials (Supporting Information, section h, Figure S9) show that 

they, too, have definite preferred orientations relative to the underlying YSZ.  This suggests that 

the situation is one of multilayer heteroepitaxy, where the lower-symmetry YVO4 and ZrO2 may 

have multiple distinguishable orientations relative to the higher-symmetry substrate, leading to 

the complex peak-splitting patterns observed for VO2.  A full analysis of the orientation and 

lattice mismatch of each layer is beyond the scope of this paper. 
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2.5.c  Substrate Effects on Nanowire/Microplatelet Size 
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Figure 2.5: Examples of platelet- and wire-shaped VO2 microcrystals.  The platelets shown are representative 

of the largest we have produced.  On every substrate, both morphologies are observed, with a range of sizes; 

but the largest crystals on sapphire tend to be slightly larger than those on quartz, while the crystals on YSZ 

far exceed either of the others in size.  This size ordering follows the surface energies (γ) of the substrates 

(extrapolated to 810°C).  Note the different scale bars in each image. 

 

 

The size and aspect ratio of VO2 crystals are affected by growth conditions (time, 

temperature, pressure, precursor), but are difficult to precisely control.  Generally, increasing the 

flux of precursor vapor (by increasing the amount of precursor or placing samples closer to the 

precursor source) will result in larger crystals with a lower aspect ratio, and vice-versa.  Though 

we have attempted to optimize for the growth of larger crystals, the resulting crystal sizes vary 

drastically due to variables such as sample orientation, residual precursor, or stochastic precursor 

droplet aggregation.  Our results emphasize that the substrate also strongly affects whether high-

aspect-ratio nanowires or low-aspect-ratio microplatelets are preferred (Figure 5).  On quartz 

(Figure 5a), both forms are observed, often coexisting on the same sample (see Supporting 

Information, section i, Figure S10 for a discussion of the crystal growth results on quartz).  

Which predominates is somewhat random, but strongly affected by the growth parameters.  The 

largest crystals are often in excess of 50 by 50 μm.  On sapphire (Figure 5b), nanowires and 

microplatelets (in some cases even larger than any seen on quartz) are again observed to coexist; 

but, as noted above, the nanowires tend to exhibit preferred orientation and to have facets non-

parallel to the substrate (with some exceptions, nanowires with parallel and non-parallel facets 

can both be seen in Figure 5b), while the microplatelets (like those on quartz) seem to have no 

preferred orientation in-plane and always have facets parallel to the substrate.  The former is 

attested in the literature, with most studies of epitaxial VO2 crystals on sapphire exhibiting 
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nanowire growth; the latter have not been reported.  This suggests that epitaxy on sapphire 

disfavors low-aspect ratio growth, presumably because the increased contact area increases the 

total amount of lattice mismatch strain; whereas those crystals which form without epitaxy are 

free from this constraint, much like those that grow on a substrate with no lattice matching.  

Crystals grown on YSZ, on the other hand (Figure 5c), tend to be larger with a low aspect ratio.  

Most of these crystals are larger than on any other substrate we investigated, and a few are larger 

than any yet reported to be grown by vapor-transport methods, in excess of 1mm in length. 

In addition to chemical reactions and lattice matching effects, a third interaction is likely 

to play a strong role in determining the crystal morphologies that are possible on a given substrate: 

surface/interface energies and the wettability of the substrate by molten V2O5.  This will affect the 

size and shape of precursor droplets, and thus also the resulting crystals.  Figure 5 presents 

representative surface energies (where available) for the different substrates used in this study.  It 

is noteworthy that the surface energy increases in the order 𝛾𝑞𝑡𝑧 < 𝛾𝐴𝑙2𝑂3
< 𝛾𝑌𝑆𝑍, the same order 

followed by maximum microcrystal size.  This suggests that substrate surface energy is a key factor 

in determining the size of VO2 crystals grown by this method: greater surface energy leads to better 

wetting by V2O5 precursor, which in turn results in larger V2O5 droplets, more substrate coverage, 

and, ultimately, larger crystals.  We consider this a topic well worth further investigation, 

hypothesizing that for the growth of large-area microplatelets, high surface energy is more 

important than good lattice match. 

 

2.5.d  Summary of Experimental Results 

 Lattice-matching effects result in preferred orientation on all cuts of sapphire and YSZ, 

though non-oriented crystals also appear in most cases.  On sapphire, at least, it appears that 

oriented crystals are more likely than their non-oriented counterparts to have high aspect ratios, 

which we attribute to the effects of lattice-induced strain.  On YSZ, preferred orientation arises 

from multilayer heteroepitaxy, with highly-oriented ZrO2/YVO4 lying between VO2 and the 

substrate.  Chemical effects also play a prominent role, though they have received less attention 

heretofore.  Molten vanadia can be highly reactive, even with refractory oxides like Al2O3 and 

YSZ.  On Al2O3 substrates, this results in etching of the substrate and Al-doping of the VO2 

crystals; this doping, rather than substrate-induced strain, is primarily responsible for these 

crystals relaxing to the M2, instead of the M1, phase when cooled to room temperature.  On YSZ 

substrates, YVO4 is formed at the substrate surface, forming a lattice-matched buffer layer 

between the substrate and VO2, and representing (to the best of our knowledge) a novel method 

for the growth of YVO4 films.  We have also identified a third possible mechanism of substrate 

influence—its wettability by molten vanadia.  Substrates with higher surface energies tend to 

grow larger crystals because the precursor vapor can more fully wet the substrate surface.  This 

may also have an impact on the crystal morphology, and is a ripe area for further study. 

 

 

2.6  Conclusions 

 

After over sixty years of research, a great deal of progress has been made in the 

fabrication of high-quality VO2, but as its phase-transition behaviors are so exquisitely sensitive 

to its crystallite size, grain boundaries, dopants, strain states, and lattice defects, the ability to 

finely control its morphology is critical.  Single crystal VO2, while offering a better platform to 

study its bulk properties and enabling device architectures difficult or impossible to achieve with 
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thin films, are still hard to produce controllably and to reproduce consistently.  Some progress 

has been made in the growth of highly-uniform, oriented nanowires; but large, low-aspect-ratio 

crystals suitable for optical experiments or 2D-material platforms are harder to obtain. 

 

 

 
Figure 2.6: Schematic diagram depicting the different substrate properties that affect VO2 crystal 

growth.  Effects observed in this study are marked in white, those predicted for TiO2 (an example case) 

in red. 

 

 

Among the dizzying array of growth parameters that can be tuned to influence crystal 

growth, choice of substrate is a simple but powerful tool to engineer crystal morphology, as has 

been shown with lattice-match-oriented nanowires.  Based on our results and a survey of other 

studies, we suggest a three-fold paradigm for evaluating substrates to be used in VO2 crystal 

growth (illustrated in Figure 6)—lattice match, which affects orientation, shape, and aspect ratio; 

chemical reactions with molten V2O5, which can result in doping of VO2, changes to the 

substrate surface, or generation of interfacial species; and surface energy, which affects wetting 

of the surface by V2O5 precursor and thus the size and substrate coverage of VO2 crystals. 

Applying this paradigm can help to predict the results of VO2 crystal growth, identify 

otherwise hard-to-find effects (such as small doping concentrations), and, ultimately, identify 

substrates likely to yield desired crystal properties.  For example, TiO2 is generally considered 
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the ideal substrate for epitaxial VO2 growth, due to its rutile crystal structure and excellent lattice 

match with VO2 (see Supporting Information, section j, Table S4).  We would expect that to 

result in highly-oriented, high-aspect-ratio crystals, as have indeed been observed.26-27  

Additionally, there is potential for a slight amount of Ti-doping; and though studies on TiO2 

surface energy are few, there is evidence that V2O5 wets the surface well (see discussion in the 

Supporting Information, section j).  Or, for yet another example, we predict that the growth of 

large, low-aspect ratio crystals would be favored by substrates with high surface energy, low 

reactivity with VO2, and little or no lattice match to VO2.  We anticipate that these considerations 

will help to guide further advancements in VO2 crystal growth and engineering. 
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2.9  Supporting Information 

 

2.9.a  VO2 Crystal Lattice and Phases 

 Figure S1 compares the unit cells of the M1, M2, and R phases of VO2.  The 

corresponding lattice parameters refenced throughout this work are presented in Table S1. 

 

 

 
Figure 2.S1: Schematic diagram of the VO2 crystal structure in its M1, M2, and R phases.  The 

unit cell for R is overlaid (in green) on the M1 and M2 structures as a guide to the eye. 
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Table 2.S1: Lattice parameters for the M1, M2, and R VO2 phases 

Phase Space Group a (Å) b (Å) c (Å) α(°) β(°) γ(°) Ref. 

M1 P 21/c 5.7517 4.5378 5.3825 90 122.646 90 1 

M2 C 2/m 9.0600 5.8000 4.5217 90 91.850 90 2 

R P 42/m n m 4.5546 4.5546 2.8514 90 90 90 3 

 

 

2.9.b  Review of Progress in Vapor Transport Growth 

The optimization of different parameters involved in vapor transport growth has 

progressed significantly.  This method was first developed using VO2 as a precursor,4-11 but V2O5 

has become the standard precursor powder because of its lower melting point.  VO2 melts at 

1967ºC, so using V2O5, which melts at about 690ºC, allows for a larger flux of vapor making for 

a more efficient growth.12-13  Results of previous growths also show that varying growth 

conditions affects the morphology of the products.  Higher temperatures tend to yield denser 

nanowires which may show directional growth or even larger nanoplatelets, whereas at lower 

temperatures, fewer, more loosely attached nanowires tend to form.8, 14  In at least one study, use 

of a two-step method, wherein oxygen flow is introduced after the initial temperature ramp, 

yielded a higher density of nanowires as well.7   

Choice of substrate has been extensively explored as a parameter of crystal growth.  

Several studies have focused on the effects of lattice match, showing that varying the lattice 

structure of the substrate may alter the shape and orientation of VO2 crystals.  Table S2 

summarizes substrates that have been used and how lattice match affects the crystals they yield.  

Generally, VO2 crystals tend to grow along the rutile c-axis [001]𝑅 with facets along the low-

surface-energy {110}𝑅 family of planes.11 

The most commonly used substrates for VO2 crystal growth are silicon and silica.  

Vanadium dioxide crystals grown on pure SiO2 tend to grow in specific directions depending on 

the cut used (with [001]𝑅 aligned to 〈21̅1̅0〉𝑆𝑖𝑂2
on z-cut SiO2

14 and to 〈11̅00〉𝑆𝑖𝑂2
on x-cut).12  

Silicon oxide on Si, pure Si, and Si3N4 have produced crystals with unique structural 

characteristics, but with random orientation in the plane of the substrate.4-5, 15-17  Growth on TiO2 

(100) and TiO2 (110) also results in crystals with different structural characteristics, having 

unique cross-sectional shapes, unusual crystal facets parallel to the substrate, and specific in-

plane orientation.11  Another widely-used substrate is Al2O3.  In addition to varying structural 

characteristics, crystals grown on Al2O3 show definite evidence of preferred growth direction 

relative to the substrate, depending on the cut used.6, 10  On c-cut, crystals grow at 60º angles 

relative to each other,6 whereas in r-cut and a-cut, crystals grow directionally out of plane 

relative to the substrate.10  Across different crystalline substrates, the arrangement of atoms on 

the surface affects the shape and morphology of the crystals on a micron-scale.  

Other substrate-dependent effects during crystal growth play a significant role in 

determining the properties of the resulting VO2 crystals.  In particular, chemical interactions 

between the substrates and vanadium precursors affect the growth mechanism.  On substrates 

with SiO2 at the surface, a eutectic region forms between newly formed VOx droplets and VO2 

wires which dissolves a small amount of surrounding material, embedding the wire into the 

substrate.  This facilitates unobstructed growth which leads to larger crystals,4, 17 and firmly 

clamps the crystals to the substrate.  On TiO2 substrates, the precursor vapor wets the surface 

during growth instead of forming droplets.17  These observations show that interfacial 
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interactions between liquid vanadium oxides and the substrate surface changes the growth 

mechanism on these substrates, which may result in different crystal morphologies.  In addition, 

some crystals grown on Al2O3 and SiO2 have been shown to exist in the M2 phase at room 

temperature.7, 9, 18  Although this has often been attributed to substrate-induced strain, the M2 

phase persists in crystals removed from Al2O3 substrates (and thus relieved of substrate-induced 

strain).  Moreover, the M2 phase has also been stabilized by aluminum doping,19 which suggests 

the possibility of a chemical effect. 

 

 
Table 2.S2: Summary of substrate effects on VO2 crystal growth  

Substrate Evidence of Lattice Match / Orientation Evidence of Chemistry Effects 

SiO2 z-cut 

(0001)𝑆𝑖𝑂2
 

[001]𝑅 ∥ 〈21̅1̅0〉𝑆𝑖𝑂2
 

{110}𝑅 ∥ {0001}𝑆𝑖𝑂2
⁡14 

Molten V2O5 forms eutectic with SiO2; 

eutectic layer facilitates growth;    

resulting VO2 crystals embedded in SiO2 
4, 17 

SiO2 x-cut 

(112̅0)𝑆𝑖𝑂2
 

[001]𝑅 ∥ 〈11̅00〉𝑆𝑖𝑂2
 

{110}𝑅 ∥ {112̅0}𝑆𝑖𝑂2
12 

SiO2 

(amorphous) 

on Si 

{110}𝑅 4, 17 and {011}𝑅 4 parallel to 

substrate; square-cross section4, 16;   

random orientation in plane17 

Si (w/ native 

oxide) 

Random orientation in plane6 Si-assisted reduction: 

2𝑉2𝑂5(𝑙) + 𝑆𝑖(𝑠) → 4𝑉𝑂2(𝑠) + 𝑆𝑖𝑂2  

Leads to small, dense nuclei 17 

Si3N4 Rectangular cross section;                 

{110}𝑅 parallel to substrate5 

Higher density of nanowires compared to 

SiO2 substrates 5 

GaN 

(0001)𝐺𝑎𝑁 

In-plane orientation reflects hexagonal 

substrate symmetry 17 

Molten vanadia wets GaN surface 17 

TiO2 

(110)𝑇𝑖𝑂2
 

Triangular cross section;                  

exposed facets are {100}𝑅 planes;  

[001]𝑅 ∥ 〈001〉𝑇𝑖𝑂2
 

{110}𝑅 ∥ {110}𝑇𝑖𝑂2
 11 

Molten vanadia wets TiO2 surface 17 

TiO2  

(100)𝑇𝑖𝑂2
 

Rectangular cross section;               

exposed facets are {100}𝑅 planes; 

[001]𝑅 ∥ 〈001〉𝑇𝑖𝑂2
 

{100}𝑅 ∥ {100}𝑇𝑖𝑂2
⁡11 

Al2O3 c-cut  
(0001)𝐴𝑙2𝑂3

 

Triangular cross-section10-11, 

[001]𝑅 ∥ 〈1120〉𝐴𝑙2𝑂3
 

{100}𝑅 ∥ {0001}𝐴𝑙2𝑂3
10, 

M2 phase stabilized at room temperature,  

attributed to strain effects7, 9 

 

Al2O3 r-cut  
(11̅02)𝐴𝑙2𝑂3

 

Square-cross section10; growth axis out of 

plane, 60º relative to substrate surface, 

unique in-plane orientation7, 10 

Al2O3 a-cut  
(112̅0)𝐴𝑙2𝑂3

 

Square-cross section; growth axis out of 

plane, 3-fold in-plane orientation 

symmetry10 

 

Al2O3 m-cut 

(101̅0)𝐴𝑙2𝑂3
 

Nanoblocks and nanowires appear to 

exhibit preferred orientation 20 

 

Al2O3 

(amorphous) 

on SiO2 

 Al-doping stabilizes M2-phase at room 

temperature 19 
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2.9.c  Sample and Precursor Loading 

 

 

 
Figure 2.S2: (top) Sample boats loaded with V2O5 

precursor powder upstream, and growth substrates 

downstream.  (bottom) After growth, the precursor 

has been consumed and substrates are covered with 

deposited material. 

 

 

Figure S2 shows an example of the samples before and after the growth process.  Orange 

vanadium pentoxide (V2O5) powder is loaded into one end of the boat, and growth substrates into 

the other.  During the growth process, V2O5 vapor is carried to the substrates by a directional gas 

flow.  After growth, the V2O5 is consumed and the substrates are darkened with a coating of VO2 

crystals. 

 

2.9.d  Etch Pits in Sapphire 

 

 

 
Figure 2.S3: After crystal growth, etch pits can often be observed in the sapphire substrate. 

 

 

After the growth process, pits can be observed in the sapphire substrate, examples of 

which are shown in Figure S3.  These have a similar appearance to etch pits in sapphire,21 with a 
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tendency to have stepped edges and to be shaped differently on different cuts, reflecting the 

difference in etch rates on different lattice planes.  These pits are not observed on untreated 

substrates, or on substrates heated in the absence of V2O5 precursor.  We attribute them to the 

corrosive action of molten V2O5, which has been used to etch Al2O3 surfaces.22-23   

 

2.9.e  Examples of Large, Flat, Low-Aspect-Ratio Microcrystals on Sapphire 

 

 

 
Figure 2.S4: On each cut of sapphire, some crystals grow with large areas, low aspect ratios, and faces 

parallel to the substrate. 

 

 

As discussed in the main text, both highly-oriented nanowires and un-oriented micro-

platelets can be observed on each cut of sapphire.  Examples of the latter are shown in Figure S4. 
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2.9.f  Analysis of Pole Figures on Other Cuts of Sapphire 

 

 

 
Figure 2.S5:  Additional XRD pole-figures (left) and constant-α cuts from the pole figures (right) were 

used in determining the VO2 crystal orientation on r-cut sapphire.  Higher-resolution scans (a, left, inset) 

show that the {201}𝑀2 peaks are single peaks rather than doublets. 

 

 

On r-cut Al2O3, the {201}𝑀2 ≡ {110}𝑅 family of planes shows one peak at α=90° 

({110}𝑅 parallel to substrate) and two at α=22° with β=-2°±48°.  The {220}/{021}𝑀2 ≡ {011}𝑅 

planes show four clear peaks: α=90°, α=45° with β=-1°±129°, and α=24° with β=180°.  These 

four peaks correspond to the two {110}𝑅 peaks at α=22°.  On the other hand, no {011}𝑅 peaks 

are observed that correspond to the {110}𝑅 peak at α=90°, which implies that these crystals have 

no in-plane orientation.  Thus, some of the VO2 crystals on r-cut Al2O3 have {110}𝑅 parallel to 

the substrate with no in-plane orientation, while others have {011}𝑅 parallel to the substrate with 

one unique in-plane orientation.  To establish the substrate orientation, {104}𝐴𝑙2𝑂3
peaks are 

observed at α=43° with β=-2°±48° and α=6° with β=178°.  This establishes the orientation of the 

VO2 crystals relative to the substrate, as listed in Table 2 of the main text.   

Notably, this orientation is not the one that would yield the smallest lattice mismatch 

theoretically.  If instead the orientation was ⟨111̅⟩𝑅 ∥ ⟨02̅21̅⟩𝐴𝑙2𝑂3
, the calculated mismatch 

would be only 0.3% (1.4%).  This orientation is very close to that we observe, having only a 

±2.5° shift in β; however, this would lead to a 5° peak splitting, which is not observed in our 

data, even with higher-resolution measurements (Figure S5a, insets). 
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Figure 2.S6: Additional XRD pole-figures (left) and constant-α cuts from the pole figures (right) were 

used in determining the VO2 crystal orientation on m-cut sapphire. 

 

 

On m-cut Al2O3, the {201}𝑀2 ≡ {110}𝑅 family of planes shows one peak at α=90° 

({110}𝑅 parallel to substrate) and four at α=39° with β=±24° or β=±155°.  The {220}/
{021}𝑀2 ≡ {011}𝑅 planes show four clear peaks, all at α=21° with β=1°±54° or β=1°±125°.  

These four peaks correspond to the two {110}𝑅 peaks at α=39°, and arise from VO2 crystals in 

two symmetry-equivalent orientations, which can be fully identified by comparison to the 

substrate {104}𝐴𝑙2𝑂3
 peaks at α=18° and β=-2°±34° (see main text, Table 2).  Once again, no 

{011}𝑅 peaks can be identified to correspond to the {110}𝑅 peaks at α=90°, indicating that the 

crystals with {110}𝑅 parallel to the substrate have no definite in-plane orientation. 

 

 

Table 2.S3: M2 VO2 peaks observed in 

θ-2θ measurements on a-cut sapphire 

{201}/{201̅} 

{220}/{021} 

{400}/{002} 

{401}/{202} 
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Figure 2.S7: Additional XRD pole-figures (left) and constant-α cuts from the pole figures (right) were 

used in determining the VO2 crystal orientation on a-cut sapphire.  The peaks that appear in the 
{220}/{021}𝑀2 pole figure (at 2θ = 36.9°) are positioned where {110}𝐴𝑙2𝑂3

 peaks (at 2θ = 37.4°) would 

be expected, and are likely the result of bleed-over from those reflections. 

 

 

On a-cut Al2O3, the {201}𝑀2 ≡ {110}𝑅 family of planes shows, as usual, one peak at 

α=90° ({110}𝑅 parallel to substrate), but only one other peak, at α=17° with β=-17°.  Given the 

substrate symmetry, at least two peaks at α=17° would be expected for a sufficiently large 

sample of crystals; however, this sample was more sparsely covered with VO2 than the others, 

and it may be that the corresponding symmetric peak was simply too weak to be observed.  

Similarly, no peaks are observed due to the {220}/{021}𝑀2 ≡ {011}𝑅 family of planes.  The 

peaks that do appear in the pole figure (Figure S6b) can be assigned to bleed-over from the 

(much more intense) {110}𝐴𝑙2𝑂3
peaks which have a similar 2θ value.  All of the {011}𝑅 peaks, 

being intrinsically less intense than the {110}𝑅, are simply too weak to be observed.  However, 

to fully determine the orientation which produced the one {110}𝑅 peak at α=17° requires 

additional information.  Standard θ-2θ measurements reveal all the VO2 planes which are parallel 

to the substrate surface.  Table S3 lists all the M2-VO2 planes identified in θ-2θ measurements 

on a-cut Al2O3.  Some of these may correspond to crystals with no in-plane orientation (as 

appears to be typical of the {201}/{201̅}𝑀2 planes), or to loose, randomly oriented crystals, but 

we can identify one that is consistent with {110}𝑅 peak at α=17°, which makes it possible to 

identify that orientation. 
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2.9.g  Evidence that a YVO4 Layer Underlies VO2 Crystals on YSZ 

 

 

 
Figure 2.S8: On YSZ, the substrate is covered by both VO2 crystals (c) and a dark film composed of 

ZrO2 and YVO4 (a).  When a VO2 crystal is removed, the same film is observed beneath (b).  Raman 

spectroscopy (d) shows that the material under (red) and around (yellow) the crystal is the same. 

  

 

As discussed in the main text, YSZ substrates are covered in a dark, granular film after 

the crystal growth process.  Raman spectroscopy showed this film to be composed of ZrO2 and 

YVO4.  To determine whether this film covers the entire substrate or only that portion not 

occupied by VO2 crystals, we remove a VO2 crystal with adhesive tape and examine the material 

underneath.  The crystal (Figure S7c) exhibits the characteristic Raman spectrum of VO2 (Figure 

S7d, blue trace); once it has been removed, the area underneath it has the same visual appearance 

(Figure S7b) and Raman spectrum (Figure S7d, red trace) as the film that appears elsewhere on 

the exposed substrate (Figure S7a and S7d, red trace).  This shows that the ZrO2/YVO4 film 

covers the entire substrate before VO2 crystals form above it. 
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2.9.h  Pole Figures for YVO4, ZrO2, on YSZ  

 

 

 
Figure 2.S9:  Additional pole figures for growths on all cuts of YSZ show evidence of preferred 

orientation for VO2, YVO4, and ZrO2. 

 

 

Figure S9 compares the pole figures for the VO2 {011}𝑀1 ≡ {11̅0}𝑅 family of planes to 

representative low-index planes belonging to YVO4 and ZrO2.  Both YVO4 and ZrO2 exhibit 

sharp peaks in well-defined patterns, with a high degree of symmetry reflecting the symmetry of 

the substrate plane: 4-fold on (100)-cut, 2-fold on (110)-cut, and 3-fold on (111)-cut.  This 

shows that the YVO4 and ZrO2 are highly-oriented, likely due to a heteroepitaxial relationship to 

the substrate and each other.  Notably, the pole-figure patterns become progressively more 

complex from ZrO2 to YVO4 to VO2.  We hypothesize that atop the YSZ substrate is an yttria-

depleted ZrO2 layer, heteroepitaxial to the substrate, but with multiple distinct orientations 
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arising from its decreased symmetry.  Above the ZrO2 layer, the yttria reacts with V2O5 to form a 

YVO4 layer, in turn oriented with respect to the ZrO2.  Multiple symmetry-allowed orientations 

lead to multiplicatively more peaks in the pole-figure pattern.  VO2 crystals grown on the YSZ 

layer in turn have preferred orientations relative to it.  Finally, we note that since the {011}𝑀1 

and {111̅}𝑍𝑟𝑂2
 planes have similar 2θ values (27.9° and 28.2°, respectively) is it possible that 

some bleed-over from the more-intense ZrO2 peaks contributes to the VO2 pole figures. 

 

2.9.i  Growth Results on Quartz  

 Quartz is perhaps the most commonly-used and well-characterized substrate for VO2 

crystal growth by vapor-phase transport.  As a baseline comparison for our crystals on other 

substrates, we present a sample grown on z-cut (0001) quartz.  On this cut of quartz, crystals may 

exhibit a preferred orientation with six-fold symmetry,14 as noted above; and as on all SiO2 

substrates, VO2 crystals will be embedded slightly in substrate due to formation of a eutectic 

during growth.17   

 

 

 

Figure 2.S10: Examples of typical VO2 crystals grown on quartz.  Optical microscopy (a) shows that a 

variety of sizes and shapes appear, with no clear preferred orientation.  Raman microscopy (b) shows the 

vast majority of crystals to be in the M1 phase at room temperature.  Pole figure measurements (c) show 

that the {011}M1 planes tend to be parallel to the substrate, but do not have a preferred orientation in-

plane. 

 

 

Figure S10 shows example data of our VO2 crystals grown on z-cut quartz.  Polarized 

optical microscopy (Figure S10a) shows that the crystals lie flat, with upper facets parallel to the 
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substrate surface.  The crystals are well adhered to the substrate—due to being embedded into 

the quartz, as mentioned above—and the substrate-induced strain results in complex ferroelastic 

twin domains (observed as light and dark mazelike patterns in the microscope image).24  There is 

no obvious preferred orientation, and our crystals are more reminiscent of those others have 

observed on SiO2 thermal oxides on Si,4, 17 than the oriented nanowires observed on z-cut 

quartz.14  As we observed in our sapphire growths, it is likely possible for both oriented 

nanowires and non-oriented microplatelets to form, especially under different growth conditions.  

Raman microscopy (Figure S10b) shows that the majority of VO2 crystals on quartz are in the 

M1 phase at room temperature, though some are in the T phase due to the influence of substrate 

strain.   

 

 

 
Figure 2.S11:  Pole figures (left) for quartz show bright rings, corresponding to crystals with a certain 

plane parallel to the substrate, but no in-plane orientation.  Constant-alpha cuts (right) show some distinct 

peaks, suggesting a degree of preferred orientation; but no singe orientation can be identified to satisfy the 

peaks observed for both {011}𝑀2 and {200}/{211̅}𝑀1. 

 

 

Pole figure measurements (Figure S10c) show that the vast majority of {011}𝑀1 ≡
{11̅0}𝑅 planes tend to be parallel to the substrate (α=90°).  Replotting this figure on a log scale 

(Figure S11a) reveals an additional bright ring at α=45° with brighter spots appearing with a six-

fold symmetry (reflective of the six-fold symmetry of the z-cut quartz substrate).  Another bright 

ring in this figure at very low α is background noise present in all pole figures, usually too weak 

to appear on the scale used.  The {200}/{211̅}𝑀1 ≡ {011}𝑅 planes show peaks, of variable 

intensity, at α=27° with six-fold symmetry: β=12°+n*60° and β=48°+n*60° (n=0, 1, 2, 3, 4, 5).  
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However, no VO2 orientation can be identified to satisfy both {011}𝑅 at α=27° and {11̅0}𝑅 at 

either α=90° or α=45°.  We conclude that most of our VO2 crystals on quartz grow with {11̅0}𝑅 

parallel to the substrate with no preferred in-plane orientation, while some crystals grow in at 

least two distinct orientations.  Additional measurements will be required to identify the latter. 

 

2.9.j  Titanium Dioxide Substrate Properties  

For this study, we chose two substrates that exemplify both chemical and lattice-

matching effects in a well-understood case (Al2O3) as well as a novel one (YSZ).  To similarly 

analyze all common VO2 growth substrates is beyond the scope of this work, but one in 

particular deserves mention.  Though more expensive, titanium dioxide (TiO2) is commonly 

regarded as the best substrate for heteroepitaxial VO2 growth because it has the same rutile 

crystal structure with very similar lattice parameters (𝑎𝑅,𝑇𝑖𝑂2
= 4.593Å and 𝑐𝑅,𝑇𝑖𝑂2

= 2.959Å,25 

compared to 𝑎𝑅,𝑉𝑂2
= 4.555Å and 𝑐𝑅,𝑉𝑂2

= 2.851Å 3), and has produced highly-oriented films 
26-27 and crystals.11  Table S4 presents predicted lattice mismatch values for epitaxial VO2 on 

several low-index planes of TiO2.  Compared to the values calculated for VO2 on Al2O3 (Table 1 

of the main text), these are for the most part comparable or better, with one notable exception: 

the percent lattice match for VO2 on c-cut Al2O3 (according to the orientation we observed) is 

better than that on {110}𝑇𝑖𝑂2
 or {100}𝑇𝑖𝑂2

 (the two cuts of TiO2 used previously for single-

crystal VO2 growth).  Although this represents multi-domain heteroepitaxy on Al2O3 as opposed 

to single-domain on TiO2, lattice match on sapphire suffices for our purposes.   

 

 

Table 2.S4: Predicted orientation and lattice match for VO
2
 crystals grown on various cuts of TiO2 

Substrate Plane 
Crystal 

Orientation 
Lattice Mismatch (

𝒅𝑽𝑶𝟐
−𝒅𝑻𝒊𝑶𝟐

𝒅𝑻𝒊𝑶𝟐

) 𝒅𝑽𝑶𝟐
 (Å) 𝒅𝑻𝒊𝑶𝟐

 (Å) 

{110}𝑅 ∥ {110}𝑇𝑖𝑂2
 

[001]𝑅 ∥ 〈001〉𝑇𝑖𝑂2
 

[1̅10]𝑅 ∥ 〈1̅10〉𝑇𝑖𝑂2
 

-3.6% 2.851 2.959 

-0.8% 6.442 6.496 

{100}𝑅 ∥ {100}𝑇𝑖𝑂2
 

[001]𝑅 ∥ 〈001〉𝑇𝑖𝑂2
 

[010]𝑅 ∥ 〈010〉𝑇𝑖𝑂2
 

-3.6% 2.851 2.959 

-0.8% 4.555 4.593 

{001}𝑅 ∥ {001}𝑇𝑖𝑂2
 

[100]𝑅 ∥ 〈100〉𝑇𝑖𝑂2
 

[010]𝑅 ∥ 〈010〉𝑇𝑖𝑂2
 

-0.8% 4.555 4.593 

-0.8% 4.555 4.593 

{011}𝑅 ∥ {011}𝑇𝑖𝑂2
 

[100]𝑅 ∥ 〈100〉𝑇𝑖𝑂2
 

[011]̅𝑅 ∥ {011̅}𝑇𝑖𝑂2
 

-0.8% 4.555 4.593 

-1.6% 5.374 5.464 

 

 

As with Al2O3 and YSZ, there is a possibility of chemical reaction between TiO2 and 

V2O5.  Studies on TiO2-supported V2O5 catalysts show that at high temperatures vanadia 

catalyzes the TiO2 anatase-to-rutile transition, and V4+ is incorporated into the rutile TiO2 lattice, 

yielding VxTi1-xO2 at the interface.28-30  Also, V2O5 is reported to react with titania-stabilized 

zirconia (TiSZ) to produce TiVO4.
31  On the other hand, several corrosion studies on Ti-

containing thermal barrier coatings suggest that TiO2 is less reactive with vanadia than some 

other metal oxides, including alumina.32-34  The possibility of chemical reactions occurring at the 
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TiO2-V2O5 interface during crystal growth certainly deserves further study, but sapphire provides 

a better example of substrate-vanadia reactions for this study. 

There are few experimental studies of the TiO2 surface energy, but computational studies 

predict values ranging from 0.3 to 1.8 J/m2 for the {110}𝑇𝑖𝑂2
 plane, depending on the calculation 

method, and higher for other planes.35-38  The highest of these predicted values are larger than 

those used in our study, and might lead to good substrate wetting, as observed in one crystal 

growth study.17 
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CHAPTER 3 

 

 

FORMATION AND CONTROL OF W-DOPED VANADIUM DIOXIDE NANOPARTICLES VIA SOLID-STATE 

DEWETTING 

 

 

3.1  Publication Citation 

 

Material in this chapter is being prepared for publication as follows: 

 

Samuel T.  White, James R.  Taylor, Ivan Chukhryaev, Silas Bailey, Joshua M.  Queen, 

James R.  McBride, Richard F.  Haglund, Jr. 

Nano Letters  

 

It is reproduced here, with minor formatting changes, with the permission of all authors. 

 

 

3.2  Abstract 

 

  Vanadium dioxide (VO2) nanoparticles (NPs) have strong potential in smart windows, 

passive thermal radiators, and reconfigurable metasurfaces, for which a change in emissivity, 

reflectivity or transmission with temperature is essential.  A major challenge in these applications 

is preparing uniform layers of nanoparticles (NPs), over large areas, with well-defined size 

distributions and low transition temperatures (Tc).  Here we describe the growth and transition 

properties of randomly-distributed VO2 NPs (undoped and tungsten-doped) formed by solid-state 

dewetting of VO2 thin films.  Sizes and size distributions are controlled by anneal time, as 

particles grow via Smoluchowski aggregation then become oxidized into V2O5; shapes are 

determined by interfacial energies between VO2 (V2O5) and the substrate.  Tungsten dopants 

concentrate at the nanoparticle surface and increase the energy required for dewetting and 

aggregation.  These results improve our ability to engineer VO2 NPs and yield valuable insights 

into VO2-substrate interactions and the behavior of W-dopants in VO2 nanoparticles. 

 

 

3.3  Introduction 

 

Vanadium dioxide (VO2) has long been a focus of study because of its metal-to-insulator 

phase transition (MIT).1  The sharp change in optical constants associated with this transition has 

enabled many devices,2 from ultrafast optical modulators3 to passive thermal control films (as for 

"smart windows").4-5  Though the latter is among the most mature of VO2-based devices, it still 

faces the challenge of optimizing spectral behavior6 and transition temperature Tc without loss of 

contrast between the hot and cold states.  It is often desirable to decrease the transition 

temperature of pure VO2 from Tc ≈ 68°C  to room temperature (for human habitation) or lower 

(for unmanned spacecraft).  Certain substitutional dopants (such as tungsten) can lower Tc, but 

generally do so at the cost of decreased contrast.7-8  Annealing treatments can improve the 

transition behavior of  W-doped thin films9 and nanoparticles10 by improving crystallinity.  
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Moreover, VO2 nanoparticles may overcome this doping-related loss of contrast, as one study 

has produced tungsten-doped VO2 nanoparticles embedded in an SiO2 matrix with Tc ≈ -20°C  

without significant loss of contrast.11 

Various methods exist for producing VO2 nanoparticles.12-14  Electron-beam lithography 

offers the best control of particle size, shape, and spacing,15 but is slow and expensive.  

Hydrothermal processes, on the other hand, are amenable to large-scale production,16 and can 

yield a variety of different nanoparticle morphologies, but can be hard to reproduce, involve 

high-pressure processes, and can be difficult to adhere to substrate.13-14  Several studies have 

shown that, under certain annealing conditions, solid VO2 thin films can dewet from Si (with 

native oxide) substrates to form roughly hemispherical nanoparticles.17-20  Figure 1b compares 

nanoparticle sizes from these studies, and shows that the nanoparticle radius increases linearly 

with the thickness of the original film, as expected according to the theory of solid-state 

dewetting.21-22  This behavior is remarkably consistent across different film-deposition methods 

(ALD, PLD, sputtering, and vapor transport), because it is governed entirely by the 

surface/interface energies of/between the substrate and film.  It has also been shown that W-

doped nanoparticles can be formed similarly from W-doped films.23 

 

 

 
Figure 3.1:  Polycrystalline thin films (a, upper) spontaneously dewet to form hemispherical 

nanoparticles (a, lower) when annealed at a higher temperature.  Across multiple studies producing 

films by different methods, the dewetting process results in nanoparticles with a radius that scales 

linearly with initial film thickness (b). 

 

 

Solid-state dewetting, then, is a quick and reliable method of producing single-particle-

thick layers of VO2 nanoparticles, with its scalability mainly limited by that of the film 

deposition method.  Although some progress has been made in controlling nanoparticle growth 

by this method (notably relating the particle size to film thickness),20 a more comprehensive 

understanding of the growth process and greater ability to control the nanoparticle characteristics 

are required to make it fully useful.  Moreover, the role of W-doping on the nanoparticle 

formation process and resulting effects on transition behavior need clarification.  Here, we 

investigate the effect of annealing time on the size and size distribution of VO2 nanoparticles.  
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We show that after initial dewetting they grow by Smoluchowski aggregation, which provides an 

additional way to tune average nanoparticle size and results in well-defined size distributions.  

We further show how this process differs in the case of W-doped nanoparticles.  Tungsten 

doping fundamentally changes the dewetting/aggregation process, but does not reduce the 

transition temperature of nanoparticles any more than in corresponding thin films.  These 

developments help render solid-state dewetting a viable route to producing nanoparticulate 

thermochromic films. 

 

 

3.4  Results and Discussion 

 

First, to investigate how the dewetting proceeds over time, we present SEM images of 

ALD VO2 films annealed for progressively longer periods (Figure 2a).  Starting as a 

polycrystalline film, the individual grains coarsen (5 min and 8 min) until they pull apart into 

discrete particles (~10 min).  At longer times, these particles continue to grow (10-20 min).  

Eventually (30 min and beyond), the low-pressure oxygen environment oxidizes the 

nanoparticles fully into V2O5, drastically changing their shape and size.  Figure 2b shows how 

average nanoparticle size varies with anneal time, with the three different regimes (grain 

coarsening, nanoparticle aggregation, and oxidation) represented with different colors (green, 

blue, orange).  The intermediate stage can be well described by Smoluchowski aggregation: 

when pairs of randomly-moving particles collide, they merge into a single, larger-volume 

particle.  Assuming no collisions between three or more particles simultaneously, no spatial 

correlation between particles, and a time-independent, homogeneous kernel to the Smoluchowski 

equation, it is possible to derive a scale-invariant particle size distribution (PSD) 𝐹(𝜑) for long 

times.24-25  For three-dimensional particles constrained to a two-dimensional surface, 

 

𝐹(𝜑) =
3𝑊

Γ(𝛼+1)
(𝑊𝜑)3𝛼+1𝑒−(𝑊𝜑)3    (Equation 1) 

 

where 𝜑 =
𝑟

𝑟̅
  is the scale-invariant particle size, Γ is the gamma function, and  

 

𝑊 =
Γ(α+

4

3
)

Γ(𝛼+1)
     (Equation 2) 

 

Note that 𝐹(𝜙) involves only one free parameter, α, the diffusion coefficient exponent, which 

describes the mass-dependence of the diffusion coefficient, as  

 

𝐷 = 𝐷0𝑚
−𝛼     (Equation 3) 

 

where D is the diffusion coefficient, 𝐷0 is a constant, and 𝑚 is the particle mass.  The exponent α 

is system-dependent, but typically varies from 0 to 2.25  The function 𝐹(𝜙) reproduces well the 

shape of our measured PSDs, as shown in Figure 2c, showing that our particle growth proceeds 

via Smoluchowski aggregation rather than Ostwald ripening (which produces a qualitatively 

different PSD).26 
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Figure 3.2:  As anneal time increases (a), films first coarsen (green), then dewet into separate particles 

which grow larger over time (blue), and finally oxidize into V2O5(orange).  The increase of particle size 

over time (b) and the resulting size distribution (c) can be qualitatively explained by Smoluchowski 

aggregation. 

 

 

The theory of Smoluchowski aggregation also predicts the time-dependence of the 

average particle radius 𝑟̅ 

 

𝑟̅(𝑡) =
𝑊

(𝑞𝜋𝑏0)
1
3

𝑡
1

3(1+𝛼)    (Equation 4) 

 

where 𝑞is a geometrical factor accounting for the particle shape (𝑞 =
2

3
 for a perfect 

hemisphere) and 𝑏0 is a scaling factor relating to initial conditions.  Ideally, we could 

quantitatively measure α for our system by fitting our PSD to Eqn.  1 or our radius-vs-time data 

to Eqn.  4.  However, we find that fitting the PSDs yields values of α varying from <0 to >1, 

while fitting the radius-vs-time data (Figure 2b inset) yields 𝛼⁡ = ⁡−0.7 which would imply that 

larger particles diffuse faster than smaller particles.  These discrepancies likely arise due to 

characteristics of the system not fully accounted for in the model assumption, most notably the 

possibility of multiple particles colliding simultaneously, and the change in particle shape due to 

formation of V2O5.  Further discussion of this point can be found in the Supporting Information, 

section b.   
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At longer anneal times (~20 min and above), the particle morphology begins to change, 

exhibiting a "skirt" or "pedestal" around the particle perimeter, with a smaller contact angle 𝜃 on 

the substrate surface (Figure 3).  This has previously been attributed to the formation of V2O5 at 

the nanoparticle surface due to over-oxygenation.19  X-ray diffraction (XRD) measurements 

(Supporting Information, section c) and optical hysteresis measurements (Supporting 

Information, section f) show that characteristic VO2 lattice planes and switching behavior 

disappear at long times, indicating that a non-VO2 species is indeed formed at long times, though 

additional measurements would be needed to confirm unequivocally that it is V2O5 and not 

another vanadium oxide. 

 

 

 
Figure 3.3:  As anneal time increases beyond 10 min, another species begins to form.  This species 

(hypothesized to be V2O5) has a lower contact angle and forms a "skirt" around the nanoparticle.  At 

long anneal times, this species dominates over the VO2 

 

 

Tilted SEM images (Figure 3) allow us to measure the contact angle between the nanoparticles 

and substrate.  Contact angle 𝜃 obeys the Young-Laplace equation 

 

𝛾𝑆𝑖 = 𝛾𝑖 + 𝛾𝑉𝑂2
cos⁡(𝜃)     (Equation 5) 

 

 where 𝛾𝑆𝑖 and 𝛾𝑉𝑂2
 are the surface energies of the Si substrate and VO2, respectively, and 𝛾𝑖 is 

the interface energy between them.  Using literature values for 𝛾𝑆𝑖 = 39 mJ/m2 (experimental, 

from reference,27 for p-type, B-doped Si(100) with native oxide, interpolated for Si with 

resistivity 0.1-1 Ωcm), 𝛾𝑉2𝑂5
= 90 mJ/m2 (experimental, from reference,28 average of tabulated 

values), and 𝛾𝑉𝑂2
= 320 mJ/m2 (theoretical, average from references 29 and, 30 for (110) rutile 

planes, which our XRD measurements in the Supporting Information, section c, show to be 

parallel to the substrate), we can calculate the interface energy at different time steps (Table 1).  
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Since surface energies vary with temperature, and since no experimental surface energy values 

are available for VO2, these values are merely approximations, but they represent (to the best of 

our knowledge) the first approximations to the VO2/Si and V2O5/Si interface energies. 

 

 
Table 3.1:  Measured contact angles and calculated interface energies for VO2 and V2O5 nanoparticles 

on Si. 

 10min 15min 20min 30min 40min 

θ(°) 122 ± 2 47 ± 2 42 ± 2 33 ± 1 29 ± 2 

γi (mJ/m2) 210 x x x -40 

 

 

Uncertainties on contact angle measurements represent one standard error of the mean 

(refer to Supporting Information for details on the contact angle measurement).  The contact 

angle is initially large (yielding 𝛾𝑖 ≈210 mJ/m2), corresponding to its value for VO2.  As 

annealing proceeds and V2O5 begins to form, the contact angle decreases, asymptotically 

approaching its value for V2O5 (with 𝛾𝑖 ≈ -40 mJ/m2).  Intermediate values for 𝛾𝑖 are not listed, 

as they do not represent actual interfacial energies for either species. 

 

 

 

Figure 3.4:  Tungsten-doped dewetted nanoparticles (a) are more strongly faceted and tend to group 

into clusters.  Energy-dispersive spectroscopy in TEM (c) shows that the tungsten dopants are 

concentrated at the nanoparticle surface.  For two such particles to aggregate, the W-dopants must be 

extruded from the interfacial region (c), increasing the energy barrier to nanoparticle aggregation. 
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Tungsten-doped VO2 films also form nanoparticles through dewetting, but with two 

significant qualitative differences (Figure 4).  First, W-doped films require a higher temperature 

to dewet; undoped films dewet at 500°C, but W-doped films require at least 600°C.  When 

annealed at ≥600°C, both doped and undoped samples develop a rough film on revealed areas of 

the substrate (between nanoparticles), which we attribute to oxidation of the substrate (see 

Supporting Information, section d for comparison of doped and un-doped films annealed at 

different temperatures).  Second, unlike the well-separated, nearly hemispherical nanoparticles 

that form from undoped films, W-doped form particles that are distinctly faceted and clustered 

together (Figure 4a). 

Energy dispersive x-ray spectroscopy (EDS) in a scanning transmission electron 

microscope (STEM) allows us to map out the distribution of W-atoms in some of these 

nanoparticles (Figure 4c).  We find that the W concentration is highest at the outside edge (the 

first ~5-10 nm) of the nanoparticles, and decreases toward the center (additional examples in 

other nanoparticles, and a reference measurement on an un-doped nanoparticle, are presented in 

the Supporting Information, section e).  Based on this observation, we conclude that both the 

higher dewetting temperature and the clustering behavior in W-doped films result from the W-

rich boundary layer on the nanoparticle surface (Figure 4b).  Coalescence of two crystalline 

particles generally involves an energy barrier associated with the atomic rearrangement 

necessary to incorporate one into the crystal lattice of the other;31 the W-rich surface layer 

increases this barrier by the amount of energy necessary to move those W-atoms from the 

interface to the surface of the new, larger particle.  Thus a higher temperature is required to 

overcome this increased energy barrier; and at any given point during the aggregation process, 

there are likely to be more particles that have met, but not fully merged into a single particle 

(hence the "clustering" noted above). 

Finally, Figure 5 compares the phase transition behavior in doped and un-doped samples 

annealed at different conditions to produce contiguous films (yellow) or nanoparticles (red).  

Additional optical hysteresis curves for an undoped VO2 film at various stages of dewetting can 

be found in Supporting Information, Figure S10.  For undoped VO2, there are two distinct 

differences in behavior for films vs nanoparticles: increased width and decreased contrast.  The 

increased width of the hysteresis loop is a known effect in VO2 nanoparticles due to their lower 

density of transition-nucleating defects.32  The loss of contrast is due mainly to increased 

scattering from particles as their size approaches the wavelength of visible/near-IR light used for 

hysteresis measurements.  For W-doped VO2, the hysteresis loop does not broaden appreciably 

because the W-dopants themselves form transition-nucleating defects, but the loss of contrast 

due to increased scattering still occurs (this effect is less pronounced for the 5% W-doped sample 

shown because it is less fully-dewetted than its undoped and 8%-doped counterparts, see 

Supporting Information, section d).  We observe no difference in Tc for W-doped films vs. 

nanoparticles.  It is noteworthy that while W-doped films have poorer contrast than undoped 

films (as expected), this trend does not hold for nanoparticles; however, firm conclusions about 

the actual switching contrast of doped vs. undoped nanoparticles cannot be drawn without more 

fully accounting for scattering and particle size. 
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Figure 3.5:  The hysteresis loop for undoped VO2 nanoparticles (red) has greater width (due to fewer 

nucleating defects) and lower contrast (due to increased scattering) than for a corresponding thin film 

(yellow).  In doped nanoparticles, the contrast is again decreased due to scattering (to differing amounts 

in each sample), but the transition temperature and hysteresis width are unchanged. 
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3.5  Conclusions 

 

In conclusion, solid-state dewetting of VO2 thin films is a viable method of rapidly 

producing large-scale, single-particle-thick films of VO2 and W-doped VO2 nanoparticles.  We 

have shown that the average nanoparticle size can be adjusted not only by varying initial film 

thickness, but also by adjusting the anneal time — as the nanoparticles grow over time through 

Smoluchowski aggregation.  This results in a well-defined particle-size distribution characteristic 

of the aggregation process.  We also report estimates of the interfacial energies between 

VO2/V2O5 and Si with a native oxide.  These insights will be crucial to the design of actual 

devices based on dewetted-VO2 nanoparticles.  Despite the potential of W-doped VO2 

nanoparticles to enhance the performance of thermochromics, there has been little study on the 

dewetting process in W-doped VO2 films.  We have shown that nanoparticles formed by this 

method have a particularly high W-concentration on their surface, leading to an increased energy 

barrier to particle aggregation.  Understanding this is an important step to improving the 

fabrication of dewetted, W-doped nanoparticles, and, more importantly, to understanding the 

effects of W-dopants on the VO2 phase transition itself. 
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3.8  Supporting Information 

 

3.8.a  Experimental 

Thin films of undoped VO2 were produced by atomic layer deposition (ALD) in a 

PicoSun R-200 system from water and tetrakis[ethylmethylamino] vanadium (TEMAV) 

precursors for 2500 pulse cycles.  Each precursor was flowed at 150 sccm in 5 sec pulses spaced 

1 sec apart.  Substrate was held at 150°C, TEMAV bottle at 70°C, and valve block at 100°C.  

ALD film thickness was measured by spectroscopic ellipsometry (JA Woollam M-2000VI) to be 

111±2 nm.  All ALD samples were cut from two 4-in.  wafers prepared in the same way.  

Tungsten-doped VO2 films (and corresponding undoped control films) were prepared with RF 

magnetron sputtering in an Angstrom Amod multimode deposition tool, at ~280 W, in 6 mtorr 

Ar (20 sccm) and O2 (1 sccm).  Films were deposited from metal W:V alloy targets, with 0:100 

wt%, 5:95 wt% and 8:92 wt% compositions, for 450 sec, 1000 sec, and 630 sec, respectively.  

Sputtered film thickness was measured with a Bruker Dektak 150 stylus profilometer to be 87±4 

nm, 75±4 nm, and 110±10 nm, respectively.  For both ALD and sputtered films, a post-

deposition annealing process (450°C, 250 mtorr O2, 10 min) was required to adjust stoichiometry 

and crystallinity in order to produce switching VO2 thin films.  Dewetting was controlled by 

adjusting the temperature and time of the annealing process.   

Films and nanoparticles at each set of anneal conditions were observed with scanning 

electron microscopy (SEM), using a Zeiss Merlin SEM with Gemini II Column, an in-lens 

detector, and ~2 kV electron voltage.  For undoped samples, grain/nanoparticle sizes and 

distributions were extracted using the open-source software ImageJ.  The raw images were first 

converted to greyscale, then converted to black and white using a threshold function, and finally 

inverted to yield black particles on a white background.  ImageJ’s built-in particle analysis tool 

was then used to detect, count, and measure the area of each particle (after scaling the image 

based on a scale bar produced by the SEM software).  For anneal times under 15 minutes, many 

grains/particles were still in contact with neighboring particles, though divided by a clear grain 

boundary.  In order for the software to distinguish such grain/particles, it was necessary to mark 

some of the boundaries manually with a black line.  Figure S1 demonstrates this markup process, 

with the raw (or purely computer-processed) images on the left, and the manually adjusted 

images on the right.  The effective radius of each particle is calculated from its measured area by 

assuming each grain/particle is a spheric section (with a circular cross-section).  From this data, a 
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normalized distribution of nanoparticle sizes and other statistical analyses are performed using 

Matlab software. 

 

 

 
Figure 3.S1:  In samples with grains/particles that are in contact, the grain boundaries are often missed 

by the thresholding and particle analysis algorithms, making it necessary to adjust the images by hand.  

Raw SEM images (5 and 8 min) and threshold-processed images (10 and 12 min) are shown on the left; 

their adjusted counterparts on the right. 
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Tilted SEM images were collected at an angle of 20.5°(for the 10-min sample) and 10° 

(for all others) above the plane of the surface, with the rotation axis parallel to the horizontal axis 

of the SEM images.  Contact angles were measured manually using an angle measurement tool 

in ImageJ, measuring the tangent of the nanoparticle relative to the horizontal at its corner 

(examples of these angle measurements are shown in Figure S2a).  For each anneal time, angles 

are measured for multiple particles and averaged to give the reported contact angle.  Since these 

images are not collected exactly edge-on, but at a slight tilt, a geometric correction must be 

applied to find the actual contact angle.  If the true contact angle is 𝜃, the measured angle is 𝜃′, 
and the tilt of the viewing axis above the substrate plane is 𝜙, then 

 

𝜃 = arccos⁡
𝑐𝑜𝑠𝜃′+𝑐𝑜𝑠𝜙−1

𝑐𝑜𝑠𝜙
   (Equation 1) 

 

 

 
Figure 3.S2:  To extract contact angles, the angle between the horizontal and the particle tangent was 

measured at its point of contact with the surface, for several particles at each time step (a, yellow 

marks).  The particles can be modeled as sections of a sphere cut by the plane of the substrate surface 

(b).  When viewed along a direction not parallel to the surface (c), the apparent height of that section 

changes, affecting the measured contact angle. 
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To derive this correction, consider a sphere of radius 𝑅 centered at the origin of a 

coordinate system: 𝑅2 = 𝑥2 + 𝑦2 + 𝑧2.  Let the z-axis represent the viewing angle of our SEM 

image.  The nanoparticle is a spheric section formed by the intersection of this sphere with the 

substrate plane.  Let this plane be parallel to the x-axis, inclined relative to the z-axis by the 

viewing angle 𝜙, and a distance 𝑑 = 𝑅 − ℎ from the origin.  Then the plane can be represented 

𝑦 =
𝑅−ℎ

𝑐𝑜𝑠𝜙
−

𝑠𝑖𝑛𝜙

𝑐𝑜𝑠𝜙
𝑧 for all x, the spheric section has height h above the substrate plane, and the 

vector 𝑅𝑛̂ = 𝑅𝑠𝑖𝑛𝜙𝑧̂ + 𝑅𝑐𝑜𝑠𝜙𝑦̂ is the radial vector normal to the substrate plane.  Figure S2b 

shows a schematic of this scenario. 

When viewed along the substrate plane (Figure S2c), the particle appears as the section 

(height h) of a circle (radius R).  When viewed along the z-axis, however, it appears as the 

projection of the 3D spheric section onto the xy-plane.  The intersection of the sphere and 

substrate plane is given by 𝑅2 = 𝑥2 + (𝑅 − ℎ)2 +
1

𝑠𝑖𝑛2𝜙
[𝑦 − (𝑅 − ℎ)𝑐𝑜𝑠𝜙]2, a circle in 3D 

space, but an ellipse projected onto the xy-plane.  This ellipse has a centerline 𝑦 = (𝑅 − ℎ)𝑐𝑜𝑠𝜙.  

The projection of our particle (Figure S2d) is then bounded below by the bottom half of this 

ellipse and above by a circular section with radius R and height ℎ′ = 𝑅 − (𝑅 − ℎ)𝑐𝑜𝑠𝜙. 

The contact angle of a circular section is given by 𝜃 = 𝑎𝑟𝑐𝑐𝑜𝑠
ℎ

𝑅
.  Applying this to the 

actual and apparent particle cross-sections, and using the above equation relating ℎ and ℎ′, we 

can solve for the actual contact angle 𝜃 in terms of the apparent angle 𝜃′, yielding Equation 1 

above. 

An x-ray diffractometer (XRD) (Rigaku Smart Lab, Cu Kα source) was used to perform 

standard θ-2θ measurements (scan 2θ from 20°-80°, 0.01°steps, 10°/min).  Optical hysteresis 

measurements were performed with a custom setup using a white-light tungsten halogen lamp 

(~3000 K color temperature) and an amplified InGaAs photodiode.  Transmission electron 

microscopy (TEM)  and scanning transmission electron microscope energy dispersive 

spectroscopy (STEM-EDS) measurements were acquired on a Tecnai Osiris TEM/STEM 

operating at 200 kV.  Drift-corrected STEM-EDS maps were acquired with a 1 nA probe current 

and rendered using Bruker Esprit version 1.9.  Nanoparticle samples were prepared for TEM by 

scraping them off of the substrate with a razor blade, mixing them with IPA into a slurry, dipping 

a TEM grid into the slurry, and allowing it to dry.  Some nanoparticles thus adhered to the grid. 

 

3.8.b  PSD Fitting Results 

Particle size distributions (PSD) were extracted from SEM images for VO2 films 

annealed at different lengths of time (5-30 min), and used to calculate average particle radius 𝑟̅ 

and standard deviation ∆𝑟̅ (plotted in the main text, Figure 2b).  The diffusion coefficient 

exponent 𝛼 and 95% confidence interval ∆𝛼 are extracted by fitting each PSD to the theoretical 

distribution 𝐹(𝜑) using the "maximum likilhood estimates" function in MATLAB, with 𝛼 as a 

free parameter.  The measured PSDs and best fit 𝐹(𝜑) curves are plotted in Figure S3a.  For 

comparison, they are plotted with 𝐹(𝜑) for a constant 𝛼 = 0.5 in Figure S3b.  To quantify how 

well each experimental PSD matches the shape of the theory, we compare ∆𝑟̅, skewness, and 

kurtosis to 𝐹(𝜑) with the corresponding value of 𝛼.  The results are summarized in Table S1. 
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Figure 3.S3:  The measured particle size distributions can be well fit by the predicted function 𝐹(𝜑) 

with 𝛼 as the only fit parameter (a).  For comparison, using a constant value of 𝛼 = 0.5 qualitatively 

reproduces the PSD (b).  The values of 𝛼 obtained by fitting experimental PSDs vary over time due to 

physical effects not accounted for in the model (c).  A higher value of 𝛼 corresponds to a narrower 

distribution (d).  A log-log plot of particle radius vs anneal time (e) produces the same value of 𝛼 ≈
−0.7 as the curve fit presented in the main text. 

 

 

As noted in the main text, 𝛼 varies considerably across the different data sets, though it 

should be a constant for a given system (VO2 on Si at 500°C).  Figure S3c shows the extracted 

values of 𝛼 as a function of anneal time.  Qualitatively, a higher value of 𝛼 corresponds to a 

sharper, narrower distribution, and vice versa (see Figure S3d).  At short (<10 min) and long 

(>20 min) anneal times, 𝛼 ≈ 0.3, but during the timeframe where particle aggregation dominates 

(10-20 min), 𝛼 appears to decrease from ~1 to ~ -0.2.  On the other hand, fitting the radius vs. 
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time data (main text, Figure 2b) yielded a value of 𝛼 ≈ −0.7.  To confirm this fit value, the slope 

of a log-log plot of radius vs time (Figure S3e) also yields 
1

3(1+𝛼)
= 1.16 , or 𝛼 ≈ −0.7.  These 

discrepancies can be explained in terms of deviations of our system from the model.  Initially, 

the PSD will be similar to that of the as-deposited film, and governed by the physics of film 

deposition rather than by the aggregation.  At short times, when particles are small and closely 

packed, the probability of more than two particles colliding simultaneously is high; while at 

longer times, the formation of V2O5, which both wets Si better and has a lower density, causes 

the particle radii to be larger than they would be otherwise.  Both of these effects will cause the 

measured particle radii to grow faster than our model would predict, explaining the poor value of 

𝛼 obtained from fitting the radius vs time data.  The extracted values of 𝛼 at intermediate times 

(~13-18 min) are probably the best approximation, and suggest that 𝛼 ≈ 0.2 − 0.3 for this 

system. 

 

 
Table 3.S1:  Fit results and statistical analysis of PSDs. 

PSD α Δα 𝒓̅ ∆𝒓̅ Kurtosis Skewness 

5 min 0.23 0.10 0.04 0.01 2.9 0.27 

F(φ) 0.23 - - 0.01 2.6 0.11 

8 min 0.35 0.16 0.09 0.03 3.3 0.61 

F(φ) 0.35 - - 0.03 2.7 0.09 

10 min 0.99 0.15 0.21 0.05 2.5 0.10 

F(φ) 0.99 - - 0.05 2.8 0.04 

12 min 1.12 0.22 0.27 0.06 2.7 0.05 

F(φ) 1.12 - - 0.06 2.8 0.04 

13 min 0.29 0.11 0.25 0.08 11.0 1.99 

F(φ) 0.29 - - 0.08 2.6 0.10 

15 min 0.25 0.10 0.39 0.13 3.2 0.57 

F(φ) 0.25 - - 0.12 2.6 0.11 

17 min 0.02 0.13 0.35 0.12 3.2 0.38 

F(φ) 0.02 - - 0.12 2.5 0.13 

18 min 0.18 0.10 0.40 0.13 3.1 0.58 

F(φ) 0.18 - - 0.13 2.6 0.11 

20 min -0.17 0.07 0.49 0.20 4.1 0.86 

F(φ) -0.17 - - 0.18 2.4 0.15 

30 min 0.37 0.17 2.54 0.78 2.7 0.32 

F(φ) 0.37 - - 0.76 2.7 0.09 

 

 

The standard deviations ∆𝑟̅ agree very well between the actual distributions and the best-

fit PSDs, showing that the theory well describes the spread of particle sizes we observe.  Kurtosis 

measures how large the "tails" of the distribution are relative to a Gaussian (for which kurtosis = 

3); a sharper peak with heavy tails has a larger kurtosis, and vice-versa.  All of our calculated 

distributions 𝐹(𝜑) have a sub-Gaussian kurtosis (slightly lighter tails than a Gaussian); in each 

of the measured distributions, kurtosis is slightly higher.  Skewness is a measure of asymmetry in 

a distribution, zero for a Gaussian distribution.  𝐹(𝜑) has a positive skewness reflecting the 

heavier tail toward larger radii.  In the measured distributions, skewness is still higher than 

predicted, and varies sample-to-sample more than the kurtosis.  The deviation of skewness and 
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kurtosis from the expected may be due in part to the failures of our assumptions cited above; but 

since the skewness and kurtosis (unlike the fitted values of 𝛼) don't follow any clear trends with 

anneal time, their variation is probably due more to noise in the data.  Performing this analysis 

on a larger sample size could improve the statistics and clarify these differences.  The 13-min 

sample is clearly an outlier, with exceptionally large kurtosis (11) and skewness (1.99).  Its 

unusual shape can be easily seen in the distribution (Figure S3a and S3b, green curve) with a 

sharp peak below 𝜑 = 1.  This is again attributed to random variation, resulting in an unusual 

concentration of smaller-than-average particles in the sampled area. 

 

3.8.c  XRD Measurements on VO2 Nanoparticles 

X-ray diffraction spectra (Figure S4a) show peaks corresponding to VO2 (marked in 

purple) as well as to the silicon substrate (black) and the steel sample stage (grey).  Only one 

VO2 plane can be identified: the XRD peaks at 2𝜃 = 25.2°, 2𝜃 = 27.9°, and 2𝜃 = 57.6° 
corresponding to the {011} family of planes in M1-phase VO2.  This suggests that the 

nanoparticles tend to orient with the {011} planes parallel to the substrate; this is the lowest-

surface-energy plane for VO2, and commonly forms bounding facets on VO2 crystals.  However, 

as this is the strongest reflection in VO2, small proportions of other orientations could be present 

and below the noise level.  The absence of corresponding peaks for M2- and R-phase VO2 

({201̅}𝑀2 at 2𝜃 = 27.4°, {201}𝑀2 at 2𝜃 = 28.3°, and {110}𝑅 at 2𝜃 = 27.7°) shows that we 

have phase-pure M1 VO2. 

This {011}𝑅 peak evolves as a function of anneal time (Figure S4b).  Peak height, center 

position, and breadth (Figure S4c) are extracted by fitting to a sum of two Lorentz peaks, (peak 

splitting arises from the presence of Cu 𝐾𝛼1 and 𝐾𝛼2 lines in the X-ray source).  Solid lines 

(black error bars) represent the lower-angle peak, and dotted lines (grey error bars) the higher.   

Initially, the peaks are very weak and broad (overlapping to the point of being indistinguishable), 

due to poor crystallinity of as-deposited VO2.  At intermediate anneal times, the intensity 

increases as the VO2 becomes more crystalline and as the crystalline nanoparticles grow larger.  

At long times, the intensity decreases and peaks broaden (becoming indistinguishable) again, as 

the VO2 is transformed into V2O5.  The absence of any additional XRD peaks corresponding to 

V2O5 suggests that the V2O5 formed by oxidation is highly amorphous. 

 

3.8.d  Undoped and W-Doped Films Annealed at Different Temperatures and Times 

Figures S5, S6, and S7 demonstrate the results of different annealing conditions tested on 

undoped, 5 wt% W-doped, and 8 wt% W-doped sputtered films.  Annealing at 450°C for 10 

minutes is the standard annealing protocol to produce switching thin films, and in each case 

results in a polycrystalline film with small, densely packed grains.  In undoped samples, 

dewetting begins to occur at 500°C, 10 min; at 20 min, the nanoparticles have grown through 

aggregation and begin to be surrounded by "skirts" or "puddles" of V2O5; by 40 min, the particles 

are fully converted into V2O5 with a markedly different shape.  At 600°C, particles are fully 

V2O5 by even 10 min.  In doped samples, on the other hand annealing at 500°C for any amount 

of time does not lead to dewetting, but only grain coarsening.  Significant dewetting is not 

observed until 600°C, 20 min. 
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Figure 3.S4:  XRD spectra (a) show the presence of (011)-oriented M1-phase VO2.  The corresponding 

peak changes as a function of anneal time (b), revealing information about the change in crystallinity 

over time (c). 
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Figure 3.S5:  Undoped VO2 annealed, from top to bottom, at 450, 500, and 600°C, and from left to 

right, for 10, 20, and 40 minutes. 
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Figure 3.S6:  5 wt.% VO2 annealed, from top to bottom, at 450, 500, and 600 °C, and from left to 

right, for 10, 20, and 40 minutes. 
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Figure 3.S7:  8 wt.% VO2 annealed, from top to bottom, at 450, 500, and 600 °C, and from left to 

right, for 10, 20, and 40 minutes. 

 

 

 

Figure 3.S8:  EDS spectra confirm the presence of W in the doped nanoparticle (purple) as opposed to 

the undoped (yellow). 

 

 

3.8.e  Additional TEM Data 

Energy dispersive spectroscopy (EDS) performed in a transmission electron microscope 

(TEM) allows for determination of the atomic species present in our nanoparticles.  Figure S8 

compares EDS spectra for an individual undoped (yellow) and W-doped (purple) nanoparticle.   
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In both samples, clear peaks are identified corresponding to V and O (from the VO2), and 

from C and Cu (from the TEM grid).  In the W-doped sample, additional peaks appear 

corresponding to W, as expected.  By fitting the EDS spectra, the relative amounts of each 

element can be quantitatively determined, with the exception of V and O which have significant 

spectral overlap making them hard to deconvolve.  Thus, we can accurately measure the W:V 

ratio, but not the V:O ratio.  Averaging across 10 separate EDS maps (each containing one or 

 

Figure 3.S9:  Line scans taken from EDS maps (insets) for doped (a-d) and undoped (e) nanoparticles 

show that W and O both are present in higher concentrations at the nanoparticle surface. 



71 

 

more nanoparticles), we measure the W:V ratio to be 3.3±0.3 : 97±3 (average±3σ), which is 

notably larger than the 2.4:97.6 ratio in the original sputtering target. 

Furthermore, EDS maps show the distribution of atoms withing the nanoparticles with 

sub-nm spatial resolution.  Figure S9 shows four EDS maps for doped nanoparticles (a-d) and 

one for an undoped nanoparticle (e).  As pointed out in the main text, linescans (marked by 

yellow boxes along the direction of the grey arrow) show that the tungsten concentration is 

highest within the first few nm of the nanoparticle edges (marked by broken yellow lines), but is 

lower and constant throughout the bulk of the particle.  On the other hand, no tungsten signal is 

observed within the un-doped nanoparticle, as expected.  Note that random noise, amplified by 

the calculation of atomic%, results in nonzero signal for all elements outside the particle 

boundaries.  Although we cannot rely upon these measurements for accurate values of the O:V 

ratio, it is interesting to note that in each case the atomic% O is also higher at the edges and 

lower inside the particles.  This behavior shows most strongly in the undoped nanoparticle.  This 

is likely due to oxidization of the particle surface as annealing progresses. 

 

3.8.f  Additional Hysteresis Data 

Figure S10 shows optical reflectance hysteresis measurements for undoped samples at 

progressively longer anneal times.  At short times (when the samples are still polycrystalline 

films), the hysteresis loops are more narrow, with a two-step transition on the cooling curve (due 

to simultaneously sampling regions that have coarsened to different degrees).  Once dewetting 

has occurred (~10 min), the hysteresis loop becomes much broader, as discussed in the main text.  

As aggregation continues and the particles grow larger (approaching the size scale of 

visible/near-IR light), contrast decreases, due mainly to increased scattering.  At long times (≥20 

min), contrast is further decreased by oxidization of VO2 into V2O5 

 

 

 

Figure 3.S10:  Hysteresis loops for undoped samples, as anneal time increases, first show an increase 

in hysteresis width (due to the formation of nanoparticles) and then a decreased contrast (due to 

scattering). 
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CHAPTER 4 

 

 

RECONFIGURABLE INFRARED HYPERBOLIC METASURFACES USING PHASE CHANGE MATERIALS 

 

 

4.1  Publication Citation 

 

Material in this chapter has been published as follows: 

 

Folland, T.G., Fali, A., White, S.T., Matson, J.R., Liu, S., Aghamiri, N.A.,  

Edgar, J.H., Haglund, R.F., Abate, Y., Caldwell, J.D. 

Nat Commun 9, 4371 (2018). 

 https://doi.org/10.1038/s41467-018-06858-y 

 

It is reproduced here, with minor formatting changes, with the permission of all authors and the 

publisher. 

 

 

4.2  Abstract 

 

Metasurfaces control light propagation at the nanoscale for applications in both free-

space and surface-confined geometries.  However, dynamically changing the properties of 

metasurfaces can be a major challenge.  Here we demonstrate a reconfigurable hyperbolic 

metasurface comprised of a heterostructure of isotopically enriched hexagonal boron nitride 

(hBN) in direct contact with the phase-change material (PCM) single-crystal vanadium dioxide 

(VO2).  Metallic and dielectric domains in VO2 provide spatially localized changes in the local 

dielectric environment, enabling launching, reflection and transmission of hyperbolic phonon 

phonon polaritons (HPhPs) at the PCM domain boundaries, and tuning the wavelength of 

(HPhPs) propagating in hBN over these domains by a factor of 1.6.  We show that this system 

supports in-plane HPhP refraction, thus providing a prototype for a class of planar refractive 

optics.  This approach offers reconfigurable control of in-plane HPhP propagation and 

exemplifies a generalizable framework based on combining hyperbolic media and PCMs to 

design optical functionality. 

 

 

4.3  Introduction 

 

Optical near and far fields can be manipulated by scattering light into the resonant modes 

of nanostructured materials, which collectively form optical metasurfaces.1-3  Historically, 

metallic polaritonic elements4 have been used, which are highly absorbing5 and typically exhibit 

limited tuning due to the geometric dependence of optical resonances.  True reconfigurability – 

that is, complete changing of the optical response – therefore becomes challenging, as it requires 

arbitrarily changing the shape of individual elements of the structure, dynamically controlling the 

local dielectric environment, or controlling the optical properties of the polaritonic material 

itself. 

https://doi.org/10.1038/s41467-018-06858-y
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In this regard, phase change materials (PCMs) offer an appealing approach to introducing 

true reconfigurability as they undergo significant changes in optical properties upon exposure to 

external stimuli.6-7  Examples of PCM’s are vanadium dioxide (VO2) ,
8-11 and germanium 

antimony telluride (GeSbTe) glasses,6, 12 which undergo dielectric to metallic phase transitions 

upon heating or pulsed-laser excitation.  For VO2 this is a volatile (non-latching) phase transition, 

whereas GeSbTe undergoes a non-volatile (latching) transition.  By integrating PCMs and 

polaritonic materials, changes in optical properties induced by such a phase transition can 

provide the means to control the polariton dispersion by changing the local dielectric 

environment in which the evanescent polaritonic near-fields propagate.  Thus they can be 

exploited to realize reconfigurable metasurfaces.6, 12-17  However, one of the phases of PCMs is 

typically metallic and/or exhibits high optical losses.  Consequently, in previous studies of 

surface-confined polaritons, such as surface plasmon (SPPs) or surface phonon polaritons 

(SPhPs), the propagation was restricted to spatial regions over the PCM where a low-loss 

dielectric phase was present.6, 12  This makes concepts such as nanophotonic waveguides, grating 

couplers and focusing elements extremely difficult to realize in PCM-surface-polariton-based 

systems, despite the opportunities available. 

Here we exploit two key changes in approach that overcome these previous limitations.  

First, we significantly reduce losses in polariton propagation by using isotopically enriched 

hexagonal boron nitride18-19  (hBN), a natural hyperbolic20-24 medium that supports low-loss 

hyperbolic phonon polaritons (HPhPs).  Secondly, by exploiting hyperbolic polaritons instead of 

the surface-confined variety,6, 12-16 the polaritons remain sensitive to local changes in the 

dielectric function of the ambient environment,25 while the electromagnetic near-fields are 

strongly confined to the volume of the hyperbolic material.20-21, 26  This means that HPhPs can 

interact with spatially localized phase transitions of the PCM, yet do not suffer significant optical 

losses from this interaction, and thus should propagate over both metallic and dielectric phases.  

Crucially, we show this to be the case and that the difference in the local dielectric environment 

between the metallic and dielectric domains results in a large change in the HPhP wavelength in 

the hBN over each domain, which in turn results in the refraction of the polariton when 

transmitting across the PCM phase domain boundaries.  This means that the combination of 

hyperbolic media and PCMs employed here can be used to create refractive optical elements and 

waveguides,27 as well as components benefitting from full optical functionalities that to this point 

have been limited to far-field optics.  We demonstrate such concepts using electromagnetic 

modelling, showing that PCM-HPhP heterostructures can be designed as optical resonators20, 28 

and metasurfaces,29-30 as well as refractive near-field components, such as waveguides and 

lenses.  This combination of PCMs with hyperbolic media opens a whole new toolset for near-

field optical design and structuring.  Significantly, for reversible PCM transitions, any of these 

designs can be fully reconfigured using either thermal changes or approaches based on laser 

writing.  Finally, by exploiting the increasingly wide range of different PCMs and hyperbolic 

materials and metamaterials, such as transition metal oxides,31 these effects can be realized over 

an extended range of frequencies. 
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4.4  Results 

 

4.4.a  Near-Field Measurements of Hyperbolic Polaritons 

 

 

 

 

The prototype device (Fig. 1a,b) consists of a 24-nm thick flake of 10B-enriched hBN 

(~99% enriched)18-19 transferred using low-contamination transfer techniques onto a single 

crystal of VO2 grown on quartz.  We use scattering-type scanning near-field optical microscopy 

(s-SNOM) to directly map and visualize the evanescent optical fields on the structure, 

corresponding to polaritonic waves of compressed wavelength 𝜆p, propagating primarily within 

the volume of the hBN slab (see Fig. 1a).  In s-SNOM images, HPhPs can  be observed in two 

ways: first, polaritons launched by the light scattered off of the s-SNOM tip propagate to, and 

reflect back from sample boundaries (e.g.  a flake edge) creating interference fringes with 

spacing 𝜆p/2, which are scattered back to free-space by the tip and detected.21, 32-33  

 
Figure 4.1:  Actively reconfigurable hyperbolic metasurface device.  (a) shows a device and 

experimental schematic, in which hBN has been transferred on top of a VO2 single crystal and 

polaritons are imaged by the s-SNOM tip  (b) shows an optical microscope image of the heterostructure 

(c-e) s-SNOM images of the optical near-field at 1450cm-1 (6.9 µm) at various temperatures, showing 

HPhPs propagating over both metallic and dielectric VO2 domains.  The complex patterns that form are 

the consequence of multiple interference from the different domains.  The arrows show the following: 

purple highlights tip-launched modes reflected from the hBN edge, while blue designates the HPhP 

propagating interior to the hBN from the edge of the VO2 crystal (boundary with air, suspended hBN).  

The red highlights the same propagation characteristics as the blue arrow, except for HPhPs 

propagating over the metallic VO2 domains.  Finally,  the orange and green arrows designate HPhPs 

propagating within the hBN from the domain boundaries between the dielectric and metallic domains 

of the VO2, with the orange (green) propagating over the dielectric (metallic) domains.  In (e) the black 

dashed line indicates the edge of the VO2 metallic domain, extrapolated from the domain outside the 

hBN crystal. 
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Alternatively, polaritons can be directly launched from sample edges and propagate across the 

surface to interfere with the incident field at the tip, producing fringes with spacing 𝜆p.18, 34  

Thus, in s-SNOM maps, a superposition of both so-called ‘tip-launched’ and ‘edge-launched’ 

fringes may be observed and are interpreted by considering the fringe spacing from individual 

waves (𝜆p/2 vs 𝜆p) and the direction of polariton propagation. 

 

4.4.b  Controlling Hyperbolic Polaritons Using a PCM 

The presence of both tip- (wavelength 𝜆p/2, purple line in the x-direction) and edge-

launched (wavelength 𝜆p , light blue line in the y-direction) HPhPs can be readily observed in the 

hBN (Fig. 1c)  slab transferred on top of the VO2 single crystal.  Here, this is visualized via the 

near-field amplitude s-SNOM image collected using a 1450 cm-1 excitation laser at room 

temperature.  The observation of both tip- and edge-launched modes in the x-direction, while 

only edge-launched modes being apparent along the y-direction derives from the properties of 

the boundaries in the heterostructure sample, namely the edges of the hBN and VO2 crystals.  As 

in previous experiments18, 21, 34 the edge of the hBN crystal provides for both high reflection of 

tip-launched HPhPs as well as a sharp edge for direct initiation of edge-launched modes (x-

direction).  In contrast, the small size (440 nm thickness, 6.5 µm width) of the VO2 crystal 

provides sufficient momentum to robustly scatter into HPhP modes at the VO2 crystal edges 

(bottom/top edges in Fig. 1c) .18, 34  However, the interface between VO2 and air at the crystal 

edge provides a significantly reduced reflection coefficient, which suppresses tip-launched 

waves, an effect observed in prior work.12, 25  A more detailed discussion of the occurrence of 

both tip- and/or edge-launched modes in the s-SNOM images is available in Supplementary Note 

1. 

Propagation of HPhPs is strongly influenced by the local dielectric environment,25, 29 so 

we investigated the influence of the VO2 phase transition by measuring the s-SNOM response of 

the sample as a function of temperature, traversing the full dielectric-to-metal transition from 

60°C to 80°C.11  The sample was heated in-situ inside the s-SNOM microscope on a custom-

built heating stage.  Individual VO2 domains are directly observed with s-SNOM due to the 

dielectric contrast between domains, with metallic (dielectric) VO2 appearing as bright (dark) 

regions (Fig. 1d).8-11  As the device is heated further (Fig. 1e), the hBN-supported HPhPs are 

observed to propagate over both the metallic and dielectric domains of VO2, for appreciable 

propagation distances in both regions.  This contrasts with an earlier work focused on surface 

polaritons and PCMs, where the polaritons propagated for only a few cycles over the dielectric 

phase and were entirely precluded from propagation over the metallic regions.12  We attribute 

this difference to the volume-confinement of the local electromagnetic near-fields of HPhPs 

supported within the low-loss hBN,18, 20-21 which prevents the polaritonic fields from being 

absorbed by the lossy metallic phase of VO2.  After heating to high temperatures and performing 

these s-SNOM measurements, allowing the device to cool to room temperature resets the VO2 

crystal to its dielectric state, after which the sample can be reheated to get a different PCM 

domain pattern (see Supplementary Fig. 2).  This allows us to reconfigure our device to study the 

propagation of HPhPs in a range of different geometries and at different frequencies within the 

same device.  The large permittivity difference between metallic and insulating phases of VO2 

therefore presents an excellent platform to manipulate and control polariton propagation within 

hyperbolic materials.   

When the s-SNOM maps the evanescent fields of propagating HPhP waves in the 

presence of multiple interfaces, complex images result from the superposition of the waves 
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launched, transmitted across and reflected by each domain boundary, crystal edge and the s-

SNOM tip.  The simplest polaritons to identify are the modes launched from the edge of the VO2 

crystal, as they form straight fringes aligned parallel to the crystal edge.  Due to the difference in 

local dielectric environment, these HPhPs possess different polariton wavelengths 𝜆p above each 

domain.  Here the HPhP mode launched by the VO2 crystal edge over the dielectric (metallic) 

domain is highlighted by the light blue (red) arrow in Figs. 1 c and d, and demonstrate that the 

HPhP wavelength is modified from 𝜆/12.9 to 𝜆/20.4⁡by the PCM at 1450cm-1 between these 

domains, serving as the first report of the dispersion of HPhPs being tuned by a PCM.  

Propagation lengths (1/𝑒) are approximately 2.83 µm (5.2 cycles) and 0.8 µm (2.5 cycles) in the 

dielectric and metallic phases at this frequency respectively, which is comparable to propagation 

lengths in naturally abundant hBN (~3.1 and 2.5 µm at the same wavevectors respectively).21  

Furthermore, in Fig. 1 d-e, s-SNOM images show that HPhPs are directly launched in the hBN 

over the boundaries between the dielectric (orange arrow) and metallic (green arrow) domains, 

despite there being no appreciable change in the topography of the VO2 crystal (Supplementary 

Note 2 and Supplementary Fig. 3).   

 

 

 

Figure 4.2:  Hyperbolic polariton refraction on a hBN-VO2 heterostructure.  (a)-(b) show two s-SNOM 

maps of the near-field amplitude in the region of the domain boundary showing refraction.  Purple 

dashes show the distorted phase front that propagates over the boundary.  (c) shows an 

electromagnetic-field simulation of the geometry in (b), showing reflected, refracted and edge-launched 

waves.  (d)-(f) show line profiles from (a)-(c) respectively, showing refraction of the wave.   

 

 

Whilst past work has shown that PCM domain boundaries can serve to launch 

polaritons12, here they are launched and propagated over both phases, with a different 

wavelength over each, promising the potential for dynamically reconfiguring HPhP properties 

and propagation.  Note that the VO2 domains appear to change size when underneath the hBN (as 
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seen by following the black dashed line in Fig. 1e).  This arises from hyperlensing by the hBN35-

36, which acts to magnify light scattered into a hyperbolic medium, and can give rise to spatial 

regions on the edge of a domain where the wavelength appears not to change (seen to the left of 

the blue arrow in Fig. 1e). 

 

4.4.c  Refraction of Hyperbolic Polaritons 

This heterostructure also enables the transmission of polaritons across the aforementioned 

domain boundaries.  To simplify s-SNOM images and subsequent analysis, domain geometries 

with only a single boundary are required.  As the positions of domain boundaries induced via 

thermal cycling of the VO2 phase transition are naturally quasi-random, we implemented 

multiple heating and cooling cycles (the same process as Supplementary Fig. 2) to achieve single 

dielectric-metal interfaces on the VO2 crystal for study.  Examples are shown in Figs. 2a,b (also 

Supplementary Note 3 and Supplementary Fig. 4).  Such ‘reconfiguring’ of the metasurface has 

been repeated more than eight times in our experiments, with no appreciable change in the 

dielectric properties of either of the two phases of VO2 or the hBN flake, demonstrating the 

repeatability of this process.   

Of particular interest is the polariton wave front that propagates away from the VO2 

crystal edge in the y-direction (purple dashed line with black arrows in Fig. 2 a,b): it meets the 

domain boundary and distorts, propagating in a direction that is not normal either to the domain 

or crystal edge.  This is a signature of planar polariton refraction as the wave changes direction 

due to the local change in dielectric environment.  Whilst planar polariton refraction has been 

reported previously for plasmon polaritons,37 this is the first direct observation of refraction for 

hyperbolic polaritons, and the first to study such polariton refraction as a function of incident 

(transmitted) polariton angle.   

If a hyperbolic polariton traverses the boundary between metallic and insulating VO2 

domains, the angle of propagation changes to conserve momentum in accordance with Snell’s 

law:38 
sin⁡(𝜃I)

sin⁡(𝜃R)
=

𝑛2

𝑛1
     (Equation 1) 

where 𝑛1 and 𝑛2 are the wave-effective indices in the first and second media, and 𝜃I and 

𝜃R are the corresponding angles of incidence and refraction.  To demonstrate that the 

experimentally measured images are due to refraction, we compare the results in Fig. 2b to a 

simplified electromagnetic simulation (Fig. 2c).  In the simulation we excite the structure with 

plane waves (45° incidence), and at the edges of the VO2 crystal, polaritonic waves are launched 

that propagate across the surface, mimicking edge-launched polaritons.  Note that we ignore the 

tip-sample interaction in these simulations.  Instead, HPhPs excited at the edge of the VO2 

crystal (blue) propagate in the y-direction within the dielectric phase.  When these HPhPs 

approach the angled dielectric-metallic domain boundary (black line), some of the wave will be 

reflected (brown) and some will be transmitted across the boundary (black) and refracted due to 

the mismatch in wavevectors for the HPhPs supported over the two PCM domains.  The 

simulation also shows waves launched directly from the domain boundary (orange and green) in 

Figs. 1c and d.  The refracted wave will not propagate normal to either the edge of the crystal or 

the domain boundary but will have the same polariton wavelength as the wave launched in the 

hBN by scattering of incident light from the metallic VO2 crystal edge.  This is indeed what is 

shown in our experiments by the corresponding line profiles provided in Fig. 2d-f.  However, the 

wave reflected by the metal-dielectric domain boundary is not observed experimentally due to 

interference with the edge-launched mode shown in light blue.  Despite this, the good agreement 
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between Fig. 2b and c shows clear evidence of HPhP refraction.  We note that whilst in principle 

these effects should be observable also with a tip-launched waves in s-SNOM images, during our 

experiments, we were unable to form a VO2 domain boundary sufficiently close to the flake edge 

(seen in Fig. 1b) to study this effect. 

 

4.4.d  Quantifying Polariton Manipulation 

To quantify the change in the polariton wavevector and HPhP refraction induced by the 

VO2 domains and to quantify the ability to reconfigure the metasurface, we systematically 

studied the polariton wavelength dependence on incident frequency and refracted angle in 

different domain geometries.  In the first case, we systematically recorded s-SNOM images at 

several monochromatic incident laser frequencies in both metallic and dielectric domains, and 

subsequently extracted the polariton wavelength through Fourier analysis (see Supplementary 

Note 3 and Supplementary Fig. 5) of the s-SNOM maps, as has been reported previously.18, 21, 32-

33  The experimentally extracted polariton wavevector (symbols) agrees well with numerical 

calculations of the HPhP dispersion for thin hBN slabs on a substrate consisting of either the 

dielectric or metallic phase of VO2 (Fig. 3a and b).  In our assignment of the points in Fig. 3a and 

b, we consider both tip- and edge-launched modes, above both metallic and dielectric VO2, 

which can be observed in Supplementary Fig. 5.  Again, this dramatic change in wavevector 

between domains at the same incident frequency is attributable to the large change in dielectric 

constant in VO2 between the two PCM states, which further compresses the polariton 

wavelength.   

 

 

 
Figure 4.3:  Hyperbolic polariton dispersion in VO2 over both dielectric (a) and metallic (b) domains 

compared to numerical calculations.  The horizontal white line shown in figure (a) and (b) indicates a 

break in the graph, between upper (1394-1650cm-1) and lower (785-845cm-1) Reststrahlen bands.  

From the measured dispersion, the angle of refracted waves at 1450cm-1 can be computed for a given 

incident angle and compared against experimentally measured results in (c).  There has been no fitting 

in this result.  The x and y error bars in (c) represent the standard deviation of measurements of 

incident (±1°) and refracted (±2°) angles respectively. 

 

 

From the measured change in polariton wavelength, we calculated the ratio of the indices 

of refraction, 𝑛1/𝑛2 to determine the expected angle of refraction for the HPhP waves from Eq. 

(1), and compared this to the refracted angle extracted from the s-SNOM images in Fig. 2 and 

Supplementary Fig. 4, to test the adherence to Snell’s law for HPhPs (Fig 3c).  This result is 

consistent with numerical simulations at a range of different angles and frequencies (see 
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Supplementary Note 4 and Supplementary Fig. 6) confirming that Snell’s law holds for HPhPs 

propagating across domain boundaries.  Systematic investigation of polariton propagation and 

refraction at multiple angles was not possible in prior work37 and thus, the results presented here 

demonstrate that the tools and concepts of refractive optics are applicable in near-field optical 

designs as well.  Indeed, the repeatable nature of both the change in polariton wavelength and 

Snell’s law demonstrates that this platform can steer polariton propagation by proper design of 

the local dielectric environment. 

 

4.4.e  Towards Refractive Near-Field Optics 

The ability to control HPhPs propagating across phase-domain boundaries opens several 

possibilities for engineering lithography-free metasurfaces and near-field optics.  As an example 

motivated by prior work,12 we investigated the possibility for creating rewritable nanoresonators 

using this technique, where a periodic array of metallic square domains is created inside the VO2 

crystal underneath the hBN (inset Fig 4a).  In Fig. 4a we show the numerically calculated 

reflection spectrum from a hBN crystal on top of a dielectric VO2 (blue curve), VO2 patterned 

with metallic and dielectric domains (red curve), and hBN on top of such a patterned VO2 

structure (black curve).  In the simulated spectra for the hBN on top of patterned VO2, we 

observe peaks corresponding to a series of HPhP modes.  Whilst these peaks are relatively small 

in amplitude (as this geometry has not been optimized for an intense resonant response), these 

modes can be tuned in frequency by changing the width and periodicity of the metallic domain 

(see Supplementary Note 5 and Supplementary Fig. 7 for a complete discussion).  Thus, in 

principle, by controlling the size and shape of the metallic domain, one can realize a resonant 

response that previously was only observed in nanofabricated structures of hBN.20, 39-41  This 

implies that such resonators can be realized without the additional induced losses that are 

incurred with most nanofabrication approaches.42-44  Such resonators could also be achieved 

experimentally by adding titanium to change the local phase transition properties of VO2.
45 

 

 

 
Figure 4.4:  Schematic of refractive planar optics and reconfigurable resonators using phase-change 

materials (a) shows a tunable polariton metasurface of hBN and VO2, which consists of a continuous 

film of hBN 400nm thick on top of 400nm of VO2.  By patterning the VO2 with metallic domains we 

can excite a rewritable reflection profile, which cannot be generated from either of the materials alone.  

The pitch is 500nm, with a particle length 250nm.  (B) shows a simulation of a refractive polariton 

lens, which uses a semi-circular domain of metallic VO2 to launch polariton waves at 1418cm-1. 
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Refraction of HPhPs across boundaries also enlarges the toolbox for near-field optics to 

include those of conventional refractive systems, such as in-plane lenses, whereby polaritons are 

focused to a point via refraction.  A simulation of such a lens is shown in Fig. 4b, where HPhPs 

are launched into hBN at the left crystal edge and propagate inward to a region over a 

hemispherical VO2 metallic domain, after which they are focused to a spot in the area over the 

dielectric VO2.  Here the combination of hyperbolic media and PCMs is critical, because for 

conventional surface polaritons, the high losses of the PCM metallic state would preclude 

polariton propagation and thus the polariton refraction required to induce focusing.  While 

experimentally we demonstrate the principle of this reconfigurable nano-optics platform using 

heterostructures comprising thin slabs of hBN on VO2 single crystals, this approach can readily 

be generalized to other materials.  To demonstrate  this, we have simulated a nanophotonic 

waveguide using both VO2 and GeSbTe12 as the underlying PCMs (See Supplementary Note 6 

and Supplementary Fig. 8).  The non-volatile nature of the phase transition in GeSbTe,12 where 

both states of the PCM are stable at room temperature, offers significant benefits for laser-

writing-based approaches aimed at realizing complicated nanophotonic architectures.  Although 

the device we present here is a conceptual prototype, our system could be realized in practice and 

scaled by using VO2 or GeSbTe films grown by sputtering, and boron nitride grown by metal 

organic chemical vapor deposition.46  There remain numerous material challenges – such as the 

growth of high quality, large area hBN – in realizing such a system, but this provides a route to 

achieving scalable reconfigurable devices. 

 

 

4.5  Discussion 

 

We have experimentally demonstrated that the dispersion of HPhPs can be controlled 

using the permittivity changes inherent in the different phases of PCMs.  This enables the direct 

launching, reflection, transmission and refraction of HPhP waves at the domain boundaries 

between the different phases of the PCM, due to the large change in HPhP wavelength (here, by 

a factor  of 1.6) that occurs for modes propagating in the hBN over each of these domains.  

Thermally cycling of the hBN-VO2 heterostructure creates a range of domain-boundary 

geometries in the PCM, enabling the demonstration of various near-field phenomena.  By 

inducing well-defined domain structures, it will be possible to design reconfigurable HPhP 

resonators and refractive optics in a planar, compact format at dimensions far below the 

diffraction limit.  Beyond the implications for integrated nanophotonics, reconfigurable HPhP 

resonators could be used to match resonant frequencies to local molecular vibrational modes for 

the realization of dynamic surface-enhanced infrared absorption (SEIRA) spectroscopy.41  Whilst 

in our case we have experimentally demonstrated these concepts using hBN on VO2, using 

different combinations of PCMs (such as GeSbTe) and other hyperbolic materials (such as 

transition metal oxides),31 could see expanded applications over a wide frequency range.  

Ultimately, we anticipate that the combination of low-loss, hyperbolic materials and latchable 

PCMs could see applications in lithography-free design and fabrication of optical and 

optoelectronic devices, whereas volatile PCMs could be used for dynamic modulation of 

photonic structures. 

 

 

 



81 

 

4.6  Methods 

 

4.6.a  Device Fabrication 

Vanadium dioxide (VO2) single crystals were grown by physical vapor transport in a 

quartz tube furnace at 810°C under 1.7 Torr Ar gas at a flow rate of 25 sccm.  Vanadium 

pentoxide (V2O5) powder (~0.3 g, Sigma Aldrich 221899) was placed in a quartz boat (10 x 1 x 1 

cm) upstream of the desired substrates and heated for 1 hr.  Evaporated V2O5 was reduced to 

VO2 in this process and deposited on quartz (0001) substrates.  Representative crystals from each 

sample were investigated using Raman spectroscopy to identify the VO2 phase and optical 

microscopy to verify the thermal phase transition.  Smaller, loose crystals located on the 

substrate surface were removed by adhesion to a heated (60°C) layer of PMMA firmly brought 

into contact with the sample and subsequently retracted. 

The isotopically enriched hBN crystals were grown from high-purity elemental 10B 

(99.22 at%) powder by using the metal-flux method.  A Ni-Cr-B powder mixture at respective 48 

wt%, 48 wt%, and 4 wt% was loaded into an alumina crucible and placed in a single-zone 

furnace.  The furnace was evacuated and then filled with N2 and forming gas (5% hydrogen in 

balance argon) to a constant pressure of 850 Torr.  During the reaction process, the N2 and 

forming gases continuously flowed through the system with rates of 125 sccm and 25 sccm, 

respectively.  All the nitrogen in the hBN crystal originated from the flowing N2 gas.  The 

forming gas was used to minimize oxygen and carbon impurities in the hBN crystal.  After a 

dwell time of 24 hours at 1550 °C, the hBN crystals were precipitated onto the metal surface by 

cooling at a rate of 1°C /h to 1500 °C, and then the system was quickly quenched to room 

temperature.  Bulk crystals were exfoliated from the metal surface using thermal release tape.  

Crystals were subsequently mechanically exfoliated onto a PMMA/PMGI polymer bilayer on 

silicon.  Flakes were then transferred from the polymer substrate onto VO2 single crystals using a 

semi-dry technique, and the polymer membrane was removed using acetone and isopropyl 

alcohol.   

 

4.6.b  Numerical Simulations 

Numerical simulations were conducted in CST Studio Suite 2017 using the frequency 

domain solver with plane waves incident at 45° and Floquet boundary conditions.  In these 

simulations, polariton modes were only launched by scattering from edges in the simulation, and 

field profiles were extracted using frequency monitors.  All results used thicknesses consistent 

with that measured in topographic maps of the samples.  Dielectric functions were taken from 

Ref. 18 for isotopically enriched hBN, from Ref. 47  for VO2 and from Ref. 48 for GeSbTe.   

 

4.6.c  s-SNOM Measurements 

Near-field nano-imaging experiments were carried out in a commercial 

(www.neaspec.com) scattering-type, scanning near-field optical microscope (s-SNOM) based 

around a tapping-mode atomic-force microscope (AFM).  A metal-coated Si-tip of apex radius 𝑅 

≈ 20 nm that oscillates at a frequency of 𝛺 ≈ 280 kHz and tapping amplitude of about 100 nm is 

illuminated by monochromatic quantum cascade laser (QCL) laser beam at a wavelength 𝜆=6.9 

μm and at an angle 45𝑜 to the sample surface.  Scattered light launches hBN HPhPs in the 

device, and the tip then re-scatters light (described more completely in the main text) for 

detection in the far-field.  Background signals are efficiently suppressed by demodulating the 

https://www.sigmaaldrich.com/US/en/product/aldrich/221899?context=product
https://www.mtixtl.com/zcutsinglecrystalquartz.aspx
http://www.neaspec.com)/
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detector signal at the second harmonic of the tip oscillation frequency and employing pseudo-

heterodyne interferometric detection.   
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4.9  Supplementary Information 

 

4.9.a  Launching and Reflecting Hyperbolic Polaritons at Interfaces 

Our sample presents three different interfaces, each of which can have distinctive 

properties in terms of launching polaritons in the s-SNOM experiment.  Observing a tip-launched 

mode requires a strong reflection from an interface, while observation of an edge-launched mode 

demands strong scattering off the sample edge.  First, we consider the edge of the hBN flake.  

The polariton cannot propagate past the edge of the flake and therefore nearly 100% is reflected, 

leading to a strong tip-launched mode.  On the other hand, these hBN flakes are thin (24 nm), 

and therefore interact only weakly with incident waves, suppressing the edge-launched mode 

(similar to Ref 25 main text).1 Thus, we only observe the tip-launched mode near the hBN crystal 

edge.   

 

 

 
Figure 4.S1:  Cross sectional plot of electromagnetic fields from hyperbolic polaritons launched at the 

interface between a) dielectric VO2 and vacuum, b) dielectric VO2 and metallic VO2 and c) at the edge 

of a hBN flake on VO2.  The peak electromagnetic fields launched above the dielectric domain are 

~2.3·107 V/m, ~1.8·107  V/m and ~1.2·107  V/m, indicating the strongest fields are launched at the 

edge of the VO2 flake, however, these simulations clearly show that edge-launched modes are highly 

suppressed in c). 

Second, there is an interface where the hBN extends over the edge of the VO2 crystal.  As 

the films of hBN are continuous across the VO2 edge, tip-launched modes can propagate over 

this interface and will only be weakly reflected.  This has been observed in earlier experiments, 
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for example Ref. 25 of the main text.1 On the other hand, the VO2 crystal itself strongly scatters 

incident waves to launch polaritons from the VO2 crystal edges.  Therefore, we only see the 

edge-launched modes at the interfaces between hBN and the VO2 crystal. 

The third type of interface is the domain boundaries between dielectric and metallic VO2.  

Due to the relatively small size of the domains in this sample, these show much weaker s-SNOM 

signals, however, the same arguments as for the edge of the VO2 crystal hold.  Therefore, we 

mainly see the edge-launched polaritons.  This hypothesis is qualitatively supported by 

electromagnetic simulations of plane waves incident on these three types of boundaries, 

presented in Supplementary Fig. 1.  The results show that polaritons launched from the VO2 

crystal edge (Supplementary Fig. 1a) or dielectric-metal domain boundaries (Supplementary Fig. 

1b) are relatively strong, whilst those initiated from the edge of the hBN flake (Supplementary 

Fig. 1c) are relatively weak in intensity.   

For the experimental efforts exploring the changes in polariton wavelength, refraction 

and propagation over the two VO2 domain types, we employed a series of heating and cooling 

cycles with s-SNOM measurements performed at various temperatures and incident frequencies.  

The generalized process for these measurements is summarized in Fig. S2, whereby the sample 

was initial measured using S-SNOM at room temperature, then heated to various temperatures 

just below, within and then above the phase-change temperature, with s-SNOM measurements 

performed at specific temperatures within this range.  Following these efforts, the sample was 

cooled, thereby resetting the VO2 to the dielectric phase, where the process could be repeated 

with different phase transition domain structures.  Multiple heating and cooling cycles were 

performed for the experiments discussed in this work, with no changes in the response of the 

dielectric functions of the constituent materials observed, thereby illustrating the reproducibility 

of this process. 
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Figure 4.S2:  Thermally induced phase transition in VO2 for reconfigurable metasurfaces.  Here we 

show a series of s-SNOM images taken at the same position as the sample temperature is increased, 

showing the growth of metallic VO2 domains, which manipulate polariton propagation in hBN.  By 

cooling the device back to room temperature the device is reset to its dielectric state, and, upon 

reheating, form a different phase domain pattern.   
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4.9.b  Absence of Out-of-Plane Topographic Change during Crystal VO2 Phase Transition 

 

 

 
Figure 4.S3:  Topographic variation upon phase transition.  Near-field 2nd Harmonic IR amplitude (left 

top) and topography (left bottom), with the correlated line profiles provided on the right (red - IR 

amplitude and black - topography). 

 

 

To show that the observed optical effects are attributable to changes in the dielectric 

environment and not to topographical changes along the out-of-plane axis, we compared spatial 

maps of the sample with optical s-SNOM measurements (Supplementary Fig. 3).  Comparing 

line scans at the same topographical location in both 2nd harmonic IR amplitude s-SNOM signal 

and topographical height, we see that while there appears to be small topographic variations (due 

to noise induced at elevated temperatures, and residual contaminants from the device fabrication 

process), these do not correlate with the location of domains in the IR s-SNOM amplitude maps.  

This clearly demonstrates that the domains observed in the IR s-SNOM maps are due to the 

change in the phase change material (PCM) dielectric function, not to changes in the topography 

of the sample surface. 

 

4.9.c  Additional Images of Polariton Refraction and Determination of Dispersion 

Experimental demonstration of HPhP refraction for polaritons transmitted across a 

dielectric-metallic domain was presented in Fig. 2a,b of the main text.  For completeness and to 

demonstrate the how the additional refraction angles that were reported in Fig. 3c, we provide 

three additional s-SNOM maps that were collected at the same incident frequency as Fig. 2a,b, 

but were collected during different thermal cycles, providing different domain angles with 

respect to the VO2 crystal edge.  In all cases, the HPhP launching within the metallic domain 

from the VO2 crystal edge is designated with the red lines, while the refracted HPhP by the black 

lines.  The corresponding linescans extracted from these images are provided below each s-

SNOM map and demonstrate again that despite the refracted wave propagated at a direction that 

is non-normal to either the VO2 crystal or PCM domain edge that it has the same HPhP 

wavelength (black curves) as the edge-launched mode in the same domain (red curves). 
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Figure 4.S4:  Additional images of polariton refraction in S-SNOM experiments.  Dark patches on the 

images are contaminants that built up on the sample due to continuous imaging at high temperatures.  

The s-SNOM maps were collected at 1450cm-1 frequency and 65.5,58 and 55.7°C temperatures. 

 

 

The extraction of the HPhP wavelength was performed as described within the main text 

and methods sections.  This is also illustrated in Supplementary Fig. 5, where we present a) the s-

SNOM maps collected at two different incident frequencies (as labelled) when the underlying 

VO2 was in the dielectric (top two) and metallic (bottom two) phase.  Linescans were collected 

along the trajectories designated by the white lines in Supplementary Fig. 5a, and are presented 

for each plot in Supplementary Fig. 5b.  Through implementing a discrete Fourier transform 

(FFT) of these linescans, the frequency component of the HPhP propagation and thus, the HPhP 

wavelength within these domains can be extracted (Supplementary Figure 5c).  By plotting the 

frequency dependence of this wavelength for both VO2 phases, the dispersion plots presented in 

Fig. 3a and b, respectively, were realized. 
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Figure 4.S5:  Determining the polariton wavelength for given VO2 phases and laser frequencies.  a) 

The s-SNOM amplitude corresponds to line-scan markers perpendicular to the dominant propagating 

wave.  b) The line-scan profiles, taken where shown in a).  c) The frequency component of each line 

scan was extracted using fast Fourier transforms (FFTs) with a rectangular window, and normalizing 

amplitude to the mean-square amplitude (MSA).  The peaks show the dominant frequencies in the line 

scan.  Peak positions were converted to wavevector and used to plot the dispersions in Fig. 3. 

 

 

4.9.d  Electromagnetic Simulations of Polariton Refraction: 

To supplement experimental results on polariton refraction, we conducted 

electromagnetic simulations for various metallic-dielectric domain angles and frequencies, 

identical to Fig. 2c, and present them in Supplementary Fig. 6a.  In each simulation, the angle of 

the refracted wave was determined by inspection, from which we plotted Supplementary Fig. 6b, 

analogous to Fig. 3c.  Lines in Supplementary Fig. 6b were extracted by calculating 𝑛1 and 𝑛2 

for the polaritons propagating over both the metallic and dielectric domains from the polariton 

wavelength.  As a result, the plots in Supplementary Figure 6b contains no fitting, and shows 

excellent agreement with Snell’s law.   
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Figure 4.S6:  a) Electromagnetic simulations of polariton refraction at 68˚ and 45˚ with respect to the 

surface normal.  Each image shows the refracted wave, and was used to create the data points in b).  b) 

Snell’s law tested using electromagnetic simulations.  The calculations follow Snell’s law closely, with 

discrepancies due to uncertainties in accurately determining refraction angles. 

 

 

4.9.e  VO2 and hBN Rewritable Metasurface 

In Fig. 4a of the main text, we present the simulated reflectance spectrum of a hBN film 

on top of VO2 patterned into metallic and dielectric domains (hereafter referred to as VO2 

resonators).  Here we address the frequency tuning of the resonances observed in these spectra.  

We address two approaches to achieving frequency tuning – changing resonator size L (L=250 

nm in Fig. 4a) with fixed pitch P (P=500 nm in Fig. 4a) and changing pitch with fixed filling 

fraction (f = L/P).  The reflectance spectrum of such reconfigurable resonators as a function of 

the resonator size, is provided in Supplementary Fig. 7a and illustrates both a variation in 

reflectance, and small changes in the spectral positions of the resonant modes.  The change in the 

overall reflectance can be attributed largely to changes in the reflectance of the VO2 resonators, 

with larger resonators exhibiting higher reflection.  The spectral mode shifts are approximately 

3.34, 3.34, 4 and 2 cm-1 from lowest to highest modal wavenumbers, which is much lower than 

what would be expected for localized resonances.  The reason for this becomes clear when we 

consider the influence of grating pitch with a constant fill fraction in Supplementary Fig. 7b.  

Here we see that each mode red-shifts significantly (approximately 30 cm-1 for the mode around 

1525 cm-1) with increasing grating pitch.  Note that here the overall reflectance does not change 

significantly, as the fraction of metallic vs dielectric VO2 remains approximately constant when 

we fix the fill fraction.  Our resonant tuning behaviour is consistent with our metasurface 

effectively acting as a grating coupler, as HPhPs can freely propagate through the hBN film.  We 

note that while here we do not show significant absorption or reflection resonances induced by 

the metasurface design, this could potentially be achieved by optimizing the combination of hBN 

thickness, VO2 crystal thickness and lateral size, along with the designed metallic domain pitch 

and size. 

 

 



92 

 

 
Figure 4.S7:  Frequency tuning of hyperbolic modes for the metasurface presented in Fig 4a.  a) Shows 

tuning of the resonant modes for different metallic domain sizes at constant pitch, b) the tuning of the 

resonant modes for variable domain pitch. 

 

 

4.9.f  VO2 and GeSbTe Hyperbolic Waveguides 

Here we compare the performance of VO2 and GeSbTe PCMs for applications in creating 

hyperbolic polariton waveguides.  Whilst the phases of VO2 are discussed in the main text, 

GeSbTe also possesses both metallic and dielectric phases, which can be cycled by heating and 

cooling.  In contrast to VO2, the dielectric phase of GeSbTe is amorphous (α-phase), and the 

metallic phase is cubic (c-phase).  To simulate a hyperbolic waveguide in both materials, a 300 

nm metallic/c-phase domain was formed within a dielectric/α-phase of VO2/GeSbTe (see 

Supplementary Fig. 8).  This forms a lateral waveguide, where the high refractive index of the 

polariton within the strip prevents light from escaping.  A small gap in the metallic phase (500 

nm wide) creates an antenna that couples far-field waves into both the laterally confined 

waveguide mode and a radially propagating mode.  For the VO2 structure the radial wave 

propagates a significant distance over the dielectric domain, due to low losses inherent to the 

dielectric medium.  However, in metallic VO2 the guided wave is suppressed after just a few 

oscillations, with a 1/𝑒 propagation length of 𝛾 = 0.57 µm extracted by fitting a decaying sine 

wave.  In contrast, for GeSbTe the waveguide mode appears to propagate a longer distance than 

the radial mode, with a decay length of 𝛾 =1.57µm.  This shows that the phenomena reported in 

this paper should be observable in GeSbTe films, and that this PCM might be better suited to 

some waveguide applications, In principle, by optimizing the waveguide width, hBN and PCM 

thickness it may be possible to optimize this structure to achieve long range (>𝜆) propagation of 

the polariton mode. 
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Figure 4.S8:  Simulation of a near-field waveguide achieved using phase-change materials.  Bottom 

shows Ez electric field profiles taken from the centre of the hBN, with extracted line profiles from the 

centre of the waveguide.  Red lines show fitting of a damped sine wave to the simulated data. 
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CHAPTER 5 

 

 

REFRACTIVE INDEX-BASED CONTROL OF HYPERBOLIC PHONON-POLARITON PROPAGATION 
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5.2  Abstract 

 

Hyperbolic phonon polaritons (HPhPs) are generated when infrared photons couple to 

polar optic phonons in anisotropic media, confining long-wavelength light to nanoscale volumes.  

However, to realize the full potential of HPhPs for infrared optics, it is crucial to understand 

propagation and loss mechanisms on substrates suitable for applications from waveguiding to 

infrared sensing.  In this paper, we employ scattering-type scanning near-field optical 

microscopy (s-SNOM) and nano-Fourier transform infrared (FTIR) spectroscopy, in concert with 

analytical and numerical calculations, to elucidate HPhP characteristics as a function of the 

complex substrate dielectric function.  We consider propagation on suspended, dielectric and 

metallic substrates to demonstrate that the thickness-normalized wavevector can be reduced by a 

factor of 25 simply by changing the substrate from dielectric to metallic behavior.  Moreover, by 

incorporating the imaginary contribution to the dielectric function in lossy materials, the 

wavevector can be dynamically controlled by small local variations in loss or carrier density.  

Counterintuitively, higher-order HPhP modes are shown to exhibit the same change in polariton 

wavevector as the fundamental mode, despite the drastic differences in the evanescent ranges of 

these polaritons.  However, because polariton refraction is dictated by the fractional change in 

the wavevector, this still results in significant differences in polariton refraction and reduced 

sensitivity to substrate-induced losses for the higher-order HPhPs.  Such effects may therefore be 

used to spatially separate hyperbolic modes of different orders, and indicates that for index-based 

sensing schemes that HPhPs in thin flakes of hBN are more sensitive than surface polaritons only 

when the analyte material is itself very thin.  Our results advance our understanding of 

fundamental hyperbolic polariton excitations and their potential for on-chip photonics and planar 

metasurface optics. 

 

 

http://pubs.acs.org/articlesonrequest/AOR-I968WmbrWKSTyKje4YFY
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5.3  Introduction 

 

Due to the long free-space wavelength of mid- to far-infrared (IR) light, the field of IR 

nanophotonics has employed polariton effects to confine light to dimensions well below the 

diffraction limit.  This has advanced the state of the art in on-chip photonics, 1 polariton 

waveguides1-2 and nanolasers.  The hyperbolic polariton offers significant promise in many 

nanophotonic applications3-4 because it offers volume-confined electromagnetic near-fields,5-12 a 

restricted propagation angle dictated by the hyperbolic dielectric function,9, 13-14 and a 

dramatically expanded photon density of states4, 11 due to the inclusion of higher-order polaritons 

with diminishing wavelengths (increasing wavevectors) at the same frequency.5-6, 10  

Applications of these properties include hyperlensing,7, 12, 15-16  metasurface-based optical 

components,1-2, 17-18 quantum optics19 and probes of nanoscale defects.20-21  

In 2014 hBN was first reported as a naturally hyperbolic material with exceptionally low 

optical losses, 5-6 because it supports polaritons derived from optic phonons22 rather than 

scattering from free carriers.  Since then, an extensive list of naturally hyperbolic materials have 

been cataloged;23-25 one of the most promising is MoO3
18, 26-28 given its record polariton lifetimes 

(up to 20 ps)26 and in-plane hyperbolicity.  Unlike surface-confined polaritons,29 volume-

confined hyperbolic polariton fields can interact with the local environment with minimal 

additional loss.1, 30  Thus, hyperbolic polariton properties can be potentially tuned without 

substantially reducing propagation lengths.   

Previously, we demonstrated planar meta-optics in heterostructures comprising hBN and 

the phase-change material (PCM) vanadium dioxide (VO2) by showing that refraction of HPhPs 

in hBN obeys Snell’s law at boundaries between rutile and monoclinic domains of VO2.
1  

Refraction, induced by a large (1.6x change) wavevector mismatch between principal HPhP 

modes in hBN supported over the two domains, opens pathways to reconfigurable metasurfaces, 

rewritable designer planar optics and waveguides, and tunable optical resonators.  The volume 

confinement of the HPhPs guaranteed that although the polaritons are sensitive to the local 

environment, the polaritonic near-fields will propagate primarily within the low-loss hyperbolic 

material.  This not only provided a first demonstration of a reconfigurable, hyperbolic 

metasurface, but also illustrated the strong sensitivity of the hyperbolic polaritons to the local 

dielectric environment, unlike earlier studies with hBN frustums,5 however, the strong SEIRA 

enhancement reported for HPhPs in hBN nanostructures inferred the environment played a 

significant role in response.31  While the effects of substrate dielectric function on HPhPs have 

been investigated for several different individual substrates, no systematic comparison has been 

performed from which broad conclusions can be drawn.32-37  A recent study of HPhPs in 

suspended hBN by real-space nanoimaging33, 35 showed that the propagation figure of merit 

(FoM) was significantly reduced for hBN supported on SiO2.
33  Furthermore, for wrinkled hBN 

on gold, the polariton wavelength is compressed by a factor two.36-37  For advanced applications 

featuring the growing library of natural hyperbolic materials,23-25 such as reconfigurable planar 

optics, the role of the substrate in dictating the room-temperature HPhP dissipation and 

propagation on the principal and higher-order HPhP modes must be ascertained.  Thus, it is 

critical to quantify how the local dielectric environment of the substrate modifies propagating 

hyperbolic polariton modes, and to analyze how this propagation is affected by dielectric losses 

in the substrate. 

To this end, we have explored the effects of substrates with varying refractive indices on 

HPhPs in isotopically enriched hBN, on suspended, metallic, dielectric and phase-change 
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substrates.  Employing the analytical model first proposed by Dai et al.,6 we show that the 

complex substrate dielectric function has non-trivial consequences for hyperbolic polariton 

propagation.  The model specifically predicts that in the limit of small real substrate permittivity 

that the wavelength of the lowest-k hyperbolic polariton can be modified by up to a factor of 25, 

simply by transitioning from a metallic to a dielectric substrate.  The trends of all hyperbolic 

polariton wavelengths as a function of the real part of the substrate permittivity are inverted, with 

metallic (dielectric) substrates exhibiting shrinking (expanding) polariton wavelength with 

increasing substrate permittivity.  Counterintuitively, despite the increasing confinement of the 

polariton fields to the volume of the hyperbolic medium, the influence of such changes in the 

substrate permittivity upon the wavelength of the higher-order hyperbolic modes is equivalent to 

that of the fundamental polariton.  Our experiments and calculations also highlight that the 

imaginary part of the substrate permittivity plays a critical role in dictating hyperbolic polariton 

propagation.  While we report these results using hBN, the findings discussed can be generalized 

to the broader class of hyperbolic media.  Based on our findings, we highlight their technological 

implications, illustrating that this offers the potential for spatially separating the fundamental 

from the higher order HPhP modes within planar geometries and offers promise for advanced 

index-based sensing modalities by controlling the substrate dielectric function at a local level. 

 

 

5.4  Results 

 

To quantify the role of the substrate complex refractive index on the hyperbolic polariton 

wavevector, we prepared several hBN flakes (see Methods) of similar thicknesses on silicon, 

quartz, VO2 (insulating and metallic) and silver.  We then probed the HPhPs in the hBN using a 

scattering-type scanning near-field optical microscope (s-SNOM) coupled to a line-tunable 

quantum cascade laser or a broadband IR source (Methods).  When laser light is scattered from 

the AFM tip, HPhPs are launched by the evanescent fields induced at the tip apex, which is 

located in near-field proximity to the hBN surface (Fig. 1a).  These HPhPs propagate radially 

outward from the tip, confined within the volume of the hBN flake.  Upon reaching a boundary, 

such as a sharp flake edge or a local domain with significant index contrast, the HPhP is 

reflected.  This reflected polariton wave interferes with the outgoing mode to generate a pattern 

that can be directly probed by the s-SNOM tip, which for “tip-launched” polaritons this results in 

an interference pattern with a periodicity that is half of that of the incident polariton wavelength.  

Other HPhPs can be directly launched by IR light scattered by the flake edge, which is out-

coupled to the detector via the s-SNOM tip.  These “edge-launched” modes exhibit a different 

interference pattern with the periodicity of the incident polariton wavelength.1, 6, 10, 38  Thus, by 

probing polariton wavelength and propagation length as a function of incident frequency and the 

complex dielectric constant of the substrate, it is possible to extract quantitatively the substrate-

modified HPhP dispersion.   

The HPhPs propagating within the hBN flake can be observed in the spatial profiles of s-

SNOM amplitude (Fig. 1b and c) collected at =1538 and =1449 cm-1.  The exfoliated 65 nm 

thick hBN flake is supported on quartz and draped over two VO2 single crystals, resulting in 

three regions where the hBN is suspended in air (Fig. 1a).  The near-field amplitude maps 

collected at both incident laser frequencies show that the separation between interference fringes, 

and thus the wavelength of the principal HPhP mode, is strongly modified by the refractive index 

of the medium over which the mode is propagating, consistent with recent reports.32-37  The 
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polariton wavelength was similarly substrate dependent in a second hBN flake supported 

between a Si substrate and VO2 crystal (Fig. S1). 

 

 

 
Figure 5.1:  Measuring hyperbolic polaritons in different dielectric environments.  a) A schematic of 

the experimental setup, featuring the tip-launched HPhPs on an exfoliated hBN flake (thickness 65 nm) 

supported by quartz, single-crystal VO2 and suspended in air in the region between two VO2 crystals.  

The experimental s-SNOM maps of the optical amplitude at b) 1538 cm-1 (6.5 µm) and c) 1449 cm-1 

(6.9 µm) incident frequencies illustrate the propagation of the HPhPs in the hBN flake over these 

different substrates.  The changing periodicity of the optical contrast in each region indicates a 

modified HPhP wavelength.  Scale bar is 5 µm. 

 

 

To capture the dispersion of the propagating HPhPs on different substrates, we collected 

s-SNOM amplitude images, similar to those in Fig. 1b and c, at several incident laser 

frequencies.  From these images we extracted line-scans parallel to the propagation direction, 

and then utilized a fast Fourier transform (FFT) to extract the HPhP wavelength (λHPhP), then 

plotting the dependence of this wavelength on laser excitation frequency () for each substrate 

(dispersion relation).  We extracted the magnitude of the in-plane wavevector k, using 

k=2/λHPhP.  The experimental substrate-dependent dispersion relations were then determined by 

plotting k as a function of  (circles in Fig. 2), for HPhP modes within hBN (a) suspended in air 

between the two VO2 crystals, (b) on quartz, (c) on insulating VO2 and (d) on metallic VO2.   
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Figure 5.2:  Measurements of the dispersion relations of HPhPs in 65 nm thick hBN on different 

substrates.  The polariton wavelengths (ω, wavevectors) for each incident frequency were extracted 

using fast Fourier transforms of linescans extracted from the s-SNOM amplitude plots for the HPhP 

modes collected over the various substrates.  The dispersion in these values for HPhPs propagating 

within hBN over a) air (suspended), b) quartz, c) insulating VO2 and d) metallic VO2.  Circles indicate 

data points from s-SNOM and triangles are similar results derived from nano-FTIR spectral linescans 

(results from f) and are superimposed upon analytical calculations of the HPhP dispersion.  The z-scale 

is the imaginary part of the p-polarized reflection coefficient, Im(rp) (e) Topographic maps of the 

sample illustrate the lack of surface features.  (f) Corresponding nano-FTIR spectral linescans illustrate 

the HPhP properties at every position along the broken white line in e).  Solid points in f) are 

experimental data points extracted from monochromatic polariton images (as in Figures 1b and c). 

 

 

To supplement these results and provide experimental data in the spectral gap between 

1450 to 1480 cm-1, we acquired a nano-FTIR linescan that yields the relationship between the 

momentum k and the excitation frequency  at every pixel.  The nano-FTIR data were acquired 

by collecting a broadband spectrum along the white dashed line shown in Fig. 2e and displaying 

the resulting spectra in a 2D plot where the x-axis (length) is pixel location and the y-axis is the 

frequency () covering the polariton spectral range, as shown in Fig. 2f.  The line-scan covers all 

of the substrate environments, including suspended hBN, as well as regions where the hBN was 

in direct contact with quartz and VO2, providing a k vs  spatial map over the various substrates 

in a single scan.  This enabled us to extract data points outside of the range of our available 

monochromatic laser sources (in purple triangles in Figures 2a-c).6  The experimental data are in 

excellent agreement with the analytical dispersion relations, as shown by the solid lines for all 
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substrates.  These calculations were performed using the analytical model reported in Ref.6  In 

the limit where the HPhP wavelength is much shorter than the wavelength within the underlying 

substrate, this analytic expression can be derived from the Fabry-Perot resonance condition:  

𝑘𝑑 = [𝑅𝑒(𝑘) + 𝑖𝐼𝑚(𝑘)]𝑑 = −𝜓 [𝑡𝑎𝑛−1 (
𝜀0

𝜀𝑡𝜓
) + 𝑡𝑎𝑛−1 (

𝜀𝑠

𝜀𝑡𝜓
) + 𝜋𝑙] , 𝜓 = −𝑖√

𝜀𝑧

𝜀𝑡
         

(Equation 1) 

where 𝑑 is the hBN thickness, 𝜀0, 𝜀𝑠, 𝜀𝑡 and 𝜀𝑧 are the complex dielectric functions of air, the 

substrate, and hBN for both in- and out-of-plane directions, respectively, and  𝑙 is the mode order 

of the HPhP.  For dielectric substrates,⁡𝑙=0,1, 2… however, on metallic substrates the mode 𝑙 =
0 is not supported, due to the influence of the image charge generated in the substrate.32  

Throughout, we compare the 𝑙 = 0 mode HPhPs on dielectric substrates to the 𝑙 = 1 mode 

HPhPs on metallic substrates, because these represent the lowest-𝑘 modes supported on the 

respective substrates.  The three terms in Eq. 1 represent the phase shift accumulated from 

reflection of the HPhPs from the top and bottom of the flake, and during propagation within the 

layer, respectively.6, 14 In this approximate equation, the polariton wavelength is normalized to 

the hBN thickness, facilitating direct comparison of the HPhP dispersion in hBN flakes of 

varying thickness on different substrates.  This is especially important for the work presented 

here, as identifying flakes with the exact same thickness suitable for transfer to the various 

substrates studied would be a considerable difficulty.  In addition to the substrates already 

discussed, similar measurements were made on silver and silicon.  The HPhP images and 

dispersion plots of hBN on these substrates are provided in the Supporting Information, (Fig. 

S2).   

The dispersion relations plotted in Fig. 2 and Fig. S2 show that the wavelength of the 

propagating HPhPs can be altered by the choice of substrate and incident frequency, as explored 

in prior work.32-37  However, in this study the range of substrate dielectric properties  is broader, 

enabling a systematic examination of the variation of the HPhP wavelength with substrate 

dielectric function, referenced to the intrinsic properties of suspended hBN.  To compare our 

experimental results and theory, we plot the polariton wavevector as a function of the absolute 

value of the real part of the dielectric function of the substrate [|𝑅𝑒(𝜀𝑠)|] at a single frequency 

(similar plots at other incident frequencies are provided in the Supporting Information, Fig. S6) 

to draw general conclusions about the dependence of HPhP modes on substrate dielectric 

function.   

To make consistent comparisons between theoretical and experimental results on hBN 

flakes of varying thicknesses between the different substrates, we make two simplifications.  

First, we consider the dimensionless HPhP wavevector kd, calculated by multiplying the HPhP 

momentum by the flake thickness, to normalize the dispersion relationship, as in Eq. 1.  The 

thickness dependence of hyperbolic polariton dispersion is a consequence of the Fabry-Perot 

behavior of hyperbolic modes in thin slabs.6, 14  Second, we make assumptions about the relative 

magnitudes of the real and imaginary parts of the substrate dielectric function to account for 

absorption.  Lossless IR dielectrics such as silicon have 𝐼𝑚(𝜀𝑠) = 0; however for metals and 

polar materials, the real and imaginary parts of the dielectric function are coupled by the 

Kramers-Kronig relations.  For many metals, in the spectral regions we probe, the imaginary part 

of the dielectric function satisfies 0.1 ≤ 𝐼𝑚(𝜀𝑠)/|𝑅𝑒(𝜀𝑠)| ≤ 0.3,39 whereas for polar dielectrics 

0.01 ≤ 𝐼𝑚(𝜀𝑠)/|𝑅𝑒(𝜀𝑠)| ≤ 0.1.22  In certain classes of poor metals, as well as non-crystalline 

materials, 𝐼𝑚(𝜀𝑠) ≫ |𝑅𝑒(𝜀𝑠)|,
40 with 𝐼𝑚(𝜀𝑠)/|𝑅𝑒(𝜀𝑠)|~10 being typical.  Thus 𝐼𝑚(𝜀𝑠)/|𝑅𝑒(𝜀𝑠)| 

(the loss tangent) is a good measure of substrate loss properties. 
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Figure 5.3:  The thickness normalized wavevector (kdhBN) dependence upon the real permittivity of the 

substrate dielectric function at 1438 cm-1.  This dependence is plotted for l=0 mode for dielectric (red 

shaded lines) and l=1 mode for metallic (blue shaded lines) substrates with the shade indicative of the 

loss tangent (see legend).  The red, blue and purple circles are derived from the experimental data 

presented in this work. 

 

 

The analytical (Eq. 1 with l=0 for dielectric and l=1 for metallic substrates) and 

experimental results for the normalized wavevector as a function of |𝑅𝑒(𝜀𝑠)|  are plotted in Fig. 

3.  The absolute magnitude of the real part is chosen to ensure metallic and dielectric species can 

be compared on the same scale.  A range of analytical curves representing different 

𝐼𝑚(𝜀𝑠)/|𝑅𝑒(𝜀𝑠)| ratios, for both positive (dielectric) and negative (metallic) 𝑅𝑒(𝜀𝑠) at 1438 cm-1 

are provided.  Experimental data are represented as solid points, with error bars derived from the 

range of dielectric functions for each substrate for the x-axis 39, 41-44 and from measurement 

uncertainty in the hBN flake thickness and wavevector for the y-axis.  (The error estimates are 

discussed in SI).  We compare theory and experiment by considering dielectrics⁡[𝑅𝑒(𝜀𝑠) >
1, 𝐼𝑚(𝜀𝑠) ≪ 𝑅𝑒(𝜀𝑠)], metals [𝑅𝑒(𝜀𝑠) < 0, 𝐼𝑚(𝜀𝑠) < 𝑅𝑒(𝜀𝑠)] and highly absorbing materials 
[𝐼𝑚(𝜀𝑠) > 𝑅𝑒(𝜀𝑠)] separately.  If there is little dispersion in the substrate dielectric function, the 

trends measured at the specific frequency reported in Fig. 3 will be generic to other frequencies.  

More pronounced effects can occur in the presence of absorption bands, where strong spectral 

dispersion occurs and could be treated by applying this analysis at other frequencies, as in the 

Supporting Information, Fig. S6. 

First, we consider dielectric substrates.  Analytical results (solid lines) indicate that the 

HPhP wavevector increases monotonically as a function of substrate permittivity 𝑅𝑒(𝜀𝑠), with 

only minimal influence from substrate-induced absorption loss.  Red points indicate 

experimental data for HPhP modes within hBN on dielectric substrates in this experiment 

(suspended, quartz, silicon and monoclinic VO2), which offer good quantitative agreement with 

the analytical model.  This demonstrates that hyperbolic polaritons will exhibit a larger polariton 

wavevector (smaller wavelength) on higher permittivity dielectric substrates and is nominally 
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insensitive to substrate loss within the range of typical loss tangents for such materials, 

𝐼𝑚(𝜀𝑠)/|𝑅𝑒(𝜀𝑠)| < 0.1.  We also emphasize that as 𝑅𝑒(𝜀𝑠) tends towards infinity, the value of 

kd tends to a frequency-dependent constant (ψ), which can be interpreted using Eq. 1.  The only 

term that includes the substrate dielectric function is 𝑡𝑎𝑛−1 (
𝜀𝑠

𝜀𝑡𝜓
), which defines the influence of 

the phase accumulated upon reflection of the hyperbolic wave from the substrate surface.  As the 

dielectric function becomes larger, the phase of the reflected polariton tends towards π/2.  We 

attribute the increase in phase shift to the reduced penetration depth in substrate, with a large real 

part of the dielectric function, which appears analogous to the Goos-Hänschen shift.45  The 

longest absolute HPhP propagation length, compared to all the substrates considered in this 

study, is over the suspended region between the two VO2 crystals, as confirmed by analytical 

calculations, and measured in prior work,33 while the shortest is observed over metallic 

substrates.35 

The propagation characteristics of the HPhP modes on metallic substrates are less 

intuitive.  Analytical predictions for metallic substrates are shown as dashed lines in Fig. 3.  For 

negative permittivity substrates, the 𝑡𝑎𝑛−1 term in Eq. 1 becomes negative, resulting in a 

negative shift in the reflected phase.  To provide a direct comparison between dielectric and 

metallic substrates, we set the minimum 𝑙=1.  As the substrate becomes more metallic (i.e..  

𝑅𝑒(𝜀𝑠) becomes more negative) the magnitude of the HPhP wavevector is reduced.  In the limit 

of large absolute values of the dielectric permittivity, the wavevectors of HPhPs in hBN over 

both metallic and dielectric substrates converge.  For metals, this occurs when the plasma 

frequency is significantly larger than that of the HPhP mode, and thus the complex dielectric 

constant of the substrate comprises a large negative real permittivity and correspondingly large 

imaginary part.  From the analytical calculations shown in Fig. 3, it would appear at first glance 

that the dispersion is more sensitive to losses for metallic substrates; however, this is due simply 

to the higher loss tangents associated with metals.  This is consistent with our calculations for 

dielectrics, as no light can enter any material in which 𝑅𝑒(𝜀𝑠) ≪ 0, and hence experiences a π/2 

phase shift upon reflection.  In this study, we compared the analytical model to a single noble 

metal (silver), with the experimentally extracted wavevector quantitatively matching with our 

calculations at multiple incident frequencies.   

Finally, we consider a highly absorbing material, represented by rutile (metallic) VO2.  

The dielectric function of rutile VO2 has not been measured extensively in this frequency range 

for single crystals, however, a recent paper has addressed this deficiency for certain types of 

deposited films.40  Reference 46 indicates, however, that VO2 is properly classified as a ‘bad 

metal’ as it fails to satisfy the Wiedemann-Franz law; therefore, we take it to be an overdamped 

material with 𝐼𝑚(𝜀𝑠) > |𝑅𝑒(𝜀𝑠)|.  If we assume a large loss tangent, 
𝐼𝑚(𝜀𝑠)

|𝑅𝑒(𝜀𝑠)|
~10, we find that 

regardless of whether rutile VO2 is considered a bad metal or a lossy dielectric, there is minimal 

influence upon the normalized wavevector.  To highlight the ambiguity in this case, we plot the 

wavevector of HPhPs supported in hBN on rutile VO2 as a purple circle.   

The good quantitative agreement between experiment and the analytical model clearly 

indicates the broad applicability of this approach for HPhPs, demonstrating that it is indeed 

capable of reproducing the influence of the substrate, regardless of loss or magnitude or sign of 

the permittivity in a generalized fashion for all hyperbolic media.  However, it is important to 

note that the analytical model of Eq. 1 is only appropriate in the large k limit; that is when 𝑘 ≫
𝑘𝑠.  Outside of this regime numerical methods more accurately describe dispersion.  However, 

the general trends for both the analytical and numerical models are nearly identical regardless of 
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regime, with the numerical results being required for conditions where k and 2𝜋𝑛𝑠/𝜆0 are of the 

same order, as shown in the Fig. S3 and S4 of the Supporting Information.  Thus, conclusions 

drawn from the analytical model are representative of the mode behavior in hBN even for thicker 

flakes. 

 

 

 
Figure 5.4:  Influence of substrate dielectric function upon high-order HPhP modes of hBN at 1510 

cm-1, for dielectric (metallic) substrates, with the loss tangent fixed at 0.01 (0.3).  a) 𝑘 · 𝑑 was plotted 

versus |𝑅𝑒(𝜀𝑠)|, and gray stars are experimental data in Ref. 10 , while open boxes are numerical 

solutions for 120 nm thick hBN.  b) FOM of the first three orders of HPhPs in this same thickness flake 

of hBN as a function of the |𝑅𝑒(𝜀𝑠)|. 

 

 

To investigate the effect of the substrate refractive index on higher-order modes, we 

again plot the analytical dispersion relation in Fig. 4, including now the l=1(2) and 𝑙=2(3) modes 

at 1510 cm-1 and a loss tangent of 0.01 (0.3) for dielectric (metallic) substrates.  These higher-



103 

 

order branches correspond to shorter-wavelength polariton modes that are supported within the 

hyperbolic medium at the same incident frequency4, 10 (Fig. 2).  As with the principal HPhP 

mode, these high-order polaritons are also affected by the substrate dielectric function; however, 

due to the reduced range of the evanescent field associated with the shorter polariton 

wavelengths, one would expect this effect to be significantly reduced.  However, the change in 

wavevector Δ𝑘 = 𝑘(𝜀𝑠1) − 𝑘(𝜀𝑠2), from a low 𝜀𝑠 substrate with wavevector 𝑘(𝜀𝑠1) to a high εs 

substrate with wavevector 𝑘(𝜀𝑠2) is actually the same for all hyperbolic modes.  Naively, this 

suggests that the substrate will have the identical influence on all higher-order modes in the 

hyperbolic material, with no significant change in the properties of different modes other than 

the degree of volume confinement.   

However, the fractional change in wavevector 
𝑘(𝜀𝑠)

𝑘(𝜀𝑠′)
= 1 +

Δ𝑘

𝑘(𝜀𝑠)
 is often a more useful 

metric in comparing HPhP propagation, where 𝜀𝑠′ refers to a second substrate to which the first 

is compared.  This is because phenomena such as refraction are entirely dependent on the 

fractional change in wavector, as indicated by Snell’s law.  For higher-order modes, with larger 

initial values of k, this fractional change becomes smaller, approaching unity—i.e.  the higher-

order modes are less sensitive to the substrate dielectric function.  For example, between air and 

silicon (at 1510 cm-1) the wavelength changes by factors of 7.4 and 3.1 for the first- (𝑙 = 0) and 

second- (𝑙 = 1) order modes, respectively.  This has significant implications for the behavior of 

HPhP propagation across substrate boundaries; for example, lower-order modes are more 

strongly refracted at such boundaries, an effect that could be exploited to separate the different 

higher-order modes as demonstrated below (Fig. 5).  While the experimental methods deployed 

here precluded observation of higher-order modes due to the thinness of the hBN flakes - chosen 

to ensure the validity of the analytical model – we have added data from Ref. 10 as well as 

numerical solutions from the model in Ref. 6  to validate these conclusions (Fig. 4a).  The 

experimental data agree well with predicted mode positions, with slight deviations for the 𝑙 = 2 

mode attributed to the challenges associated with launching high wavevector modes and the 

concomitant error in extracting the polariton wavelength given the correspondingly short 

propagation lengths. 

To compare propagation properties of HPhP modes on different substrates we use  a 

figure of merit (FOM) 10  related to the real and imaginary parts of the wavevector: 

𝐹𝑂𝑀 =⁡
𝑅𝑒(𝑘)

𝐼𝑚(𝑘)
     (Equation 2) 

This FOM offers a better descriptor of the behavior than the propagation length as it to accounts 

for the stronger confinement of the polaritonic fields typical of correspondingly shorter 

propagation lengths.  Furthermore, while long propagation lengths can be realized for weakly 

confined polaritons, it is only within the limit of strong modal confinement that the intrinsic 

benefits of sub-diffractional wavelengths associated with polaritons can be exploited.  

Specifically, 𝐼𝑚(𝑘) determines the propagation length 𝐿𝑝 =
1

2∙𝐼𝑚(𝑘)
,33 and Re(k) defines the 

polariton wavelength 𝜆 =
2𝜋

𝑅𝑒(𝑘)
 , and thus the FOM can be expressed as:  

𝐹𝑂𝑀 =
2𝜋

𝜆
× 2𝐿𝑝 = 4𝜋𝑄                                 (Equation 3) 

where 𝜆 is polariton wavelength, Lp is propagation length, and Q is the quality factor that defines 

the number of cycles that the polariton wave oscillates before the amplitude decreases to 1/e of 

its initial value.  The relationship between this FOM and the substrate dielectric function is 

plotted in Fig. 4b, using the loss tangents from Fig. 4a.   
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From the general trends, the FOM clearly decreases rapidly with increasing substrate 

dielectric constant, reaching a minimum at approximately |εs| = 3, and then increasing again.  

This effect is especially pronounced for the principal (𝑙 = 0) mode on dielectric substrates, as 

high-index substrates yield stronger confinement and longer propagation lengths.  This contrasts 

with, and goes well beyond, prior results,33 which showed only that FOM increased for 

suspended hBN compared to hBN on silicon.  For metallic substrates, the effect is similar; 

however, the FOM is approximately symmetric about the minimum with respect to the dielectric 

response.  Interestingly, this implies that when the substrate permittivity is close to the epsilon-

near-zero (ENZ) condition rather than a metallic or dielectric value, the FOM for lossy substrates 

might actually be higher than that for a low-loss dielectric substrate.   

For both dielectric and metallic substrates, the FOM of the higher-order modes is always 

improved with reference to the principal (𝑙 = 0⁡for dielectric, 𝑙 = 1 for metallic) mode, though 

the trends with substrate permittivity are generally similar.  Overall, the results of Fig. 4 indicate 

that the choice of substrate is a complicated issue for hyperbolic polaritons.  While low-index 

substrates produce long-wavelength propagating modes, very high index substrates actually 

produce the highest FOMs for such polaritons.  In the Supporting Information we discuss the 

effect of the substrate loss tangent on the principal and higher-order modes, (see Fig. S5). 

These results have significant implications for device designs based on HPhPs, in 

particular for both polariton refraction in planar metasurface-based optics1-2, 18 and hBN-based 

sensors.5, 31  Previously we showed that HPhPs refract when propagating across a boundary 

between metallic and dielectric regions of a phase-change material.1  The fact that each 

successively higher-order mode exhibits a smaller change in wavelength due to the changing 

dielectric environment promises the potential for spatial sorting of hyperbolic polaritons 

featuring different modal orders.  To illustrate the potential for using the local dielectric function 

to control HPhP propagation, we consider a hypothetical device capable of spatially separating 

different mode orders by refraction at dielectric boundaries (Fig. 5a and b).  The simulations are 

configured with a 120 nm thick hBN flake that is partly suspended and partly supported on a Si 

substrate.  The HPhPs are launched from an array of dipole emitters above the suspended hBN, 

with the HPhPs propagating within the hBN towards the air-Si interface at a 45° angle of 

incidence.  To suppress HPhP reflections from the simulated boundaries, we surrounded the 

region of interest by a border of highly lossy (20x increased damping) hBN.  The z-component of 

the electric field at a position 10 nm above the hBN surface is provided to demonstrate the varied 

refraction of 𝑙 = 0 and higher-order modes leading to spatial separation (Fig. 5b).  The HPhPs 

launched from the emitter array are refracted at the air-Si interface due to the wavevector 

mismatch across the boundary, but since the 𝑙 = 0 mode is significantly more sensitive to the 

surrounding dielectric environment, it is more strongly refracted (transmitted angle 13°, orange 

arrow) and is thus spatially separated from the 𝑙 = 1⁡mode (transmitted angle 34°, green arrow).  

Therefore, using such approaches, high wavevector, higher-order HPhPs featuring increased 

spatial information could be spatially separated from the longer wavelength principal modes in a 

planar film. 
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Figure 5.5:  Simulations of spatial separation of the HPhP modes and applications of HPhPs through 

dielectric enviornment control.  a) A schematic diagram of the proposed HPhP spatial separator device, 

with the corresponding b) simulated electric field (Ez) for HPhP modes separated due to refraction 

resulting from HPhP transmission over a Si-air interface aligned at 45º with respect to the propagation 

direction.  To eliminate complexities in the image due to back reflections, a notional highly-absorbing 

hBN border with a 20-fold increase in the damping constant was added.  The corresponding refraction 

of the l=0 (orange) and l=1 order (green) HPhPs are provided.  c) Schematic diagram of a proposed 

hBN HPhP-based SEIRA or index-sensing resonant device induced due to large index contrast in 

spatial regions underneath the hBN flake as designated.  The corresponding reflection spectra for this 

resonant structure fabricated from a hBN flake over an empty d) or Si-filled e) resonant chamber (e.g.  

hole).  The calculated resonance spectra are highly sensitive to the presence and thickness of an analyte 

layer on top of the hBN surface; suspended hBN films have the highest degree of sensitivity.The 

spectra provided for both cases in d) and e) as a function of analyte layer thickness are labeled. 

 

 

To discuss the implications for index-based sensing,47 where the change in frequency of 

polaritonic resonance indicates a change in the local dielectric environment, we consider the 

analytical model for both surface phonon polaritons (SPhPs) and HPhPs.  At mid-IR frequencies, 

strongly confined HPhPs enabled the environmental sensitivity necessary to realize hBN enabled 

surface-enhanced infrared absorption (SEIRA)31, 48 spectroscopy and suggested a basis for planar 

metaoptics structures 1 that have since been reduced to practice.2  These new results also have 

implications for deploying hBN in thin-film sensing applications.  Thin film sensing operates in 

two main regimes: index-based sensing (which relies on the change in local dielectric 

environment to change the mode frequency), or surface enhanced infrared absorption (SEIRA, 

which exploits local field enhancements).  Our results are most obviously relevant in the field of 

the former, as they consider the properties of a substrate without significant spectral dispersion.  

As shown in Fig. 3, the presence of a nearby analyte significantly affects the properties of 

suspended hBN – resulting in a measurable shift in resonance frequencies.  Thus, it is critical that 
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hBN be suspended or on a low-permittivity substrate to function as an effective index sensor (see 

Supporting Information Fig. S7).   

To demonstrate how such a device could be realized, a device consisting of 120 nm thick 

hBN atop a 100 nm thick gold structure surrounding a resonant cavity filled with air or Si is 

simulated in Fig. 5b.  Since HPhPs in hBN are sensitive to the surrounding dielectric 

environment, the resonant mode of this structure will be sensitive to the presence of an analyte 

on top of the hBN layer.  Simulated reflectance spectra for an array of such resonators under far-

field radiation incident at 45°, p-polarized light are provided in Fig. 5d and e, with the structure 

covered by a hypothetical analyte layer of 𝑅𝑒(𝜀)=2.25 of variable thickness.  For both air- and 

Si-filled resonators, sharp dips appear corresponding to resonant absorption in the cavity defined 

by the gold.  These resonant frequencies are sensitive to as little as 1 nm of analyte placed on the 

hBN, demonstrating the high degree of sensitivity akin to efforts with SPhPs in SiC.49  However, 

using suspended hBN significantly increases the magnitude of the observed shifts to well over 

10 cm-1. 

Whilst these simulations suggest that hBN can act as a surface sensor, it is instructive to 

benchmark against other index-based sensing schemes.  In the Supporting Information (Fig.s S8 

and S9) we compare a hBN film against a notional isotropic SPhP material operating with the 

same TO, LO and damping frequencies.  Surprisingly, we find that for thick films of the analyte 

material (>λHPhP), the SPhP mode is much more effective as an index sensor.  However, taking 

into account the strong confinement of HPhPs in hBN, we find that hyperbolic modes are indeed 

much more effective for sensing thin films, especially close to the LO phonon (where HPhP 

modes are extremely confined).  This is reflected in the results of Fig. 5d, where the peak shifts 

are largest close to the LO phonon energy. 

 

 

5.5  Conclusion 

 

We have investigated the interaction of HPhP with substrates encompassing a wide range 

of complex refractive indices.  While substrates with small real parts of the dielectric function 

support long-wavelength propagating modes, large permittivity substrates result in polaritons 

exhibiting the highest propagating FOMs.  Furthermore, our results demonstrate that longer 

wavelength principal hyperbolic modes can be used as extremely sensitive subwavelength 

sensors.  While all modes show an equal change in wavevector (∆𝑘), the corresponding 

fractional change in wavevector 𝑘(𝜀𝑠1) 𝑘(𝜀𝑠2)⁄  for higher-order modes implies that they are less 

influenced by the local dielectric environment than the principal.  Most significantly, the 

substrate permittivity can induce spatial mode separation of these higher-order modes.  This 

effect could be used as a tool to optimize planar refractive optics and reconfigurable 

metasurfaces.  Our results therefore provide a deeper understanding of HPhP interactions with 

the surrounding environment, a necessary step for implementing practical applications in on-chip 

molecular sensing and nanophotonics. 
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5.6  Methods 

 

5.6.a  Sample Preparation  

For the purposes of these experiments, we employed isotopically pure hBN flakes (>99% 

h10BN) to minimize the intrinsic polariton losses.10  These were grown as described in 

reference,50 then subsequently exfoliated and transferred onto the appropriate substrate.  Single 

crystals of VO2 were grown on quartz from vanadium pentoxide powder (V2O5) by physical 

vapor transport.51  Due to the presence of multiple VO2 crystals on the substrate we were able to 

suspend the hBN between adjacent VO2 crystals.  This resulted in flakes which were supported 

by VO2 and quartz or alternatively suspended between VO2 crystals (as shown in Figure 1).  

Silver films were deposited on Si substrates, while SiO2 and Si substrates were obtained 

commercially. 

 

5.6.b  s-SNOM 

 In s-SNOM a platinum-coated probe tip is used both to map the topography and to probe 

the optical near fields.  Monochromatic infrared near field imaging at selected laser excitation 

frequencies is performed via a combination of phase interferometric detection and demodulation 

of the detector signal at the second harmonic (2Ω) of the tip oscillation frequency.52  The nano-

FTIR data were acquired using a combination of s-SNOM and a broad-band infrared light source 

(neaspec.com). 

 

 

5.7  Acknowledgements 

 

The manuscript was written through contributions of all authors.  All authors have given 

approval to the final version of the manuscript.  Y.A., R.F.H., and J.D.C.  conceived and guided 

the experiments.  S.T.W.  grew the VO2 crystals and identified the phase domains.  S.L.  and 

J.H.E.  grew the hBN crystals.  T.G.F.  and S.T.W.  fabricated the hBN-VO2 heterostructure.  

A.F.  and N.A.  performed s-SNOM and Nano-FTIR experiments and T.G.F., M.H., S.T.W., 

A.F.  and N.A.  analyzed the data.  J.D.C., R.F.H., M.H., S.T.W.  and T.G.F.  provided the 

concepts and corresponding analytical and finite element simulations included in Figures 3, 4 

and 5.  All authors contributed to writing the manuscript. 

Y.A.  and N.A.  gratefully acknowledge support provided by the Air Force Office of 

Scientific Research (AFOSR) grant number FA9559-16-1- 0172.  The work of A.F.  is supported 

by the National Science Foundation grant 1553251.  Support for the 10B-enriched hBN crystal 

growth was provided by the National Science Foundation, grant number CMMI 1538127.  J.D.C.  

was partially supported by Office of Naval Research under Grant number N00014-18-12107. 

We thank Professor Misha Fogler for providing a script to calculate the dispersion of 

HPhPs.  T.G.F.  and S.T.W.  thank the staff of the Vanderbilt Institute for Nanoscience (VINSE) 

for technical support during fabrication and Kiril Bolotin for preliminary design of the 2D 

transfer tool used.   

 

 

 

 

 



108 

 

5.8  References 

 
1. Folland, T. G.; Fali, A.; White, S. T.; Matson, J. R.; Liu, S.; Aghamiri, N. A.; Edgar, J. H.; 

Haglund, R. F.; Abate, Y.; Caldwell, J. D., Reconfigurable infrared hyperbolic metasurfaces using phase 

change materials. Nat. Commun. 2018, 9, 4371. 

2. Chaudhary, K.; Tamagnone, M.; Yin, X.; Spägele, C. M.; Oscurato, S. L.; Li, J.; Persch, C.; Li, 

R.; Rubin, N. A.; Jauregui, L. A.; Watanabe, K.; Taniguchi, T.; Kim, P.; Wuttig, M.; Edgar, J. H.; 

Ambrosio, A.; Capasso, F., Polariton nanophotonics using phase-change materials. Nat. Commun. 2019, 

10 (1), 4487. 

3. Jacob, Z., Hyperbolic phonon–polaritons. Nat. Mater. 2014, 13, 1081-1083. 

4. Poddubny, A.; Iorsh, I.; Belov, P.; Kivshar, Y., Hyperbolic metamaterials. Nat. Photonics 2013, 

7, 948-957. 

5. Caldwell, J. D.; Kretinin, A. V.; Chen, Y.; Giannini, V.; Fogler, M. M.; Francescato, Y.; Ellis, C. 

T.; Tischler, J. G.; Woods, C. R.; Giles, A. J.; Hong, M.; Watanabe, K.; Taniguchi, T.; Maier, S. A.; 

Novoselov, K. S., Sub-diffractional volume-confined polaritons in the natural hyperbolic material 

hexagonal boron nitride. Nat. Commun. 2014, 5, 5221. 

6. Dai, S.; Fei, Z.; Ma, Q.; Rodin, A. S.; Wagner, M.; McLeod, A. S.; Liu, M. K.; Gannett, W.; 

Regan, W.; Watanabe, K.; Taniguchi, T.; Thiemens, M.; Dominguez, G.; Neto, A. H. C.; Zettl, A.; 

Keilmann, F.; Jarillo-Herrero, P.; Fogler, M. M.; Basov, D. N., Tunable Phonon Polaritons in Atomically 

Thin van der Waals Crystals of Boron Nitride. Science 2014, 343 (6175), 1125-1129. 

7. Dai, S.; Ma, Q.; Andersen, T.; McLeod, A. S.; Fei, Z.; Liu, M. K.; Wagner, M.; Watanabe, K.; 

Taniguchi, T.; Thiemens, M.; Keilmann, F.; Jarillo-Herrero, P.; Fogler, M. M.; Basov, D. N., 

Subdiffractional focusing and guiding of polaritonic rays in a natural hyperbolic material. Nat. Commun. 

2015, 6, 6963. 

8. Dai, S.; Ma, Q.; Liu, M. K.; Andersen, T.; Fei, Z.; Goldflam, M. D.; Wagner, M.; Watanabe, K.; 

Taniguchi, T.; Thiemens, M.; Keilmann, F.; Janssen, G. C. A. M.; Zhu, S. E.; Jarillo-Herrero, P.; Fogler, 

M. M.; Basov, D. N., Graphene on hexagonal boron nitride as a tunable hyperbolic metamaterial. Nat. 

Nanotechnol. 2015, 10, 682. 

9. Giles, A. J.; Dai, S.; Glembocki, O. J.; Kretinin, A. V.; Sun, Z.; Ellis, C. T.; Tischler, J. G.; 

Taniguchi, T.; Watanabe, K.; Fogler, M. M.; Novoselov, K. S.; Basov, D. N.; Caldwell, J. D., Imaging of 

Anomalous Internal Reflections of Hyperbolic Phonon-Polaritons in Hexagonal Boron Nitride. Nano Lett. 

2016, 16 (6), 3858-3865. 

10. Giles, A. J.; Dai, S.; Vurgaftman, I.; Hoffman, T.; Liu, S.; Lindsay, L.; Ellis, C. T.; Assefa, N.; 

Chatzakis, I.; Reinecke, T. L.; Tischler, J. G.; Fogler, M. M.; Edgar, J. H.; Basov, D. N.; Caldwell, J. D., 

Ultralow-loss polaritons in isotopically pure boron nitride. Nat. Mater. 2018, 17, 134-139. 

11. Jacob, Z.; Kim, J.-Y.; Naik, G. V.; Boltasseva, A.; Narimanov, E. E.; Shalaev, V. M., 

Engineering photonic density of states using metamaterials. Applied Physics B 2010, 100 (1), 215-218. 

12. Li, P.; Lewin, M.; Kretinin, A. V.; Caldwell, J. D.; Novoselov, K. S.; Taniguchi, T.; Watanabe, 

K.; Gaussmann, F.; Taubner, T., Hyperbolic phonon-polaritons in boron nitride for near-field optical 

imaging and focusing. Nat. Commun. 2015, 6, 7507. 

13. Ishii, S.; Kildishev, A. V.; Narimanov, E. E.; Shalaev, V. M.; Drachev, V. P., Sub-wavelength 

interference pattern from volume plasmon polaritons in a hyperbolic medium. Laser and Photonics 

Reviews 2013, 7, 265-271. 

14. Caldwell, J. D.; Aharonovich, I.; Cassabois, G.; Edgar, J. H.; Gil, B.; Basov, D. N., Photonics 

with hexagonal boron nitride. Nat. Rev. Mater. 2019, 4 (8), 552-567. 

15. Liu, Z.; Lee, H.; Xiong, Y.; Sun, C.; Zhang, X., Far-Field Optical Hyperlens Magnifying Sub-

Diffraction-Limited Objects. Science 2007, 315 (5819), 1686-1686. 

16. Xiong, Y.; Liu, Z.; Zhang, X., A simple design of flat hyperlens for lithography and imaging with 

half-pitch resolution down to 20 nm. Appl. Phys. Lett. 2009, 94 (20), 203108. 



109 

 

17. Li, P.; Dolado, I.; Alfaro-Mozaz, F. J.; Casanova, F.; Hueso, L. E.; Liu, S.; Edgar, J. H.; Nikitin, 

A. Y.; Vélez, S.; Hillenbrand, R., Infrared hyperbolic metasurface based on nanostructured van der Waals 

materials. Science 2018, 359 (6378), 892-896. 

18. Folland, T. G.; Caldwell, J. D., Precise Control of Infrared Polarization Using Crystal Vibrations. 

Nature 2018, 562 (7728), 499-501. 

19. Rivera, N.; Rosolen, G.; Joannopoulos, J. D.; Kaminer, I.; Soljačić, M., Making two-photon 

processes dominate one-photon processes using mid-IR phonon polaritons. Proc. Natl. Acad. Sci. U. S. A 

2017, 114 (52), 13607-13612. 

20. Dai, S.; Tymchenko, M.; Xu, Z.-Q.; Tran, T. T.; Yang, Y.; Ma, Q.; Watanabe, K.; Taniguchi, K.; 

Jarillo-Herrero, P.; Aharonovich, I.; Basov, D. N.; Tao, T. H.; Alu, A., Internal Nanostructure Diagnosis 

with Hyperbolic Phonon Polaritons in Hexagonal Boron Nitride. Nano Lett. 2018, 18 (8), 5205-5210. 

21. Hauer, B.; Marvinney, C. E.; Lewin, M.; Mahadik, N. A.; Hite, J. K.; Bassim, N.; Giles, A. J.; 

Stahlbush, R. E.; Caldwell, J. D.; Taubner, T., Exploiting Phonon-Resonant Near-Field Interaction for the 

Nanoscale Investigation of Extended Defects. Adv. Funct. Mater. 2020, 30 (10), 14. 

22. Caldwell, J. D.; Lindsey, L.; Giannini, V.; Vurgaftman, I.; Reinecke, T.; Maier, S. A.; 

Glembocki, O. J., Low-Loss, Infrared and Terahertz Nanophotonics with Surface Phonon Polaritons. 

nanoph 2015, 4, 44-68. 

23. Low, T.; Chaves, A.; Caldwell, J. D.; Kumar, A.; Fang, N. X.; Avouris, P.; Heinz, T. F.; Guinea, 

F.; Martin-Moreno, L.; Koppens, F., Polaritons in layered two-dimensional materials. Nat. Mater. 2017, 

16, 182-194. 

24. Sun, J.; Litchinitser, N. M.; Zhou, J., Indefinite by Nature: From Ultraviolet to Terahertz. ACS 

Photonics 2014, 1 (4), 293-303. 

25. Korzeb, K.; Gajc, M.; Pawlak, D. A., Compendium of natural hyperbolic materials. Optics 

Express 2015, 23 (20), 25406-25424. 

26. Ma, W.; Alonso-Gonzalez, P.; Li, S.; Nikitin, A. Y.; Yuan, J.; Martin-Sanchez, J.; Taboada-

Gutierrez, J.; Amenabar, I.; Li, P.; Velez, S.; Tollan, C.; Dai, Z.; Zhang, Y.; Sriram, S.; Kalantar-Zadeh, 

K.; Lee, S.-T.; Hillenbrand, R.; Bao, Q., In-plane anisotropic and ultra-low-loss polaritons in a natural van 

der Waals crystal. Nature 2018, 562, 557-562. 

27. Zheng, Z.; Xu, N.; Oscurato, S. L.; Tamagnone, M.; Sun, F.; Jiang, Y.; Ke, Y.; Chen, J.; Huang, 

W.; Wilson, W. L.; Ambrosio, A.; Deng, S.; Chen, H., A mid-infrared biaxial hyperbolic van der Waals 

crystal. Sci. Adv. 2019, 5 (5), eaav8690. 

28. Zheng, Z.; Chen, J.; Wang, Y.; Wang, X.; Chen, X.; Liu, P.; Xu, J.; Xie, W.; Chen, H.; Deng, S.; 

Xu, N., Highly confined and tunable hyperbolic phonon polaritons in van der Waals semiconducting 

transition metal oxides. Advanced Materials 2018, 30, 1705318. 

29. Li, P.; Yang, X.; Maß, T. W. W.; Hanss, J.; Lewin, M.; Michel, A.-K. U.; Wuttig, M.; Taubner, 

T., Reversible optical switching of highly confined phonon–polaritons with an ultrathin phase-

change material. Nature Materials 2016, 15, 870-875. 

30. Folland, T. G.; Ma T. W. W.; Matson, J. R.; Nolen, J. R.; Liu, S.; Watanabe, K.; Taniguchi, K.; 

Edgar, J. H.; Taubner, T.; Caldwell, J. D., Probing Hyperbolic Polaritons Using Infrared Attenuated Total 

Reflectance Micro-Spectroscopy. MRS Communications 2018, 8 (4), 1418-1425. 

31. Autore, M.; Li, P.; Dolado, I.; Alfaro-Mozaz, F. J.; Esteban, R.; Atxabal, A.; Casanova, F.; 

Hueso, L. E.; Alonso-Gonzalez, P.; Aizpurua, J.; Nikitin, A. Y.; Velez, S.; Hillenbrand, R., Boron nitride 

nanoresonators for phonon-enhanced molecular vibrational spectroscopy at the strong coupling limit. 

Light: Science & Applications 2018, 7 (2), 15. 

32. Ambrosio, A.; Tamagnone, M.; Chaudhary, K.; Jauregui, L. A.; Kim, P.; Wilson, W. L.; Capasso, 

F., Selective excitation and imaging of ultraslow phonon polaritons in thin hexagonal boron nitride 

crystals. Light: Science & Applications 2018, 7, 27. 

33. Dai, S.; Quan, J.; Hu, G.; Qiu, C.-W.; Tao, T. H.; Li, X.; Alu, A., Hyperbolic Phonon Polaritons 

in Suspended Hexagonal Boron Nitride. Nano Lett. 2019, 19, 1009. 

34. Dai, S.; Zhang, J.; Ma, Q.; Kittiwatanakul, S.; McLeod, A. S.; Chen, X.; Gilbert Corder, S.; 

Watanabe, K.; Taniguchi, K.; Lu, J. C.; Dai, Q.; Jarillo-Herrero, P.; Liu, M.; Basov, D. N., Phase-Change 



110 

 

Hyperbolic Heterostructures for Nanopolaritonics: A Case Study of hBN/VO2. Advanced Materials 2019, 

31 (18), 1900251. 

35. Kim, K. S.; Trajanoski, D.; Ho, K.; Gilburd, L.; Maiti, A.; van der Velden, L.; de Beer, S.; 

Walker, G. C., The Effect of Adjacent Materials on the Propagation of Phonon Polaritons in Hexagonal 

Boron Nitride. J. Phys. Chem. Lett. 2017, 8 (13), 2902-2908. 

36. Duan, J.; Chen, R.; Li, J.; Jin, K.; Sun, Z.; Chen, J., Launching phonon polaritons by natural 

boron nitride wrinkles with modifiable dispersion by dielectric environments. Advanced Materials 2017, 

29 (38), 1702494. 

37. Ciano, C.; Giliberti, V.; Ortolani, M.; Baldassarre, L., Observation of phonon-polaritons in thin 

flakes of hexagonal boron nitride on gold. Appl. Phys. Lett. 2018, 112, 153101. 

38. Folland, T. G.; Nordin, L.; Wasserman, D.; Caldwell, J. D., Probing Polaritons in the Mid- to Far-

Infrared. J. Appl. Phys. 2019, 125, 191102. 

39. Yang, H. U.; D'Archangel, J.; Sundheimer, M. L.; Tucker, E.; Boreman, G. D.; Raschke, M. B., 

Optical dielectric function of silver. Phys. Rev. B: Condens. Matter Mater. Phys. 2015, 91 (23), 235137. 

40. Wan, C.; Zhang, Z.; Woolf, D.; Hessel, C. M.; Rensberg, J.; Hensley, J. M.; Xiao, Y.; Shahsafi, 

A.; Salman, J.; Richter, S.; Sun, Y.; Qazilbash, M. M.; Schmidt-Grund, R.; Ronning, C.; Ramanathan, S.; 

Kats, M. A., On the Optical Properties of Thin-Film Vanadium Dioxide from the Visible to the Far 

Infrared. Ann. Phys.-Berlin 2019, 531 (10), 1900188. 

41. Winsemius, P.; Kampen, F. F. v.; Lengkeek, H. P.; Went, C. G. v., Temperature dependence of 

the optical properties of Au, Ag and Cu. . J. Phys. F: Met. Phys. 1976, 6 (8), 1583-1606. 

42. Johnson, P. B.; Christy, R. W., Optical Constants of the Noble Metals. Phys. Rev. B: Condens. 

Matter Mater. Phys. 1972, 6 (12), 4370-4379. 

43. Abelès, F., Optical Properties and Electronic Structure of Metals and Alloys: Proceedings of the 

International Colloquim. Amsterdam, North-Holland Pub. Co.; New York, Wiley, Interscience Publishers 

Division 1966. 

44. Kischkat, J.; Peters, S.; Gruska, B.; Semtsiv, M.; Chashnikova, M.; Klinkmuller, M.; Fedosenko, 

O.; Machulik, S.; Aleksandrova, A.; Monastryrskyi, G.; Flores, Y.; Masselink, W. T., Mid-infrared 

optical properties of thin films of aluminum oxide, titanium dioxide, silicon dioxide, aluminum nitride 

and silicon nitride. Applied Optics 2012, 51 (28), 6789. 

45. Snyder, A. W.; Love, J. D., Goos-Hanchen Shift. Applied Optics 1976, 15 (1), 236-238. 

46. Lee, S.; Hippalgaonkar, K.; Yang, F.; Hong, J.; Ko, C.; Suh, J.; Liu, K.; Wang, K.; Urban, J. J.; 

Zhang, X.; Dames, C.; Hartnoll, S. A.; Delaire, O.; Wu, J., Anomalously low electronic thermal 

conductivity in metallic vanadium dioxide. Science 2017, 355 (6323), 371-374. 

47. Neuner, B.; Korobkin, D.; Fietz, C.; Carole, D.; Ferro, G.; Shvets, G., Midinfrared Index Sensing 

of pL-Scale Analytes Based on Surface Phonon Polaritons in Silicon Carbide. J. Phys. Chem. C. 2010, 

114 (16), 7489-7491. 

48. Osawa, M., Surface-enhanced infrared absorption. In Near-Field Optics and Surface Plasmon 

Polaritons, Springer Berlin 2001; Vol. 81, pp 163-187. 

49. Berte, R.; Gubbin, C. R.; Wheeler, V. D.; Giles, A. J.; Giannini, V.; Maier, S. A.; De Liberato, S.; 

Caldwell, J. D., Sub-nanometer thin oxide film sensing with localized surface phonon polaritons. ACS 

Photonics 2017, 5 (7), 2807-2815. 

50. Hoffman, T. B.; Clubine, B.; Zhang, Y.; Snow, K.; Edgar, J. H., Optimization of Ni-Cr Flux 

Growth for Hexagonal Boron Nitride Single Crystals J. Cryst. Growth 2014, 393, 114-118. 

51. McGahan, C.; Gamage, S.; Liang, J. R.; Cross, B.; Marvel, R. E.; Haglund, R. F.; Abate, Y., 

Geometric constraints on phase coexistence in vanadium dioxide single crystals Nanotechnology 2017, 

28, 085701. 

52. Keilmann, F.; Hillenbrand, R., Near-field microscopy by elastic light scattering from a tip. 

Philosophical Transactions of the Royal Society of London, Series A 2004, 362, 787-805. 

 

 



111 

 

5.9  Supporting Information 

 

5.9.a  Additional Example of HPhP Wavelength Modulation across Multiple Substrates 

Another exfoliated hBN flake draped over a VO2 single crystal, here on top of a Si 

substrate, is presented in Figure S1.  Again, we observe HPhPs of different wavelengths in hBN 

in three different environments: on Si substrate, suspended above the substrate, and on VO2.  As 

discussed in the main text, the dielectric properties of the surrounding environment modulate the 

HPhP propagation in hBN. 

 

 

 
Figure 5.S1: Substrate-dependent modulation of the polariton wavelength in an hBN flake draped over 

a Si substrate and VO2 crystal.  (a) and (b) HPhP amplitude near field images taken at 1540 cm-1 and 

1449 cm-1
, respectively.  Scale bar is 5 µm. 

 

 

5.9.b  SNOM Images and Polariton Dispersion on Silver and Silicon Substrates 

 

 

 
Figure 5.S2:  Dispersion relation of HPhP of hBN: (a) a 85 nm thick hBN flake on silver (b) and (c) 

HPhP amplitude near field images taken at 1550 cm-1 and 1449 cm-1.  (d) a 65 nm thick hBN flake on 

silicon (e) and (f) HPhP amplitude near field images taken at 1550 cm-1 and 1449 cm-1.  Experimental 

data points (extracted from monochromatic) are shown superimposed on analytical calculation.  Scale 

bar is 1 µm. 
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Figure 2 of the main text shows calculated and experimental dispersion relations for 

HPhPs in hBN suspended in air, on quartz, or on metallic or insulating VO2.  The corresponding 

data for the two other substrates discussed in the paper (silicon and silver) are shown in Figure 

S2.  Solid curves in the dispersion plots [Figure S2(a) and (d)] are calculated from the analytical 

formula Eq. 1; solid blue circles are experimental data points derived from s-SNOM images such 

as those presented in Figure.  S2 (b-c) and (e-f). 

 

5.9.c  Systematic Error in the Analytical Calculations 

As mentioned in the main text discussion regarding Figure 3, the analytical solution is 

based on the approximation that 𝑘 is much larger in hBN than in the surrounding environment 

(i.e.  substrate and air), so that 𝑘 can be neglected in those environments.  Numerical simulations, 

on the other hand, do not rely on such assumptions.  When the hBN is sufficiently thin (e.g.  20 

nm), the field is highly confined, 𝑘 is large, and the analytical and numerical solutions are 

identical (Figure S3, open red boxes and red line).  For thicker hBN (e.g.  100 nm), where 𝑘 is 

smaller at a given frequency, the analytical solution is less accurate: it yields a 𝑘 lower than the 

experimental value1 (grey star), whereas the numerical simulation agrees well (Figure S3, open 

grey boxes).   

 

 

 
Figure 5.S3:  The thickness-normalized wavevector 𝑘𝑑 versus substrate dielectric function, at 1438 

cm-1, for the l=0 mode on dielectric substrates [𝐼𝑚(𝜀𝑠) 𝑅𝑒(𝜀𝑠)⁄ = 0.01].  Red line is the analytical 

solution.  Red(grey) open boxes are numerical solutions for 20 nm (100 nm) hBN.  Grey star is an 

experimental datum from reference [1]. 

 

 

This error is more pronounced at low frequencies, where 𝑘 is small, but disappears as frequency 

increases and 𝑘 becomes arbitrarily large, even for thick hBN.  Figure S4 illustrates this behavior 

by plotting the thickness-normalized dispersion curves (l=0) for suspended and Si-supported 
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hBN.  For thin (20 nm) hBN, the analytical and numerical solutions agree at all frequencies; for 

thick (120 nm) hBN, they agree at high frequencies, but diverge as the frequency decreases, the 

analytical solution consistently yielding a too-small 𝑘 value.  Thus, the analytical approximation 

holds well as long as the hBN is thin, or the frequency is high. 

 

 

 
Figure 5.S4:  Comparison of numerical and analytical solutions as a function of frequency, for 

different hBN thicknesses, suspended (left) and on Si (right).  The thickness-normalized wavevector 𝑘𝑑 

is plotted to suppress the influence of hBN thickness.  Blue (red) triangles (circles) are numerical 

solutions at 20nm (120nm).  The analytical solutions (solid lines) diverge from the numerical solutions 

in thick flakes at low frequencies. 

 

 

5.9.d  The Dependence of FOM on Substrate Loss 

 

 

 
Figure 5.S5:  FOM of HPhPs in hBN on (a) dielectric (𝑅𝑒(𝜀𝑠) > 0) and (b) metallic (𝑅𝑒(𝜀𝑠) < 0)  

substrates with different loss tangents at 1438 cm-1, based on the analytical solution.  Mode is l=0 for 

dielectric substrate and l=1 for metallic substrate. 
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Figure S5 illustrates the dependence of FOM on the substrate loss tangent, considering 

the same values of the loss tangent as in the main text, Figure 2.  For loss-free dielectric 

substrates [Im(εs) = 0, 𝑅𝑒(εs) > 0], the FOM increases monotonically with 𝑅𝑒(εs).  For lossy 

dielectrics, on the other hand, the FOM decreases to a minimum and then increases, 

asymptotically approaching a limiting value at high 𝑅𝑒(εs).  For metallic substrates [𝑅𝑒(εs) <
0], the trend is similar to that for lossy dielectrics, except that in metallic substrates the low-

𝑅𝑒(εs) limiting value of FOM is higher than in dielectrics.  As a result, for epsilon-near-zero 

(ENZ) materials, the FOM of hBN is higher on metallic substrates (despite their greater loss), 

due to the larger 𝑘 (see main text Figure 4(a)). 

Generally, the FOM decreases as the loss tangent increases, though for high levels of 

loss, the FOM minimum shifts, so that for a given value of 𝑅𝑒(εs), it is possible for FOM to 

increase with loss tangent.  In summary, the relationship between εs and the HPhP FOM can be 

complex and non-intuitive, and these computations will help identify the ideal substrate for a 

given purpose. 

 

5.9.e  Standard Deviation Analysis of Dielectric Function 

In Figure 3 of the main text, x-axis error bars represent the standard deviation (STD) in εs 

of the substrates as reported in the literature, the error arising from inconsistencies across these 

reports.  The values of εs for silver2-7 and quartz8-9 in this frequency range have been reported 

several times with little deviation, as shown in Table S1.  The silicon substrate we used is diced 

from wafer-size silicon grown at foundry level, and should have negligible error. 

 

 
Table 5.S1:  Values and standard deviations for dielectric functions of different substrates at 1438 cm-

1, used in Figure 3 of the main text.  Dielectric functions are averaged from values drawn from 

literature, with standard deviations representing differences across reports. 

 Re(εs) 
STD of  

Re(εs) 
Im(εs) 

STD of 

 Im(εs) 

Loss 

Tangent 

STD of 

 Loss Tangent 

Silver2-7 -2580 58 590 104 0.228 0 

Quartz8-9   1.23 0.06 0.006 0.004 0.005 0.000020 

Rutile  

VO2 10 
13 15 91 17 7.1 2.5 

Monoclinic 

VO2 10 
6.67 0.43 0.33 0.16 0.05 0.00060 

 

 

However, for VO2, especially for rutile VO2, the dielectric functions from literature are 

inconsistent.  Reference 10 reported refractive index and extinction coefficient of four different 

VO2 films, grown by different methods and on Si and sapphire substrates.  As VO2 grown on 

sapphire is very different from that grown on Si, we use only the data sets for VO2 grown on Si 

wafer.  For monoclinic VO2, εs is 6.67 with an STD of 0.43, or merely 6%.  In rutile VO2, on the 

other hand, the variation in εs is so large we cannot be sure whether it is metallic [𝑅𝑒(𝜀𝑠) < 0] or 

dielectric [𝑅𝑒(𝜀𝑠) > 0]—at this frequency, rutile VO2 is either an extremely lossy metal or 
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extremely lossy dielectric.  However, this would have negligible influence on the HPhP 

dispersion, as mentioned in the main text. 

 

 

5.9.f  Substrate Dependence for Different Frequencies 

As mentioned in the discussion of Figure 3 in the main text, the normalized wavevector 

𝑘𝑑 and its change as a function of 𝑅𝑒(𝜀𝑠) is sensitive to the frequency of the polariton mode.  To 

show the influence of polariton mode frequency we plot the 𝑘𝑑 over [𝑅𝑒(𝜀𝑠)] for a range of 

frequencies (Figure S6).  Generally speaking, at higher frequencies the HPhP is more sensitive to 

the local dielectric environment, resulting in a larger change in the polariton wavelength.  This 

can be attributed to the change in the HPhP propagation angle within the hBN (main text Ref. 

5,15), which results in a stronger interaction with the surrounding dielectric environment. 

 

 

 
Figure 5.S6:  The relationship between 𝑘𝑑 and 𝑅𝑒(𝜀𝑠)at different frequencies for (a) dielectric 

substrates (l=0), and (b) metallic substrates (l=1). 

 

 

5.9.g  Analytical Analysis of HPhP vs SPhP Sensing on a Semi-Infinite Half Space 

For index-based surface sensing experiments, we wish to assess how much the frequency 

changes (𝜕𝜔) when exposed to a small change in the dielectric function of an analyte material on 

top of the hBN (𝜕𝜀𝑡).  We treat the analyte as semi-infinite, which allows us to use the dispersion 

relation of Eq (1).  The result will be inherently dependent on the substrate dielectric function 𝜀𝑠, 

as well as the incident frequency and the initial value of 𝜀𝑡.  To calculate 𝜕𝜔 𝜕𝜀𝑡⁄ , we write 

𝜕𝜔 𝜕𝜀𝑡 = (𝜕𝜔 𝜕𝑘⁄ ) ∙ (𝜕𝑘 𝜕𝜀𝑡)⁄⁄ , where the derivative (𝜕𝜔 𝜕𝑘⁄ ) represents the group velocity, 

and (𝜕𝑘 𝜕𝜀𝑡⁄ ) represents the change in wavector upon a change in the dielectric environment.  

For simplicity, we here assume that the substrate and analyte have little dispersion, so their 

dependence on frequency may be neglected. 

Results from this calculation are presented in Figure S7(a).  If the hBN is suspended 

(𝑅𝑒(𝜀𝑠) = 1), the change in frequency could be as high as 32 cm-1 per unit change in 𝜀𝑡.  If 𝜀𝑡 

starts as a higher value, this sensitivity is reduced.  Crucially, 𝜕𝜔 𝜕𝜀𝑡⁄  is always much higher for 

hBN suspended than on substrates like Si, by nearly an order of magnitude.  Furthermore, if the 

analyte surrounds hBN rather than lying on one side only, 𝜕𝜔 𝜕𝜀𝑡⁄  can be nearly doubled, as 
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shown in Figure S7 (b).  These calculations illustrate that hBN on a low-𝑅𝑒(𝜀𝑠) material is 

preferable for sensing purposes (as noted in the main text).  We note that the parameter 𝜕𝜔 𝜕𝜀𝑡⁄  

is invariant on the thickness of the hBN film, as discussed below. 

 

 

 
Figure 5.S7:  The sensitivity of HPhPs to surrounding dielectric environment for index sensing.  The 

rate of change of 𝜔 with respect to 𝑅𝑒(𝜀𝑡) is plotted over incident frequency for (a) suspended or Si-

supported hBN covered with analyte or (b) hBN surrounded by analyte. 

 

 

 

 

To compare this index sensing to prior work, particularly to that employing surface 

phonon polaritons (SPhP), we simulate an artificial ‘isotropic hBN’, with the same phonon 

energies along all crystal axes, and perform a similar analysis to that presented above.  With this 

assumption, we compare 𝜕𝜔 𝜕𝜀𝑡⁄  for both SPhP and HPhP systems used to sense a material with 
[𝑅𝑒(𝜀𝑠)]  close to 1 (Figure S8).  Surprisingly, the max 𝜕𝜔 𝜕𝜀𝑡⁄  of SPhP modes is almost 10 

times higher than that of HPhP modes, as shown in figure S8(a).  To understand this difference, 

we plot the two constituent derivatives 𝜕𝜔 𝜕𝑘⁄  and 𝜕𝑘 𝜕𝜀𝑡⁄ , for both SPhP [Figure S8(b)] and 

 
Figure 5.S8:  Comparison of sensing benchmark for SPhPs and HPhPs, assuming that the analyte 

material is semi-infinite with 𝑅𝑒(𝜀𝑠) = 1.  (a) 𝜕𝜔 𝜕𝜀𝑡⁄  for 20-nm thick hBN on air, and a hypothetical 

isotropic SPhP-supporting material; (b) 𝜕𝜔 𝜕𝑘⁄  and⁡𝜕𝑘 𝜕𝜀𝑡⁄  for hBN on air, 20-nm (solid line) or 100-

nm (broken line) flakes; (c) 𝜕𝜔 𝜕𝑘⁄  and 𝜕𝑘 𝜕𝜀𝑡⁄  for the SPhP material. 
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HPhP [Figure S8(c)] systems.  Examining 𝜕𝑘 𝜕𝜀𝑡⁄  (red curves), we find that 𝑘⁡is much more 

sensitive to 𝜀𝑡 in HPhPs than in SPhPs.  However, due to the highly dispersive nature of the 

HPhPs, and consequently low group velocity, of hyperbolic materials, 𝜕𝜔 𝜕𝑘⁄  (black curves) is 

much smaller.  Overall, 𝜕𝜔 𝜕𝜀𝑡⁄  is smaller in the HPhP material than in the SPhP material. 

Note, while we chose 20-nm thick hBN for comparison to the SPhP system, the result is 

valid for other hBN thickness.  For example, in 100-nm hBN [dashed lines in Figure S3(b)] 

𝜕𝜔 𝜕𝑘⁄  is 5 times larger (its dispersion is smaller, vg is higher); but 𝜕𝑘 𝜕𝜀𝑡⁄  would be 5 times 

smaller, since 𝑘𝑑 is fixed for a given surrounding environment and frequency.  Thus, the changes 

in 𝜕𝜔 𝜕𝑘⁄  and 𝜕𝑘 𝜕𝜀𝑡⁄  due to thickness variation would compensate for each other, leaving 

𝜕𝜔 𝜕𝜀𝑡⁄  unchanged. 

However, the above discussion assumes that the analyte is semi-infinite; for analyte films 

which are only a few atomic layers thick, the relatively low confinement of SPhPs away from the 

LO-phonon energy could lead to reduced sensitivity.  To account for the improved confinement 

of hyperbolic polaritons, we compute 𝜕𝜔 𝜕𝜀𝑡⁄  multiplied by the polariton wavevector (Figure 

S9).  Due to the significantly enhanced confinement of HPhPs, they show improved sensitivity 

close to the LO-phonon energy.  This is particularly pronounced for thin flakes of hBN, 

illustrating that a thin hyperbolic material may offer the best sensitivity for index-based sensing 

applications. 

 

 

 
Figure 5.S9:  Confinement-normalized sensitivity to dielectric environment.  SPhP modes (red line) 

are more sensitive at low frequencies, near the TO phonon, but HPhP modes (black lines) become more 

sensitive as the frequency increases, approaching that of the LO-phonon. 
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CHAPTER 6 

 

 

VANADIUM DIOXIDE METAMATERIAL FILMS FOR PASSIVE THERMAL CONTROL OF SPACECRAFT 

 

 

6.1  Introduction 

 

Controlling the temperature of designated spaces and of particular objects is a perennial 

challenge, generally addressed either by pumping heat into or out of the space/object, or by 

changing its ability to exchange heat with its surroundings.  Thermochromic films,1-2 which have 

optical properties that vary as a function of temperature, exemplify the latter strategy.  Requiring 

no energy input or control signal beyond the ambient temperature, and having low mass due to 

their micron or sub-micron dimensions, thermochromic thin films are ideal for passive thermal 

control in small spacecraft, where weight- and energy-budgets are critical.  In the near-vacuum 

environment of space, the primary mechanisms for energy exchange are absorption of sunlight 

and thermal emission of radiation; thus, the critical parameters for such a thermal control film are 

absorptance αsol, weighted by the solar spectrum, emittance ε relative to that of a blackbody, and 

switching temperature Tc.  Ideally, αsol will be minimized regardless of temperature, ε will be 

high in the hot state and low in the cold state, and Tc will be at or near the ideal operating 

temperature of the spacecraft.  The change in ε is often characterized by the difference Δε=εhot - 

εcold ; it is also helpful to define the “turndown ratio”, Ϙε=εhot/εcold  Figure 1 illustrates the solar 

spectrum, the blackbody spectra of interest, and the ideal device behavior. 

 

 

 
Figure 6.1:  The ideal thermochromic film (a) will have low emittance when cold and high emittance 

when hot in the blackbody spectral region, but will always have low emittance (high reflectivity) in the 

solar spectral region.  A common device structure (b) is a Fabry-Perot cavity, tuned with its resonance 

aligned to the blackbody peak, enabled to turn “on” and “off” by a phase change material as the top 

mirror. 
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Thermochromic films by definition derive their optical properties from a material with a 

thermally-driven phase transition.  Vanadium dioxide (VO2) is a popular choice, with an 

insulator-to-metal phase transition (IMT) occurring at Tc ≈ 68°C with a corresponding change in 

optical properties.  Among IMT materials, VO2 has the Tc closest to room temperature,3 but for 

many applications it is desirable lower it to room -temperature or below.  Tungsten doping can 

achieve this, but high doping levels can also cause loss of optical contrast. 

 

 

 

Figure 6.2:  Performance metrics Δε (a) and Ϙε (b) plotted vs Tc for various thermochromic films 

reported in the literature show the state-of-the-art for these devices.  The target behavior, high 

turndown ratio at low Tc, has yet to be demonstrated. 

  

 

A VO2 film alone, however, does not satisfy the desired thermochromic behavior.  In the 

metallic (high-temperature) phase, a VO2 film is more reflective (thus less emissive), opposite 
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the desired change.  Several studies have explored metamaterial devices consisting of thin film 

stacks and/or patterned surfaces in order to achieve and optimize the desired spectral behavior.  

The typical strategy (illustrated in Figure 1b) is to build a Fabry-Perot resonant cavity with a 

transparent spacer layer bounded by a highly-reflective mirror on the back side and VO2 film on 

the front.  The resonant cavity can effectively be turned “on” (“off”) to a highly emissive 

(reflective) states by switching to metallic (insulating) VO2.  Adjusting the thicknesses of the 

spacer and VO2 layers allows fine-tuning of the spectral response.  Figure 2 and Table S1 in the 

Supporting Information summarize some prominent results of VO2-based thermochromic films 

from the literature.4-10  Two studies have demonstrated a lowered Tc by using W-doped films,6, 10 

but at the cost of lower Δε and Ϙε as doping level increases (blue and orange curves).  It has also 

been shown9 that patterning the VO2 film into a switchable plasmonic metasurface can further 

tune the spectral response to improve Δε and Ϙε (green). 

 The goal of this present and ongoing work is to develop a flexible thermochromic thin 

film device employing micro-patterned, tungsten-doped VO2 to achieve both large Δε/Ϙε and 

low Tc. 

 

 

6.2  Experimental Methods 

 

Hafnia films were deposited by radio-frequency magnetron sputtering at 125 W from a 3 

in hafnia target under 1 mtorr Ar (49 sccm) and O2 (1 sccm).  Silver films on Ti adhesion layers 

were deposited by e-beam evaporation of Ag or Ti metal, respectively.  Undoped (VO2) and 

tungsten-doped (W:VO2) films were deposited via radio-frequency magnetron sputtering at ~280 

W from pure vanadium metal and tungsten-vanadium alloy (8:92 wt.%) 5.08-cm-diameter 

targets, under 6 mtorr Ar (20 sccm) and O2 (1 sccm).  After deposition, VO2 and W:VO2 films 

were annealed at 450°C under 250 mtorr O2 for 10 min. 

A photolithographic process was used to create the Fabry-Perot cavity using a bi-layer 

resist of positive photoresist S1805 on polymer LOR-1A.  The photomask (custom made by 

Photomask Portal) consisted of a 4-in-by-4-in square array of hexadecagons with 5-μm radius 

and 6-μm center-to-center spacing.  The resist was exposed in a Karl Suss MA6 mask aligner at a 

dose of 47-56 mJ/cm2 and developed in MF319 for 30-60 sec (see Supporting Information, 

section b, for a discussion of optimizing exposure and develop times).  Liftoff was effected by 

sonication in acetone for ~30 min (except where otherwise noted). 

Silicon substrates (P-type, B-doped, 0.1-1.0 Ωcm, (100) cut) were obtained from MTI 

Corporation  and W-foils (0.05mm thick, 99.95\%) from Alfa Aesar.  FTIR spectra were 

measured on a Bruker Tensor 27 with 4 cm-1 resolution and 128 scans per measurement, using an 

~100-nm thick Au film as a reference.  Except where otherwise noted, FTIR spectra were 

measured in reflection geometry with a 10° angle of incidence.  A custom-built heater stage was 

used to control the sample temperature; during any given measurement, the temperature varied 

less than ±2°.  Reflectance hysteresis was measured using a white-light tungsten-halogen lamp 

source and InGaAs photodiode detector. 

Turndown ratio (Ϙε) is calculated as the ratio of integrated hot-state emittance (εhot) to 

cold-state emittance (εcold).  For comparing device behavior at intermediate temperatures, we can 

consider Ϙε to be a function of temperature 

 

Ϙ𝜀(𝑇) =
𝜀(𝑇)

𝜀𝑐𝑜𝑙𝑑
     (Equation 1) 

https://www.photomaskportal.com/
https://www.mtixtl.com/Si-B-a-101D05C1.aspx
https://www.alfa.com/en/catalog/010417/
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Similarly for the difference Δε 

 

Δ𝜀(𝑇) = 𝜀(𝑇) − 𝜀𝑐𝑜𝑙𝑑         (Equation 2) 

 

FTIR measurements yield the spectral reflectance R(λ,T).  Assuming transmission and scattering 

are negligible, the spectral emittance is 

 

𝜀(𝜆, 𝑇) = 1 − 𝑅(𝜆, 𝑇)         (Equation 3) 

 

the total emittance is then calculated from the spectral emittance as 

 

𝜀(𝑇) = ⁡
∫ 𝜀(𝜆,𝑇)𝐵𝜆(𝜆,𝑇)
𝜆2
𝜆1

𝑑𝜆

∫ 𝐵𝜆(𝜆,𝑇)
𝜆2
𝜆1

𝑑𝜆
=

∫ 𝜀(𝜈,𝑇)𝐵𝜈(𝜈,𝑇)
𝜈2
𝜈1

𝑑𝜈

∫ 𝐵𝜈(𝜈,𝑇)
𝜈2
𝜈1

𝑑𝜈
   (Equation 4) 

 

where 

 

𝐵𝜆(𝜆, 𝑇) =
2ℎ𝑐2

𝜆5

1

𝑒ℎ𝑐/(𝜆𝑘𝐵𝑇)−1
 and 𝐵𝜈(𝜈, 𝑇) = 2ℎ𝑐2𝜈3 1

𝑒ℎ𝑐𝜈/(𝑘𝐵𝑇)−1
  (Equation 5) 

 

are the wavelength- and wavenumber-parametrized blackbody spectral radiance densities, 

respectively.  For practical purposes, it is only necessary to integrate over the spectral region 

where B is appreciably non-zero.  This range depends on temperature, but is approximately 3-

35 μm for the temperatures of interest here.  For the purposes of this study, we integrate from 1.3 

to 27 μm (368 to 7497 cm-1), the full spectral range of our FTIR spectrometer. 

Expected behavior of our unpatterned devices was calculated using the Fresnel 

reflection/transmission coefficients and the multi-beam interference formula discussed in the 

Appendix, Section A.1.  Optical constants for Ag, HfO2, and W-doped VO2 were taken from 

literature.11-13  To account for the possibility that the VO2 films had air gaps, defects, and surface 

roughness, an additional Bruggeman effective medium approximation (EMA) was applied to mix 

the VO2 optical constants with those of vacuum with some fill fraction: 

 

𝑓𝑖𝑙𝑙 =
𝑣𝑜𝑙𝑢𝑚𝑒⁡𝑉𝑂2

𝑣𝑜𝑙𝑢𝑚𝑒⁡𝑉𝑂2+𝑣𝑜𝑙𝑢𝑚𝑒⁡𝑎𝑖𝑟⁡𝑔𝑎𝑝𝑠
    (Equation 6) 

 

 

6.3  Results and Discussion 

 

6.3.a  Simple Fabry-Perot Device: Calculations 

Our device (illustrated in Figure 1b) consists of a VO2 film, an HfO2 film, and a Ag 

backplane.  It is instructive to consider first the HfO2-on-Ag without VO2.  In a first-order 

approximation, best performance will be achieved when the first-order Fabry-Perot resonance of 

the cavity overlaps the peak of the blackbody spectrum (~8-11 μm at 0-100°C).  This resonance 

corresponds to destructive interference between light reflected from the HfO2 surface and from 

the HfO2-Ag interface.  Assuming normal incidence, a π phase shift at the air-HfO2 and HfO2-Ag 

interfaces, and no reflection phase shift at the HfO2-air interface, resonant modes should be 

expected when 
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2𝑛𝐻𝑓𝑂2
𝑑𝐻𝑓𝑂2

=
(2𝑚−1)

2
𝜆    (Equation 7) 

 

where 𝑑𝐻𝑓𝑂2
 is the thickness of the HfO2 layer, 𝑛𝐻𝑓𝑂2

 is the index of refraction of HfO2, and m is 

a positive integer.   

Figure 3 shows calculated reflectance spectra for HfO2 films of varying thicknesses on 

Ag.  Two distinct sets of spectral features are observed—those arising due to the HfO2 

absorption band (orange box, grey curve is HfO2 extinction coefficient 𝑘𝐻𝑓𝑂2
) and those arising 

due to Fabry-Perot resonances (green box).  As expected, the resonances shift to longer 

wavelengths and the absorption features become stronger as the film thickness increases.  The 

reflection minima corresponding to the first-order Fabry-Perot modes for each structure are 

marked with solid lines, and the predictions from Eq. 7 with dashed lines (Figure 3b).  The slight 

differences between these can be attributed to the fact that the reflection phase shift is not exactly 

0 or π for materials with nonzero absorption coefficients. 

 

 

 
Figure 6.3:  Evaluating different-thickness films of HfO2 on Ag (without VO2) helps identify two 

different types of spectra features (a): those arising from HfO2 absorption (orange box) and those 

arising from Fabry-Perot resonances (green box).  The Fabry-Perot features (b) vary strongly with 

HfO2 thickness, as expected.  The first-order modes for each thickness are marked with solid lines and 

the predictions from Eq. 7 with dashed lines.   

 

 

Adding a thin layer of VO2 to the structure provides a “top mirror” for the Fabry-Perot 

structure and deepens the resonances (Figure 4).  For these calculations, we use the optical 

constants for 8 wt.% W-doped VO2, to correspond to the devices shown below.  Switching the 

VO2 from insulating (blue) to metallic (red) phase further deepens the resonance, and also shifts 

it slightly to longer wavelengths (black vertical lines mark the predictions obtained from Eq. 7).  

Figure 4 illustrates how varying different structure parameters affects the device spectrum.  

Increasing VO2 film thickness (a) or fill fraction (b) has a similar effect, deepening the Fabry-

Perot resonances and shifting them to higher wavelengths.  Increasing HfO2 thickness, on the 

other hand, does not significantly affect the resonance depth, has an even stronger effect on 

resonance position, and decreases the overall reflectance beyond ~15 μm due to HfO2 absorption. 
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Figure 6.4:  Varying device structure affects performance.  VO2 film thickness (a) and fill fraction (b) 

both have similar effects; increasing either deepens the Fabry-Perot resonance (in cold or hot state) and 

slightly shifts it to longer wavelengths, and increases contrast in the >20-micron spectral region.  

Increasing hafnia thickness (c) on the other hand, strongly shifts the Fabry-Perot resonance and 

decreases reflectance in the >20-micron spectral region (due to absorptive losses).  Black vertical lines 

indicate the resonance positions predicted by Eq. 7. 

 

 

 
Figure 6.5:  Both the cold-state and hot-state emissivity increase with increasing VO2 or HfO2 

thickness.  Notably, Δε and Ϙε are maximized for different device parameters. 
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To optimize device performance, we examine how εhot, εcold, Δε, and Ϙε with these device 

structure parameters.  Figure 5 shows how each metric depends on thickness of the VO2 and 

HfO2 films (assuming 100% fill fraction).  Both εhot and εcold increase monotonically with 

increasing film thickness.  Note that the two measures of performance, Δε and Ϙε, are optimized 

in different regions of parameter space, with Ϙε peaking where both εhot and εcold are small.  

However, maxima for both occur for ~25-35 nm VO2 films, which presumably provide a balance 

of high reflectivity and low absorption. 

Figure 6 shows similar plots, with VO2 thickness replaced with VO2 fill fraction (with a 

50-nm-thick VO2 film).  For fill fractions above ~50%, the behavior is very similar to that with 

respect to thickness, but at ~40% and below, device performance degrades rapidly, becoming 

almost indistinguishable from a device with no VO2 at all.  It is also interesting to note that Δε 

and Ϙε are optimized at fill fractions slightly less than 100%, presumably because they 

approximate the slightly thinner films that optimize those metrics. 

 

 

 
Figure 6.6:  For fill fractions above ~50%, varying VO2 fill fraction has the same effect as varying 

VO2 film thickness; however, below ~40%, devices cease to function entirely. 
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6.3.b  Simple Fabry-Perot Device: Experiment 

Figure 7 compares calculated (dashed lines) and experimental (solid lines) reflection 

spectra for a set of actual devices.  The device structures and performance metrics are listed in 

Table 1.  These use W-doped VO2 films, patterned and un-patterned (samples a and g 

respectively).  Supporting Information, section d, compares behavior of samples using doped and 

un-doped VO2.  They behave very similarly, though with slightly different hot/cold contrast, 

leading to slightly different values of the metrics. 

 

 

 
Figure 6.7:  An actual HfO2 film (a) compares well with the calculations, though the hafnia absorption 

feature at ~20 μm is stronger, and additional features appear around 13-17 μm, possibly due to non-

normal (~10°) incidence of experimental data.  The device with a VO2 film (b) has the expected 

switching behavior.  The spectrum is modeled well by assuming ~75% VO2 fill fraction, due to surface 

roughness.  The device with microdisks (c) has better contrast than predicted, due to the plasmonic 

response.  Right-side panels are zoomed in on the first-order Fabry-Perot resonance (green box). 

 

 

A control device with no VO2 (Fig. 7a) agrees well with the calculation (black dashed 

curve), with a few additional features.  The HfO2 absorbance at ~20 μm is stronger and sharper 

in the actual sample, probably due to a slight difference in HfO2 optical constants for our film 

relative to the those used in our calculations.  There is also a broad feature around 13-17 μm 

(which may arise due to non-normal incidence of the experimental measurement, see further 

discussion in the Supporting Information, section e), and smaller features overlaid on the first-

order Fabry-Perot resonance (Fig. 7a, right panel).     
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The full device (Fig. 7b) exhibits the expected behavior, except that the Fabry-Perot 

resonances are shallower than would be expected for a fully dense VO2 film.  The reflectance 

spectrum is fit excellently by assuming a 75% fill fraction (Fig. 7b, broken curves).  This is much 

lower than the expected film density (see RBS measurements in Supporting Information, section 

f), and arises because the peak-to-valley roughness of the hafnia layer is on the order of the VO2 

film thickness (see discussion in Supporting Information, section g). 

 

 
Table 6.1: Performance of VO2-based thermochromic films from this study. 

ID Structure αsol εhot εcold Ϙε Δε Tc (°C) 

q 58nm W:VO2 / 950nm HfO2 / 97nm Au 

2.0at% W, 10° incidence, 1.3-27 μm, 17 to 54°C 

- 0.706 

 

0.306 2.3 0.40 

 

11 

c 58nm W:VO2 / 950nm HfO2 / 97nm Au 

2.0at% W, 10° incidence, 1.3-27 μm, 7 to 66°C 

patterned VO2 (~4.7 μm disks, 1μm spacing) 

- 0.508 0.127 4.0 0.38 15 

 

 

6.3.c  Patterned Fabry-Perot Devices 

Finally, we consider a device with lithographically-patterned VO2 microdisks.  Figure 8 

shows a schematic of the complete device unit cell (a) and an atomic force microscope (AFM) 

image of the patterned disks (b).  Analysis of the AFM image using ImageJ software shows that 

the average disk diameter is 4.7 μm (slightly less than intended) for a total surface coverage of 

48%.  This pattern was designed to decrease the cold-state emittance by decreasing the amount 

of VO2 present, while producing hot-state plasmonic resonances (active only in the metallic 

phase) which should add resonant absorption in the spectral vicinity of the first-order Fabry-

Perot peak, thus increasing hot-state emittance.  Our collaborators at Triton Systems are carrying 

out EM-wave simulations to characterize the expected plasmonic behavior. 

Figure 7c shows the response of our patterned device, which has strong hot-vs-cold 

contrast in the spectral region of interest.  Given an effective film density of ~75% (obtained by 

manually fitting the response for an un-patterned device, above) and a surface coverage of ~50%, 

we estimate an effective fill fraction of ~0.75*0.50=0.38.  The calculated spectrum (dotted line 

in Figure 7c) matches well in the cold state, but has too high a reflectance in the hot state.  In 

order to get a good fit to the hot-state spectrum, the fill fraction must be increased to 0.5, which 

results in the cold-state reflectance being too low.  The calculations presented here (based simply 

on Fresnel reflection coefficients) cannot accurately account for patterned structures on the order 

of the wavelength; the cold-state reflectance is fit well by the model and the expected fill 

fraction, but the hot-state plasmonic resonances increase the contrast beyond what the 

calculations can predict.  This suggests that the patterning has the intended effect, which can 

only be confirmed by comparison to full EM-simulations. 

Performance metrics for these patterned and un-patterned devices are compared to similar 

devices from the literature in Figure 2.  Our present devices are comparable to other devices with 

a similar transition temperature, and our patterned device has a Ϙε exceeding the others.  For the 

present device structure, the patterning increases Ϙε, but slightly decreases Δε.  By further tuning 

the structure (HfO2 thickness, VO2 thickness, and disk diameter) according to the calculations in Figures 5 

and 6, it should be possible to increase Ϙε and Δε still further. 

 

 



128 

 

 

Figure 6.8:  The patterned device consists of the same thin-film stack described above, but with the 

VO2 film patterned into a square array of disks with a 5-μm diameter and 6-μm center-to-center 

spacing (a).  Atomic force microscopy (b) shows that the actual disks are slightly smaller (4.7-μm 

diameter) than intended. 

  

 

6.4  Conclusions 

 

VO2-based thermochromic films are a promising solution for passive thermal control in 

various systems with stringent weight and power limits, such as unmanned spacecraft.  A 

switchable Fabry-Perot cavity design has been demonstrated by several groups, but has yet to 

achieve the required performance levels to be truly viable.  It has also been shown that W-doping 

can decrease Tc (though at the cost of Δε and Ϙε); and that patterning plasmonic structures can 

increase Δε and Ϙε.  By combining W-doping and patterning, and carefully tuning structural 

parameters, we should be able to improve upon the performance of devices produced heretofore 

and bring this technology one step closer to deployment.  Our current devices are already 

competitive with others reported in literature, and our calculations show how we can fine-tune 

our structure to further increase performance.  Finally, we note that the loss of contrast intrinsic 

to W-doped VO2 films might be overcome by using encapsulated VO2 nanoparticles, shown to 

retain large contrast with high doping levels.14 

 

 

6.5  Acknowledgements 

 

FTIR reflectance, ellipsometry, profilometry, optical microscopy, photolithography, and 

sputtering were conducted at the Vanderbilt Institute of Nanoscale Science and Engineering 

(VINSE).  HfO2 sputter recipe used in this study was developed by Dr.  Bill Martinez at VINSE.  

Metasurface pattern design and HfO2 deposition for previous devices (Supporting Information, 

section h) was done by Dr. Justin Abell and Dr. Lawrence Domash at Triton Systems.  RBS 

measurements were performed at the Rutgers University Laboratory for Surface Modification 

Ion Scattering Facility by Hussein Hijazi and Leila Kasaei.  FTIR transmission measurements 



129 

 

were carried out in the Nanophotonic Materials and Devices Lab of Dr.  Josh Caldwell with 

assistance from Ryan Nolan and Joseph Matson.  The work of SMB and JMQ was supported by 

the Research Experiences for Undergraduates program of the National Science Foundation 

(Grant No.  PHY-1852158).  This material is based upon work supported by the National 

Aeronautics and Space Administration under Contract Number 80NSSC19C0207.  Any 

opinions, findings, and conclusions or recommendations expressed in this material are those of 

the author(s) and do not necessarily reflect the views of the National Aeronautics and Space 

Administration. 

 

 

6.6  References 

 
1. Lang, F. P.; Wang, H.; Zhang, S. J.; Liu, J. B.; Yan, H., Review on Variable Emissivity Materials 

and Devices Based on Smart Chromism. Int. J. Thermophys. 2018, 39 (1), 20. 

2. Ulpiani, G.; Ranzi, G.; Shah, K. W.; Feng, J.; Santamouris, M., On the energy modulation of 

daytime radiative coolers: A review on infrared emissivity dynamic switch against overcooling. Sol. 

Energy 2020, 209, 278-301. 

3. Yang, Z.; Ko, C. Y.; Ramanathan, S., Oxide Electronics Utilizing Ultrafast Metal-Insulator 

Transitions. In Annual Review of Materials Research, Vol 41, Clarke, D. R.; Fratzl, P., Eds. Annual 

Reviews: Palo Alto, 2011; Vol. 41, pp 337-367. 

4. Beaini, R.; Baloukas, B.; Loquai, S.; Klemberg-Sapieha, J. E.; Martinu, L., Thermochromic VO2-

based smart radiator devices with ultralow refractive index cavities for increased performance. Sol. 

Energy Mater. Sol. Cells 2020, 205, 7. 

5. Hendaoui, A.; Emond, N.; Chaker, M.; Haddad, E., Highly tunable-emittance radiator based on 

semiconductor-metal transition of VO2 thin films. Appl. Phys. Lett. 2013, 102 (6), 4. 

6. Hendaoui, A.; Émond, N.; Dorval, S.; Chaker, M.; Haddad, E., VO2-based smart coatings with 

improved emittance-switching properties for an energy-efficient near room-temperature thermal control 

of spacecrafts. Sol. Energy Mater. Sol. Cells 2013, 117, 494-498. 

7. Kim, H.; Cheung, K.; Auyeung, R. C. Y.; Wilson, D. E.; Charipar, K. M.; Pique, A.; Charipar, N. 

A., VO2-based switchable radiator for spacecraft thermal control. Sci Rep 2019, 9, 8. 

8. Numan, N.; Mabakachaba, B.; Simo, A.; Nuru, Z.; Maaza, M., VO2-based active tunable 

emittance thermochromic flexible coatings. J. Opt. Soc. Am. A-Opt. Image Sci. Vis. 2020, 37 (11), C45-

C49. 

9. Sun, K.; Riedel, C. A.; Urbani, A.; Simeoni, M.; Mengali, S.; Zalkovskij, M.; Bilenberg, B.; de 

Groot, C. H.; Muskens, O. L., VO2 Thermochromic Metamaterial-Based Smart Optical Solar Reflector. 

ACS Photonics 2018, 5 (6), 2280-2286. 

10. Wang, X.; Cao, Y. Z.; Zhang, Y. Z.; Yan, L.; Li, Y., Fabrication of VO2-based multilayer 

structure with variable emittance. Appl. Surf. Sci. 2015, 344, 230-235. 

11. Bright, T. J.; Watjen, J. I.; Zhang, Z. M.; Muratore, C.; Voevodin, A. A., Optical properties of 

HfO2 thin films deposited by magnetron sputtering: From the visible to the far-infrared. Thin Solid Films 

2012, 520 (22), 6793-6802. 

12. Marvel, R. E.; Earl, S. K.; White, S. T.; Tiwald, T. E.; Wang, B.; Roberts, A.; Haglund, R. F., 

Optical Constants for Pure and Tungsten-Doped Vanadium Dioxide from 0.5-40μm. TBD In 

preparation. 

13. Rakić, A. D.; Djurišić, A. B.; Elazar, J. M.; Majewski, M. L., Optical properties of metallic films 

for vertical-cavity optoelectronic devices. Applied Optics 1998, 37 (22), 5271-5283. 

14. Lopez, R.; Haynes, T. E.; Boatner, L. A.; Feldman, L. C.; Haglund, R. F., Temperature-controlled 

surface plasmon resonance in VO2 nanorods. Opt. Lett. 2002, 27 (15), 1327-1329. 

 



130 

 

6.7  Supporting Information 

 

6.7.a  Device Performance Drawn from Literature 

The performance metrics for several similar devices reported in the literature are 

summarized in Table S1.  The values Δε and Ϙε reported here are plotted in Figure 2, to 

contextualize our results with the state of the art. 

 

 
Table 6.S1: Performance of selected VO2-based thermochromic films taken from the literature.  All 

emissivity measurements at near-normal unless otherwise noted. 

Ref. Structure αsol εhot εcold Ϙε Δε Tc 

(°C) 
1 30nm VO2 / 850nm SiO2 / 350nm Au 

2.5-25 μm, 25 to 100°C 

- 0.71 0.22 3.2 0.49 66.5 

2 30nm VO2 / 1340nm SiO2 / 350nm Al 

2.5-25 μm, 25 to 100°C 

- 0.80 0.32 2.5 0.48 68 

30nm W:VO2 (1.0at% W) / 1340nm SiO2 / 350nm Al 

2.5-25 μm, 5 to 100°C 

- 0.80 0.34 2.4 0.46 47 

30nm W:VO2 (2.1at% W) / 1340nm SiO2 / 350nm Al 

2.5-25 μm, -5 to 100°C 

- 0.81 0.38 2.1 0.43 32 

30nm W:VO2 (2.9at% W) / 1340nm SiO2 / 350nm Al 

2.5-25 μm, -10 to 100°C 

- 0.81 0.45 1.8 0.36 19 

3 50nm VO2 / 800nm HfO2 / 200nm Ag 

2.5-25 μm, 30 to 80°C 

- 0.68 0.13 5.2 0.55 58 

50nm W:VO2 (1at% W) / 800nm HfO2 / 200nm Ag 

2.5-25 μm, 15 to 65°C 

- 0.68 0.15 4.5 0.53 41 

50nm W:VO2 (2.2at% W) / 800nm HfO2 / 200nm Ag 

2.5-25 μm, -25 to 40°C 

- 0.69 0.25 2.8 0.44 22 

50nm W:VO2 (3at% W) / 800nm HfO2 / 200nm Ag 

2.5-25 μm, -25 to 35°C 

- 0.68 0.34 2.0 0.34 5 

4 6nm Al2O3 / 50nm VO2 / 1200nm SiO2 / 80nm Al / 

50nm Al2O3 

patterned VO2 (2.8μm squares, 0.5μm spacing) 

2.5-25μm, 25 to 80°C 

0.44 

to 

0.52 

0.79 0.26 3.0 0.53 54 

6nm Al2O3 / 50nm VO2 / 1200nm SiO2 / 80nm Al / 

50nm Al2O3 

no patterning 

2.5-25μm, 25 to 80°C 

0.45 

to 

0.57 

0.74 0.31 2.4 0.43 - 

5 bulk Si / 40nm VO2 / 1500nm BaF2 / 200nm Au 

near-normal, 2.5-25μm, 27 to 100°C 

- 0.63 0.15 4.3 0.48 64 

bulk Si / 60nm VO2 / 1500nm BaF2 / 200nm Au 

hemispherical, 2.5-25μm, 27 to 100°C 

- 0.51 0.16 3.2 0.35 64 

6 40nm VO2 / 31nm Si3N4 / 1240nm CaF2 / Au 

10° incidence, 3-25μm, 25 to 100°C 

0.38 0.78

2 

0.13

9 

5.6 0.643 - 

7 448nm amorphous hydrogenated Si / 101nm SiO2 / 

263nm VO2 / Al 

5-25μm, 25 to 97°C 

- 0.57 0.18 3.2 0.39 67 
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6.7.b  Optimizing Photolithography Processing Parameters 

In order to achieve the desired pattern, a dose test was performed to optimize 

photolithography processing parameters.  This dose test was performed on the S1805 resist alone 

(without the LOR-1A underlayer), but since S1805 is the photo-sensitive layer, these results 

correspond closely to the bi-layer case.  Figure S1 shows the patterned resist (before VO2 

deposition) for different exposure times and develop times.  At low exposure and dose (upper 

left), the pattern is severely underdeveloped, with the disks too small (white circle shows desired 

disk size) and square in shape.  At high exposure and develop times (lower right), the resist is 

severely over-developed; the disks have “bled” into one another, leaving small “plus-shaped” 

patches of resist behind.  We achieve the best results with a 56.6 mJ/cm2 exposure dose and a 90 

second develop time.  The exposure time has a much stronger effect on pattern than develop 

time.  In adjusting the process parameters, it is useful to consider exposure time as a coarse 

adjustment and develop time as a fine adjustment. 

 

 

 

Figure 6.S1:  Photolithographic patterns in resist films are sensitive to the exposure and develop time, 

which must be tuned to achieve the desired pattern.  Disk size is greatly sensitive to exposure time, and 

only slightly sensitive to develop time. 

 

 

6.7.c  Device Aging 

VO2 has a tendency to degrade over time when exposed to oxygen and moisture,8-9 thus it 

is important to characterize the stability of our devices over time.  Figure S2 compares FTIR 
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spectra for older devices, collected four years apart.  These devices consist of 53-nm-thick W-

VO2 (7 wt.% W) on 1000 nm HfO2 (prepared by Triton Systems) on a 10:90 Al:Ag alloy 

backplane.  Samples were annealed in the sputter chamber at ~380°C for ~50 min under 100 

mtorr O2.  Initial measurements were performed in June 2017, less than a month after 

fabrication; measurements were repeated November 2021, over four years later.  Two pieces 

were cut from the same wafer, one (S14-1) was stored under ambient conditions, the other (S14-

3) in a vacuum desiccator (pumped down to below ~100 mtorr, filled with Ar to a few torr).  The 

desiccator is known to leak (over the course of several months, its pressure will rise above 200 

torr) and was re-evacuated periodically over the four-year period, but a thorough record of its 

pressure over that period was not maintained.  Nevertheless, there is a clear difference in device 

behavior: the sample stored at ambient (Fig. S2a) showed no switching, while that stored at low 

pressure (Fig. S2b) still switched well, albeit with decreased contrast.  This shows that our 

devices are subject to degradation in ambient environment, but can survive in excess of four 

years when stored under low vacuum.  Device longevity is expected to be further improved by 

capping with HfO2 to protect the VO2. 

 

 

 
Figure 6.S2:  Device performance completely degrades over a period of four years when exposed to 

ambient conditions (a), but is well preserved by storage in low vacuum (b). 

 

 

6.7.d  Undoped Devices and Effect of HfO2 Capping Layer 

Figure S3 compares FTIR spectra for doped and un-doped, patterned and un-patterned 

devices before and after deposition of a 30-nm-thick HfO2 capping layer.  Comparing the doped 

and un-doped samples (a vs. e, and g vs. h), there is very little spectral difference, only slight 

changes in contrast, and thus in turndown ratio.  For the un-patterned films, the un-doped has 

better contrast, due to the expected loss of contrast with increased W-doping.  In the patterned 

devices, on the other hand, the un-doped sample has almost no change between the hot and cold 

states, probably due to unusually poor film/pattern quality in that specific device.  Its turndown 

ratio is less than 1, not because it has reversed contrast, but due to the shift of the blackbody 

spectrum (the weighting function in the calculation of ε) as a function of temperature. 

Capping with HfO2 has no effect within experimental uncertainties (see Supporting 

Information, section i for data on FTIR measurement uncertainty).  The performance metrics of 

these devices are summarized in Table S3. 
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Figure 6.S3:  Doped and un-doped samples have similar spectral features, but slightly different Ϙε.  

Capping with HfO2 has virtually no effect. 

 

 

6.7.e  Angular Dependence of Spectral Behavior 

Since an actual device in operation will emit thermal radiation in all directions, it is 

important to account for the variation in device emittance as a function of angle (measured 

relative to the surface normal).  Figure S5 shows FTIR reflectance spectra for devices without 

(left panel) and with (right panel) a VO2 layer, collected at different angles of incidence (10°, 

45°, and 80°).  The HfO2 absorption features (at ~17, 20 and 25 μm) do not change appreciably 

with incident angle.  On the other hand, the Fabry-Perot resonances (marked with vertical green 

lines) vary in shape and depth as the incident angle is changed, with the best contrast observed at 

45°.  Also, the unidentified spectral feature around 13-17 μm changes in shape and depth with 

incident angle.  Since it does not appear in at all in our calculations (which assume normal 

incidence) they may represent an additional resonant mode  arising at non-normal incidence.  It 
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is unlikely that they are attributable to HfO2 absorption, as the other HfO2 absorption features do 

not exhibit the same angle-dependence. 

 

 

 
Figure 6.S4:  Varying the incidence angle has little effect on the spectrum except at the Fabry-Perot 

resonances (green lines) and the unidentified feature around 13-17 μm (yellow box).  A low angle of 

incidence should best correspond to the calculations, which assume normal incidence. 

  

 

6.7.f  Rutherford Back-Scattering Measurements 

To determine the stoichiometry of un-doped and W-doped VO2 thin films and 

microdisks, a set of VO2-on-Si samples (no HfO2 or Ag) were prepared for Rutherford 

backscattering (RBS) analysis.  Patterning and sputter deposition for these films was the same as 

for those in the main text, except that liftoff required only ~3 min sonication (rather than 30 

min).  Measurements were performed using a 2 MeV He++ beam, with a 2mm beam spot size 

and an 18 keV energy resolution.  Description of the samples and summary of RBS results are 

given in Table S3.  Four separate conclusions can be drawn from these data. 

First, the W:V ratio measured by RBS is slightly less than that in the sputtering target, 

and this difference is more pronounced as doping level increases (~6% decrease and ~15% 

decrease, respectively).  This is likely due to different sputter rates for the W- and V-atoms in the 

target. 
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Table 6.S2:  RBS measurements on VO2 films and microdisks on Si 

Sample ID  Sample Prep.  RBS Results 

Batch Sample  Pattern? Anneal? 
at% W 

(target) 

Pattern 

Coverage % 
Thickness (nm)  Formula Fill % 

           

RBS 3 a  N Y 0.00 100 20 ± 2  V1.00 W0.000 O2.04 110 ± 6 
 b  N Y 0.00 100 22 ± 1  V1.00 W0.000 O2.04 110 ± 6 
 c  Y Y 0.00 42 ± 3 22.3 ± 0.4  V1.00 W0.000 O2.03 46 ± 3 
 d  Y Y 0.00 46 ± 4   V1.00 W0.000 O2.06 50 ± 3 
           

RBS 3 e  N Y 1.44 100 32 ± 4  V0.986 W0.014 O2.00 94 ± 12 
 f  N Y 1.44 100 44 ± 1  V0.986 W0.014 O2.00 94 ± 12 
 g  Y Y 1.44 45 ± 9   V0.987 W0.013 O2.00 42 ± 6 
 h  Y Y 1.44 45 ± 9 31.2 ± 0.2  V0.987 W0.013 O2.00 42 ± 6 
           

RBS 3 i  N Y 2.35 100   V0.981 W0.019 O2.00 85 ± 11 

 j  N Y 2.35 100 21 ± 4  V0.980 W0.020 O2.00 85 ± 11 

 k  Y Y 2.35 55 ± 10   V0.980 W0.020 O2.01 46 ± 7 
 l  Y Y 2.35 50 ± 10 26.5 ± 0.4  V0.980 W0.020 O1.99 42 ± 6 
           

RBS 4 a  N N 0.00 100 28 ± 1  V1.00 W0.000 O2.03 71 ± 4 
           

RBS 4 b  N N 1.44 100 37 ± 2  V0.986 W0.014 O2.00 84 ± 5 
           

RBS 4 c  N N 2.35 100 24.3 ± 0.8  V0.981 W0.019 O1.98 82 ± 5 

  

 

Second, within experimental uncertainty, there is no stoichiometric difference between 

patterned and un-patterned samples. 

Third, and somewhat surprisingly, there is no stoichiometric difference between annealed 

and un-annealed samples.  It is generally thought that the annealing process adjusts both 

crystallinity and oxygen-content of VO2 samples, but for this set of samples we observe no 

difference (within about ±0.09 uncertainty). 

Fourth, film fill% does increase upon annealing, at least for undoped films.  This occurs 

as grain size increases, crystallinity improves, and film defects are annealed out of the sample.  

In undoped films, the change in fill% with annealing is small, probably due to W-doped films 

requiring higher temperatures to become mobile (as discussed further in Chapter 3).  It is also 

noteworthy that the measured fill% decreases with increasing W-concentration, which may be 

partially responsible for the typical loss of contrast at higher W-concentrations. 

Finally, we note that the fill% values measured here are considerably higher than those 

needed to produce calculated responses in agreement with experimental results in the main text 

(Figure 7).  However, the VO2 films for RBS measurements were deposited on polished Si 

wafers rather than on hafnia films.  The roughness of the hafnia films (discussed below) is 

responsible for the low apparent fill% in the full devices. 
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6.7.g  Hafnia Roughness and VO2 Thickness 

A previous set of devices with 30-nm-thick VO2 had much poorer performance, explicable by a 

very low VO2 fill fraction.  This set of devices was capped with an additional 30-nm-thick layer 

of HfO2 to protect the VO2 from oxidation (see Supporting Information, section c for a 

discussion of VO2 aging in atmosphere).  This capping layer has a negligible effect on device 

performance (Supporting Information, section d).  The device structures and performances are 

summarized in Table S5. 

The full device (Fig. S5b) exhibits the expected behavior, except that the depth of the 

Fabry-Perot resonances and the contrast between the hot and cold states are much smaller than 

expected (compare to Figure 4a-b, solid curves).  This can be accounted for by reducing the fill 

fraction to ~45% (Fig. S5b, broken curves).  However, this is much lower than the expected film 

density (see RBS measurements in Supporting Information, section f). 

 

 

 
Figure 6.S5:  An actual HfO2 film (a) compares well with the calculations, though the hafnia 

absorption feature at ~20 μm is stronger, and additional features appear around 13-17 μm, possibly due 

to non-normal (~10°) incidence of experimental data.  The device with a VO2 film (b) has the expected 

switching behavior, but with much less contrast than expected for fully dense VO2.  The spectrum is 

modeled well by assuming ~45% VO2 fill fraction.  The device with VO2 microdisks (c) has almost no 

contrast.  Right-side panels are zoomed in on the first-order Fabry-Perot resonance (green box). 

 

 

A similar problem is observed for the patterned devices.  For these samples, microscope 

images show that the average disk diameter is 5.0 μm.  Figure S5c shows the response of the 

patterned device.  Switching behavior is observed, showing the presence of functioning VO2, but 

the contrast is extremely low (from Table 1, Δε =0.01 and Ϙε = 1.0) and the spectrum is almost 
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identical to that of a sample with no VO2 (Fig. S5a).  Although the calculations presented here 

(based simply on Fresnel reflection coefficients) cannot accurately account for patterned 

structures on the order of the wavelength, it is remarkable that using this simple formalism—

assuming a 45% dense VO2 film and ~55% areal coverage (corresponding to the ~55% coverage 

of our intended pattern) to give a fill fraction of 0.45*0.55=0.25—yields an extremely close 

match to the observed spectrum 

 

 
Table 6.S3: Performance of thermochromic films with 30-nm-thick VO2. 

ID Structure αsol εhot εcold Ϙε Δε Tc 

(°C) 

a 30nm HfO2 / 31nm W:VO2 / 950nm HfO2 / 97nm Au 

2.0at% W, 10° incidence, 1.3-27 μm, 7 to 66°C 

patterned VO2 (~5μm disks, 1μm spacing) 

- 0.191 0.185 1.0 0.01 22 

g 30nm HfO2 / 31nm W:VO2 / 950nm HfO2 / 97nm Au 

2.0at% W, 10° incidence, 1.3-27 μm, 17 to 54°C 

- 0.432 

 

0.179 2.4 0.25 

 

22 

e 30nm HfO2 / 31nm VO2 / 950nm HfO2 / 97nm Au 

10° incidence, 1.3-27 μm, 16 to 97°C 

patterned VO2 (~5μm disks, 1μm spacing) 

- 0.147 0.166 0.88 -0.02 71 

h 30nm HfO2 / 31nm VO2 / 950nm HfO2 / 97nm Au 

10° incidence, 1.3-27 μm, 62 to 100°C 

- 0.545 0.153 3.6 0.39 66 

 

 

This lower-than-expected fill fraction can be explained by the roughness of the hafnia films.  

Figure S6 shows the hafnia surface roughness, measured by AFM, as a function of hafnia film 

thickness.  Although the root-mean-squared roughness is low, the peak-to-valley roughness is 

larger than the VO2 film thickness.  As a result, the VO2 layer is interrupted by voids and hafnia 

inclusions—effectively producing a layer of VO2 mixed with air at a low VO2 fill fraction.  

While it would be more accurate to describe this structure as a VO2/air EMA on a VO2 layer on a 

VO2/HfO2 EMA, our simplified model using only the VO2/air EMA is sufficiently accurate to 

describe device behavior. 

 

 

 

Figure 6.S6:  The roughness of the hafnia film increases with film thickness.  While the RMS 

thickness (blue) is small (<10 nm), the peak-to-valley roughness for a 950-nm-thick hafnia film is 

thicker than our VO2 films. 
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6.7.h  Performance of Older Devices 

 

 

 
Figure 6.S7:  Previous devices, with a slightly different structure, have better performance than those 

presented in the main text.  Assuming a 100% VO2 fill fraction fits the hot-state spectrum well; but the 

cold-state spectrum is fit better with a 55% fill fraction.  The discrepancy likely arises to differences in 

the VO2 or HfO2 dielectric functions. 

  

 

For comparison, Figure S7 presents spectra for an older set of devices (fabricated and 

analyzed August 2016) from before the plan of photolithographic patterning was introduced.  

These devices consist of 40-nm-thick 7 wt.% W-doped VO2, on HfO2 with a 10:90 Al:Ag alloy 

backplane, and the spectra were collected at a 30° angle of incidence.  These HfO2 films were 

prepared by Triton Systems with different deposition conditions than those listed in the main 

text.  Overall, these devices have better Δε and Ϙε (Table S2) than those presented in the main 

text, possibly indicating a better VO2 film quality (these devices were not subjected to any of the 

photolithographic processes, including sonication) or a smoother hafnia film.  It is noteworthy 

that, whereas the hot-state reflectance is matched reasonably well assuming 100% VO2 fill 

fraction, the cold state better matches assuming only 55% fill.  This suggests that fill fraction is 

not responsible for the discrepancy between calculated and experimental spectra here.  More 

likely, the disagreement is due to variance in the optical constants for VO2 (due to a different 

doping level than that used in the calculations) and for HfO2 (which is reported by Triton Systems to be 
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oxygen-deficient).  Despite these differences, the metrics Δε and Ϙε agree well with the values and 

trends predicted in the main text, Figure 5. 

 

 
Table 6.S4: Performance of previous, un-patterned, VO2-based thermochromic films. 

ID Structure αsol εhot εcold Ϙε Δε Tc 

(°C) 

1 40 nm W:VO2 / 400nm HfO2 / 10:90 Al:Ag 

1.8 at% W, 30° incidence, 1.3-27 μm 

- 0.359 0.084 4.3 0.28 22 

2 40 nm W:VO2 / 800nm HfO2 / 10:90 Al:Ag 

1.8 at% W, 30° incidence, 1.3-27 μm 

- 0.643 

 

0.208 3.1 0.44 

 

22 

3 40 nm W:VO2 / 1200nm HfO2 / 10:90 Al:Ag 

1.8 at% W, 30° incidence, 1.3-27 μm 

- 0.717 0.319 2.3 0.40 71 

 

 

6.7.i  Measurement Reproducibility 

To quantify the reproducibility of FTIR reflectance spectra, Figure S8 shows the averages 

and 95% confidence intervals for repeated measurements.  All of these measurements were 

collected on the same day (June 22, 2017) for the sample S14-1 (used in the aging study above).  

Fig. S8a represents consecutive repeated measurements (two hot state and three cold state) made 

without moving the sample.  The 95% confidence intervals are barely visible, showing that run-

to-run variation of the instrument itself is negligible.  For Fig S8b the sample was removed and 

rotated between each measurement.  Since the sample should have no in-plane asymmetry, the 

variation observed here represents changes in sample position and alignment between runs.  This 

serves as a good estimate of the uncertainty for all our FTIR measurements. 

 

 

 

Figure 6.S8:  Repeated FTIR measurements on the same sample show that uncertainty is small when 

the sample is not moved (a) indicating good stability of the instrument; when the sample is removed 

and replaced (b) uncertainty arises due to variation in alignment.  Error bands represent 95% 

confidence intervals (±2σ). 
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6.7.j  Hafnia Characterization 

The HfO2 sputter recipe was optimized to yield a high sputter rate and low surface roughness, 

while yielding a film with the expected index of refraction (as measured by spectroscopic 

ellipsometry, JA Woollam M-2000VI).  Figure S9a shows the optical constants of an HfO2 film 

prepared according to the recipe followed in this work.  We also performed FTIR transmission 

measurements on an HfO2 film on a 2-side-polished Si substrate, using a Bruker Vertex 70v 

FTIR spectrometer (Figure S9b).  As expected, the FTIR transmission spectra (blue) shows dips 

corresponding to the absorption features (black broken lines) of the HfO2 optical constants 

(orange).  Closely-packed oscillations in the transmission curve correspond to Fabry-Perot 

resonances in the Si substrate. 

 

 

 
Figure 6.S9:  Spectroscopic ellipsometry (a) allows measurement of the visible and near-IR optical 

constants for our HfO2 films, which have an index of refraction near 2 and absorption coefficient near 

0, as expected.  The FTIR transmission behavior (b) shows absorptive features corresponding to peaks 

in the HfO2 absorption coefficient. 
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CHAPTER 7 

 

 

SUMMARY AND OUTLOOK 

 

 

This dissertation has explored a fundamental question of materials science—how 

interactions at the substrate surface can affect VO2 growth and behavior—and uses that 

knowledge to advance two specific application areas—reconfigurable 2D metastructures and 

passive thermal control.  This final chapter (1) summarizes the conclusions we have drawn about 

VO2-substrate interactions, (2) reviews our progress in the application areas and indicates 

possible future work, and (3) provides an outlook on the benefits and challenges of substrate-

based VO2 engineering. 

 

 

7.1  Surface-Interface Effects 

 

The interface between VO2 and its growth substrate has pronounced effects on the 

morphology, composition, and phase transition of VO2, both for thin films and single crystals, 

across most common growth processes.  In this dissertation, we have sought to identify the 

fundamental interactions responsible for these various effects, in order to guide substrate choice 

as a tool for VO2 engineering.  The effects observed here can all be ascribed to lattice match, 

chemical reactions, and surface/interface energies, yielding a three-fold framework for 

evaluating potential substrates.  Of these, lattice match has been the most thoroughly explored, 

producing thin films and nano-wires with uniform shape and orientation, and with transition 

behaviors modulated by lattice-mismatch strain.  Absence of lattice match could also be useful, 

encouraging the growth of lower-aspect ratio microcrystals by relaxing the constraints on crystal 

growth.  Chemical reactions have received less attention, but can lead to substrate etching, VO2 

doping, substrate-assisted reduction, and interfacial species.  Molten V2O5 (a precursor in vapor-

transport growth) in particular is reactive with many of the oxides commonly used as growth 

substrates.  Variations in the phase and transition temperature of VO2 crystals are often attributed 

to substrate-induced strain; but since dopants can affect the VO2 phase diagram in a way similar 

to strain, they must be taken into account as well.  Finally, surface and interface energies control 

the wetting and dewetting of VO2 and its precursors, influencing the shape and size of grains and 

crystals. 

This framework is useful for (1) interpreting behaviors observed in VO2 growth, (2) 

predicting results of projected growths, and (3) identifying substrates likely to yield the desired 

film or crystal properties.  Yttria-stabilized zirconia provides an excellent example of (1), with 

lattice match resulting in preferred orientation through multilayer heteroepitaxy, chemical 

reactions producing YVO4, and high surface energy resulting in good surface wetting and thus 

large crystals.  To illustrate (2), we can predict that TiO2, with its excellent lattice match to VO2, 

would result in strong preferred orientation and lattice-mismatch strain (as has been shown for 

both thin films and single crystals).  It could result also in substrate-induced Ti-doping, which to 

the best of our knowledge has not been reported, but might easily have been confused with or 

obscured by strain effects.  For (3), one of our aims is to optimize crystal growth to produce  

VO2 platelets with lateral dimensions greater than 100-μm or even mm for optical experiments; 
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we predict that the ideal substrate for this would have poor lattice match, low reactivity with 

V2O5, and high surface energy. 

 

 

7.2  Application Areas 

 

Applications and devices that benefit from VO2 are many and varied, and a discussion of 

how to engineer VO2 to meet their different requirements and challenges is far beyond the scope 

of this work, but we have explored two application areas at the forefront of different fields which 

highlight the need for precise control of VO2 morphology.   

Two-dimensional materials, due to their extreme thinness, are highly sensitive to their 

environment, so that stacking them with other 2D materials or onto bulk materials can tune their 

properties or produce novel behaviors.  Placing 2D materials in contact with phase-change 

materials is an attractive way to probe such interactions, as the dielectric, magnetic, or strain 

environment can be changed by simply triggering the phase transition—without the need to 

transfer the 2D material or compare to other samples (introducing sample-to-sample variations).  

Here, we used VO2 to explore how HPhPs in hBN are affected by the surrounding dielectric 

environment as it is altered by the insulator-to-metal transition.  Single-crystalline VO2 

microplatelets were pivotal in showing reconfigurable, in-plane HPhP reflection and refraction, 

thanks to their large-areas, flat surfaces, and sharp, straight phase domain boundaries.  Using 

hBN-on-VO2 as a platform for re-writeable metasurfaces still faces a major challenge in 

patterning the metallic/insulating domains, though laser writing, local doping, and strain 

engineering offer possible solutions.  Beyond hBN, this scheme can be applied to study and 

exploit the impact of changing dielectric environment on other 2D materials.  For example, 

transition metal dichalcogenides (TMDCs) on VO2 thin films show enhanced photoluminescence 

(MoS2 and WS2)
1-2 and shifted exciton binding energies (WS2)

3 when VO2 is in the metallic 

phase; and a WSe2-VO2 heterojunction has been used to build a dual-mode photodetector.4 

Low-energy-cost temperature control is an important problem for buildings (expensive to 

heat and cool) and spacecraft (subject to tight power budgets).  Passive thermochromic films, 

which change their emittance/reflectance as a function of temperature, are a promising 

solution— thin, lightweight, and requiring no power to switch.  The primary design challenges 

are to achieve (1) the desired spectral response in cold and hot states and (2) Tc near the target 

operating temperature.  Vanadium dioxide is a strong candidate for the active component, with 

(1) a strong change in optical properties in the 1-10 μm spectral region (where much thermal 

emission occurs), and (2) Tc near room temperature and tunable by doping.  Several VO2-based 

thermochromic devices have been demonstrated, but performance has been limited, in part due to 

the complexity of optimizing structure and materials, in part due to the loss of contrast at high 

doping levels.   

Here, we used a metamaterial design to offset the losses due to heavy W-doping, yielding 

the best performance yet for a device with Tc < 20°C.  Moreover, we employed straightforward 

analytical calculations to examine how different performance metrics vary over the multi-

dimensional space of design parameters, pointing the way to further optimizing device structure.  

While the fabrication methods used here (sputtering and photolithography) are feasible for small 

satellites (up to a few square meters of surface area), commercial viability for manned spacecraft 

or smart windows will require more industrially-scalable processes, such as continuous-flow 

processing that has been demonstrated for VO2 nanoparticles.5 
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7.3  Outlook 

 

Since the many applications of VO2 all have unique, often stringent, requirements on its 

morphology and phase transition, it is critical to develop techniques for reproducibly controlling 

VO2 growth.  Substrate choice is a powerful tool for engineering VO2  thin films nano-particles, 

and micro-crystals, directly affecting strain, orientation, shape, size, and doping, which in turn 

affect the equilibrium phase, transition temperature, and hysteretic properties.  This work has 

examined some of these effects in specific systems and drawn from them a broader framework 

for understanding VO2-substrate interactions, with a view to realizing substrate-based VO2 

engineering.   

This approach, however, has one major drawback: most applications also have stringent 

requirements on the substrate itself.  This additional constraint often conflicts with 

considerations of optimal VO2 growth, but can be overcome in two primary ways.  First, by 

growing VO2 on one substrate and transferring it to the device.  Single crystals of VO2 are often 

easily detached from the growth substrate, and can be transferred by the same method used 

above for transferring hBN flakes.  Free-standing VO2 thin films have been prepared by etching 

away the substrate after growth.6-8  Both single crystals and thin films could potentially be grown 

with remote-epitaxy through a 2D material, then exfoliated and transferred to another substrate.  

Alternatively, since the VO2-substrate interactions are primarily surface/interface effects, the 

surface of a substrate (pre-defined by application requirements) could be treated to improve VO2 

growth.  Hetero-epitaxial VO2 thin films have been grown on silicon substrates by introducing a 

YSZ buffer layer.9  Deposition of a thin Al or Al2O3 film on a substrate prior to growth has been 

used to Al-doped VO2 crystals.10  Chemical treatments of surfaces could affect substrate surface 

energy to manipulate VO2 wetting behaviors. 

To conclude, there has been significant progress in fabricating VO2 thin films, micro- and 

nanostructures and single crystals in the past few decades, but simultaneously attaining the 

desired form factor, morphology, and transition behavior in a scalable, reproducible way is often 

still a challenge.  In nearly all growth methods, substrate-surface interactions play a critical role 

in determining these properties.  Realizing the full breadth of VO2-based applications will 

require that we view VO2-substrate interactions not only as another fabrication challenge to be 

overcome, but as a valuable part of the design parameter space. 
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APPENDIX A 

 

 

ADDITIONAL EXPERIMENTAL DETAILS 

 

 

A.1  Hysteresis Measurements and Interpretation 

 

 

 
Figure A.1:  A hysteresis loop is characterized by its contrast, transition temperature, width, and slope.  

These quantities are of practical importance in determining device behavior, but also yield information 

about the VO2 quality. 

 

 

Optical reflection/transmission measurements as a function of temperature are a quick, 

inexpensive way to directly measure the hysteretic behavior of the VO2 phase transition.  The 

hysteretic behavior is critical to devices/applications, and serves as a non-specific proxy for 

several micro-/nano-scale VO2 properties, including strain state, doping, defect density, grain 

size, film thickness, and oxidation state.  Figure 1 shows an example hysteresis loop, normalized 

by dividing by the maximum value, with the heating curve in red and the cooling curve in blue.  

Several important metrics are extracted from the hysteresis curve: 

• Contrast: the difference between the hot-state signal and the cold-state signal (in Figure 

1, the contrast is ~25%).  As discussed below, contrast is sensitive to VO2 thickness and 

substrate, but for otherwise identical samples, contrast is a good metric of VO2 “quality”; 

a lower-than-expected contrast is often indicative of a defective film. 

• Transition Temperature (Tc): for the heating and cooling curves, respectively, Tc,heat 

and Tc,cool are each defined as the midpoint between the temperatures at which the 
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transition begins and ends.  For a symmetric, monotonically increasing curve (as shown), 

this corresponds to the temperature at which the measured signal is halfway between its 

cold-state and hot-state values (in Figure 1, Tc,heat=70°C, and Tc,cool=60°C).  The overall 

transition temperature Tc, is defined as the average of Tc,heat and Tc,cool (Tc=65°C in Figure 

1).  For pure, bulk VO2, Tc≈67°C; a shift in Tc may arise from oxygen stoichiometry, 

doping, or substrate strain.  If the sample temperature differs appreciably from the 

temperature monitor, actual Tc may differ slightly from the measured. 

• Slope: The slope for the heating or cooling curve is the tangent to that curve at its 

respective Tc, and the overall slope as the average of these two.  Bulk, unstrained, single-

crystalline VO2 has a very steep slope; thin films have a more shallow slope, as 

individual grains switch at different temperatures.  Unusually shallow slopes may 

indicate highly non-uniform samples.  If the temperature is increased faster than the 

sample can reach thermal equilibrium, ramp rate may affect the slope as time (rather than 

set temperature) becomes the limiting factor. 

• Width:  The width is defined as the difference between Tc,heat and Tc,cool (width=10°C in 

Figure 1).  Width is often affected by nucleation behavior in the VO2.  Films with small 

grains and a high density of nucleating defects have a small hysteresis width; whereas 

low-defect samples and nanoparticles (with few defects-per-particle) have larger width. 

The hysteresis curve shown in Figure 1 is symmetric, with identical heating and cooling curves.  

Asymmetry between the heating and cooling transitions can occur, and is often attributed to 

different nucleation mechanisms in the M1-R vs. R-M1 transitions. 

All the hysteresis measurements presented in this work were collected using a custom-

built in-house hysteresis setup, schematically illustrated in Figure 2a.  A light source is 

collimated, then focused onto the sample at normal incidence with a microscope objective.  The 

transmitted or reflected light is collected with a photodiode.  Sample temperature is controlled by 

manually varying the voltage applied to a thermoelectric heating element.  Data collection is 

handled by a custom LabVIEW virtual instrument which collects temperature and intensity data 

at a rate of 2 Hz.  The sample stage is enclosed in an acrylic box purged by dry nitrogen to allow 

for cooling below 0°C without condensation forming on the sample. 

Unless otherwise noted, all hysteresis measurements in this work were performed with a 

tungsten-halogen lamp (effectively a blackbody at ~3000K) and with a Thorlabs PDA10CS 

amplified InGaAs photodiode (sensitive over 700-1800nm).  Figure 2b shows the output 

spectrum of the light source (yellow), the sensitivity spectrum of the detector (blue), and the 

product of these (green) which represents the maximum signal we could obtain (for a perfectly 

reflective or transmissive sample).  Reflectance or transmittance is calculated as 

⁡𝑆𝑖𝑔𝑛𝑎𝑙 = ⁡
𝑟𝑎𝑤−𝑏𝑘𝑔

𝑟𝑒𝑓−𝑏𝑘𝑔
    (Equation 1) 

where raw is the unmodified detector response with sample present, bkg is the average 

detector response with the light source blocked, and ref is the average detector response with a 

reference sample (no sample for transmission, an optically thick gold film for reflection). 

The signal output from the photodiode is proportional to the integral of the sample 

reflectance/transmittance spectrum weighted by the “max signal” spectrum (green curve in 

Figure 2b).  For thin films (or thin film stacks), the reflectance/transmittance depends in a non-

trivial way on the layer thickness(es) and optical constants, due to multi-beam interference.  In 

https://www.thorlabs.com/thorproduct.cfm?partnumber=PDA10CS
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order to predict the measured hysteresis curve for a given sample, we begin by using the 

complex Fresnel equations1 to calculate reflection/transmission at each interface.   

 

 

a)  

   
b)  

 
Figure A.2:  Optical hysteresis measurements (a) are performed either in reflection or transmission 

mode, with light focused onto the sample surface at normal incidence, with data collected in real 

time as the sample temperature is ramped manually.  The reflectance/transmission spectrum of the 

sample is modified (b) by the source spectrum (yellow) and detector sensitivity spectrum (blue). 

 

 

For a two-layer thin film stack on a substrate, the interference of multiply-reflected 

beams produces a series which converges to a closed formula:2 
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𝐸𝑟 =
(𝑟01+𝑟12𝛿1𝛿1)+(𝑟01𝑟12+𝛿1𝛿1)𝑟23𝛿2𝛿2

(1+𝑟01𝑟12𝛿1𝛿1)+(𝑟12+𝑟01𝛿1𝛿1)𝑟23𝛿2𝛿2
    (Equation 2) 

where Er is the relative magnitude of the reflected electric field, rxy is the Fresnel reflection 

coefficient at the interface of materials x and y, and δx is the phase shift occurring for a beam 

propagating through layer x. 

   

 

 
Figure A.3:  Reflectance spectra (left) and resulting hysteresis curves (right) are sensitive not only to 

VO2 optical constants, but also to film thickness and substrate.  With certain geometries, multibeam 

interference and spectral shifts can result in “dips” or inversions of the hysteresis loop. 

 

 

Given the optical constants of each layer, we can calculate the reflectance/transmittance 

spectrum of a sample.  Weighting this spectrum by the “max signal” spectrum and integrating 

yields the expected signal.  To model the phase transition behavior, the VO2 optical constants are 

represented by a Bruggeman effective medium approximation (EMA) combining the optical 

constants of M1-phase (εM1) and R-phase (εR) VO2 

𝜀 =
1

4
(𝜀𝑀1(2 − 3𝑓) + 𝜀𝑅(3𝑓 − 1)        

+√(𝜀𝑀1(2 − 3𝑓) + 𝜀𝑅(3𝑓 − 1))2 + 8𝜀𝑀1𝜀𝑅)   (Equation 3) 

where the fill fraction f  varies from 0 (fully M1) to 1 (fully R) according to 
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𝑓(𝑇) = 1 −
1

1+𝑒(𝑇−𝑇𝑐)/𝑏     (Equation 4) 

where Tc is the transition temperature for either the heating or cooling curve and b is a constant 

related to the slope of the hysteresis loop.   

Figure 3 presents results of reflectance calculations for a few different systems.  The 

optical constants for Si3 and Au4 are taken from literature; the optical constants for VO2 are 

derived from ellipsometric measurements of our films.  A 50-nm-thick VO2 film on silicon 

(Figure 3a) shows the expected behavior, with reflectivity increasing with temperature due the 

higher reflectance of the metallic phase.  On a highly-reflective gold substrate, however (Figure 

3b), the reflectance increases in only part of the spectrum, but decreases in the other, resulting in 

a non-monotonic change in signal as a function of temperature (producing a “dip” in the 

hysteresis curve).  Adjusting the film thickness (Figure 3c) can further alter the hysteretic 

behavior, even inverting the change in overall reflectance (high-to-low vs. low-to-high). 

 

 

A.2  Additional Crystal Growth Observations 

 

 

 
Figure A.4:  Single crystal growth is carried out in a tube furnace at 810°C, under 25 sccm Ar at 1.7 

torr.  V2O5 powder is loaded into one end of a pair of quartz boats, samples are loaded into the other 

end.  Both boats are placed end-to-end within a smaller quartz tube inside the furnace. 

 

 

Figure 4 shows a schematic of the crystal growth setup.  The crystal growth process is explained 

in detail in the Experimental Section of Chapter 2, which discusses the impact of substrate choice 

on crystal growth results.  In addition to substrate, there are many other process parameters 
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which can be adjusted to influence crystal growth: amount of precursor powder, position and 

orientation of substrates, temperature, temperature ramp rate, growth time, pressure, and carrier 

gas flow rate.  These have not been studied with great detail in this work, but some qualitative 

observations are described here.   

 

A.2.a   Amount of Precursor 

Increasing the amount of precursor powder can increase the flux of precursor vapor 

incident upon the sample, which tends to produce larger and more densely packed crystals.5  

Large amounts of precursor can also lead to secondary growth on the VO2 crystals.  On sapphire, 

this results in a dark, “fuzzy”, crystalline material coating the crystals, most likely composed of 

different vanadium oxides between V2O5 and VO2.  Figure 5 compares microscope images of 

sapphire substrates after growths with smaller (5a) and larger (5b) precursor volumes.  With 

more precursor, VO2 crystals grow larger, but are completely covered with “fuzz”. 

 

 

 
Figure A.5:  Increasing the amount of precursor powder (upper insets) increases the size and density of 

VO2 crystals, but also increases contaminating secondary growths. 

 

 

A.2.b   Position in Boat 

The distance between precursor and sample, the number of samples loaded in the boat, 

and the orientation of samples all have the potential to impact the precursor vapor flux reaching 

the sample.  However, we have not been able to identify a clear trend in their effects on the 

crystals grown. 
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A.2.c   Temperature and Ramp Rate 

These parameters were not varied in our studies.  The growth temperature is chosen to be 

slightly above the atmospheric-pressure melting point of V2O5,
6-7 and the heating and cooling 

ramp rates are determined by the furnace’s PID temperature control.  To avoid temperature 

overshoot, the furnace is heated in two steps, first to 600°C  (over ~1hr.), then to the growth 

temperature of 810°C (~30 min.).  The quoted growth times are measured from the moment the 

furnace reaches 810°C to the moment the set temperature is reset to room temperature.  After 

growth, the furnace takes approximately 3 hrs to decrease below 300°C, at which point the 

samples can be removed. 

 

A.2.d   Growth Time 

 

 

 
Figure A.6:  On quartz substrates at short growth times (sample shown is for 2 hr.), hemispherical 

microparticles appear (a, right) which are confirmed to be V2O5 by Raman spectroscopy.  On sapphire 

substrates (b), increasing the growth time results in less of the “fuzzy” crystalline by-product. 

 

 

Growth time has the potential to affect how much of the precursor material is carried to 

the substrate and subsequently reduced to VO2.  At shorter times, hemispherical particles of 

V2O5 can sometimes be observed on quartz, indicating that the growth was ended before all of 

the precursor droplets were reduced to VO2 (Figure 6a).  Increasing growth time can also reduce 

the amount of “fuzz” on crystals grown on sapphire (Figure 6b).  We suggest two likely 

explanations for this behavior.  First, it may represent an intermediate vanadium oxide which 
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forms during growth and later reduces to VO2.  Second, it may form from un-reduced precursor 

material when cooled prematurely, and thus never forms at all with longer growth times. 

We have also examined the effects of subjecting VO2 crystal samples to a second heating 

process, in a clean boat with no precursor material, under the same gas conditions.  The results, 

qualitatively different from those of simply increasing the growth time, are presented in Figure 7 

(the images shown before and after re-heating are not the same spatial regions, but are 

representative of the whole).  On quartz (Figure 7, top), the crystals have become  much smaller, 

less densely packed.  Also, they have changed shape, losing their sharp edges; in some cases, 

holes or gaps have appeared in the crystals.  It appears that a significant amount of the VO2 has 

sublimtated away, likely due to the lower partial-pressure of V2O5 with no precursor present.  On 

sapphire (Figure 7, bottom), the dark “fuzz” has largely disappeared, but left behind dark-colored 

traces or contaminants on the remaining VO2 crystals, either residue from its sublimation, or 

products of its thermal decomposition. 

 

 

 
Figure A.7:  Re-heating crystals under the same conditions, but in the absence of any precursor 

material, has a different effect than simply increasing the growth time.  On quartz, crystals become 

smaller and lose their shape as VO2 sublimates.  On sapphire, the “fuzzy” material has disappeared, but 

left behind dark contaminants across the substrate. 

 

 

A.2.e   Carrier Gas, Pressure, and Flow Rate 

These were not varied in our studies, but are expected to affect the rate at which 

precursor vaporized, carried to the substrate, and reduced to VO2.  One study has shown that 
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better control over the growth products may be obtained by using a two-step growth process with 

different gas conditions at each step.8 

 

A.2.f   Condition of the Boat 

 Figure 8a compares a new, unused quartz boat (left) with one that has been used in many 

growths (right).  Over use the boat becomes encrusted with a grey, crystalline material, most 

likely a composite of different vanadium oxides.  The condition of the boat significantly impacts 

growth result; in a new boat, very few crystals grow on the sample at all.  Moreover, some 

crystals will grow on substrates placed in an old boat even without the addition of precursor 

powder (Figure 8b).  Notably, the crystals on the top side (Figure 8b, left) are larger, lower in 

aspect ratio, and less-clearly oriented than those on the bottom (right), due to the asymmetry 

induced by facing away from or toward the material on the boat.  Clearly, the vanadium oxide 

material coating a well-used boat participates in the growth process by providing an additional 

source of growth material. 

 

 

 
Figure A.8:  With use, the boats used to contain substrates and precursors become coated with a 

composite of vanadium oxides (a, top).  Almost no crystals grow on substrates (quartz shown here) 

placed in a new boat (a, left), but crystals do grow in an old boat (a, right).  Moreover, VO2 crystals can 

be grown (here on sapphire) in an old boat even with no precursor (b). 
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A.3  XRD Pole Figure Collection/Interpretation 

 

X-ray diffraction (XRD) is a useful tool for measuring the spacing and direction of crystal 

planes, and thus for identifying a material, its phase, and its orientation.  Figure 9a illustrates the 

principle of a reflection-mode XRD measurement.  An x-ray beam with wavevector 𝑘𝑖
⃑⃑  ⃑ incident 

upon a sample with angle of inclination θ from a set of planes will be reflected into 𝑘𝑟
⃑⃑⃑⃑ , also at 

angle θ relative to that same set of planes, if the Bragg diffraction formula is satisfied 

𝑛𝜆 =
𝑛

𝑘
= 2𝑑 sin 𝜃     (Equation 5) 

where 𝜆 =
1

𝑘
 is the x-ray wavelength, d is the plane spacing, and n is an integer.  It also useful to 

note that the difference 𝑘𝑟
⃑⃑⃑⃑ − 𝑘𝑖

⃑⃑  ⃑ is a vector perpendicular to the set of planes with magnitude  

𝑘𝑟
⃑⃑⃑⃑ − 𝑘𝑖

⃑⃑  ⃑ = 2⁡𝑘 sin 𝜃 𝑛̂ =
𝑛

𝑑
𝑛̂ = 𝑛𝑔ℎ𝑘𝑙⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑     (Equation 6) 

where 𝑔ℎ𝑘𝑙⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  is the reciprocal lattice vector for the set of planes in question. 

 A standard θ-2θ measurement consists in scanning an x-ray emitter and detector in 

tandem across a range of 2θ values (2θ, corresponding to the angle between 𝑘𝑖
⃑⃑  ⃑ and 𝑘𝑟

⃑⃑⃑⃑ , is 

commonly used instead of θ as the independent variable), keeping both at the same angle above 

the sample surface.  Whenever 2θ satisfies the Bragg equation for a set of planes, a signal will be 

detected (Figure 9b). 

 

 

 
Figure A.9:  X-rays are diffracted at angles θ which satisfy the Bragg equation (a).  Incident and 

reflected beams are symmetric about the normal to the set of reflecting planes.  By scanning an emitter 

and detector across a range of 2θ values (b), it is possible to identify the spacings of any sets of planes 

parallel to the sample surface. 
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This measurement scheme is limited to detecting planes which are parallel to the sample 

surface.  For a powder or a thin film with randomly-oriented grains, all the various planes will be 

visible to the measurement, but for a single crystal (or any sample with strong preferred 

orientation) only a small subset of all the planes can be detected.  In order to detect a set of 

planes at an angle α relative to the sample surface, it is necessary to tilt the emitter/detector pair 

by α such that they are symmetric about this plane’s reciprocal lattice vector (Figure 10a).  If 

instead of scanning to see which planes are present, we need to find the orientation of a specific 

set of planes, we can fix 2θ and scan α.  A signal will be detected whenever the detector and 

emitter are symmetric about the reciprocal lattice vector of a set of planes that satisfies the Bragg 

law for that value of 2θ.  It is helpful to visualize a semicircle about the sample; wherever a 

reciprocal lattice vector intersects this semicircle, a peak will appear (Figure 10b).  For easier 

representation, this semicircle can be projected onto a linear axis.  Repeating such a 

measurement with a different 2θ value will reveal the locations of a different set of planes. 

 

 

 
Figure A.10:  To detect planes non-normal to the sample surface, the emitter/detector pair must be 

tilted by an angle α away from the sample surface normal (a).  By fixing 2θ to a certain value and 

scanning over α, the orientation of a certain set of planes can be obtained. 

 

 

For a 3-dimension crystal, another degree of freedom is required to find all possible plane 

orientations.  In addition to α (the tilt of the surface normal relative to the vector which bisects 

the emitter and detector directions), we can vary β (the in-plane rotation of the sample, see 
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Figure 11a).  Fixing 2θ and scanning over both α (0-90°) and β (over 0-360°) produces a pole 

figure.  Figure 11b-c shows the expected pole figure for a single crystal with a cubic unit cell 

oriented with its (100) set of plane parallel to the sample surface.  The (100) peak appears at 

α=90°, with other {100} family planes (all perpendicular to it) at α=0° and separated by Δβ=90° 

(four-fold symmetry).  The {110} family of planes, corresponding to the edges of the cubic unit 

cell (Figure 11c), is slightly more complex, with peaks at α=45° and α=0°, but retaining four-fold 

rotational symmetry. 

 

 

 
Figure A.11:  To find all of the plane orientations in three dimensions, we scan over α (out-of-plane 

tilt) and β (in-plane rotation).  As an example, the expected pole figures for two sets of planes for a 

cubic crystal are displayed. 
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A.4  VO2 Annealing Conditions 

 

All VO2 thin film in this study are annealed after deposition to improve oxygen 

stoichiometry and crystallinity.  Without annealing, our films do not show the expected 

switching behavior.  Moreover, film quality and hysteretic properties are highly sensitive to 

anneal conditions.  Unless otherwise noted, films in this work are annealed at 450°C for 10 

minutes under 250 mtorr O2 (flow rate ~16-17 sccm), in the same tube furnace used for crystal 

growth (but in a separate tube to avoid cross-contamination between the processes).  The 

samples are introduced to the furnace at temperature with a magnetic sample sled with a 10-cm 

sample plate.  When fully inserted, the front end of the sled sits at the furnace center.  Figure 12a 

illustrates the process geometry. 

 

 

 
Figure A.12:  VO2 films are annealed on a sample sled in a tube furnace with nominal temperature of 

450°C (a).  The actual temperature is slightly lower and varies by ~90°C over the length of the sample 

sled (b).  This temperature gradient has a significant effect on the performance of VO2 films annealed 

at different positions on the sample sled (c). 

 

 

We have found that, at a set point of 450°C, a significant temperature gradient exists 

across the space covered by the sample sled.  Figure 12b shows the measured temperature as a 

function of position, from ~330°C at the back of the sled (21 cm) to ~440°C at the center of the 

furnace (31 cm).  While it is expected that the furnace temperature will fall off continuously 
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toward either open end, the steepness of this temperature gradient is somewhat surprising.  In 

part, thjs likely arises because 450°C is below the intended operating temperature of this type of 

furnace.  There is also a slight asymmetry in the heating elements which exacerbates this effect.  

The furnace is heated by eight equally-spaced resistive heaters (four above and four below) 

connected in series.  We have measured the resistance of each rod (labeled in Figure 12a), and 

found that they vary by up to a factor of 2.  For resistors in series (such that the current is 

constant), the power consumed by each resistor is P=I2R; thus the elements with higher 

resistivity will give off more heat than their lower-resistivity counterparts.  Since the higher-

resistivity rods are all near the center of the furnace, the thermal gradient is steepened. 

The 90°C difference in temperature between the front and back of the sample sled is large 

enough to significantly impact VO2 quality.  Figure 12c show hysteresis curves for a pair of 

identical VO2 samples annealed at the front and back of the sample sled.  The latter has lower 

contrast and lower slope, indicative of poorer film quality.  For this reason, all films in this study 

were annealed using only the front half of the sample sled. 

 

 

A.5  VO2 Sputter Deposition Uniformity 

 

All of the sputtered VO2 thin films used in this work were prepared in an Angstrom 

Amod® Multimode Deposition system.  In this tool, the sputter gun is offset from the sample 

plate, which, despite substrate rotation, could lead to nonuniformity in film thickness based on its 

position on the sample plate.  Here, we characterize film thickness as a function of radial position 

(Figure 13).  Film thickness is measured by masking a Si sample with thin strips of Kapton® 

tape (Figure 13a), then removing the tape after deposition (Figure 13b), to leave parallel stripes 

of VO2 on the sample.  The thickness of each stripe is then measured with a stylus profilometer. 

The substrate holder in our system is a 6-inch diameter disk.  A single piece of Si, 8 cm 

long, was placed along the radius of this holder, and masked along its length (Figure 13c).  We 

have found that when masking strips are placed too close together, shadowing effects (Figure 

13a) can affect the resulting film thickness.  Figure 13d shows thickness as a function of stripe 

width.  At lower stripe width, the thickness varies strongly with width, but as the stripe becomes 

wider the measured thickness asymptotically approaches the actual deposited thickness.  For this 

reason, all data points with width less than 700 μm (left of the broken line) are rejected.  After 

excluding these values, we can plot film thickness as a function of position (Figure 13e).  

Position 0 nm corresponds to the center of the sample holder.  The thickness varies only slightly 

with position, if at all; a linear curve fit gives a slope of -0.006 nm/mm (with a 95% confidence 

interval of ±0.09 nm/mm).  Even taking a worst-case value of -0.1 nm/mm the film thickness 

should vary by less than 8 nm (2.6%). 

In sputter depositions, film thickness is controlled by varying the deposition time.  The 

sputter rate varies from target to target, and can be affected by adjustments to the sputter system 

(such as replacement of electronic components or realignment of mechanical components), so 

performing periodic rate calibrations for each target is important to maintain precise control over 

film thickness.  Table 1 presents rates measured in our system for four different W-doped 

vanadium targets, within the last 7 months at the time of writing.  Thickness measurements used 

in Table 1 are derived from both stylus profilometer and AFM measurements.  These rates 

assume that the rate is constant throughout a deposition.  This may not hold for long deposition 

times, but a thorough characterization of this behavior is beyond the scope of this work. 

https://www.lindbergmph.com/light-industrial/tube-furnaces
https://www.lindbergmph.com/light-industrial/tube-furnaces
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Figure A.13:  Film thickness is measured by masking a substrate with Kapton tape (a) and removing 

the tape after deposition to leave stripes of material (b).  A single long sample so masked (c) allows 

mapping of the radial dependence of film thickness.  When the masking strips are too close (less than 

~700nm), shadowing decreases thickness (d).  Film thickness is found to vary less than 3% over the 

sample area (e). 

 

 
Table A.1:  VO2 sputter rates measured May through November 2021.  

Uncertainties represent 1 standard error of the mean (SEM). 

wt.% V wt.% W rate (nm/sec) 
# 

measurements 

# 

depositions 

100 0 0.27±0.01 8 6 

95 5 0.137±0.009 8 3 

92 8 0.19±0.02 6 5 

90 10 0.29 1 1 

 

 



161 

 

A.6  Custom Heaters 

 

Throughout this work, heated measurements were accomplished using custom-built 

heater stages (with the exception of s-SNOM measurements performed at University of 

Georgia).  These heaters all employ thermoelectric Peltier elements from TETech.  Peltier 

heaters use the thermoelectric effect to pump heat from one side to the other, allowing for both 

heating and cooling.  However, in order to attain significant cooling, it is necessary to remove 

heat from the hot side, else resistive heating will eventually cause both sides to heat.  Thus 

cooling requires that the hot side be attached to an efficient heat sink.  For the optical hysteresis 

setup described above, the Peltiers are clamped to an optical table, allowing for cooling to below 

0°C.  The temperature of the stages are monitored by type-K self-adhesive thermocouples 

purchased from Omega Engineering.   The stages are assembled using either thermally-

conductive epoxy, or double-sided copper tape.  Figure 14 exhibits three different heater stages 

designed for use in different commercial instruments. 

 

 

 
Figure A.14:  Custom heater stages have been built for use in an AFM (a), SNOM (b), and Raman 

microscope / FTIR spectrometer (c). 
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