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Chapter 1

INTRODUCTION

1.1 Background and Motivation

This dissertation is concerned with understanding the uncertainty and variability of

the failure and nonlinear response of materials with heterogeneous microstructures at fine

(i.e., microns to millimeter) scales. Material response at the heterogeneous microstructure

scale is often complicated due to the variation of structure and interacting chemo-thermo-

mechanical processes acting at multiple time and length scales. The corresponding mech-

anistic models that describe the constituent behavior reflect the degree of complexity of

these mechanisms [177]. The inherited variance in the material structure and properties

further complicates the problem, as the variance of the key parameters results in material

responses with uncertainty. In the microscale simulations with uncertainty in the complex

morphologies and material behaviors, characterization of the relative roles of the competing

and interacting deformation and failure mechanisms is a significant challenge, and there is

a need to attack the problem from a probabilistic point of view. In this dissertation, I devise

sensitivity analysis and uncertainty quantification frameworks to investigate two separate

materials subjected to two different loading conditions. In the first case, the dynamic re-

sponse of energetic materials in the form of particulate crystals embedded in a polymer

matrix and in polycrystalline form are investigated. In the second case, this dissertation

focuses on nucleation of cracks in a titanium alloy subjected to cyclic loading. The key

unifying characteristics in these problems are the significant variability in the response due

to inherent randomness in the material microstructure and the lack of knowledge in the

critical microstructural mechanisms and parameters that lead to the onset of failure at this

scale.
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1.1.1 Case 1: Probabilistic Analysis of the Nonlinear Dynamic Response of Energetic

Materials

1.1.1.1 Material Parameter Sensitivity Analysis for Energetic Materials

Material parameters that reflect the mechanical properties and possible deformation

mechanisms are of interest for energetic materials, such as HMX (1,3,5,7-tetranitro-1,3,5,7-

tetrazocane) based energetic composites. HMX is a polymorphic molecular crystal with

numerous potential deformation mechanisms, where β phase is of significance since it is

the stable phase at room temperature and pressure. Dynamic behavior of HMX particles

is marked by the presence of orientation dependence [37, 112, 192] and complex plas-

tic deformation mechanisms [26, 110, 154, 184]. A significant body of work exists on

numerical modeling and experimental characterization of various mechanisms within en-

ergetic particles (e.g., pore collapse, inter-granular friction, particle fracture, dislocation

pile-ups [19, 35, 40, 131, 176]) in order to understand and predict the overall performance

of the energetic particles under dynamic loadings. Particularly in microscale simulations

that involve complex anisotropic polycrystalline particles deforming at non-uniform high

rate load regimes, characterization of the relative roles of the competing and interacting de-

formation and failure mechanisms within the energetic particles is important [12, 31, 198].

In view of the complexity of the deformation and failure mechanisms associated with

the microstructure of HMX, there is a need to systematically understand how each mech-

anism incorporated into a numerical model affects and contributes to the overall behavior

of the material. This can be achieved by employing a robust sensitivity analysis approach

along with a reliable computational simulation framework that predicts the mechanical

response of the material. Crystal Plasticity Finite Element (CPFE) simulation has been

proven an effective tool and commonly used in predicting the orientation dependent be-

havior of HMX with multiple deformation mechanisms (monoclinic elasticity, thermal ac-

tivation and phonon drag slip mechanisms, twinning and hydrodynamics). The available
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crystal plasticity models [7, 10, 53, 60, 182, 195] focus on describing high rate deforma-

tion in HMX using dislocation slip. However, the identification of the most consequential

elasticity coefficients, and slip and dislocation evolution mechanisms within the given dy-

namic loading regime for single crystal and polycrystalline HMX has not been studied.

Material behaviors of energetic composites subjected to shock loads has drawn great atten-

tion since it provides insights into the fundamental nature of shock wave propagation and

dissipation in energetic materials [7, 10, 60, 185, 196]. However, mechanical twinning,

as observed in HMX [4, 21, 45, 124] for the twinning system (101)[101̄] and HMX-based

composites [138, 157], has not been systematically investigated at impact rate or gun shot

rate regime, although it has been identified as the dominant deformation mechanism in

compression tests [3, 90]. Therefore, developing a crystal plasticity model including im-

portant features of hydrodynamic behaviors under large transient loadings, such as large

volume change and high strain rate, is of interest.

1.1.1.2 Machine-Learning Based Probabilistic Analysis Framework

To understand parametric sensitivities in the general context of particulate compos-

ites [140, 151, 188, 190], a number of analysis techniques including the One-At-a-Time

(OAT) [144], differential analysis/local method [137], regression analysis [24] and oth-

ers [41, 117, 145, 170] have been proposed. OAT probes the vicinity of a calibrated parame-

ter set by varying one parameter at a time while other parameters are kept constant [12, 31].

The main drawback of the OAT method is that it cannot account for the interactions between

parameters since only one parameter is probed each time [144]. Differential analysis relies

on differentiation of the response function with respect to each input parameter [70, 140].

Besides, numerical approaches to differentiation are often computationally costly and lim-

ited to obtaining local sensitivities [67]. Regression analysis has also been employed as a

sensitivity analysis method [24, 167] including for particulate composites [151]. Regres-

sion analysis relies on an assumed relationship between inputs and outputs, which makes
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the obtained results dependent upon the assumed functional form [42]. Global sensitivity

analysis (GSA) [146] enable us to compare the contribution of different properties/mecha-

nisms over the entire parameter domain through the quantified sensitivities. It also offers

the capability to quantify the sensitivity of all parameters along with the interactions be-

tween them [146].

The execution of GSA requires a substantial number of forward simulations, particu-

larly for highly varying response functions. The nonlinear dynamic simulations of particu-

late composite microstructures [208] are typically extremely costly from the computational

perspective. Hence there is always a clear need to perform sensitivity analysis in a computa-

tionally efficient manner. One example in this regard is relying on surrogate (e.g., Gaussian

Process) modeling of the dynamic thermo-mechanical behavior of the material microstruc-

ture. Gaussian Process (GP) models employing commonly used squared exponential kernel

or rational quadratic kernels are well-known to exhibit significant errors when the response

function has discontinuities [162]. Therefore, the capability of representing discontinuous

response functions is of interest.

The goal of the current study is to investigate the dynamic response of energetic mate-

rials through sensitivity analyses to understand and characterize the role of material mor-

phologies and properties [19, 35, 40, 131, 176] in the microscale structure. To achieve the

research goal, three objectives are set.

1. Establish a sensitivity analysis framework in the context of polymer bonded explosive

(PBX) microstructures subjected to transient loading.

2. Investigate the role of deformation mechanisms in polycrystal β -HMX subjected to

sub-shock impact loading.

3. Establish the mechanical twinning model for the molecular crystal β -HMX, and in-

vestigate its behavior during shock wave propagation.
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1.1.2 Case 2: Probabilistic Analyses of the Fatigue Nucleation Behavior of a Titanium

Alloy Subjected to Cyclic Loads

This study focuses on the effect of material properties of polycrystal titanium alloy

on fatigue nucleation behavior. Depending on the manufacturing process techniques, the

resulting microstructures of titanium alloys exhibit significantly different features, and the

inherent randomness of material microstructure results in significant uncertainty in fatigue

life [8, 85, 97, 175]. The effect of microstructure on fatigue nucleation life in titanium

alloy, Ti-6Al-2Sn-4Zr-2Mo (Ti-6242) is the focus of this study.

Ti-6242 is a two-phase α/β titanium alloy that has been widely used in aerospace,

orthopedic, and dental applications for its high specific strength and fracture toughness.

In the past decades, the effect of Ti-6242 microstructure has been investigated with re-

spect to influential microscale features (pure α grain size, colony grain, lamellae struc-

ture, micro-texture etc.) through experiments [27, 97, 106, 147] and numerical simula-

tions [5, 33, 175, 204, 205]. To establish the connection between the microstructure and

the variation in the local response of the material, the Statistical Volume Element (SVE)

concept can be applied [22, 23]. Particularly, previous investigations linked material mi-

crostructure with the extreme value distribution of Fatigue Indicator Parameters (FIP) using

CPFE simulations of a large number of SVEs [15, 54, 134].

The goal of the current study is to investigate the cyclic response of Ti-6242 through

probabilistic analyses to understand and characterize the role of material microstructure [19,

35, 40, 131, 176] on the microscale behavior. Particularly, the objective is to study the effect

of morphology variation of Ti-6242 lamellar microstructures on fatigue nucleation life.

1.2 Dissertation Organization

The remainder of this dissertation is organized to present the efforts conducted in

achieving the objectives listed above as follows:
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• Chapter 2 presents the proposed sensitivity analysis framework. The framework is

verified in the context of the dynamic response of Hydroxyl-terminated polybutadi-

ene (HTPB) polymeric binder reinforced with ammonium perchlorate (AP) particles.

This chapter covers the work published in Ref. [202].

• Chapter 3 performs analyses for the quantification of material parameters through

the proposed framework for the energetic crystal β -HMX with focus on the defor-

mation mechanisms depicted in the constitutive model. This chapter covers the work

published in Ref. [203].

• Chapter 4 introduces the large deformation CPFE formulation for β -HMX in which

multiple deformation mechanisms (anisotropic elasticity, dislocation slip, twinning

and large volumetric change) are incorporated. This CPFE model is employed to

predict the dynamic behaviors of β -HMX in shock regime. This chapter covers the

work published in Ref. [203].

• Chapter 5 expands the proposed framework to investigate the effect of the lamellar

structure variation in Titanium alloy on fatigue nucleation life.

• Chapter 6 summarizes the research work conducted and the overall contribution of

this dissertation.
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Chapter 2

MATERIAL AND MORPHOLOGY PARAMETER SENSITIVITY ANALYSIS IN

PARTICULATE COMPOSITE MATERIALS

2.1 Introduction

This chapter focuses on the establishment of the proposed sensitivity analysis frame-

work, including the quantification of sensitivity with the existence of discontinuity on re-

sponse surfaces. The sensitivity is quantified by Sobol’s indices in the proposed framework

to represent relative influence of model parameters. However, the evaluation of sensitivity

indices require millions of detailed microstructural simulations which is computationally

expensive. In view of the computational complexity, a piece-wise continuous GP surro-

gate model is incorporated into the framework. The Gaussian Process (GP) models are

integrated with a support vector machine (SVM) classification algorithm that identifies

the discontinuities within response surfaces such that the response surface is continuous

within each subdomain. The proposed framework is employed to quantify sensitivities in

the failure response of PBX under dynamic loads to material properties and morphological

parameters with emphasis on the failure induced by interface separation. This chapter aims

to demonstrate the sensitivity analysis framework by identifying the most consequential

material and morphological parameters under vibrational and impact loads.

2.2 Microcale Modeling of the AP-HTPB system

We are interested in computing the sensitivity of the dynamic response of a microscale

representative volume to material parameters of the composite constituents as well as the

microscale morphology. Consider a representative volume that consists of randomly posi-

tioned particles with varying particle sizes and shapes as illustrated in Fig. 2.1. Under the

applied loading, the composite is taken to undergo dissipative, large thermo-mechanical
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Figure 2.1: Problem setting: microscale geometry and loading.

deformations. In order to limit the complexity of the physics involved, the amplitude of the

loads are taken small enough and possible chemical reactions are excluded. The interfaces

between the particles and the binder are allowed to progressively degrade and debond. In

view of the short loading times, the thermal process within the representative volume is as-

sumed to be adiabatic. The particles are taken to exhibit elastic behavior under the applied

loading. The constitutive models of the binder and the interfaces are described below.

2.2.1 Binder Constitutive Model

The binder is taken to be significantly softer than the particles, and assumed to exhibit

viscoelastic response [68, 181]. The Cauchy stress within the binder is expressed in terms

of the hereditary integral as a function of the shear relaxation modulus as

σ =
∫ t

0
2G(t,τ)D′(τ)dτ +K

lnJ
J
δ (2.1)

where,D′(τ) is the deviatoric component of the deformation-rate tensor,D= (LT +L)/2,

with L the velocity gradient tensor (L = Ḟ F−1 with F the deformation gradient tensor),

and G(t,τ) the shear relaxation modulus. The volumetric part of the deformation is taken
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to behave elastically and K is the bulk modulus. J is the determinant of the deformation

gradient, and δ is the Kronecker delta.

The shear relaxation modulus, G(t,τ), is idealized using the Prony Series representa-

tion:

G(t,τ) =
T (τ)
Tref

Gh∞

[
1+

n

∑
i=1

pi exp(
−(ξ (t)−ξ (τ))

qi
)

]
(2.2)

where, Gh∞ is the steady-state shear modulus of the binder, T the temperature, Tref the

reference temperature, pi and qi are the fitting parameters of the n pairs of Prony Series

prescribing the relative modulus, the relaxation time of the ith Prony Series term, respec-

tively, and:

ξ (t) =
∫ t

0

1
a(T (τ))

dτ (2.3)

where, a(T ) is the Williams-Landel-Ferry (WLF) empirical time-temperature shift func-

tion:

log(a(T )) =
A(T −Tref)

B+T −Tref
(2.4)

A and B are material parameters. In view of the low conductivity and short loading time,

the thermal process within the representative volume is assumed to be adiabatic. The vis-

coelastic dissipation induced heating under the adiabatic assumption is given by:

Ṫ =
1

CVbẆd
=

2Gh∞

CVb

T (t)
Tref

n

∑
i=1

pi

qi
εi

d(t) : εi
d(t) (2.5)

where Wd is the dissipated work per unit reference volume, CVb the heat capacity per refer-

ence volume, and

εi
d(t) =

∫ t

0
exp(
−(ξ (t)−ξ (τ))

qi
)D

′
(τ)dτ (2.6)
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2.2.2 Interface Constitutive Model

Prior experimental studies (e.g., [139, 206]) demonstrated that debonding at particle /

binder interfaces is an important failure mechanism that may result in localized hot-spots

in the context of energetic composites. Progressive damage accumulation and interface

fracture is modeled by employing Cohesive Zone Modeling (CZM). CZM is well-known

to accurately describe fracture processes particularly when the fracture path is pre-defined

such as in the case of interface debonding problems [38].

In this chapter, a bilinear traction-separation law is employed in the context of CZM

following Ref. [68]. Let λ (x) denote a normalized equivalent displacement jump measure

at an interface point, x ∈ S defined as [171]:

λ =


√
( ∆n

∆cn
)2 +( ∆t

∆ct
)2, ∆n ≥ 0

|∆t |
∆ct

, ∆n < 0
(2.7)

where ∆n and ∆t are the normal and tangential components of the separation vector; and

∆cn and ∆ct are the critical normal and critical tangential separations under pure mode I

and mode II conditions, respectively that result in traction free surface. Let λul denote a

history variable describing the peak normalized separation measure throughout the loading

history:

λul = max
τ∈[0,t]

λ (τ) (2.8)

The damage state, dm, at a material point is then expressed as a function of the history

variable:

dm =


0, 0≤ λul ≤ η0

λul−η0
(1−η0)λul

, η0 < λul ≤ 1

1, λ > 1

(2.9)

in which, η0 is the elastic separation limit. The traction-separation relationship is expressed
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as a function of damage, dm, as:

tnc = (1−dm)
Tmax

η0

∆n

∆cn
(2.10)

ttc = (1−dm)
Tmax

η0

∆t

∆ct
(2.11)

where, tnc and ttc are normal and tangential traction components; Tmax denotes the maxi-

mum interfacial traction.

The interpenetration between binder and particle is prevented by using the penalty con-

tact algorithm. A linear relation between interpenetration (|∆n|) and penalty traction pn

is:

pn = βp|∆n|H(−∆n) (2.12)

where βp is the penalty parameter; and H the Heaviside function. A regularized Coulomb

law is employed to model the post-debonding frictional behavior along the particle-binder

interface:

tt f = µ
∆̇t√

∆̇2
t +(ε)2

|pn| (2.13)

where ε is a regularization parameter, and as it approaches zero, Eq. 2.13 recovers the

classical Coulomb law.The superposed dot indicates material time derivative. µ is the

friction coefficient that increases with accumulating damage:

µ = dm µ0 (2.14)

The overall local normal and tangential tractions considering the cohesive and the con-

tact behavior are expressed as:

tn = [H(∆n)tnc +(H(∆n)−1)pn]n̂ (2.15)
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tt = [ttc +(1−H(∆n))tt f ]t̂ (2.16)

where n̂ and t̂ are the normal and tangential unit vectors at the interface point. The deco-

hesion process is assumed to generate negligible heat compared to the interface frictional

heat. The total dissipated energy rate at the interface is assumed to be due to friction alone,

which in turn leads to adiabatic temperature change as:

Ṫint =
tt f ∆̇t

CVint

(2.17)

where CVint is the specific heat capacity at the interface.

2.2.3 Microscale Geometry

The morphology of the particulate composite microstructure significantly affects the

failure and initiation behavior in energetic materials [71, 72, 116, 174]. Despite the recog-

nition of morphology as a key factor influencing material dynamic behaviors, the relative

importance/sensitivities of morphological parameters with respect to the behavior of inter-

est remains to be systematically investigated and quantified. In the current study, the mi-

croscale morphology is probabilistically parameterized by the following: (1) particle size

distribution, (2) particle area fraction distribution, and (3) particle sphericity (i.e., particle

shape) distribution.

The particle area fraction and size distribution significantly affect the particle/binder in-

terfacial behavior and the interaction between particles [11, 125]. For instance, the burning

rate tailorability of propellants and explosive materials is partially controlled by particle

size distributions [168]. In this study, the size of a particle is quantified directly as the area

occupied by the particle.

Energetic particles vary significantly in shape and complexity which directly influence

the particle-particle and particle-binder interactions. The impact of particle shape in lo-

calized increases in temperature has been reported in Refs. [34, 71, 116]. In the current
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(a) s = 0.62 (b) s = 0.75 (c) s = 0.85 (d) s = 1

Figure 2.2: Shapes with different sphericity.

chapter, particle shapes are idealized as polygons, and the shape distribution is defined by

the distribution of the parameter “sphericity”. The sphericity is defined as the ratio of the

perimeter of a sphere with equivalent particle size to perimeter of the polyhedron:

s =
Peq

Ledge
(2.18)

where Peq = 2
√

πA, with A the particle size, Ledge the perimeter of the polyhedron. The

sphericity value for each particle varies in the range (0,1). Sphericity near zero represents

a thin and long shape, while near unit sphericity represents a shape that is very similar

to a circle. Different shapes controlled by different sphericities are illustrated in Fig. 2.2.

In the context of numerical verifications, the sphericity distribution within the particulate

composite is taken to be Gaussian:

f (s) = N(µs,σs) (2.19)

where, µs and σs are the sphericity expectation and variance, respectively.

2.3 Sensitivity Analysis Framework

The proposed framework is established based the idea that parameter sensitivities of

particulate materials should be quantified in a global sense (i.e., across the entire parameter

space) to understand the role that each parameter plays on the corresponding failure mech-

anisms, and in the presence of discontinuous response surfaces under the applied loading.
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Figure 2.3: Overview of the proposed sensitivity analysis framework.

The proposed framework is schematically illustrated in Fig. 2.3.

The proposed framework relies on a parametric description of the microscale morphol-

ogy as well as the constitutive response of the constituents (i.e., inclusion, binder, interface).

The morphological and constitutive parameters are taken to be random variables. In order

to perform sensitivity analysis, a set of samples is drawn to cover the entire subspace of

physically plausible parameters. In order to avoid the necessity of performing direct mi-

croscale simulations for each sample point within the set, the proposed framework relies

on adequately trained surrogate modeling (Gaussian Process, or GP) that relates the pa-

rameters to the response surface of a chosen microscale metric (e.g., interface separation,

temperature rise, initiation). The sensitivity assessment is based on the Global Sensitivity

Analysis (GSA) method. In GSA, the variance in the model output (i.e., microscale metric)

results from the variance in the model input parameters (i.e., material parameters and the

morphology), as well as the variance induced by the model input interactions. In this study,

the contributions of the variance in each input to the variance in the output is characterized

using the first order sensitivity and total effect indices. First order index represents the

contribution to the output variance from the parameter itself, while total effect index also

includes the interactions between the parameter and the other parameters.
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2.3.1 Stratified Sampling

The sampling of the parameter space is performed such that the following two require-

ments are satisfied: (1) The samples must cover the entire parameter space. This is in view

of the fact that we seek to compute the sensitivity of the parameters across the entire pa-

rameter space, in contrast to local sensitivities. (2) The total number of samples must be

as small as possible for computational efficiency, in view of the computational complexity

of the microscale simulations. In the current study, the Stratified Sampling method [120]

is employed. Stratified sampling ensures certain subspaces are not overrepresented or un-

derrepresented. The idea of stratified sampling is to partition the parameter space to mul-

tiple non-overlapping subspaces, and to ensure that a set of samples from each subspace

is drawn. Sampling within each subspace allows probing the local characteristics of the

response function throughout the parameter space.

The benefit of employing the stratified sampling method is graphically illustrated in

Fig. 2.4. In Fig. 2.4a, stratified sampling is applied to generate 100 randomly distributed

samples in a two dimensional parameter space. The entire region is evenly divided as

10×10= 100 subspaces with one sample per subspace. In Fig. 2.4b, uniform sampling was

employed to draw 100 samples. The uniform sampling method fails to generate samples in

38 of the subspaces probed by stratified sampling, and fails to sample from large swaths of

the parameter space. Alternative sampling approaches such as Sobol sequences [158] and

other quasi Monte Carlo methods that uniformly sample the entire parameter space could

also be employed with similar efficiency compared with the stratified sampling.

2.3.2 Gaussian Process Model

In view of the significant computational cost of performing microscale dynamic simula-

tions, probing the entire parameter space within the context of sensitivity analysis through

microscale simulations as a forward solver is computationally prohibitive. In this study, we

employ Gaussian Process modeling as the surrogate forward simulator. In this approach,
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(a) Stratified sampling. (b) Uniform sampling

Figure 2.4: Comparison between stratified sampling and uniform sampling.

a small suite of microscale simulations are performed with randomly sampled parameters

to generate discrete values of the response function, called training points. The training

points are employed to construct the surrogate model, which is in turn employed to predict

the response with randomly sampled prediction points.

Gaussian process (or Kriging) is a method of interpolation for which the interpolated

values are modeled by a Gaussian process governed by prior covariance. The Gaussian

process method is probabilistic, and it generates a distribution instead of a single predic-

tion value at the prediction point. The variance of the prediction distribution is related to

the proximity of the prediction point input (i.e., the parameter set that correspond to the

prediction point) and the training point inputs as illustrated in Figure 2.5a.

The GP model is expressed in the following form:

Gp(u) = h(u)
T ·β+Z(u) (2.20)

where u= (u1,u2, ...,ud) denotes the vector of input parameters, each of which is a random

variable, d denotes the number of parameters (i.e., the dimensionality of the problem),

h is the trend of the model, β is the vector of trend coefficients, and Z is a stationary
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Figure 2.5: Example of GP model and discontinuity. Illustration of (a) a GP
surrogate of function, f = x · sin(x) trained with 6 training points; (b) a GP sur-
rogate of function, f = x · sin(x)+ 5 ·H(x− 5) trained with 6 samples; (c) two
local GP surrogates of function, f = x · sin(x)+5 ·H(x−5) trained with 6 sam-
ples.

Gaussian process with zero mean. The trend of the model is taken to be up to second

order polynomial regression model in this study, and higher order polynomial trend could

be achieved via increasing the number of training samples.

The covariance between sample outputs is defined as

Cov[Z(a),Z(b)] = σ
2
z ·R(a,b) (2.21)

where σ2
z is the process variance and R(·, ·) is the correlation function between two input

points a and b. Squared-exponential function, a commonly used correlation function is
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employed:

R(a,b) = exp[−
d

∑
i=1

θi(ai−bi)
2] (2.22)

where θi ∈ θ = (θ1, ...,θd) is a parameter that indicates the correlation between the points

within dimension i, ai and bi are the ith components of a and b, respectively.

The expectation value and variance of the GP model prediction distribution at input

point u are expressed as:

µG(u) = h(u) ·β+r(u)TR−1(g−Fβ) (2.23)

σ
2
G(u) = σ

2
z (u)−

[
h(u)T r(u)T

] 0 F T

F R


−1 h(u)

r(u)

 (2.24)

where r(u) is a vector containing the covariance between u and each of the n training

points (u1, ..., un), R is n× n matrix containing the correlation between each pair of

training points, g is the vector of response outputs at each of the training points, and F is

n×q matrix with rows h(ui)
T , where q is the number of trend function terms for each row.

The process variance σ2
z and character parameter θ are determined through maximum

likelihood estimation. Taking the log of the probability of observing the response values g

given the covariance matrixR:

log[p(g|R)] =−1
n

log |R|− log(σ̂2
z ) (2.25)

where |R| indicates the determinant ofR, and σ̂2
z is the optimal value of the variance given

an estimate of θ and is defined by

σ̂
2
z =−1

n
(g−Fβ)TR−1(g−Fβ) (2.26)

Maximizing Eq. 2.25 gives the maximum likelihood estimate of θ, which in turn defines
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σ2
z .

2.3.3 Discontinuities and Classifier

The response of particulate composites under dynamic loading conditions are marked

by the presence of discontinuities induced by the discrete failure events that are functions

of both material and morphological parameters. In contrast, the Gaussian Process models

employing squared-exponential covariance functions or rational quadratic kernels exhibit

significant errors when the response function is discontinuous [162]. Figure 2.5b illustrates

the GP approximation of a function similar to that shown in Fig. 2.5a, but that contains a

discontinuity. With the same training samples used in Fig. 2.5a, the GP model shown in

Fig. 2.5b fails to accurately represent the discontinuous function.

In this chapter, a piece-wise continuous GP model is proposed to account for the pres-

ence of discontinuities in the response functions. The piece-wise continuous GP model is

built by employing the support vector machine (SVM) - a classification algorithm to solve

the model selection problem.

Let Θ ⊂ Rd denote the parameter space, which yields a discontinuous response func-

tion, y(u)(u∈Θ). The response function is assumed to be continuous within q subdomains

(Θa ⊂ Θ;a = 1, ...,q) separated by (m− 1) dimensional hyperplanes. The corresponding

piecewise continuous GP approximation of the response function is expressed as:

GP(u) =
q

∑
a=1

Na(u)GPa(u) (2.27)

in which GPa denotes the continuous GP approximation valid within Θa; and Na is a piece-

wise constant shape function:

Na(u) =


1, if u ∈Θa

0, elsewhere
(2.28)
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Figure 2.5c illustrates a piece-wise continuous GP model in predicting the discontinu-

ous function shown in Fig. 2.5b. The continuous parts on both sides of the discontinuity of

the function are captured within the µG±3σG interval by the two local surrogates.

The primary difficulty in the construction of the proposed surrogate model in Eq. 2.27 is

that the parameter subdomains Θa are not known a-priori. We seek to identify the separator

hyperplanes between the parameter subdomains based on a classification algorithm of the

machine learning theory [86]. SVM is a discriminative classifier formally defined by a

separating hyperplane/decision boundary [166]. For given set of input points (u1, ...,un)

with their corresponding outputs (y1, ...,yn), φ is a mapping function from the input space

to a hypothesis and potentially infinite-dimensional feature space [149] in which the inner

product is 〈φ(ui),φ(u j)〉 such that the training set is linearly separable. The hyperplane is

found through the following optimization problem:

max
w,b

min
i

{
yi [〈w,φ(ui)〉−b]

}
where 〈·, ·〉 represents inner product, w is a vector, and b is a real number. The expres-

sion (〈w,φ(ui)〉− b) is the distance between ui and the decision boundary. The sign of

yi{〈w,φ(ui)〉 − b} is positive for the correct classifications and negative for the incor-

rect classifications. If all data sets are linearly separable, γ = min
{
yi [〈w,φ(ui)〉−b]

}
is

positive. It is proven in [29] that the decision function

f (u) = sign(〈w,φ(u)〉−b) (2.29)

is equivalent to

f (u) = sign(
n

∑
i=1

αiyi〈φ(ui),φ(u)〉−b). (2.30)

From this expression, it can be observed that only those points with non-zero αi (called

support vector) determine the hyperplane. The dot product between data point vectors,
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Figure 2.6: Cross-validation of the classification algorithm.

φ(ui) and φ(u j), is written as Ki j = 〈φ(ui),φ(u j)〉. Eq. 2.30 becomes:

f (u) = sign(
n

∑
i=1

αiyiK(ui,u j)−b). (2.31)

whereK is the kernel matrix. In current study, quadratic kernel K(ui,u j) = (〈ui,u j〉+1)2

is employed.

An additional and equally important problem is the identification of the number of dis-

continuities, q, within the parameter space. While not straightforward, those problems that

exhibit unknown number of discontinuities could be addressed through cluster analysis in

data mining, such as the elbow method [57], X-means clustering [126], Akaike information

criterion [143], the silhouette method [142]. In the examples in this chapter, the number of

discontinuities are dictated by the physics of the problem and assumed to be known a-prior.

The performance of the classifier is assessed by k-folder cross-validation, which is a

non-exhaustive cross-validation method [84] as illustrated in Fig. 2.6. The full set of input

parameters is separated into k sets of equal size. An arbitrary subset is taken as the vali-

dation set, whereas the remaining (k−1) sets are employed as training sets. The training

sets are employed to construct the classifier. The validation set is then employed to assess

whether the predicted classification (i.e., the associated parameter subdomain of each in-

put, ui) is accurate. This process is repeated k times by assigning a different subset as the

validation set.
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Table 2.1: Confusion matrix.

Positive Negative
(Predict) (Predict)

Positive
(Actual)

True False

Negative
(Actual)

False True

Confusion matrix (i.e., error matrix) is produced by cross-validation to quantify the per-

formance of a classifier (Table 2.1). Confusion matrix is a specific table layout that allows

visualization of the performance of an algorithm. Each row of the confusion matrix rep-

resents the true class (i.e., the parameter subdomain), while each column of the confusion

matrix represents the prediction of the classifier. For example, the (i, j)th element in the

confusion matrix indicates the number or percentage of cases which belong to ith parameter

subdomain while predicted as jth parameter subdomain. The diagonal terms represent the

number or percentage of correct predictions of the classifier. For k-folder cross-validation,

k confusion matrices are generated and summed to construct the overall confusion matrix.

2.3.4 Global Sensitivity Analysis

Among various sensitivity analysis methods, Global Sensitivity Analysis (GSA) has the

ability to collect information from the entire input domain instead of local points, which

makes the quantitive measurement of the sensitivity over the entire domain possible. The

primary idea of GSA is to divide the uncertainty or variance of model output into different

sources of uncertainty or variance of model inputs, and the contributions from different

sources are quantified by sensitivity indices.

The most sensitive parameter is identified through the GSA framework in both sense

of self-contribution and parameter interactions, and insensitive parameters are set as con-

stant in the view of computational complexity. In the view of multiple potential failure

mechanisms, GSA provide the ability to understand the dominant mechanisms behind the

complex input-output relationships over the input space, and eliminate the trivial influence
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from insensitive parameters. The parameter sensitivities obtained from GSA are parameter

space dependent, considering that failure mechanisms are dominant at different parameter

subspaces, and GSA focuses on the output uncertainty over the desired parameter space.

2.3.4.1 Decomposition of Variance

Arbitrary target function y = f (u) = f (u1, ...,ud) is decomposed as [159]

f (u1, ...,ud) = f0+[
d

∑
i=1

φi(ui)+
d−1

∑
i1=1

d

∑
i2=i1+1

φi1,i2(u
i1,ui2)+ ...+φ1,2,...,d(u1, ...,ud)] (2.32)

where



f0 =
∫

f (u)
d

∏
i=1

[pi(ui)dui] = E(y)

φi(ui) =
∫

f (u)∏
j 6=i

[p j(u j)du j]− f0 = Eu−i(y|ui)− f0

φi1,i2(u
i1,ui2) =

∫
f (u) ∏

j 6=i1,i2

[p j(u j)du j]−φi1(u
i1)−φi2(u

i2)− f0

(2.33)

(2.34)

(2.35)

with pi(ui) the probably distribution function (PDF) of ui, thus
∫

f (u)∏ j 6=i[p j(u j)du j] is

Eui(y|ui) by definition. The constant f0 is the expectation value of y. φi(ui) represents the

contribution of ui to f only from itself, while φi1,i2(u
i1 ,ui2) represents the contribution from

the interaction between ui1 and ui2 to f . The variance of y is obtained:

Var(y) =
∫
[ f (u1, ...,ud)− f0]

2
d

∏
i=1

[pi(ui)dui] (2.36)

The parameters are taken to be independent (i.e., uncorrelated) random variables, which

ensures the uniqueness of the the decompositions stated above [159].

2.3.4.2 Sensitivity Index

Sensitivity index is a measurement of the parameter sensitivity/importance to the model

output variance. Sensitivity indices quantify the contribution of the parameter itself and the
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interaction between the parameter and other parameters across the entire input domain. The

first order index quantifies the contribution to output variance from the parameter itself,

i.e., the first order terms in Eq. 2.32, while total effect index also includes the higher order

terms in Eq. 2.32, i.e., the interactions between the parameter and the other parameters.

Substituting Eq. 2.36 into Eq. 2.32:

1 =
d

∑
i=1

Si +
d−1

∑
i1=1

d

∑
i2=i1+1

Si1i2 + ...+S1,2,...,d (2.37)

where the first order sensitivity index Si is defined [159]:

Si =
Var(φi(ui))

Var(y)
=

Varui(Eu−i(y|ui))

Var(y)
(2.38)

The notation u−i represents all possible u j for j 6= i. Varui(Eu−i(y|ui)) is the variance of the

expectation of y given ui . Eu−i(y|ui) is computed by varying u−i for a fixed ui, whereas

Varui(Eu−i(y|ui)) is calculated by varying ui.

The total effect index, ST
i , is expressed as:

ST
i = 1− Varu−i(Eui(y|u−i))

Var(y)
(2.39)

where Eui(y|u−i) is the expectation of y given u−i. The total effect index ST
i is the sum of

first order index and corresponding higher order terms [64]:

ST
i = Si +

d

∑
j

Si j +
d−1

∑
j1=1

d

∑
j2= j1+1

Si j1 j2 + ...+S1,2,...,d (2.40)

where Si j represents the interaction between ui and u j, Si j1 j2 represents the interactions

between ui, u j1 and u j2 , S1,2,...,d is the interactions between all input parameters. The

interaction terms in the total effect index is non-zero despite the fact that the parameter

distributions are taken to be uncorrelated [92]. The numerical computation of sensitivity
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indices is performed using the Monte-Carlo based procedure proposed by Saltelli et al.

[146]. The sum of total effect indices have the following property:

d

∑
i=1

ST
i ≥ 1 (2.41)

This is due to the fact that the interaction between ui and u j is accounted for in both ST
i and

ST
j .

2.4 Numerical Examples

The sensitivity analysis framework has been exercised to study two cases: (1) The dy-

namic response of a single AP particle embedded in HTPB binder. Particularly, the inves-

tigation focuses on the sensitivity of interfacial separation observed under impact loading

to the parameters that describe the constitutive behavior of the binder and the interface.

(2) The dynamic response of a multi-particle microstructure subjected to ultrasonic vibra-

tion loading to study the size and morphology sensitivity of the temperature rise within the

microstructure.

2.4.1 Material Property Sensitivity

The dynamic response of energetic materials is sensitive to the particle/binder inter-

face, since the interfacial separation, upon debonding, leads to temperature rise induced

by frictional heating and dissipation within the binder. In the current numerical study,

material properties, especially interfacial parameters, are investigated using the proposed

framework.

2.4.1.1 microscale Model

In this study, a fixed microstructure that consists of a single AP particle embedded in

the HTPB binder is considered. The microscale geometry and corresponding boundary

conditions are illustrated in Fig. 2.7a. The 3 mm × 2 mm rectangular composite specimen
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Figure 2.7: Dynamic response of a single AP particle reinforced HTPB. (a) The geom-
etry and boundary conditions; (b) the loading history.

includes a circular AP particle with a diameter of 1 mm. One edge of the specimen is

fixed, while high rate impact loading is applied along the other edge. The displacement-

controlled loading profile is shown in Fig. 2.7b, which consists of four step loadings. The

loading rate in the first step is 600 mm/s, whereas the remaining three are applied at 3000

mm/s rate. The loading profile is similar to a tensile Kolsky bar test that includes a quasi-

static preload, followed by the applied load amplitude and multiple reflections. Under

the applied loading, the AP particle is assumed to behave elastically. The HTPB binder

undergoes viscoelastic deformation, and the interface progressively debonds based on the

cohesive zone model described above. The response function of interest is the time to onset

of interface separation defined as the time when the maximum separation reaches half of

the particle diameter.

The AP particle Young’s modulus and Poisson’s ratio are obtained from [96]. The den-

sity ρAP is 1.95×10−3, and the specific heat capacity per unit volume CVAP is 2.121mJ/mm3K [59].

Fifteen material parameters fully describe the thermo-mechanical deformation in the

binder. The viscoelastic response is approximated using a four-component Prony Series

model. The parameter set is split into two subsets. The first set consists of those parameters

a-priori considered to be insensitive with respect to the response function, or are fixed. The
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Table 2.2: Binder and particle fixed parameters.

Parameter ρh νh CVh Tref A B EAP ρAP

Unit g/mm3 mJ/mm3K K MPa g/mm3

Value 0.95 ·10−3 0.45 1.987 253 −15 102 1.95 ·104 1.95 ·10−3

Parameter CVAP νAP p3 p4 q1 q2 q3 q4

Unit mJ/mm3K MPa MPa ms ms ms ms
Value 2.121 0.3 25 13 2 ·10−5 2 ·10−4 2 ·10−3 2 ·10−2
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Figure 2.8: Prony series ranges calibration with experimental data.

density of the HTPB binder, ρh, is 0.95× 10−3g/mm3. The Poisson’s ratio of HTPB is

taken to be 0.45, the same as that of Sylgard 184 [148, 164]. The specific heat capacity per

unit volume, CVh is 1.987mJ/mm3K [59]. The reference temperature Tref and temperature

shift factors A, B are kept consistent with Ref. [68]. The values of the fixed parameters are

summarized in Table 2.2. The remainder of the parameters (i.e., the second set) are taken to

be sensitive to the response function and employed as variables in the sensitivity study. The

specific distributions of the parameters are unknown (due to lack of sufficient experiments

to characterize the distributions). The parameters are therefore assumed to follow uniform

distributions, which only require lower and upper bounds. The parameter ranges within the

second set are identified based on experimental data and calibrated from stress-strain curves

at different temperature and loading rates. Figure 2.8 shows the identification of the upper

and lower bounds for the viscoelastic parameters (p1, p2, Gh∞
) by fitting bounds to the
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Table 2.3: Parameter boundaries in material property sensitivity study.

Parameter p1 p2 Gh∞ Tmax ∆cn ∆ct µ0 wint ρint

Unit MPa MPa MPa MPa mm mm mm g/m3

Upper bd 80 48 1.95 ·10−3 2.9 5 0.25 0.3 0.3 3 ·10−3

Lower bd 65 27 0.95 ·10−3 1.35 0.5 0.1 0.2 0.2 2 ·10−4

Table 2.4: Interfacial fixed parameters

Parameter η0 ε βs CVint

Unit MPa/mm mJ/mm3K
Value 0.014 10−5 1900 2.054

HTPB experimental stress-strain curves based on the data from Ref. [20]. The parameter

ranges for the viscoelastic parameters employed in the sensitivity analysis are shown in

Table 2.3.

Ten parameters describe the thermo-mechanical behavior and the progressive debond-

ing along the particle-binder interface. Similar to the binder case, the parameter set is

split into two subsets. The first set consists of those parameters a-priori considered to be

insensitive with respect to the response function, or are fixed. The elastic limit η0 is re-

ported in [68]. The regularization parameter ε , which is introduced from the numerical

efficiency point of view, is determined as 1× 10−5 by a numerical parametric study in

which the error caused by the regularization is not greater than 0.2% compared to the clas-

sical Coulomb law. The interfacial stiffness βs is experimentally obtained by measuring

the slope of the stress-strain curve [68]. The interfacial heat capacity CVint is taken as the

average of the two material phases (AP and HTPB), i.e., CVint = 2.054mJ/mm3K. The val-

ues of the fixed parameters are summarized in Table 2.4. The remainder of the parameters

are taken to be sensitive to the response function and employed as variables in the sensi-

tivity study. The maximum traction Tmax, the critical normal separation ∆cn, the critical

tangential separation ∆ct , the interfacial width wint, the interfacial density ρint, and the fric-

tion coefficient µ0 are included as variables in the sensitivity study. Parameter ranges of

the cohesive zone model are selected based on the properties of the PBXs investigated in
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Table 2.5: Overall accuracies of classifiers

Classifier Linear SVM Simple Tree Coarse KNN1 LD2

Accuracy 94.4% 81.4% 95.3% 90.4%
Prediction Speed [obj/s4] ∼ 28000 ∼ 96000 ∼ 33000 ∼ 72000

Classifier Quadratic SVM Medium Tree Medium KNN QD3

Accuracy 98.2% 96.6% 96.6% 91.0%
Prediction Speed [obj/s] ∼ 25000 ∼ 120000 ∼ 57000 ∼ 52000

1k-Nearest Neighbor
2LD represents linear discriminant
3QD represents quadratic discriminant
4obj/s represents objective (or number of function evaluations) per second

Refs. [11, 58, 68, 130, 160, 187] and listed in Table 2.3.

In summary, three binder parameters (i.e., p1, p2 and Gh∞
) and six interfacial parameters

(i.e., Tmax, ∆cn, ∆ct , wint, ρint, and µ0) for a total of nine parameters are included in the

current sensitivity study.

2.4.1.2 Local GP Models and Classifier

Under the applied step-wise loading, interface separation (as a function of material

parameters) tends to cluster near the load steps. This results in a multi-modal distribu-

tion of time-to-separation as further discussed below. In order to accurately approximate

this behavior using surrogate modeling, we employed the piecewise continuous GP model

(Eq. 2.27). The classifier SVM provides higher accuracy than some of the other classi-

fiers (e.g. decision tree, k-Nearest Neighbor Classifier, discriminant analysis) at the cost of

added computational complexity, as shown in Table 2.5.

A five-part GP model has been constructed to predict the sensitivity of the nine material

parameters on the failure behavior of the composite. The five-part model corresponds to

the parameter subspaces that result in failure near the four step loads, in addition to the

subspace that result in no interface separation.

In Fig. 2.9, Von Mises stress contours are plotted from four representative simulations

at the state of interface failure (i.e., separation time). The contour plots indicates a change
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(a) (b)

(c) (d)

Figure 2.9: Von Mises stress contours of single particle system failure at (a) t = 1.04
ms; (b) t = 2.12 ms; (c) t = 3.08 ms; (d) t = 3.932 ms.

in interface separation characteristics in addition to separation time as a function of con-

stituent parameters. The proposed five-part GP model is trained by a suite of training points

that are obtained through the dynamic analysis of the microstructure using the finite ele-

ment method with randomly sampled parameters using the stratified sampling method. The

accuracy of the GP model has been assessed by verifying the convergence as a function of

the number of training points, and the number of prediction points, as well as by verifying

the accuracy of subspace classification through the confusion matrix.

Figure 2.10a illustrates the convergence of the GP model as a function of the number

of training points employed. The figure shows the prediction of time-to-separation PDFs

based on three piecewise continuous GP models trained by 256, 512, 5120 microscale sim-

ulations. The PDFs were generated using 20 million prediction points for all three models.

While the model trained by 256 training points demonstrates significant discrepancy, the

models trained by 512 and 5120 indicates close match. In the remainder of the numerical

study, we employ the GP model trained by 5120 training points. Figure 2.10b shows the

convergence of the GP model predictions as a function of the number of prediction points.

The figure demonstrates that the GP model predictions converge after a relatively large

number of prediction points are employed (∼2 million). It is important to note that the
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Figure 2.10: Convergence study of GP model with respect to (a) the number of
training samples with prediction distributions generated with 2 million samples;
and (b) the number of prediction points with the surrogate trained with 5120
samples.

figure illustrates those prediction points that lead to separation. The distributions with low

number of prediction points demonstrates a higher ratio of cases in which separation does

not initiate.

The performance of the SVM classifier is assessed by the confusion matrix which is

generated by a 10-folder cross-validation as shown in Fig. 2.11.

In Fig. 2.11b, all the diagonal terms (indicating correct classification) are greater than

90%, which indicates that the classifier correctly predicts the appropriate parameter sub-

space with over 90% accuracy. Increasing accuracy is observed as the number of training

points increases from 512 (Fig. 2.11a) to 5120 (Fig. 2.11b) employing quadratic SVM clas-

sifier.

2.4.1.3 Global Sensitivity Analysis

The parameter boundaries which define the parameter space of interest are provided in

Table 2.3. The most sensitive parameters using the first order sensitivity and total effect

sensitivity are identified according to the indices of each parameter.

Sensitivity indices, the quantitive representation of parameter contribution to interfacial
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Figure 2.11: Confusion matrix. Class i: separation initiation near the ith step load (i
≤ 4). Class 5: no separation ovserved. (a) confusion matrix trained with 512 samples.
(b) confusion matrix trained with 5120 samples.

separation, are shown in Fig. 2.12a. Interface strength Tmax is the dominant parameter based

on self-contribution as well as parameter interactions. The critical normal separation and

Gh∞
are also identified as significant uncertainty sources in this system. The higher order

interactions between multiple factors significantly increase the sensitivities of ∆cn and Gh∞
.

Compared to critical normal separation, the critical tangent separation is an insensitive

parameter, despite the presence of shear stress concentration as reported in [68]. Prony

Series and other interfacial parameters are observed to be insensitive factors as well. Figure

2.12b demonstrates the convergence of the sensitivity measures as a function of the number

of prediction samples. The figure indicates convergence with approximately 20 million

prediction samples.

2.4.2 Microscale Geometry Sensitivity

The local temperature rise (“hot spots”) induced by local microstructure response in

multiple particle systems under dynamic loading is of interest, since hot spots are among

the failure mechanisms in energetic materials. In the current numerical study, the mi-

croscale geometry characteristics of the particulate composite, for example, particle size

and particle shape, are parameterized and investigated using the GSA framework.
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Figure 2.12: Convergence study of GP model with respect to (a) the number of
training samples with prediction distributions generated with 20 million sam-
ples; and (b) the number of prediction points with the surrogate trained with
5120 samples.
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Figure 2.13: Geometry and loading conditions.

2.4.2.1 Microscale Model

In this numerical study, the thermo-mechanical dynamic behavior of a multiple particle

AP-HTPB composite specimen under ultrasonic vibration loading is investigated to assess

the contribution of geometric parameters on the temperature rise in the specimen. The

specimen is idealized as a 3 mm × 3 mm rectangle with multiple polygons (idealized

particles) embedded as shown in Fig. 2.13. The bottom edge is fixed, and the periodic

boundary condition is applied on the side edges. Static pressure, p = 200 KPa, and a

harmonic loading, dh = Av · sin(2π f · t), are both applied on the top surface as external

excitation. Av = 0.03 mm is the loading amplitude, and f = 40 kHz is the ultrasonic
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Figure 2.14: Illustration of particle size distribution. Above PDF is subjected to a
bimodal distribution with µ1 = 0.15 mm2, µ2 = 0.07 mm2, σ1 = 0.025 mm2, σ2 =
0.0075 mm2, w1 = 0.6.

frequency.

Microscale geometry of particulate composites is defined by the particle size distribu-

tion, the particle shape distribution, and the particle area fraction. The microscale geometry

of AP-HTPB system is assumed to be controlled by the above parameterized distribution

parameters and constructed by Neper [136], a polycrystalline microstructure generation

software. The geometry of the particles obtained from Neper is adjusted to reach the de-

sired area fraction, and the binder model is applied on the gap between the AP particles

to include the interaction of particles through the soft HTPB binder. The cohesive zone

element is inserted between particle and binder to reproduce the interfacial behavior.

In the context of numerical verifications, a bimodal particle size distribution is as-

sumed [13]:

f (A) = w1 ·N(µ1,σ1)+(1−w1) ·N(µ2,σ2) (2.42)

where w1 is the weight for the first mode. µ1 and σ1 are the mean and variance of the

normal distribution of the first mode. µ2 and σ2 are the mean and variance of the second

mode, as illustrated in Fig. 2.14.

Sensitivities of five microstructure parameters that define the microscale geometry (par-

ticle size distribution means µ1, µ2, bimodal weight ω1, particle sphericity distribution
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Table 2.6: Parameters boundary in microscale geometry sensitivity study.

Parameter µ1 µ2 µs ω1 η

Unit mm2 mm2

Upper bd 0.2 0.07 0.9 1.0 0.9
Lower bd 0.1 0.04 0.8 0.5 0.7

(a) (b) (c)

Figure 2.15: Examples of microscale geometry with size and shape parameters
at (a) lower boundaries; (b) mean values; (c) upper boundaries in Table 2.6.

mean µs, and area fraction η) are investigated. Similar to the previous example, uniform

distribution is assumed for each parameter. The values of parameter ranges are selected

according to experimental and numerical energetic microstructure data available in the lit-

erature [11, 168, 87, 13, 32, 115, 32, 178, 69] and listed in Table 2.6. Variations of these

five parameters directly influence the microscale geometry, and three examples in Fig. 2.15

are employed to demonstrate the influence of the parameters on the resulting microscale

geometry. The variance of the first mode and second mode, σ1 and σ2 are kept as 0.025

mm and 0.0075, respectively. The variance of sphericity σs is selected as 0.15.

Material parameters except the Prony Series (i.e., AP particle properties, interface pa-

rameters) set in the previous example are used in the current study as well. Six interfacial

parameters and the steady-state shear modulus employed before are assumed to be con-

stants and shown in Table 2.7. Six pairs of Prony Series are employed to represent the

viscoelastic behavior of HTPB binder and calibrated from experimental data [20]. The

calibrated stress-strain curves using six pairs of Prony Series are plotted in Fig. 2.16, and
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Table 2.7: Fixed parameters in microscale geometry sensitivity study.

Parameter Tmax ∆cn ∆ct µ0 wint ρint Gh∞

Unit MPa mm mm mm g/m3 MPa
Value 2.91 0.11 0.264 0.2 10−3 1.45 ·10−3 2.5

Table 2.8: Calibrated six pairs of prony series.

Parameter p1 p2 p3 p4 p5 p6

Value 33 30 25 13 8 3
Parameter q1 q2 q3 q4 q5 q6

Value 1.04 ·10−7 2.1 ·10−5 1.66 ·10−3 1.05 ·10−2 5 ·10−2 2.1 ·10−1

corresponding moduli and relaxation times are shown in Table 2.8.

In order to ensure that the element discretization is sufficient to capture the dynamic

response, a mesh convergence study with respect to the target response functions (i.e.,

temperature) is performed. For a representative case as shown in Fig. 2.17a, the specimen

is deformed under ultrasonic loading for 1 ms. The maximum temperature after 1 ms as

the response function of the mesh convergence study changes with mesh refinement and its

convergence trend is plotted in Fig. 2.17b. When the number of elements reaches to around

6,000, the maximum temperature in the specimen after the ultrasonic excitation is loaded

for 1 ms is stable. All forward microscale simulations employ a level of discretization

similar to the converged model described in this study.

2.4.2.2 GP Surrogate Model

Although high temperature may exist at multiple local sites within the microstructure,

as shown in Fig. 2.18, the maximum temperature within the specimen is chosen as the

response function. A GP surrogate is trained to substitute the complex microscale FE sim-

ulation (Fig. 2.18). The convergence with respect to the number of training samples is guar-

anteed by constructing four GP models with 32, 64, 96, and 128 microscale simulations as

training points. Four prediction distributions constructed with GP models trained by dif-

ferent sample sizes are compared and the convergence is observed, as shown in Fig. 2.19a.

The PDFs were generated using forty million prediction points for all four models. These
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Figure 2.16: Prony Series Calibration

four distributions are not identical, but three of them (produced by GP models trained with

64, 96, 128 samples) are similar and can be regarded as converging. In current study, the

GP model with 64 training simulations is employed.

Similar to the previous study, the convergence of prediction distributions should be

guaranteed before checking the convergence of the number of training samples. Forty

million prediction points are necessary to generate the converged prediction distribution, as

shown in Fig. 2.19b.

2.4.2.3 Global Sensitivity Analysis

Five microscale geometry parameters that represent the microstructure characteristics

are investigated through the proposed sensitivity analysis framework. Sensitivity indices

quantifying contributions from parameters and interactions are obtained, and the dominant

parameter is identified.

The sensitivity indices obtained from the GSA framework are shown in the Fig. 2.20a.

The results indicate that the area fraction is the dominant parameter that contributes to

the temperature rise in the dynamic simulations. The dominant effect of area fraction is

primarily due to the higher stress concentrations observed in particles in close proximity
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Figure 2.17: Mesh convergence study of the representative case. (a) Mesh of the repre-
sentative microstructure with 21104 elements; (b) Element number convergence.

to one another. It is interesting to note that the sphericity parameter appears to have lit-

tle influence on the localized heating characteristics. This result is surprising since higher

stresses are expected near low sphericity particles. This result is attributed to the fact that

the parameter range for sphericity is kept relatively narrow in the sensitivity study. This

is to avoid the need to employ very fine discretization near narrow edges of the particles.

From the physical perspective, it can be speculated that very fine asperities of the particles

break off at the early stages of the dynamic loading, rounding the particle geometries prior

to the onset of localized heating. Comparing the total and first order sensitivity indices, the

contributions of the parameter interactions appear to be significant for particle mean sizes,

the weight and sphericity expectation parameters. The larger particle mean size exhibits

larger influence than the smaller particle mean size to the maximum temperature within the

particulate composite. Figure 2.20b demonstrates the convergence of the sensitivity mea-

sures as a function of the number of prediction samples. The figure indicates convergence

with approximately 20 million prediction samples.
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(a) (b)

Figure 2.18: Example of microscale FE simulations of multiple particle systems.
(a) Temperature contour of binder at t = 10 ms; (b) Von Mises stress contour at t = 10
ms.

2.5 Conclusion

This chapter presented a new global sensitivity analysis framework for problems that

exhibit discontinuous response functions. The proposed approach has been applied to in-

vestigate the role of material and morphological properties of particulate energetic compos-

ite materials subjected to dynamic loading conditions. In particular, the following conclu-

sions are drawn: (1) the piece-wise continuous GP model with SVM classier to characterize

the continuous subdomains provide a computationally accurate and efficient approach to

characterize sensitivities in the presence of response function discontinuities; (2) Interface

strength and particle volume fraction are found to be the most influential parameters in the

loading regime and microscale morphologies investigated in this study.
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Figure 2.19: Convergence study of GP model with respect to (a) the number of training
samples with prediction distributions generated with 40 million samples; (b) the number
of prediction points with the surrogate trained with 128 samples.
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Figure 2.20: Convergence study of GP model with respect to (a) the number of
training samples with prediction distributions generated with 45 million sam-
ples; and (b) the number of prediction points with the surrogate trained with
5120 samples.
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Chapter 3

PLASTIC DISSIPATION SENSITIVITY TO MECHANICAL PROPERTIES IN

POLYCRYSTALLINE β -HMX SUBJECTED TO IMPACT LOADING

3.1 Introduction

This chapter focuses on analyzing the anisotropic elasticity and plastic deformation of

β -HMX single crystal and polycrystalline subjected to impact loadings. Through the sen-

sitivity analysis studies, monoclinic elastic constants have been analyzed by quantifying

their contributions to the material response over a large parameter space. Parameters that

control the plastic deformation mechanisms are also analyzed through the sensitivity anal-

ysis framework. In particular, two slip mechanisms (thermal activation and phonon drag)

and dislocation evolutions (generation and annihilation) are considered as the primary con-

tributing sources to the overall shear strain rate. This investigation help us characterize

the orientation dependence and plastic deformation mechanisms of β -HMX crystal, and

identify the significance of elasticity and plasticity properties in the dynamic behaviors.

3.2 Constitutive Model of β -HMX

The elasto-plastic response of HMX crystals is modeled using the Crystal Plasticity

Finite Element (CPFE) approach, considering that crystallographic slip is an important de-

formation mechanism in the plastic stage under the moderate impact load regime. The

constitutive model employed in this study describes the isothermal and large plastic defor-

mation of the HMX polycrystal. The large deformation kinematic formulation is based on

the framework of Marin [100]. A brief overview of this framework is provided below.
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3.2.1 CPFE formulation

Consider the body of the polycrystalline solid in its current configuration denoted as

B. The initial configuration of the body is denoted as B0. The motion from B0 to B

follows the map x= φ(X, t), where x andX represent positions in the current and initial

configurations, and t is time. The deformation gradient, F = ∂x/∂X , is decomposed

using the classical multiplicative split:

F = F e ·F p = V e ·Re ·F p (3.1)

where F e is the elastic part of the deformation gradient, F p represents the plastic de-

formation which is modeled by dislocation evolution and shear stress induced slip in the

crystallographic slip systems. Polar decomposition of F e generatesRe and V e, whereRe

is the orthogonal tensor defining the rotation and reorientation of the grains, V e is the left

stretch tensor representing the pure elastic stretch of the lattice.

Two intermediate configurations, B̄ and B̃, are introduced. In what follows, all quan-

tities with tilde and over bar respectively indicate representation in the B̃ and B̄ config-

urations. Plastic update is performed in the intermediate and stress free configuration B̃,

which is obtained through unloading the elastic stretch, (V e)−1, from current configuration

B. The use of two configurations provides a better setting for elastic-viscoplastic behavior,

in contrast with a single intermediate configuration approach typically employed for rigid-

viscoplastic behavior. The above finite deformation crystal plasticity model is specialized

to the case of small elastic strains:

V e = 1+εe, V̇ e ≈ ε̇e, (V e)−1 ≈ 1−εe (3.2)

where εe is the elastic strain tensor.

The stress-strain relationship is expressed as τ = C̃e : εe, where τ = (detF )σ is the
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Figure 3.1: Schematic example of polycrystal β -HMX. xG, yG and zG represent the
global coordinates, while xL, yL and zL represent the local coordinates. yL axis is chosen
as the unique axis (parallel to b) in the monoclinic lattice structure with α = γ = 90◦,
β 6= 90◦. The transformation between local coordinates and global coordinates is
through Euler angles (Kocks convention).

Kirchhoff stress, σ is the Cauchy stress, and C̃e is the elasticity tensor. For the plasticity

behavior, the resolved shear stress (RSS) on the α th slip system, τα , is defined by the

Schmid’s law:

τ
α = S̃ : sym(C̃e · Z̃α)≈ τ : sym(Z̃α) = τ : Z̃α (3.3)

where S̃ is the 2nd Piola-Kirchhoff stress, and C̃e = V eTV e is the right Cauchy-Green

tensor. Z̃α = s̃α⊗m̃α is the Schmid tensor in the α th slip system. s̃α and m̃α are the unit

vectors along the slip direction and normal to the slip plane, respectively.

3.2.2 Monoclinic lattice and elasticity

The HMX single crystals are aggregated to form a polycrystalline microstructure with

random orientations. The microscale geometry of polycrystal β -HMX is schematically

illustrated in Fig. 3.1a, where each polygonal grain represents a single crystal with a pre-

scribed crystal orientation as shown in Fig. 3.1b.

β -HMX crystals exhibit low symmetry with a monoclinic structure (Fig. 3.1c). In this

chapter, yL axis is chosen as the unique axis (parallel to b axis), and xL axis is parallel

to a axis, while zL axis deviates from the c axis [129]. For β -HMX crystal, the lattice

can be represented using either of two unit cells, P21/n and P21/c, with two molecules

per unit cell. In the current chapter, all coefficients are given in P21/c space group. The
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transformation relationship between the two space groups are provided in Ref. [105].

For crystals of low symmetry, such as the monoclinic lattice, deviatoric and hydrostatic

components of the response are coupled. Furthermore, at high rate loading conditions, tem-

perature and pressure dependence of the elastic moduli tensor may be prominent [185]. Un-

der moderate impact loading conditions considered in this study, volume change is smaller

compared to the plastic deformation, and pressure/temperature variation is relatively small.

Thirteen independent coefficients are necessary to fully describe the anisotropic elastic

properties of the monoclinic lattice. The elasticity tensor C̃e for the lattice is expressed in

the matrix form as:

[C̃e] =



C11 C12 C13 0 C15 0

C12 C22 C23 0 C25 0

C13 C23 C33 0 C35 0

0 0 0 C44 0 C46

C15 C25 C35 0 C55 0

0 0 0 C46 0 C66


(3.4)

The elements of the tensor are expressed in the Voigt notation.

For computational convenience, the above elasticity tensor is decomposed to devia-

toric and volumetric parts. The deviatoric and volumetric parts of the constitutive law

becomes [100]:

devτ = C̃e
d : devεe +H̃etr(εe)

pτ = (H̃e)T : devεe + M̃etr(εe)

(3.5)

where τ = devτ + pτ Ĩ, Ĩ is the second order identity, C̃e
d is the deviatoric part of the elas-

ticity tensor, H̃e is the second order deviatoric-isochoric elastic coupling tensor, and M̃e

is the elastic volumetric coefficient. Following Ref. [100], vector representations of the

deviatoric stress and strain are expressed using five independent components. The corre-

sponding matrix forms of C̃e
d , H̃e and M̃e derived with respect to the crystal axes of the

monoclinic lattice are shown in the appendix.
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3.2.3 Flow rule and evolution laws

The form of the kinematic equation includes both the thermal activation and phonon

drag mechanisms of dislocation slip. This is due to the fact that the velocity of a disloca-

tion that moves through an array of obstacles such as the internal crystal boundaries [3] is

determined by the time required to bypass the obstacles and the time required to move from

one obstacle to another [43, 62, 82]. When the dislocation motion is relatively slow (1e-6

m/s - 1 m/s), the dislocation motion is thermally activated, and local obstacles of various

types and the Peierls lattice barrier control glide resistance. At faster speeds (>1 m/s), the

dislocation motion is drag-dependent, and only weakly depends on obstacles [62]. Hence,

the slip rate in slip system α is expressed as:

γ̇
α =

( 1
γ̇α

w
+

1
γ̇α

r

)−1
(3.6)

where γ̇α
w and γ̇α

r respectively represent the contributions from thermal activation and

phonon drag.

The thermally activated slip evolution is expressed as:

γ̇
α
w =


( γ̇α

wo√
ρn

)[
exp
(
− ∆Gα(τα)

κθ

)
− exp

(
− ∆Gα(−τα)

κθ

)]
+h(τα), if |τα | ≤ gα

( γ̇α
wo√
ρn

)
sign(τα)

[
1− exp

(
− 2cGµα

κθ

)]
+h(τα), if |τα |> gα

(3.7)

where γ̇α
wo is the reference shear strain rate, κ is a constant and θ is temperature. ρn is a

dimensionless dislocation density measure normalized by the reference dislocation density

ρref (ρn = ρ/ρref). ∆Gα(τα) is given by:

∆Gα(τα) = cGµ
α

[
1−
(

τα

gα

)p]q
(3.8)

45



where cG, p,q are constants, µα is the shear modulus resolved in the α th slip system [46]:

µ
α =Zα

0 : Ce :Zα
0 ; Zα

0 = sα
0 ⊗mα

0 (3.9)

gα is the slip strength of the slip system α , and takes the form:

gα = rα(go + s
√

ρ) (3.10)

where, s and go are model parameters, and rα is the ratio of the slip system strength gα and

the reference slip system strength g(010)[100] (r(010)[100] = 1).

The transition from thermal activation to phonon drag is controlled by the penalty func-

tion:

h(τα) = sign(τα)(
τα

gα
)ζ (3.11)

where ζ is a parameter set to be a large number. The penalty function h(τα) ensures that the

phonon drag component of slip is predominant in the presence of overstress (i.e. τα > gα ),

and it smoothly transitions between the two mechanisms of slip. Figure 3.2 illustrates the

role of h on the shifting between the dominant slip mechanism as a function of RSS. At

low amplitude of RSS compared with the slip system strength, thermal activation is the

dominant slip mechanism, whereas at higher amplitudes of RSS, phonon drag is dominant.

In Fig. 3.2, the dislocation density and temperature are taken to be constant (ρ=0.0307

micro-m−2 and θ=297 K). The other parameters are set to values indicated in the verifica-

tion studies below. The smoothness of the transition from thermal activation-dominated to

phonon drag-dominated slip is governed by the power constant ζ . For relatively large val-

ues of ζ , the behavior is very similar to the unregularized behavior, whereas an appropriate

choice for ζ provides a smoother transition, allowing better stabilization in the numerical

implementation of the model.

The drag operates as the dislocation bows between obstacles before it cuts or bypasses
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Figure 3.2: Transition between the dominant slip mechanisms using the power-law
function h(τα). Dislocation density is of 0.0307 micro-m−2 in the illustration. The
lines with “×××”, “◦ ◦ ◦”, and “ ” represent the total shear strain rate with
ζ equal to 20, 50 and 150, respectively.

them. For the glide of dislocations between sets of obstacles, the slip rate is:

γ̇
α
r = γ̇roρn

[
1− exp

(
− τα

Dr

)]
where Dr = Dro

θ

θ0
(3.12)

where γ̇ro is the reference shear strain rate, Dro is the reference drag stress, and θ0 is the

reference temperature.

The evolution of slip strength is controlled by the dislocation density evolution which,

under dynamic loading, evolves through generation and annihilation mechanisms:

dρ

dγ
=

dρ+

dγ
+

dρ−

dγ
(3.13)

The dislocation generation term [107, 119] is expressed as dρ+/dγ = n1
√

ρ . The dy-

namic recovery term [107] is described by the evolution model dρ−/dγ = −n2γ̇
− 1

n3 ρ ,

where n1, n2 and n3 are material parameters, and the net slip system shearing rate is

γ̇ = ∑
N
α=1 |γ̇α |.

Under the dynamic loading conditions considered in this study, the dissipation induced

by the viscoplastic slip results in localized heating through the adiabatic assumption. The

adiabatic temperature evolution is expressed as:

cV θ̇ = η

N

∑
α=1

τ
α

γ̇
α (3.14)
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where cV is the specific heat, and η is the Taylor-Quinney parameter.

It is important to note that earlier works have attributed mechanical deformation in

HMX primarily to twinning [3, 90] facilitated by the relatively large size of the molecular

crystal (compared to smaller crystals, where twinning is not as prevalent [66]). More re-

cently, through microhardness indentation experiments, Gallagher et al. [45] observed that

slip also plays an important role in the deformation of HMX particles. From the stand-

point of crystal plasticity modeling, relatively scarce information is available to fully de-

scribe mechanical deformation of HMX particles using twinning alone. Of note is the work

by [193], who modeled twinning on the (101)[101̄] as an additional slip system idealized

using the same flow and hardening evolution laws as for slip. To the best of the authors’

knowledge, the other crystal plasticity modeling studies (e.g., [6, 7, 53, 195, 10, 60, 180, 182, 185, 186])

focused on describing high rate deformation in HMX using slip alone. In view of the po-

tential importance of twinning in describing the mechanical response of HMX, additional

development of experimentally-validated CPFE models that include deformation twinning

is needed and will be subject of future studies.

3.3 Model Verification

To ensure that the forward model for the energetic material captures the dynamic re-

sponse with sufficient accuracy, we calibrated the model parameters to values available in

the literature and compared the model predictions with those provided in Ref. [10, 107,

109], as well as the experimental results by Dick et al. [37]. The current constitutive model

of β -HMX has been verified to assess the effects of (1) specializing the formulation to

small elastic strains, and (2) the use of the additional power-law function h(τα). The veri-

fied model predictions serve as the starting point for the sensitivity analyses.

48



Table 3.1: Slip strength ratios.

Slip system (010)[100] (011)[100] (011̄)[1̄00] (1̄02)[010] (001)[100]
Ratio rα 1 0.963 0.963 0.933 1.68

Slip system (1̄02)[201] (011)[01̄1] (01̄1)[01̄1̄] (1̄1̄1)[1̄01̄] (11̄1̄)[101]
Ratio rα 0.376 0.931 0.931 0.701 0.701

Table 3.2: Flow rule and hardening rule parameters.

Parameter γ̇wo cG g0 s p q γ̇ro Dro

Value 1 11.47 103 0.1666 1 1 2.5 1160
Unit micro-s−1 K/MPa MPa MPa· micro-m micro-s−1 MPa

Parameter n1 n2 n3 cV η θ0 ρ0 ρref

Value 37.99 62 4.98 1 0.9 293 0.0307 0.452
Unit micro-m−1 kJ/(kg ·K) K micro-m−2 micro-m−2

3.3.1 Parameter calibration

The thirteen constants of the anisotropic tensor of elastic moduli of the monoclinic lat-

tice are set to those calculated by Sewell et al. [153] through MD simulations. The density

and specific heat of β -HMX crystals are set to 1.9 g/cm3 and 1 kJ/(kg·K), respectively.

The lattice structure of β -HMX is described by four cell parameters: a, b, c and β . These

parameters are typically pressure dependent [30]. In view of moderate load amplitudes, the

lattice parameter are taken as constants (a=6.54 Å, b=11.05 Å, c=8.70 Å, and β=124.3°).

The CPFE model incorporates ten slip systems [7] for the monoclinic lattice structure

of β -HMX in the P21/c space group as summarized in Table 3.1. Slip systems and the

corresponding strength ratios (rα ) are summarized in Table 3.1.

Table 3.2 presents the values of the parameters associated with slip and CRSS evolu-

tion in the crystal plasticity model. The values of the model parameters are set to those

proposed in Ref. [10]. The parameter n2 for dynamic recovery is not provided in the afore-

mentioned reference. Experimental data for HMX necessary to calibrate n2 is not available.

We estimated the value of n2 by comparing the hardening rate of PBX 9501, whose main

component (95% wt) is β -HMX. For PBX 9501 that was compressed at the room temper-

ature (25°C) at a constant strain rate of 2000 s−1 [52], the hardening rate (∂σ/∂γ) as a
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Figure 3.3: Hardening rate-stress curve at constant strain rate 2000 s−1. The
hardening rate is estimated by the finite difference method, where the stress and
strain data are extracted from experimental measurements by Gray et al. [52] at
room temperature.
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Figure 3.4: Stress-strain curves at different temperatures for (a) HMX in (011) direc-
tion at the constant strain rate of 2000 s−1 predicted by the calibrated CPFE model,
(b) experimentally observed behavior of Vanadium (experimental data from [173]) at
the strain rate of 2500 s−1 and (c) experimentally observed behavior of PBX 9501 (ex-
perimental data from [52]) at the strain rate of 2000 s−1.

function of stress at a constant slip rate 2000 s−1 is compared with the model predictions

using n2=62 in Fig. 3.3.

Figure 3.4 shows temperature dependence of the constitutive behavior of the calibrated

CPFE model compared with PBX 9501 and a BCC crystal, which exhibit qualitatively sim-

ilar temperature dependence of yielding. As observed in Fig. 3.4b, the stress-strain curves

for Vanadium at different temperatures reported in Ref. [173] show that higher temper-

atures reduce the yield strength of the material. A similar trend, in Fig. 3.4c, has been

observed for PBX 9501 as measured by Gray et al. [52]. The constitutive law employed in
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Figure 3.5: Schematic representation of experimental setting.

the current study also exhibits a reduction in the yield strength with temperature as shown

in Fig. 3.4a.

3.3.2 Verification study

The capabilities of the crystal plasticity model as well as its implementation have been

verified by comparing its predictions to a similar model and experimental observations

described in Ref. [37]. The assessment of the current model was performed in the context

of the dynamic behavior of single crystal β -HMX specimens subjected to gas gun shots.

The setup of this verification study is shown in Fig. 3.5. An initial velocity is applied

on the impactor (2024 Al). The dynamic wave passes to HMX specimen through the anvil

(X-cut quartz anvil for impact velocity ∼300 m/s, and Kel-F 1 anvil for impact velocity

>500 m/s). PMMA was chosen as the window material due to the fact that its shock

impedance is close to but slightly lower than that of HMX. The slight impedance mismatch

results in a rarefaction wave back to the HMX specimen after the incident wave hits the

material interface. The specimen and load configurations of the six experiments are listed

in Table 3.3 where sample type represents the loading direction in P21/n space group. The

thicknesses of the HMX specimens varies from 1.23 mm to 4.66 mm. Initial velocities of

the impactor are approximately 300 m/s except for “Shot 1182” which was approximately

520 m/s.

Menikoff et al. [112] used linear Hugoniot with Mie-Gruneisen Equation Of State

1(Kel-F is the 3M Company brand name for polytrifluorchlorethylene)
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Table 3.3: Specimen and load configurations.

Shot Sample Thickness Impactor
no. type (mm) Velocity (m/s)

1180 110 1.23 318.5
1166 110 3.18 306.8
1182 110 3.57 520.9
1181 011 1.39 316.0
1068 011 3.00 314.0
1168 011 4.66 313.2

(EOS) for the impactor and anvils, and the shock state in the anvil is used to set the initial

conditions that drive the simulations. In the current study, explicit dynamic simulations

have been performed without detailed shock analysis. The loading is applied as prescribed

constant velocity on the left edge of the specimen. The amplitude of the applied velocity

is determined using the measured impactor velocity through the impedance matching tech-

nique, in which linear Hugoniot relationships are employed for the impactor, anvils and

HMX [112, 16]. The PMMA window near the right edge of the specimen is modeled using

the nonlinear viscoelastic constitutive law developed by Schuler and Nunziato [150].

In the current verification study, a quasi-one-dimensional model is employed. Dislo-

cation density field is taken to be uniform prior to the onset of the dynamic load. The FE

model contains a line of 3D hexahedral element with a total length 8.6 mm. This length

ensures that there is no wave reflection during the simulation duration (1.6 micro-s). The

viscoelastic PMMA window is bonded to the HMX specimen. Periodic boundary condi-

tions are applied at the top/bottom and front/back boundaries. Barton et al. [10] observed

a discrepancy between the times of arrival in the predictions and experiments due to the

dependence of elastic parameters to pressure and temperature and reported the prediction

results with a time shift. In the current simulations a time shift of 0.08 micro-s is used.

Verification data are collected from three shots along (110)P21/n direction and three

shots along (011)P21/n direction. The predictions of the current model, predictions in

Ref. [10] and experimental measurements are compared in Fig. 3.6. Overall, a reason-
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Figure 3.6: Model verification with respect to loading in (a) the (110)P21/n direction;
and (b) the (011)P21/n direction.

able agreement between the predictions and experimental data particularly for the impactor

velocity of 300 m/s is observed. This indicates that the proposed model adequately cap-

tures viscoplastic response mechanisms. The experimentally observed peaks of the plastic

waves (particle velocity at the HMX-PMMA interface) are captured by the current model

in all shots (< 5% error) with the impactor velocity around 300 m/s. A larger discrep-

ancy has been observed in shot 1182. A possible reason for this discrepancy is that the

higher initial velocity of the impactor (520.9 m/s) in this shot results in the formation of a

stronger shock. Capturing the propagation of the stronger shock requires incorporation of

the Equations-of-State (EOS) for the materials into their constitutive models.

3.4 Sensitivity Analyses

Employing the verification study and the associated model parameters as baseline, we

performed sensitivity analyses to understand the relative roles of the material parameters

and viscoplastic mechanisms on the response of β -HMX subjected to impact loading. The

analyses are performed in the context of impact response of a single crystal, as well as

polycrystalline microstructures.
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3.4.1 Parameters subspace

The sensitivity analyses have been performed to understand the behavior of a range

of parameters that define the elastic and plastic behavior of the energetic crystals. In the

subsequent analyses, we restrict the parameter subspaces to a range centered around the

set of parameters calibrated for the numerical verification study. The parameter ranges are

selected such that the parameter subspace reasonably spans the experimental observations

and computationally feasible, i.e., surrogate models can be constructed with a reasonable

number of training simulations.

3.4.1.1 Elastic coefficients ranges

Ranges of the elasticity coefficients are estimated through the available experimental

measurements and molecular simulations. Zaug [194] determined thirteen elastic con-

stants via Impulsive Stimulated Light Scattering (ISLS) after the ultrasonic sound speed

measurements in single crystal β -HMX at various temperatures. Stevens and Eckhardt

[163] measured the complete elasticity tensor for crystalline β -HMX by scattering from

a variety of acoustic phonons. Sun et al. [165] used the Impulsive Stimulated Thermal

Scattering (ISTS) method to resolve the thirteen elastic constants from acoustic velocity

measurements using samples cut parallel to three different crystal planes. Sewell et al.

[152] employed two primary simulation cells with 48 and 96 molecular respectively to cal-

culate the thirteen elasticity constants. Sewell et al. [153] also used atomistic simulations to

calculate the isothermal elastic properties of HMX crystal. Cui et al. [30] investigated the

mechanical properties (elastic coefficients, Young’s modulus, shear modulus and others) of

β -HMX at different temperature and pressure by performing isothermal-isobaric molecular

dynamics simulations.

In Zaug’s experiments, five (C11, C33, C55, C15, C35) of the thirteen coefficients were

well determined while others were not. C33, C55 and C15 have significant discrepancies with

the molecular dynamics predictions [153]. Among the remaining coefficients, C22 and C46
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Table 3.4: Parameter ranges of elasticity coefficients (unit: GPa).

Parameter C33 C44 C55 C66 C12 C13 C23 C15 C25

Zaug [194] 17.6 2.9 6.6 3.8 4.0 13.0 6.6 0.6 -1.5
Sewell [152] 17.8 9.1 9.2 9.8 5.9 8.4 8.2 -1.1 3.2
Sewell [153] 23.4 9.2 11.1 10.1 9.6 13.2 13.0 -0.1 4.7
Stevens [163] 12.44 4.77 4.77 4.46 6.37 10.5 6.42 -1.1 0.83

Sun [165] 18.24 9.92 7.69 10.67 9.65 9.75 12.93 -0.61 4.89
Cui [30] 13.2 6.41 4.04 4.68 3.75 4.66 5.07 -0.15 -2.71

Upper boundary 24.0 10.0 12.0 11.0 10.0 18.0 13.0 1.0 5.0
Lower boundary 11.0 2.0 4.0 3.0 3.0 4.0 5.0 −5.0 −3.0

are within a reasonably tight range. Hence, four coefficients (C11, C35, C22, C46) are taken

as constants and excluded from sensitivity studies. C33, C44, C55, C66, C12, C13, C23, C15

and C25 are regarded as variables whose ranges are selected to span the values available in

the literature and summarized in Table 3.4.

3.4.1.2 Plastic deformation properties

Compared with the elastic constants, identification of appropriate parameter subspaces

for plastic behavior is more challenging. This is due to the fact that different models avail-

able in the literature employ different internal state variables and evolution forms to de-

scribe the slip and strength evolution, and that relatively small number of studies focused

on accurate characterization of these parameters. The current crystal plasticity model con-

sists of 16 parameters to describe the slip evolution by thermal activation (γ̇α
wo, cG, p, q,

ζ ), slip evolution by phonon drag (γ̇α
ro, Dro, θo), hardening evolution (go, s), adiabatic tem-

perature evolution (cV , η) and dislocation evolution (n1, n2, n3, ρ0). In what follows, we

focus on the investigation of the phonon drag, thermal activation and dislocation evolution

mechanisms. ζ controls the smoothness of the transition of dominant slip mechanism. It is

employed for convergence control in this study and set to ζ = 150. The reference temper-

ature θo is set as constant (i.e., the room temperature). p and q, which influence low-rate

hardening behavior, are also taken as constants (set to unity). The remaining 8 parameters

(γ̇α
wo, cG, γ̇α

ro, Dro, ρo, n1, n2, n3) are considered as variables in the sensitivity analysis stud-
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Table 3.5: Ranges for the plastic parameters.

Parameter γ̇wo cG γ̇ro Dro ρ0 n1 n2 n3

Unit micro-s−1 K/MPa micro-s−1 MPa micro-m−2 micro-m−1

Upper bound 1.5 12.5 3.75 1740 0.046 56.99 93 7.47
Lower bound 0.5 5.735 1.25 580 0.0153 18.99 31 2.49

ies below. In view of limited information available, we set the range for each parameter to

be [50%µ,150%µ], where µ is the calibrated values shown in Table 3.2, with the excep-

tion of cG and ρ0. The upper limit of cG is slightly reduced since high values require very

significant time step size reduction for convergence in CPFE simulations. The upper and

lower bounds for the parameters are summarized in Table 3.5.

3.4.2 Single crystal sensitivity analysis

The response of single crystal β -HMX subjected to impact loading described in Section

4 is employed to investigate the parametric sensitivities. In the first case, the anisotropic

elastic properties in β -HMX single crystal are investigated to understand the role that crys-

tal elasticity plays in the material dynamic behavior. In the second case, the relative roles of

the viscoplastic deformation mechanisms are investigated by considering the experimental

setup for shot 1166 shown in Table 3.3. In both cases, sensitivities are assessed based on

the maximum rise in temperature within the specimen.

3.4.2.1 Elasticity coefficients

Approximately 3,000 forward simulations were performed with parameters randomly

sampled from parameter ranges shown in Table 3.4 assuming uniform distribution for each

parameter. Approximately 272 million predictions were then generated using the surrogate

model to collect information of the response surface over the entire parameter space. In this

study, only the elastic parameters are considered as variables, whereas all plastic parameters

are set to values in Table 3.2.

First order and total effect sensitivity indices computed for elastic coefficients are shown
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Figure 3.7: Summary of (a) sensitivity indices and (b) convergence for elastic coeffi-
cients in single crystal specimen.

in Fig. 3.7a. The figure indicates C44 (or C2323 in expended notation) is the most sensitive

parameter in terms of the maximum temperature rise. The temperature rise is due to the

plastic processes (Eq. 3.14), and thermoelastic heating is neglected in the analyses. C55,

C15 and C25 have negligible influence on the plasticity and peak temperature under the im-

pact load in (110)P21/n direction. The convergence for each index as a function of number

of prediction points is shown in Fig. 3.7b.

Figure 3.8 demonstrates the sensitivities of the nine elastic constants (displayed as prob-

ability distributions) computed using the One-at-A-Time (OAT) method with the same sur-

rogate model in GSA. In the OAT method, the sensitivity of a single parameter is computed

by sampling that parameter from within its range, while keeping all other parameters fixed

at the mean. OAT therefore provides “local” variability of the response as a function of that

parameter. In contrast with GSA which identifies C13 as the third sensitive parameter based

on both FOI and TEI, varying C13 alone generates the largest temperature variation (≈14

K). This discrepancy points to the fact that characterization of the variation in the response

surfaces locally (such as captured by the OAT method) provides an incomplete description

and assessment of sensitivity. Separately varying the parameters C25, and C55 does not pro-

duce significant temperature variation (<3 K), which is consistent with the results shown
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Figure 3.8: Probability distributions for peak temperature resulting from the OAT anal-
ysis of individual elastic constants for single crystal cases.
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Figure 3.9: Variation of peak temperature over (a) C44-C23 plane and (b) n1-n2 plane
for single crystal specimen.

in Fig. 3.7a.

Interaction between C44 and C23, the two most sensitive parameters identified by GSA,

are further investigated by plotting the variation of peak temperature over the C44-C23 plane,

as shown in Fig. 3.9a. Within the given parameter range, the temperature distribution with

respect to C23 is convex for a fixed C44, whereas the variation with C44 is linear for a

fixed C23 value. The fairly uniform variation of the temperature field indicates only a mild

interaction between the two most sensitive elastic constants. The peak of this surface occurs

near (C44, C23) = (2.0, 10.0) with maximum temperature around 343 K.

3.4.2.2 Plastic deformation mechanisms

Approximately 3,500 microscale simulations were performed as the training set of the

GP model that has the target function of maximum temperature rise under the applied
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Figure 3.10: Summary of (a) sensitivity indices and (b) convergence for plastic param-
eters in single crystal specimen.

impact load. 242 million predictions were then generated by the surrogate to study the

variation of the target function and compute the sensitivity indices. In this study, only the

plastic parameters are considered as variables, whereas elastic constants are set to values

calculated by Sewell et al. [153].

Figure 3.10a shows the sensitivity indices for all eight plastic parameters. The conver-

gence of the sensitivity values as a function of the number of prediction points is shown in

Fig. 3.10b.

The dislocation annihilation coefficient n2 and the dislocation generation coefficient n1

are identified as the most influential parameters. The significance of dislocation evolution

parameters indicates that the material impurities or defects govern the plastic deformation

in terms of temperature rise regardless of which of the slip mechanism is predominant. The

parameters, cG and γ̇wo that control the thermal activation mechanism, have little effect,

which indicates that under given impact velocity (≈300 m/s), thermal activation does not

contribute significantly to the plastic deformation compared with the phonon drag mecha-

nism, and this is consistent with Ref. [62]. Furthermore, the initial density of dislocation

prior to the onset of the impact loading appears to have insignificant effect on the plastic

behavior of the crystal. It is important to note that the void collapse mechanism under

shock loading was observed to be sensitive to initial dislocation density in Ref. [10]. Void
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Figure 3.11: Probability distribution for peak temperature resulting from the OAT anal-
ysis of individual plastic parameters for single crystal specimen.

collapse behavior therefore appears to be substantially different than the shear dominated

viscoplastic process probed in this study

The peak temperature distribution for each parameter obtained by the OAT method is

plotted in Fig. 3.11. Near the calibrated parameter set, varying Dr0 generates the largest

temperature variation (of approximately 200 K). However, Dr0 is identified as the fourth

sensitive parameter using the TEI and the third sensitive parameter using the FOI. The two

most sensitive parameters identified by TEI, n1 and n2, generates small temperature varia-

tions (≈15 K and 70 K) compared with Dro in the OAT analysis. These discrepancies show

that the plastic processes are sensitive to the change and interaction of material parameters,

which makes the GSA meaningful as it accounts for the parameter variance and relation.

Varying the parameter γ̇w0 does not produce significant temperature rise (≈15 K) consistent

with GSA results. As cG directly amplifies or reduces the activation energy, it also offsets

the ratio τα/gα at which the transition from thermal activation mechanism to phonon drag

mechanism occurs.

The variation of peak temperature over the n1-n2 plane is plotted in Figure 3.9b. The

maximum temperature occurs near the (n1, n2) = (20, 100) corner, which indicates that

lower n1 (i.e., less dislocation generation) and higher n2 (i.e., more dislocation annihilation)

generate more severe plastic deformation whose work is represented by temperature rise

up to 800 K subjected to the given load. Compared with the mild interaction observed in
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size, N(µ1,σ1), the weight w=0.2, µ1=61.8 micro-m, σ1=13.9 micro-m. For the second
normal distribution N(µ2,σ2), µ2=225.7 micro-m, σ2=44.9 micro-m.

Figure 3.9a, the shape of temperature variation as a function of the two parameters also

indicate that there is a strong interaction effect in this case. This is also apparent from

the relatively large discrepancies between the first order and total effect indices shown in

Fig. 3.10a.

3.4.3 Polycrystalline sensitivity analysis

Parameter sensitivity analysis within a polycrystalline microstructure is also of sig-

nificant interest, as such an analysis explains the behavior at the scale of a particle. In

this section, we investigate the sensitivity of elasticity and plasticity within polycrystalline

HMX subjected to impact loading.

Figure 3.12 shows the morphology, loading and boundary conditions of the microstruc-

ture considered in this study. The mesh of the microstructure consists of 33,530 wedge

elements to capture the localized stress evolution and heat generation. The size of the

numerical specimen is 3 mm× 1 mm that is made of 91 single crystals with random orien-

tations sampled from uniform random distribution. The impact loading is applied from the

left edge of the specimen, where the edge velocity is linearly increased from rest to 250 m/s

in 10 ns and kept constant thereafter. The total duration of each microscale simulation is 1

micro-s, with time step size of 1e-6 micro-s. The geometry is modeled as a quasi 2D do-

main with three dimensional discretization constrained in the third (out of plane) direction

with a single set of elements along the thickness direction.

The size of the grains are sampled from a bimodal distribution, which is constructed
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Figure 3.14: Von Mises stress contours at (a) t =0.25 micro-s, (b) t =0.5 micro-s,
(c) t =0.75 micro-s, and (d) t =1.0 micro-s.

according to the following available experimental data and numerical investigations [60,

138, 157, 193]. Previous studies in energetic crystals point to a strong crystal size effect

on the hot spot formation and initiation sensitivity, where the temperature rise is correlated

with the square root of the crystal diameter [2, 3]. The current study does not consider

a size-dependent constitutive behavior. The Euler angles (Kocks convention) defining the

orientation of a crystal is assumed to be independent of each other, and subjected to a

uniform random distribution within the given range (0 < ψ1 < 2π , 0 < φ < π and 0 <

ψ2 < 2π). The normalized histogram of the Euler angles of all crystals of the polycrystal

specimen is shown in Fig. 3.13.

Figure 3.14 illustrates the stress contours as the stress wave progresses through the

polycrystal specimen generated using the model parameters stated in Section 4. Local

stress concentrations are apparent particularly along grain boundaries and triple junctions.
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Figure 3.15: Dislocation density contours at (a) t =0.25 micro-s, (b) t =0.5 micro-s,
(c) t =0.75 micro-s, and (d) t =1.0 micro-s.

The dislocation density generation and annihilation continuously drive local increase or

decrease of the material strength, slip and plastic work in a complex fashion. Evolution of

dislocation density distribution over the specimen is shown in Fig. 3.15. The misorientation

between adjacent grains leads to the concentration of dislocations along grain boundaries

and within particles.

Similar to the previous study, the primary response function of interest is the peak

temperature within the domain, which represents the most critical dissipative state across

the microstructure. In what follows, the microstructural morphology is fixed and we focus

on the analysis of the effects of elastic and plastic properties of the polycrystal.

3.4.3.1 Elasticity coefficients

Approximately 2,000 forward microscale simulations are performed with randomly

sampled parameters to serve as training data set for the GP model, and 140 million pre-

dictions were made using the surrogate to compute sensitivity indices.

Figure 3.16a shows the sensitivity indices for the elastic parameters along with sensi-

tivity convergence plot as a function of sample size. The plot clearly indicates that C33 is

the most sensitive parameter under given impact loading. C33 is the lone volumetric com-

ponent among these nine coefficients, and the corresponding high sensitivity is due to the

confinement effect induced by the boundary condition employed in the lateral direction.

OAT variabilities of the elastic parameters are plotted in Fig. 3.17. C13 and C66 sep-
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Figure 3.16: Summary of (a) sensitivity indices and (b) convergence for elastic param-
eters in polycrystal specimen.
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Figure 3.17: Probability distributions for peak temperature resulting from the OAT
analysis of individual elastic constants for polycrystal specimen.

arately generate the largest temperature variations (∼11 K) even though they are far less

sensitive compared with C33 across the parameter subspace investigated in this study. Sepa-

rately varying the parameter C15, C25 and C44 does not produce significant temperature rise

(<3 K), which is consistent with the corresponding low sensitivity indices in Fig. 3.16a.

The variation of peak temperature over C33-C66 plane is shown in Fig. 3.18a. Similar to the

single crystal case, the plot indicates a convex shape with varying C66 for fixed C33 and a

linear variation with C33 for a fixed C66. In the present case, the curvature does vary with

the value of C33, which indicates some interactive effects between the two most influential

parameters.
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Figure 3.18: Variation of peak temperature over (a) C44-C23 plane and (b) n1-n3 plane
for polycrystal cases.

3.4.3.2 Plastic deformation mechanisms

Plastic deformation within the polycrystal microstructure includes the crystallographic

slip within each crystal, and the interaction between the crystals. The initial dislocation

density range is taken to be larger ([0.0307 micro-m−2, 3.07 micro-m−2]) in view of the

high potential variability of this parameter as a function of processing conditions.

In the current case, we have employed a nonlocal definition of the primary response

function (i.e., peak temperature) to ensure that numerical singularities introduced due to

irregular element shapes or artificial viscosity do not pollute the sensitivity results. The re-

sponse function is described as the distance-weighted average maximum temperature over

a circular domain. As shown in Fig. 3.19, the peak nonlocal temperature at an arbitrary

position x̂ is computed as the weighted temperature over neighbor elements within the cir-

cular domain defined by the critical radius Rc. The nonlocal weight w(x, x̂) of temperature

at x with respect to the center x̂ is expressed using the Wendland Radial Basis function:

w(x, x̂) =


(
1− ||x−x̂||

Rc

)4(4 ||x−x̂||
Rc

+1
)
, ||x− x̂||<= Rc

0, ||x− x̂||> Rc

(3.15)

The time evolution of the peak nonlocal temperatures (i.e., the maximum nonlocal tem-

perature over the entire domain of the specimen) obtained using different critical radii are
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Figure 3.19: Computation of the nonlocal peak temperature. The dots represent inte-
gration points within the specimen discretization. The circles represent the searching
areas with the critical radii. The central point (marked as red in the electronic version
of the manuscript) is the position where the nonlocal average is computed.
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Figure 3.20: Maximum temperature-time curves with different critical radii.

shown in the Fig. 3.20. The results are generated using the model parameters stated in

Section 4. The element size used in the discretization of the domain is approximately 10

micro-m. The general trend of the time evolution of the peak nonlocal temperature does not

significantly change by the nonlocal radius, indicating that the numerical singularities do

not appear to significantly affect the peak temperature even when local (i.e., element-wise)

peak temperature is chosen as the response function. The magnitude of the temperatures

naturally reduce with increasing nonlocal radius. The sensitivity analysis below employs a

nonlocal radius of 20 micro-m.

The sensitivities were assessed based on 128 million predictions using the surrogate

model trained with approximately 1280 FE simulations. The sensitivity indices and index

convergence are shown in Fig. 3.21.

The results of the sensitivity indices are consistent with those from the single crystal
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Figure 3.21: Summary of (a) sensitivity indices and (b) convergence for plastic param-
eters in polycrystal specimen.

analyses that the dislocation generation (n1) and annihilation (n2 or n3) along with phonon

drag mechanisms (γ̇ro and Dro) primarily describe the plastic deformation and dissipation

processes that occur under the applied dynamic loading. The distribution functions com-

puted based on the OAT approach (Fig. 3.22) also indicate that, while the overall contribu-

tions and variabilities differ from those computed based on the GSA, the effects of phonon

drag and dislocation density evolution are dominant. The key dislocation density evolu-

tion parameters that describe the generation and annihilation terms interact in a nonlinear

fashion to describe the overall dissipative response and consequent temperature rise in the

microstructure, as shown in Fig. 3.18b. An interesting observation is that less disloca-

tion generation (small n1) and more dislocation annihilation (larger n2 or n3) lead to larger

plastic deformation. This is due to the fact that the transition to phonon drag mechanism

is significantly influenced by the ratio τα/gα while smaller slip strength leads to earlier

transition.

Both OAT and GSA in single crystal and polycrystal specimen indicate that the thermal

activation mechanism has little contribution to the temperature at the current time scale and

load amplitude, while the phonon drag mechanism, instead, has much larger slip rate and

dominates the shear deformation.
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Figure 3.22: Probability distributions for peak temperature resulting from the OAT
analysis of the individual plasticity parameters for polycrystal specimen.

3.5 Conclusion

This chapter presented the investigations of sensitivity of the response of crystalline β -

HMX with respect to anisotropic elasticity constants and crystal plasticity properties under

given impact loading through the proposed parameter sensitivity analysis framework. The

results show that the anisotropic elasticity coefficients in the monoclinic crystalline have a

modest effect on the energy dissipation and temperature rise dominated by sensitivities of a

few coefficients. Among the two primary slip mechanisms, phonon drag appears dominant

within the load rate amplitude regimes considered in this study. The dominating and non-

dominating coefficients, slip mechanisms or dislocation evolution kinetics are identified

through both OAT and GSA method, and the discrepancy between results are observed.

The initial dislocation density appears to be not particularly influential. The quantified sen-

sitivities of these mechanisms point to the main deformation mechanisms contributing to

the complicated physical phenomena observed at microscale. The outcomes of the present

analyses will be employed to suggest evolution laws that can capture the localized behavior

by only including the physics contributing to the behavior of interest.
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3.6 Appendix: Tensor of elastic moduli

The vector representations of the deviatoric stress and strain are expressed with five

independent components as [101]:

devτ →{τ ′}= { 1√
2
(τ ′11− τ

′
22)

√
2
3

τ
′
33

√
2τ
′
12

√
2τ
′
13

√
2τ
′
23}T

devεe→{εe′}= { 1√
2
(εe′

11− ε
e′
22)

√
2
3

ε
e′
33

√
2ε

e′
12

√
2ε

e′
13

√
2ε

e′
23}T

(3.16)

The deviatoric and hydrostatic components of the constitutive law are written in the

matrix notation as:
{τ ′}= [C̃e

d]{ε
e′}+{H̃e}tr(εe)

pτ = {H̃e}T{εe′}+ M̃etr(εe)

(3.17)

where [·] indicates the matrix representation of a tensor. The contracted forms of the fourth

order deviatoric elasticity tensor C̃e
d , the deviatoric-isochoric elastic coupling tensor H̃e

and the elastic volumetric coefficient M̃e derived with respect to the crystal axis (indicated

by the subscript 0) of the monoclinic lattice are:

[Ce
d]0 =



C?
11 C?

12 0 C?
14 0

C?
12 C?

22 0 C?
24 0

0 0 C?
33 0 C?

35

C?
14 C?

24 0 C?
44 0

0 0 C?
35 0 C?

55


(3.18)
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where

C?
11 =

C11

2
−C12 +

C22

2

C?
12 =−

√
3

6
(C11−2C13−C22 +2C23)

C?
14 =C15−C25

C?
22 =

1
6
(C11 +2C12−4C13 +C22−4C23 +4C33)

C?
24 =−

√
3

3
(C15 +C25−2C35)

C?
33 = 2C44, C?

35 = 2C46, C?
44 = 2C55, C?

55 = 2C66

(3.19)

{He}0 = [H?
1 H?

2 0 H?
4 0] (3.20)

where

H?
1 =

√
2

6
(C11 +C13−C22−C23)

H?
2 =−

√
6

18
(C11−3C23−3C33−3C13 +2C12 +C22 +

2|C13|2

C13
+

2|C23|2

C23
+
|C33|2

C33

H?
4 =

√
2

3
(C15 +C25 +C35)

(3.21)

Me
0 =

1
9
(C11 +2C12 +2C13 +C22 +2C23 +C33) (3.22)

The tensor of elastic moduli in the intermediate configuration is obtained as:

C̃e
d = (C⊗C) : Ce

d0 : (C⊗C)T (3.23)

whereC =ReC0 represents the rotation from crystal coordinates to the global coordinates,

and (C⊗C)i jAB = CiAC jB. The initial orientation C0 is prescribed as part of the crystal

initial state in terms of the Euler angles in Kocks convention.
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Chapter 4

MODELING AND NUMERICAL INVESTIGATION OF MECHANICAL TWINNING

IN β -HMX CRYSTALS SUBJECTED TO SHOCK LOADING

4.1 Introduction

In this chapter, mechanical twinning in β -HMX subjected to shock loading is mod-

eled in the microcale through the CPFE formulation with the capability of modeling large

volume deformation at shock regime. Mechanical twinning has been identified as the dom-

inant mechanism in quasi-static experiments, however, numerical modeling of twinning in

β -HMX is still an undeveloped region. Zamiri and De [193] incorporated the twinning

system into the formulation by taking it as a slip system using the same flow and hardening

evolution law as for slip, which does not distinguish the fundamental difference between

dislocation and twinning. Hence, the twinning model of β -HMX is developed based on

a CPFE formulation which is capable of incorporating multiple deformation mechanisms

(anisotropic elasticity, dislocation slip, twinning and large volumetric change) and predict

the dynamic behaviors of β -HMX in shock regime.

In this chapter, we model and simulate the dynamic behavior of β -HMX crystals with

emphasis on twinning phenomenon under different loading rates. Twin model of the mono-

clinic crystal is developed in a large deformation CPFE framework proposed by Becker [14]

to capture dynamic responses up to shock loading regime. In this large deformation formu-

lation, the third order Birch Murnaghan (BM) Equation-Of-State (EOS) [18] is employed

to describe the pressure-volume relationship, and the Gruneisen tensor is incorporated to

characterize the coupling between pressure and distortion for this monoclinic crystal. To

capture the orientation dependent deformation ([37, 112, 192]) in β -HMX under dynamic

loads, the elastic model of HMX not only incorporates the EOS, but also integrates the

pressure dependency in the thirteen elasticity coefficients of the monoclinic crystal. Dis-
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location slip within β -HMX twinned/untwinned crystals subjected to dynamic loads are

depicted by the evolution law proposed by Zhang and Oskay [199] in which both thermal

activation and phonon drag mechanisms are considered such that both slow dislocation

motion (1e-6 m/s - 1 m/s) and faster dislocation motion (>1 m/s) can be captured. The

proposed CPFE model is employed to investigate twin accumulation in single and poly-

crystal HMX configurations. The study of twin concentration within HMX polycrystalline

specimens is focused on the effect of particle geometry and crystal misorientation. The

key novel contribution of this chapter is the incorporation of mechanical twinning in HMX

crystal as an independent physical phenomenon, and analysis of twinning evolution under

a given dynamic loading regime for both single crystal and polycrystalline configurations.

The remainder of this chapter is structured as follows: Section 2 provides the crystal

plasticity constitutive relations employed in the simulation of the dynamic response of β -

HMX at the microscale, as well as the detailed twinning evolution equations. Section 3

describes the parameter calibration, including the parameters of thermo elastic deforma-

tion, dislocation slip and mechanical twinning. Numerical investigations that utilize the

aforementioned CPFE framework and embedded twinning model to predict twin concen-

trations in both single crystal and polycrystalline configurations are discussed in Section 4.

Section 5 provides the summary and conclusions.

4.2 Constitutive Model of β -HMX

The anisotropic deformation behavior of HMX at the crystal scale is modeled using the

Crystal Plasticity Finite Element (CPFE) model accounting for the large volume change

under shock loading, dislocation slip and mechanical twinning. The model formulation

is based on multiplicative decomposition of the deformation gradient and the assumption

that deviatoric thermo-elastic stretch remains small relative to volumetric deformation. The
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deformation gradient F is decomposed as

F = V e ·Re ·F p (4.1)

where V e is the left stretch tensor representing the elastic stretch of the lattice,Re is the or-

thogonal tensor defining the rotation and reorientation of the material point in a grain, and

F p represents the plastic deformation induced by dislocation slip and twinning evolution

in the crystallographic slip/twin systems. While we introduce two intermediate configura-

tions, deformed but unrotated configuration, and the configuration obtained by unloading

the elastic stretch from the current configuration, plasticity update is performed in the for-

mer configuration. All quantities with overbar in this formulation indicate representation

in the plastically deformed but unrotated intermediate configuration. To characterize the

elastic deformation, a logarithmic form is used for the lattice strain measure expressed in

the intermediate configuration defined byRe.

E = ln(V e
) where V

e
=ReT ·V e ·Re (4.2)

It is important to note that the hydrostatic elastic strain induced by shock compression

remains large despite the small deviatoric elastic strain assumption. Let a = (det(V e))
1
3

such that V e = aV e? and det(V e?) = 1. Then we assume V e? = I+ε?, which results in

V e = a(I+ε?) (4.3)

where, I is the second order unit tensor, ε? denotes the small elastic deviatoric strain tensor

(ε? << I) and ε? = ε?′ = 1
aV

e′. The volumetric and deviatoric parts of E are expressed

respectively as:

EV =E : I = ln(a3) and E
′ ≈ 1

a
V

e′ (4.4)

After some algebra detailed in [9], the following simplified kinematics equations for
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small deviatoric elastic strain are obtained. The deformation rate D is described in terms

of its deviatoric and volumetric components.

ReT ·D′ ·Re =
1
a
V̇

e′
+D

′ (4.5a)

d
dt

(
det(V e)

)
= det(V e)tr(D−D) (4.5b)

The spin tensorW is expressed as:

ReT ·W ·Re =Re ·W R ·ReT +W +
1
a
[V

e′ ·(D′+ 1
2a
V̇

e′
)−(D

′
+

1
2a
V̇

e′
) ·V e′

] (4.6)

where W R = Ṙe ·ReT , W is the spin tensor in the intermediate configuration, D′ is the

deviatoric component of deformation rate, andD′ is the deviatoric component ofD, which

is the deformation rate in the intermediate configuration.

4.2.1 Anisotropic elasticity

At large pressures encountered in high rate conditions, the crystals undergo large volu-

metric deformations, and the elastic moduli are pressure dependent. The pressure-volume

relationship is described by the equation of state, and the coupling of pressure and distor-

tion is captured through the Gruneisen parameter.

For simplicity, we employ the Kirchhoff stress τ = Jσ as the approximation of the

conjugate stress to the logarithmic strain E [56, 63], where J = a3 is the Jacobian of the

deformation gradient, and σ =ReT ·σ ·Re. The elastic model [14] is expressed as τ =

Jσ = J
[
Ce :E+ 1

2(E : dCe

d pτ
:E) d pτ

dEV
I
]
, where Ce is the pressure dependent elastic moduli

tensor in the intermediate frame, and pτ is pressure. The Kirchhoff stress is decomposed

to the deviatoric and volumetric parts with the introduction of the Gruneisen tensor and the

EOS [14]:

τ ′ = Jσ′ = J
[
Pd : Ce :E′+

1
3
(Pd : Ce : I)EV +Γ′e

]
(4.7)

74



pτ =−Jσh

=−J
{

σh|EOS +
1
3
(E
′ : Ce : I)+

[1
2
(E
′ :

dCe

d pτ
:E′)+

1
3
(E
′ :

dCe

d pτ
: I)EV

] d pτ
dEV

−Γe
}

(4.8)

where Pd represents a fourth order operator that extracts the deviatoric part of a second or-

der tensor, i.e., Pd = I− 1
3I⊗I with fourth order identity tensor, I. e is the volumetric part

of the internal energy density. Γ′ is the deviatoric part of the Gruneisen tensor expressed as

a function of the thermal expansion tensor for the anisotropic material [81]. Γ is the volu-

metric component of the Gruneisen tensor. The matrix form of the Gruneisen tensor [81]

is given as: 

Γ11

Γ22

Γ33

Γ23

Γ13

Γ12


=

1
ρCV



C11 C12 C13 0 C15 0

C12 C22 C23 0 C25 0

C13 C23 C33 0 C35 0

0 0 0 C44 0 C46

C15 C25 C35 0 C55 0

0 0 0 C46 0 C66





α11

α22

α33

α23

α13

α12


(4.9)

where ρ is the mass density, CV the specific heat, and αi j is a component of thermal expan-

sion tensor,α. Values of the thermal expansion tensor components for monoclinic β -HMX

crystal were measured and provided in [36].

The part of Eq. 4.8 that deals with the pressure-volume relationship is replaced by an

equation of state, σh|EOSs. Various EOS have been proposed in modeling the hydrody-

namic behavior of β -HMX subjected to levels of pressure induced by explosion or impact.

Olinger et al. [121] measured room temperature isotherm for β -HMX and fit the isotherm

to an EOS with two fitting parameters. Yoo and Cynn [189] obtained the pressure-volume

relationship of β -HMX by fitting the isotherms of unreacted HMX (with pressure up to

27 GPa and 12 GPa, respectively) to the third-order Birch Murnaghan (BM) EOS for both

hydrostatic and non-hydrostatic conditions. Menikoff and Sewell [111] re-analyzed the

experiments from Olinger et al. [121] and Yoo and Cynn [189] to determine which fitting
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form is most consistent with other data for HMX and HMX-based plastic-bonded explo-

sives. In order to investigate the sensitivity of bulk modulus of β -HMX to the choice of

EOS and weight scheme, Sewell et al. [153] applied three forms of EOS [111, 121, 189]

to isotherms for β -HMX obtained from their simulations and two additional simulations

from [161], and they concluded that the third-order BM EOS, fit with a weighting scheme

that emphasizes low-pressure data, and consistently yields initial moduli in closest agree-

ment with values obtained from theoretical predictions. Gump and Peiris [55] obtained the

pressure-volume third-order BM EOS of β -HMX at temperatures of 30 °C, 100 °C, and

140 °C under both hydrostatic and non-hydrostatic compressions up to 5.8 GPa and 4 GPa,

and observed phase transition from β to δ beyond these pressures. In contrast, Hooks et al.

[65] did not observe phase transition in the isentropic compression reverberation experi-

ments performed on (010) and (011) oriented HMX crystals up to a peak stress of about 54

GPa.

Despite the controversy on the pressures to phase transition, References [28, 88, 127]

employed data from both [189] and [55] to fit third-order BM EOS for β -HMX with pres-

sure up to 12 GPa.

Under larger pressure, additional physico-chemical mechanisms such as chemical re-

actions and crystal melting are involved in the deformation process. Austin et al. [7] de-

scribed the thermo-elasto-viscoplastic behavior of the β phase HMX by incorporating a

Murnaghan EOS into the crystal plasticity model, in which decomposition reaction and

crystal melting are considered to reproduce Hugoniot data [102] with pressure larger than

40 GPa. Recently, White and Tarver [183] developed the parameters of Jones-Wilkins-Lee

(JWL) EOS for HMX single crystal with mass density 1.905 g/cm3 and of JWL EOS for

reaction products.

Following Refs [28, 88, 127], third order BM EOS is employed in this study:

σh|EOS =−3B0

2

(
J−

7
3 − J−

5
3

)[
1+

3
4
(B′0−4)

(
J−

2
3 −1

)]
(4.10)
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where B0 is the bulk modulus at zero pressure, and B′0 is the derivative of the bulk modulus

with respect to pressure at zero pressure. The volumetric part of the internal energy density

e is then expressed as

e =
9B0

16
J−1
[(

J−
2
3 −1

)3
B′0 +

(
J−

2
3 −1

)2(
6−4J−

2
3

)]
(4.11)

4.2.2 Mechanical twinning model

The velocity gradient in the plastically deformed but unrotated intermediate configura-

tion, L, is decomposed into three components [77]:

L= Ḟ p · (F p)−1 = (1−
Ntw

∑
β=1

f β )
Nsl

∑
α=1

γ̇
αZ

α

sl +
Ntw

∑
β=1

ḟ β
γ

β

twZ
β

tw +
Ntw

∑
β=1

f β (
Nsl-tw

∑
α=1

γ̇
αZ

α

sl-tw)

(4.12)

where γ̇α denotes the resolved shear strain rate on a slip system α , f β the volume fraction

of the twinned region on the twinning system β , γ
β

tw the (constant) twinning shear strain,

and Zβ is the corresponding Schmid tensor that project the strain rate contribution from

the corresponding slip or twin system. The first term is the contributions of dislocation slip

along Nsl slip systems in the untwinned region. The second term models the contribution

of twinning on Ntw twin systems. The last term reflects the contribution from slip in the

twinned regions, and Zα

sl-tw is obtained through rotation of the corresponding slip system:

Z
α

sl-tw = QβZ
α

slQ
β T

(4.13)

where Qβ is the rotation matrix between twinned and non-twinned lattices. Considering the

fact that the deformation twins are thin structures, slip in the twinned regions are expected

to be restricted to the co-planar slip systems with respect to the twin plane (Ntw < Nsl-tw).

Various models have been developed to describe twinning in crystals [141]. Kalidindi

[77] implemented a CPFE framework, where the crystal orientation in a relaxed config-
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uration for both the twinned and untwinned regions are pre-defined based on the initial

lattice orientation. Wang et al. [179] proposed a physics-based crystal plasticity model to

deal with both twinning and de-twinning mechanisms by incorporating twin nucleation,

growth, shrinkage and re-twinning during the deformation process. However, many of the

governing physical mechanisms for strain-induced twinning still remain unresolved [141].

Information on the evolution of the twinned volume fraction in β -HMX, especially under

high rate loading is scarce. Hence, a phenomenological approach is employed in this study

to describe the evolution of twin volume fraction in β -HMX [78, 179].

The evolution of twin volume fraction is taken to be affected by the resolved shear

stress on the twinning systems, and the twinning resistance idealizes the resistance from

neighbor molecules as well as the potential interaction between twinning and dislocation

slip. Mechanical twinning is taken to occur only in the positive twinning direction and

no recovery of twinning (i.e., detwinning [133]) is considered. Hence, the evolution of

the volume fraction of twinning depends only on the resolved shear stress and twinning

resistance through a power law function [78, 179]:

ḟ β =
γ̇ ref

tw

γ
β

tw

(
τβ

gβ

tw

)1/mβ

tw
for τ

β > 0 (4.14)

where γ̇ ref
tw is the reference twin rate, γ

β

tw is the (constant) twinning shear strain, gβ

tw is the

twin resistance and mβ

tw is a rate-sensitivity parameter. The twin volume fraction induced by

the permanent twin cannot be negative, and the twinned regions are not allowed to untwin,

i.e., ḟ β = 0 for τβ ≤ 0. Naturally, f β is always non-negative, and an upper bound in the

crystals exist: f β ≥ 0 and ∑
Ntw

β
f β ≤ 1.0. This phenomenological evolution law does not

separate nucleation and growth of twinning, but rather tracks the volume fraction change

of twinning in an average sense. The power-law parameter mβ

tw represents the strain rate

sensitivity of twin growth.
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4.2.3 Dislocation slip evolution

The first and third terms in Eq. 4.12 respectively define the contributions of the active

slip systems and slip systems in the twinned region on the shear deformation in the crystal.

A number of slip evolution models have been previously proposed for HMX [7, 10, 53, 60, 182].

At low shear stress magnitudes, the driving force on the dislocation is low and the disloca-

tions move in a thermally activated manner. At high shear stress magnitudes, the movement

of dislocations are limited by phonon drag.

In the current chapter, dislocation slip at slow (1e-6 m/s - 1 m/s) and faster speeds (>

1 m/s) are considered and modeled with both thermal activation and phonon drag mecha-

nisms [199]. The thermally activated slip is expressed as:

γ̇
α
w =


γ̇α

wo√
ρnorm

[
exp
(
− ∆Gα(τα)

κθ

)
− exp

(
− ∆Gα(−τα)

κθ

)]
+h(τα), if |τα | ≤ gα

γ̇α
wo√

ρnorm
sign(τα)

[
1− exp

(
− 2cGµα

κθ

)]
+h(τα), if |τα |> gα

(4.15)

where γ̇α
wo is the reference shear strain rate, κ is the Boltzmann constant and θ the temper-

ature. The transition from thermal activation to phonon drag is controlled by the penalty

function: h(τα) = sign(τα)( τα

gα )ζ where ζ is a parameter. ρnorm is a dimensionless disloca-

tion density measure normalized by the reference dislocation density ρref (ρnorm = ρ/ρref).

∆Gα(τα) is given by:

∆Gα(τα) = cGµ
α

[
1−
(

τα

gα

)p]q
(4.16)

where cG, p,q are constants, and µα is the shear modulus resolved in the α th slip sys-

tem [46]. gα is the slip strength of the slip system α , and takes the form:

gα = rα(go + s
√

ρ) (4.17)

where, s and go are model parameters, and rα is the ratio of the slip system strength gα and
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the reference slip system strength, g(010)[100] (r(010)[100] = 1).

The drag term operates as the dislocation bows between obstacles before it cuts or

bypasses them. For the glide of dislocations between sets of obstacles, the slip rate is:

γ̇
α
r = sign(τα)γ̇roρnorm

[
1− exp(−|τ

α |
Dr

)
]
; Dr = Dro

θ

θ0
(4.18)

where γ̇ro is the reference shear strain rate, Dro is the reference drag stress, and θ0 is the

reference temperature. The evolution of slip strength is controlled by the dislocation density

which, under dynamic loading, evolves through generation and annihilation mechanisms:

dρ

dγ
= n1
√

ρ−n2γ̇
− 1

n3 ρ (4.19)

n1, n2 and n3 are constants.

Molecular packing of β -HMX [122] induces slip asymmetries in all slip planes. The

slip asymmetry was also observed in other energetic molecular crystals, such as RDX [103].

While modeling of asymmetry is straightforward from the implementation viewpoint, val-

ues for asymmetric critical resolved shear stress (CRSS) and mobility are not currently

available. Slip asymmetry effects are therefore not included in the present model.

4.3 Parameter Calibration

In this section, data from previous experimental studies, molecular dynamics (MD)

and CPFE simulations are employed to calibrate the parameters of the proposed model

for β -HMX. Calibration of the parameters for the anisotropic elasticity model and EOS,

dislocation slip evolution, and twinning evolution are discussed separately.

4.3.1 Elasticity

The elastic model is fully described by the elasticity coefficients, mass density, specific

heat, EOS parameters and the Gruneisen tensor. Thirteen coefficients of the anisotropic
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Figure 4.1: Elasticity coefficients with pressure dependency for (a) the diagonal terms;
and (b) the off-diagonal terms.

Table 4.1: Parameters of the elasticity model.

Parameter B0 B′0 cV ρmass
0 α11

Unit GPa kJ/(kg ·K) g/cm3 10−6/K
Value 16.71 7.79 1 1.9 -2.9

Parameter α22 α33 α23 α13 α12

Unit 10−6/K 10−6/K 10−6/K 10−6/K 10−6/K
Value 116 17.9 0 -12.6 0

tensor of the monoclinic lattice are pressure dependent. Mathew and Sewell [104] com-

puted the elasticity tensor components using MD simulations for pressures up to 2 GPa, as

shown in Fig. 4.1. These values are used in the model calibration.

The EOS and the Gruneisen tensor account for the large volumetric deformation and

potential distortion induced by thermal expansion. Bulk modulus, B0, and the derivative

of the bulk modulus with respect to pressure, B′0, are taken to be 16.71 GPa and 7.79

following [88]. The Gruneisen tensor for the anisotropic material is expressed as a function

of mass density, specific heat and thermal expansion coefficients. Initial mass density of β -

HMX, ρmass
0 , is 1.9 g/cm3, and the specific heat cV is set to 1 kJ/(kg·K). Thermal expansion

coefficients are obtained from the measurements of Ref. [61] and summarized in Table 4.1.
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4.3.2 Dislocation slip parameters

Previous experiments and first principles calculations suggest that slip in HMX molec-

ular crystal can occur along a large number of slip systems induced by the irregular molec-

ular shape. Potential slip systems in β -HMX have been identified by Gallagher et al. [45]

as (001)[100], (101)[101̄] and (101)[010]. Barton et al. [10] employed ten slip systems

determined based on MD simulations. In that work, the corresponding slip strengths were

selected according to an optimization algorithm to minimize the difference between sim-

ulation predictions and experimental observations. Recently, Pal and Picu [122] used MD

simulations to identify slip systems which are potentially active in β -HMX, and ranked

them in terms of their propensity for slip. Khan et al. [82] extended their study to finite

temperatures, and evaluated critical thresholds for activating steady-state dislocation mo-

tion in the two most probable slip planes, (101) and (011). To model the nature of plasticity

in HMX, full list of active slip systems and accurate description of slip behaviors within

each slip system are needed from either smaller scale information or through parameter

calibration at the continuum scale.

We initially attempted to calibrate parameters for all potential slip systems (27 sys-

tems) proposed in the literature [10, 82, 103, 122, 123]. However, incorporating more slip

systems than those used in Barton’s model complicates the calibration procedure, and

no substantial improvement in matching particle velocity profiles is observed. There-

fore, instead of modeling full list of potential slip systems, ten slip systems proposed

by Barton et al. [10] are employed in the current chapter and summarized in Table 4.2 with

calibrated parameters through particle velocity profiles. All slip systems are given in P21/n

notation. The lattice structure of β -HMX is described by four cell parameters: a, b, c and β

(a=6.5374 Å, b=11.0296 Å, c=7.3549 Å, and β=102.69° [25]). Slip system strength ratios

rα and phonon drag parameter Dro as well as the thermal activation and dislocation density

evolution parameters are set to those provided in Ref. [199].
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Table 4.2: Slip strength ratios.

Slip system (010)[100] (011)[100] (011̄)[1̄00] (101)[01̄0] (001)[100]
Ratio rα 1 0.963 0.963 0.933 1.68

Slip system (101)[101̄] (011)[1̄11̄] (01̄1)[111] (11̄0)[001] (1̄1̄0)[001̄]
Ratio rα 0.376 0.931 0.931 0.701 0.701

4.3.3 Twinning parameters

The primary twinning system in HMX crystal has been identified as (101)[101] in

P21/n space group [4, 21, 45, 124] (Ntw = 1). Within the twinning system (101)[101],

characteristic twinning shear strain γtw, reference twin rate γ̇ ref
tw , twinning resistance gtw

and the power-law parameter mtw fully define the twinning evolution law. The fact that

deformation twins are thin structures constrains further slip and twinning in the twinned

region.

Among those four parameters, γtw has been calculated by Gallagher et al. [45] as

0.353. While research has been done to quantify twinning resistance, gtw, for other ma-

terials [113], there is no experimental measurement of this parameter for HMX. Zamiri

and De [192] employed a slip-like twinning model with the initial value of twinning resis-

tance 2.5 MPa at 24 °C and 2.2 MPa at 55 °C. and the saturation values of twin resistance

are also reported as 2.55 MPa at 24 °C (297 K) and 3.1 MPa at 55 °C (328 K). The study

by Zamiri and De [192] used identical values for twinning and slip resistance. A commonly

used method to calibrate the critical stress is through fitting the macroscopic stress-strain

curve [73, 74, 99, 113, 132, 169]. However, this approach is not applicable for β -HMX

due to the lack of experimental stress-strain curve at the relevant strain rate. The rate-

sensitivity parameter mtw is set to a small number (0.05) to approach the rate-insensitivity

for twinning [73, 77, 132].

Two of the twinning parameters (reference twin rate γ̇ ref
tw and twinning resistance gtw)

are calibrated using the plane shock experiments by Dick et al. [37]. In these experiments,

an initial velocity is applied to an impactor. The shock wave generated by the impactor is
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Figure 4.2: Model verification with respect to loading in (a) the (110)P21/n direction;
and (b) the (011)P21/n direction.

transmitted through the specimen, which is a single HMX crystal. The calibration is per-

formed by minimizing the discrepancy between experimentally observed and numerically

simulated particle velocity profiles at the interface between the specimen and the PMMA

window behind the specimen.

In the numerical simulations, the specimen is discretized using a quasi-one-dimensional

mesh, and the loading is applied as prescribed constant velocity. The amplitude of the ap-

plied velocity is determined using the measured impactor velocity through the impedance

matching technique, in which linear Hugoniot relationships are employed for the impactor,

anvils and HMX [16, 112]. The PMMA window is bonded to the HMX specimen, and

modeled using the nonlinear viscoelastic constitutive law developed by Schuler and Nunziato [150].

Periodic boundary conditions are applied at the top/bottom and front/back boundaries. Dis-

location density field is taken to be uniform prior to the onset of the dynamic load. The

particle velocity at HMX/PMMA interface is extracted for parameter calibration. In a sim-

ilar study, Barton et al. [10] observed a discrepancy between the times of arrival in the

predictions and experiments due to the dependence of elastic parameters to pressure and

temperature and reported the prediction results with a time shift. In the current simulations,

time shift is not used.

Calibration data are collected from three shots along (110)P21/n direction and three
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Table 4.3: Twinning parameters.

Variable γ̇tw0 γtw mtw gtw

Unit µs−1 MPa
Number 1 0.353 0.05 120

shots with single crystals along (011)P21/n direction as shown in Table 3.3. In the calibra-

tion process, strong crystal orientation dependency of the twin model is observed. Preva-

lent twin accumulation occurs at shots under loading in (011) direction, while only a small

amount of twin is observed in (110) direction. The predictions of the calibrated model and

experimental measurements are compared in Fig. 4.2. Overall, a reasonable agreement be-

tween the predictions and experimental data is observed. Calibrated twinning parameters

are summarized in Table 4.3. Although the prediction of overall wave propagation is qual-

itatively similar to the prediction with a previous model that considered only slip evolution

on the twin plane [199], the presence of twins does contribute to the plastic response, which

is explained in Fig. 4.3. The particle velocity profile of shot 1168 is simulated with two

models, and the fittings are shown in Fig. 4.3. In the first model, only dislocation slip is

incorporated in the current large deformation CPFE model, while in the second model, both

dislocation slip and twins are considered. All slip parameters are identical in the two mod-

els. The presence of twins significantly reduces the elastic peak at t=0.15 µs, and increases

the following stress decay. The plastic peaks in both models are the same. Furthermore, ve-

locity of the plastic wave is slower in the model with twinning than the prediction without

twins, which results in a better fitting between the numerical simulation and the experi-

ment. The presence of twins introduces more plastic deformation into the system, which

increases the accuracy of model prediction in terms of both elastic peak and plastic wave

propagation.

85



1 1.1 1.2 1.3 1.4 1.5 1.6
0

50

100

150

200

250

300

Experiment
Slip + Twin
Slip Only

Figure 4.3: Effect of twinning on model prediction. Particle velocity of shot 1168
is predicted using current model with twinning (dislocation slip and twin) and without
twinning behavior (dislocation slip only).

4.4 Analysis of twin evolution

4.4.1 Single crystal configuration

In what follows a deeper investigation on the evolution of twinning in single crystal

configuration is performed. The numerical investigation uses the setup employed in model

calibration described above.

4.4.1.1 Effect of crystal orientation

Mechanical twinning is prevalent when the resolved shear stress (RSS) in (101)[101]

direction exceeds the twinning resistance. This implies that twinning is not sensitive to de-

formation in certain directions (where RSS is low or negative) and sensitive to deformation

in others (where RSS is positive and high). In the current study, the mechanical twinning

is investigated when the compression wave aligns with two crystal orientations: (110) and

(011), one of which promotes higher level of twinning.

Employing the setup of the calibration experiments, a 4.66 mm long single crystal HMX

specimen is subjected to prescribed boundary velocity of 200 m/s. The spatial distributions

of the resolved shear stress and twin volume fraction on twin system are recorded at seven
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Figure 4.4: Orientation dependency of resolved shear stress in (a) the (110)P21/n direc-
tion; and (b) the (011)P21/n direction. Temporal evolution of RSS is plotted at t=0.1 µs,
0.2 µs, 0.4 µs, 0.7 µs, 1.0 µs, 1.3 µs and 1.6 µs. Location x=0 mm represents the left
hand side of the specimen, and x=4.66 mm represents the HMX/PMMA interface.

time instances (i.e., t=0.1 µs, 0.2 µs, 0.4 µs, 0.7 µs, 1.0 µs, 1.3 µs and 1.6 µs) and

plotted in Figs. 4.4 and 4.5. The effect of loading orientation on the stress evolution on

the twin system is evident from the differences in the (011) direction (Fig. 4.4b) and the

(110) direction (Fig. 4.4a). In Fig. 4.4a, specimen deformation in (101)[101] follows the

stress wave which passes through the specimen without significantly changing shape, and

reaching a stable state (RSS ≈ -33 MPa) on the wake of the wave. In contrast, a more

complex stress evolution is observed in Fig. 4.4b. Between 0 µm and 1000 µm, RSS

exhibits a double peak structure once the dynamic wave has already passed. Constant

stress state is reached between∼500 µm and the wave front. Resolved shear stress in (110)

case does not exceed 120 MPa during the entire dynamic deformation process, which leads

to no twin formation. However, RSS in (011) exhibits a large peak (> 120 MPa) which

directly induce twin accumulation until the RSS drops below the twinning resistance (120

MPa). RSS behind the shock front is positive but lower than the resistance. At t=1.3 µs,

the wave has already reflected at the HMX/PMMA interface thus the double peak structure

disappears.

Figure 4.5 shows the twin volume fraction profile at a number of time instances for

the (011) specimen loaded at 200 m/s velocity (Fig. 4.5a) and 500 m/s velocity (Fig 4.5b).
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Figure 4.5: Temporal evolution of twin volume fraction at loading (1) 200 m/s, and
(2) 500 m/s. Loading is along (011) direction.

The shock front is marked by the sudden increase in twinning activated by the high RSS

observed at the shock front. Twinning rapidly accumulates when the resolved shear stress

approaches or exceeds twinning resistance. The twin volume fraction increases from zero

to a decreasing peak as the shock front propagates through the specimen. As shown in

Fig. 4.5a, at t=0.1 µs, the wave arrives at approximately 400 µm (Fig. 4.5a) and the induced

twin volume fraction is approximately 4.8%. At 0.4 µs, 0.7 µs and 1 µs, the induced

twin volume fraction reduces to 2.6%, 0.4% and 0.1%, respectively. After the shock is

reflected back at the HMX/PMMA interface, due to the relatively small impedance contrast,

a slight increase in the twin concentration is observed. A similar phenomenon is observed

in Fig. 4.5b.

We also observe the propagation of transition region after shock front. The twinning

transition region is defined as the distance it takes for the twin to fully form at the shock

front. Under 200 m/s loading at t=0.1 µs, the twinning transition region starts at x=355

µm and ends at x=411 µm. At t=0.4 µs, the transition region remains as 56 µm. The size

increases to 57 µm at t=0.7 µs. The propagation of the transition region without significant

size change indicates stable energy dissipation process at the wave front.
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Figure 4.6: Twin volume fraction in single crystal at t=1.6 µs with loading velocity 50
m/s, 100 m/s, 200 m/s, 300 m/s, 400 m/s and 500 m/s.

4.4.1.2 Effect of impact velocity

The same specimen configuration (shot 1168) and boundary conditions as above are

employed to study the response when subjected to different loading velocities in the (110)

direction. At high impact velocity (500 m/s), compared with twinning at lower loading

velocity (200 m/s, as shown in Fig. 4.5a), more twins are observed, and twinning accumu-

lation reaches a steady state. The twinning transition regions at t=0.1 µs, t=0.4 µs, t=0.7 µs

and t=1.0 µs increase to 60 µm, 150 µm, 210 µm and 220 µm at 500 m/s load velocity. The

expansion of transition region at the higher impact velocity and more accumulated twins

clearly indicate increased energy dissipation at the wave front and more plastic deformation

when the impact velocity increases.

Figure 4.6 shows the spatial distribution of twin volume fraction when the dynamic

wave arrives at the HMX/PMMA interface (1.050 µs, 1.046 µs, 1.034 µs, 1.022 µs, 1.014

µs and 1.000 µs under impact velocities of 50 m/s, 100 m/s, 200 m/s, 300 m/s, 400 m/s

and 500 m/s). It is clear that twin volume fraction increases with the loading rate, and

the maximum amount of twinning occurs at the loading boundary (x=0 µm). Maximum

twin volume fraction fmax in 50 m/s case is less than 0.01%, while fmax in 500 m/s case

reaches 13.26%. Other cases (400 m/s, 300 m/s, 200 m/s, 100 m/s and 50 m/s) have
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maximum twin fractions 11.19%, 8.57%, 5.13% and 0.68%, respectively. Especially at

higher impact velocities, a boundary region develops with high twin fraction that attenuates

to a steady value in the sample interior. The attenuation is slower at lower load rates. The

iso-surface plotted in Fig. 4.6 demonstrates the nonlinear relationship between the “run-to-

steady-state” and the load rate. The steady state for 500 m/s case starts at approximately

x=1 mm with f ≈ 6.5%, while in 400 m/s case, the steady region ( f ≈ 3.5%) starts at 2

mm. Steady state region is not observed in the cases with lower applied velocities. Slight

impedance mismatch at the sample-PMMA interface (x=4.66 mm) results in a perturbation

of the twin volume fraction as the impact wave is reflected at the material boundary.

4.4.2 Polycrystal configurations

Particle-particle interactions could lead to stress and strain concentrations in an ener-

getic material microstructure, and have potential links to hot-spot formation [40]. In this

section, we investigate twinning in polycrystalline HMX configurations under impact load-

ing. Polycrystalline HMX is typically synthesized to a compressed granular form or bound

by a polymeric binder with small binder concentration. In the former, the microstructure

includes interparticle voids, whereas in the latter, the void spaces are completely or par-

tially filled with the binder. The current study does not include the presence of voids or

binder, and focuses on the twin formation in idealized microstructures with particles fully

bonded with each other. Similar assumptions have been previously employed to investigate

polycrystalline energetic particles, see e.g. [60].

4.4.2.1 Microscale structures

The microscale morphologies, the boundary and loading conditions considered in the

microscale simulations are shown in Fig. 4.7. Five microscale specimens subjected to high

rate compression loading are investigated in this study. Each particle that comprise the

microscale morphologies is idealized as a single crystal. The size of the numerical speci-

mens is 400 µm × 400 µm × 800 µm. The orientation of each particle is sampled from a
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Figure 4.7: Microstructures of polycrystal configuration. Each colored region repre-
sents a single crystal particle. Impact velocity is applied on the left hand side, and the
movements of top, bottom, front and back faces are constraint in their normal directions.

uniform random distribution. The three Euler angles (Kocks convention) defining the orien-

tation of a crystal is assumed to be independent of each other, and sampled from the range

of 0 < Φ1 < 2π , 0 < φ < π and 0 < Φ2 < 2π . The loading is imparted on the specimens as

prescribed velocity as shown in Fig. 4.7a. The displacements on the front/back/top/bottom

faces are constrained in the normal directions, and free in other directions.

Four of the five microstructures (Figures 4.7a to 4.7e) include randomized polygonal

particle geometries. The microstructures are generated using the Neper software [136]. A

bimodal particle size distribution (see Ref. [199]) is used to create these four microstruc-

tures, each of which consists of 120 grains. The geometries are therefore four realizations

with identical morphological statistics. Note that variation in the dynamic response is ex-

pected as the microstructures are not large enough to be statistically representative. Alterna-

tively, we aggregate the responses leveraging the statistical volume concept in the analyses.

The fifth microstructure, shown in Fig. 4.7e, is constructed by tiling two polyhedral particle
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Figure 4.8: Probabilistic distribution of twin volume fraction and non-zero twin vol-
ume fraction. The twinning accumulations are schematically presented at f = 0.1,
f = 0.2, f = 0.4 and f = 0.6.

shapes (Fig. 4.7f) in a regular pattern. Similar, geometrically regularized microstructures,

have been employed in previous studies to investigate the dynamic response of energetic

materials (e.g. Ref. [60]). The microstructures are discretized with approximately 500,000

- 1 million trilinear tetrahedral elements. Simulations are conducted using dynamic explicit

finite element method. Time step sizes are chosen to ensure stability (3×10−6 - 1×10−5

µs).

To understand the overall twinning evolution, the collective distributions for twin vol-

ume fractions from the first four cases (Figures 4.7a to 4.7d) are plotted in Fig. 4.8 under

the excitation amplitude of 250 m/s. A large portion of the specimens (38% volume or 182

grains), do not exhibit or exhibit a very small amount of twinning. Critical regions of high

twin concentration that only exist in a limited number of locations in the microstructure.

Figure 4.9 illustrates the twin volume fraction and maximum principal strain contours

as predicted using the microstructures with random (Fig. 4.7b) and regular (Fig. 4.7e) par-

ticle geometries when the shock wave front is near the end of the specimens. In both types

of microstructures, high twin concentrations are observed at or near particle boundaries,

which indicates the roles of interparticle misorientation and particle geometry on twin for-

mation. Although the twin accumulation regions are likely to have relatively high strain
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Figure 4.9: Twin volume fraction distribution of the microstructures with (a) random-
ized polygonal particle geometries and (b) regularized particle geometries, and maxi-
mum principal strain with (c) andomized polygonal particle geometries and (d) regular-
ized particle geometries at t=1.6 µs.

concentration, a high strain region does not imply high twin volume fraction. The local

regions with peak twin concentration in both microstructures as well as the grain orienta-

tions are shown in Fig. 4.10. In the microstructure with polygonal particles, fmax = 0.3214

occurs at a triple junction on the boundary as plotted in Fig. 4.10a. In the microstructure

with regularized particles, a column of particles aligning on the front face show high twin

volume fraction, with fmax = 0.308 observed again at a triple junction (Fig. 4.10b).

Although grain misorientations appear to characterize the local twinning initiation and

accumulation behavior, the peak twin volume fraction does not show a clear connection

to the grain misorientation angles. In both Fig. 4.10a and Fig. 4.10b, the highly twinned

grain is next to a grain that has only a small amount of twinning, which seems to suggest

an effect of crystal misorientation and grain boundary. To investigate the possible effect

of grain misorientation between neighboring particles, maximum twin volume fraction dis-
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Figure 4.10: Local region of twin concentration for microstructures with (1) random-
ized polygonal particle geometries and (2) regularized particle geometries at t=1.6 µs.
Lattice axes a, b and c for each grain are plotted as well. The lattice axes are not
orthogonal due to the monoclinic lattice structure.

crepancy (TVFD) between each neighbor grain pair is plotted in Fig. 4.11 where mean

and standard deviation are computed in five intervals for microstructures with randomized

polygonal particle geometries and regularized polygonal particle geometries. The means of

twin volume fraction discrepancy exhibit small values (< %5) for all grain pairs in two mi-

crostructures, while the standard deviation are larger than the means, which indicates that

misorientation is not clearly connected to twin concentration. In the both microstructures,

mean and standard deviation of the twin volume fraction discrepancy do not show a strong

dependence on the misorientation angle.

4.4.2.2 Loading velocity

The microstructure shown in Fig. 4.7b is subjected to four different impact velocities

(100 m/s, 200 m/s, 300 m/s and 400 m/s) to investigate twinning evolution at different

deformation rates. The simulations are performed until the shock front reaches the face of

the microstructure opposing the impacted face. Total time of the simulations are 0.5 µs,

0.25 µs, 0.17 µs and 0.15 µs for impact velocities of 100 m/s, 200 m/s. 300 m/s and 400

m/s, respectively. The corresponding time step size are 2.5e-5 µs, 1.25e-5 µs, 5e-6 µs and

1e-6 µs.
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Figure 4.11: Maximum twin concentration discrepancy and misorientation in mi-
crostructures with (a) randomized polygonal particle geometries and (b) regularized par-
ticle geometries. Mean and standard deviation are computed in five intervals ((0°,45°),
(45°,75°), (75°,105°), (105°,135°) and (135°,180°)).

Stress distributions of these four cases are plotted in Fig. 4.12. The stress contours are at

time instances, where the wave front is approximately in the middle of the microstructure.

With increasing impact velocity, the response transitions from elastoplastic wave propaga-

tion (Fig. 4.12a) to near hydrodynamic shock propagation (Fig. 4.12d). A clear separation

of the shock wave is observed in the latter three simulations, while the 100 m/s case shows

continuous compression trailing the wave front. Even at the highest impact velocity, stress

distribution at the shock front is highly heterogeneous indicating the role of morphology

on the dynamic response.

The corresponding twin volume fraction contours are shown in Fig. 4.13. The regions of

the microstructure with elevated twin concentration are not significantly affected by the im-

pact loading amplitude. Naturally, those grains, where the twin system is favorably aligned

with the orientation of shock propagation exhibit significant twin volume fractions. For

low to moderate impact velocities (i.e., 100-300 m/s), the sites of localized peak volume

concentration occur at the triple junctions near the surface of the volume. Under the high

impact velocity condition, the location of the peak volume fraction occurs at the interior

of the grain near the impact surface in microstructure as shown in Fig. 4.13d. Figure 4.14

95



von Mises stress
(MPa)

809.1
741.7
674.3
606.9
539.4
472.0
404.6
337.1
269.7
202.3
134.9
67.43
0.000

(a) (b)

(c) (d)

von Mises stress
(MPa)

von Mises stress
(MPa)

von Mises stress
(MPa)

1839
1685
1532
1379
1226
1073
919.4
766.1
612.9
459.7
306.5
153.2
0.000

3187
2922
2656
2391
2125
1859
1594
1328
1062
796.9
531.2
265.6
0.000

4878
4471
4065
3658
3252
2845
2439
2032
1626
1219
813.0
406.5
0.000

Figure 4.12: Stress contour of microscale structure subjected to impact loading (a) 100
m/s at t=0.25 µs, (b) 200 m/s at t=0.125 µs, (c) 300 m/s at t=0.098 µs and (d) 400 m/s
at t=0.095 µs.

shows the relationship between the peak twin volume fraction and the applied impact ve-

locity. At the range of loading tested in this study, a clear linear trend exists with very

substantial twin concentrations (60%) at high impact velocity. Considering localized twin-

ning concentrations as potential hot-spots in the microstructure, the simulations indicate

that triple junctions could be of significance in detonation initiation.

4.5 Conclusion

This chapter presented the investigations of mechanical twinning behavior of crystalline

β -HMX with respect to crystal orientation, microscale structure and loading amplitude un-

der given shock/sub-shock impact through a large deformation CPFE framework. This

chapter serves as a starting point of modeling mechanical twinning from a physics-based

perspective, and it can be further improved with additional experimental data about twin-
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Figure 4.13: Twin volume fraction contour of microscale structure subjected to impact
loading (a) 100 m/s at t=0.25 µs, (b) 200 m/s at t=0.125 µs, (c) 300 m/s at t=0.098 µs
and (d) 400 m/s at t=0.095 µs.
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Figure 4.14: Rate-dependent twin formation in the HMX polycrystal.

ning and detwinning. The results show that the deformation twinning has strong orientation

dependency in single crystal and in polycrystal configurations. Compared with the more

realistic microstructure, the regularized structure generates lower peak twin volume frac-

tion due to the reduction of sharp corners of particles. Twinning phenomenon becomes

more evident at higher strain rate which further highlights the importance of modeling

twinning through a physically meaningful fashion. Once more information, particularly

information from lower scales, become available through experimental observation or first

principle calculations, the proposed model can be improved with more accurate calibration

and additional physics can be incorporated to capture material behavior at microscale.
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Appendix A: Formulation Discretization

4.5.1 General Remarks

Similar to [100], the rotation matrix between crystal basis and sample basis, i.e., ei =

C ·ec
A in Euler angles ϕ1,φ ,ϕ2 (Kocks convention) is described below:

[C] =


cosϕ1cosϕ2− sinϕ1cosφsinϕ2 −cosϕ1sinϕ2− sinϕ1cosφcosϕ2 sinϕ1sinφ

sinϕ1cosϕ2 + cosϕ1cosφsinϕ2 −sinϕ1sinϕ2 + cosϕ1cosφcosϕ2 −cosϕ1sinφ

sinϕ2sinφ cosϕ2sinφ cosφ


(4.20)

with 0 < ϕ1 < 2π , 0 < φ < 2π , 0 < ϕ2 < 2π . In a numerical setting, this rotation matrix is

used to transform to the sample coordinate system in configuration B, the time-independent

orthonormal slip system vectors (sα
0 ,m

α
0 ) and the fourth order tensor of elastic moduli Ce

both of which referred to the lattice axis,

sα =Csα
0 , mα =Cmα

0 (4.21)

Ce
= (C⊗C) : Ce : (C⊗C)T (4.22)

where (C⊗C)i jAB =CiAC jB. In contrast with Marin [100], the current formulation use C

to represent the crystal orientation at initial status. The following crystal rotation will be

described through roration tensor Re. Note that the Schmid tensor Zα in B is related to

the one in B by Zα
=C ·Zα

0 ·CT , where Zα
0 = sα

0 ⊗mα
0 .

Consider Voight (vector) notation for the stress and strain, i.e.,

{σ}= {σ11 σ22 σ33 σ23 σ13 σ12}T (4.23)

{E}= {E11 E22 E33 2E23 2E13 2E12}T (4.24)
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4.5.2 Pressure Dependence of Elastic Moduli

The section has not been finished. However, detailed description can be referred to Wu

and Huang [185]. The pressure dependence of Ce, or dCe

d p is given in the crystal configura-

tion, and transformation can be achieved by the rotationC. The matrix form of Ce is given

by

[Ce]0 =



C11 C12 C13 0 C15 0

C12 C22 C23 0 C25 0

C13 C23 C33 0 C35 0

0 0 0 C44 0 C46

C15 C25 C35 0 C55 0

0 0 0 C46 0 C66


(4.25)

where all coefficients are pressure dependent 1

Matrix form of Gruneisen tensor [81] is given below:



Γ11

Γ22

Γ33

Γ23

Γ13

Γ12


=

1
ρCV



C11 C12 C13 0 C15 0

C12 C22 C23 0 C25 0

C13 C23 C33 0 C35 0

0 0 0 C44 0 C46

C15 C25 C35 0 C55 0

0 0 0 C46 0 C66





α11

α22

α33

α23

α13

α12


(4.26)

Thermal expansion tensor α for monoclinic β -HMX crystal has been investigated [36].
1

C11 =9.02397+11.0554p−0.12183p2 ,C12 =−1.32088+6.52789p−0.10792p2 ,C13 =−1.3792+7.77819p−0.1551p2 ,C15 =−0.2347+1.53836p−0.02168p2

C22 =15.56815+7.59921p−0.10686p2 ,C23 = 0.22377+5.7947p−0.10229p2 ,C25 =−3.09946− .53953p+5.02487e−4 p2 ,C33 = 18.39271+5.90386p−0.06176p2

C35 =−0.7547,C44 = 1.13088+3.78434p−0.09663p2 ,C46 =−2.41649−0.21976p+5.72921e−4 p2 ,C55 =−1.59267+5.16237p−0.10296p2

C66 =6.24105+1.352751p−0.01491p2 , all coefficients are in the unit of GPa.
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4.5.3 Constitutive Integration Scheme

The crystal constitutive model can be considered as a set of coupled first order ordinary

differential equations for the variables (τ , Re, ρ). The time integration of these evolution-

ary equations is carried out in the sample axis and proceeds by discretizing the history in

time and numerically integrating the equations over each time step. For this purpose, we

consider the configurations of the body at time tn and tn+1 with tn+1 = tn +∆t.

This integration scheme is developed assuming (i) that the crystal deformation repre-

sented by Ln+1 (or Dn+1 and Wn+1) is given 2, (ii) that the variables (pn+1, τ ′n, Re
n, ρn)

are known, and (iii) that the time-independent slip system vectors (sα
0 ,m

α
0 ), the elasticity

tensor Ce, the crystal orientation C (texture), and the plasticity material parameters (flow

rule and hardening law) are input. The integration of the model will then give the updated

values (pn+1, τ ′n+1,Re
n+1, ρn+1).

This numerical integration proceeds as follows. After performing some pre-processing

steps, three target functions are rewritten as residual form. Numerical process of solving the

target functions is established and expressed as matrix form as well. The overall integration

procedure for the current CPFE model is summarized in a box for comparison with [100].

4.5.3.1 Evolution of target variables

In order to solve the unknown variables (pn+1, τ ′n+1, Re
n+1, ρn+1), four equations are

required, in which the volumetric stress and deviatoric stress are described separately. A

fully explicit scheme has been used for all the updates.

The first two kinematic equations (Eq. 4.5a and Eq. 4.5b) are written as

V̇
e′
= a(ReT ·D′ ·Re−D′) (4.27)

2In ABAQUS VUMAT subroutine, deformation gradients at the beginning and end of each step are given
to compute the velocity gradient.
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J̇ = det(V e)tr(D−D) (4.28)

and are integrated using a backward Euler scheme, resulting in

V
e′
n+1 = V

e′
n +an+1(R

eT
n+1 ·D′n+1 ·Re

n+1−D
′
n+1)∆t (4.29)

Jn+1 = Jn +det(V e
n+1)tr(Dn+1−Dn+1)∆t (4.30)

Reorganize the volumetric kinematic equation

Jn+1 = Jn[1− tr(Dn+1−Dn+1)∆t]−1 (4.31)

From Eq. 4.12, the plastic deformation rateDn+1 can be expressed as

Dn+1 = (1−
Ntw

∑
β

f β

n+1)
Nsl

∑
α

γ̇
α
n+1P

α

sl +
Ntw

∑
β

ḟ β

n+1γ
β

twP
β

tw +
Ntw

∑
β

f β

n+1
(Nsl-tw

∑
α

γ̇
α
n+1P

α

sl-tw
)

(4.32)

Then we can write the elastic strains at tn+1 as

EV,n+1 = ln(Jn+1) and E
′
n+1 =

1
an+1

V
e′
n+1 (4.33)

According to the above equations, the elasticity relationships are written at tn+1 as

pn+1 =− Jn+1σh,n+1 =−Jn+1

{
σh|EOS,n+1 +

1
3
(E
′
n+1 : Ce

n+1 : I)

+
[1

2
(E
′
n+1 :

dCe

d p

∣∣∣
n+1

:E′n+1)+
1
3
(E
′
n+1 :

dCe

d p

∣∣∣
n+1

: I)EV,n+1

] d p
dEV

∣∣∣
n+1
−Γen+1

}
(4.34)

τ ′n+1 = Jn+1σ
′
n+1 = Jn+1

[
Pd : Ce

n+1 :E′n+1 +
1
3
(Pd : Ce

n+1 : I)EV,n+1 +Γ′en+1

]
(4.35)

On the other hand, the evolution equations for the rotation tensor Re and the dislocation

density ρ are integrated using the exponential map and a backward Euler scheme, respec-
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tively,

Re
n+1 = exp(∆tW R

n )R
e
n (4.36)

whereW R
n is computed from Eq. 4.6:

W R
n =Wn−ReT

n ·W n ·Re
n−

1
an
ReT

n · [V
e′
n · (D

′
n +

1
2an

V̇
e′
n )− (D

′
n +

1
2an

V̇
e′
n ) ·V

e′
n ] ·Re

n

(4.37)

and

ρ̇n+1 = n1
√

ρn+1γ̇n+1−n2γ̇
−1/n3
n+1 ρn+1γ̇n+1 (4.38)

ρn+1 =

[
∆tn1γ̇n+1 +

√
(∆tn1γ̇n+1)2 +4(1+∆tn2γ̇

1−1/n3
n+1 )ρn

2(1+∆tn2γ̇
1−1/n3
n+1 )

]2

(4.39)

The temperature θn+1 is updated using a backward Euler scheme:

θn+1 = θn +∆t ˙θn+1, where c ˙θn+1 = η

N

∑
α=1

τ
α
n+1γ̇

α
n+1− pn+1

EV,n+1−EV,n

∆t
(4.40)

Equation 4.34, 4.35, 4.36, 4.38 represent a set of coupe nonlinear algebraic equations

for the unknowns (pn+1, τ ′n+1,Re
n+1, ρn+1), with Eq. 4.34 giving the volumetric response,

Eq. 4.36 giving the rotation, and the other two equations representing the deviatoric behav-

ior.

4.5.4 Discretization

The above large elastic volumetric deformation CPFE formulation is discretized for

computation, and will be implemented in ABAQUS VUMAT. Once the user-defined sub-

routine is finished, the formulation will be tested and compared at different impact velocity

to simulate and demonstrate the constitutive behaviors (dislocation slip, twinning and EOS)

at a large strain rate regime. Herein, the discretization of CPFE formulation is first intro-

duced, as well as the numerical integration scheme for the proposed constitutive model.

A benchmark for model behavior test is then provided for the examination of constitutive
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model.

The crystal constitutive model can be considered as a set of coupled first order ordinary

differential equations for the variables (τ , Re, ρ) or (p, τ ′, Re, ρ), where ρ is the dislo-

cation density. The time integration of these evolutionary equations is carried out in the

sample axis and proceeds by discretizing the history in time and numerically integrating

the equations over each time step. For this purpose, we consider the configurations of the

body at time tn and tn+1 with tn+1 = tn +∆t.

This integration scheme is developed assuming (i) that the crystal deformation repre-

sented by Ln+1 (or Dn+1 and Wn+1) is given, (ii) that the variables (pn+1, τ ′n, Re
n, ρn)

are known, and (iii) that the time-independent slip system vectors (sα
0 ,m

α
0 ), the crystal

orientation C (texture), and the plasticity material parameters are input. The integration of

the model will then give the updated values (pn+1, τ ′n+1,Re
n+1, ρn+1). In order to solve the

unknown variables (pn+1, τ ′n+1, Re
n+1, ρn+1), four equations are required. The residuals

are written as

R1 = pn+1 + Jn+1

{
σh|EOS,n+1+

1
3
(E
′
n+1 : Ce

n+1 : I)+
[1

2
(E
′
n+1 :

dCe
n+1

d pn+1
:E′n+1)+

1
3
(E
′
n+1 :

dCe
n+1

d pn+1
: I)EV,n+1

] d pn+1

dEV,n+1
−Γen+1

}
= 0

(4.41)

R2 = τ
′
n+1− Jn+1

[
Pd : Ce

n+1 :E′n+1 +
1
3
(Pd : Ce

n+1 : I)EV,n+1 +Γ′en+1

]
= 0 (4.42)

R3 =R
e
n+1− exp(∆tW R

n )R
e
n = 0 (4.43)

R4 = ρn+1−ρn−∆t(n1
√

ρn+1γ̇n+1−n2γ̇
−1/n3
n+1 ρn+1γ̇n+1) = 0 (4.44)

In this work we use a two-level iterative scheme (staggering scheme). In the first level,

the residual Eq. 4.41 is solved for pn+1 using a N-R method by keeping (τ ′n+1,Re
n+1, ρn+1)

at their best available estimate. The linearization of the residual R1 with respect to pn+1
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leads to the following equation to be solved iteratively at each time step for the ∆(pn+1)

(
1+ Jn+1

∂σh,n+1

∂ pn+1

)
∆(pn+1) =−pn+1− Jn+1σh,n+1 (4.45)

Once a N-R solution for the pressure pn+1 has been obtained, the second level of the it-

erative procedure involves (i) a N-R solution for the deviatoric stresses τ ′ from Eq. 4.42

keeping (pn+1, Re
n+1 and ρn+1) fixed, and (ii) simple updates for the lattice rotation Re

n+1

using Eq. 4.43 and dislocation density ρn+1. The linearization of the residual R2 with re-

spect to τ ′ leads to the following system of five equations to be solved iteratively at each

time step for the components of ∆(τ ′n+1).

[
I− ∂

∂τ ′n+1

(
Jn+1σ

′
n+1
)]

∆(τ ′n+1) =−τ ′n+1 + Jn+1σ
′
n+1 (4.46)

With the crystal variables (pn+1, τ ′n+1, Re
n+1, ρn+1) known, the crystal Cauchy stress is

computed:

σn+1 =R
e
n+1 ·

1
Jn+1

τ n+1 ·ReT
n+1 (4.47)

where τ n+1 = τ
′
n+1− pn+1I. The summary of the integration scheme to update the stress

and state variables is given in the Appendix B.
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Appendix B: Summary of Solution Scheme

1. Given quantities:

Kinematic terms: Ln+1, Jn or an, V̇
e′
n , V e′

n ,Wn,W n,Dn, ∆t

Unknowns: pn, τ ′n,Re
n, ρn

Lattice properties: P α

sl , P
β

tw, P α

sl-tw, Γ, Γ′, γ
β

tw, Ce
n

2. Initial estimate for (pn+1, τ ′n+1,Re
n+1, κα

s,n+1):

thermo-elastic solution→ pn+1, visco-plastic solution→ τ ′n+1

exponential map→Re
n+1, backward Euler approx→ ρn

3. Start two-level iterative scheme to compute (pn+1, τ ′n+1,Re
n+1, κα

s,n+1):

(a) 1st level - Compute new estimate for pn+1 by solving Eq. 4.45:

• Estimate γ̇α
n+1, twin volume fraction f β

n+1 and ḟ β

n+1

• Compute the volumetric and deviatoric elastic strain (Eq. 4.33)

Dn+1 (Eq. 4.12)→ Jn+1 and an+1 (Eq. 4.5b)→ V
e′
n+1 (Eq. 4.5a)

→ E
′
n+1 and EV,n+1 (Eq. 4.33)

• Compute the pure volume-pressure term σh|EOS,n+1 using Eq. 4.10

• Compute the bulk modulus ∂ pn+1
∂EV,n+1

• Update elastic moduli Ce
n+1 and the derivatives (∂Ce

n+1
∂ pn+1

, ∂ 2Ce
n+1

∂ p2
n+1

)

• Evaluate the residual R1 (Eq. 4.41) and ∂R1
∂ pn+1

to update pn+1 (Eq. 4.45)

(b) 2nd level - Compute new estimates for τ ′n+1 by solving Eq. 4.46:

• Update Ce
n+1 with the new estimated pn+1 from the 1st level

• Update the crystallography terms based on the new τ ′n+1

γ̇α
n+1, f β

n+1, ḟ β

n+1,
∂ γ̇α

n+1
∂τ

α
n+1

,
∂ γ̇α

n+1

∂τ
β

n+1

,
∂ f β

n+1
∂τ

α
n+1

,
∂ f β

n+1

∂τ
β

n+1

,
∂ ( ḟ β

n+1γ
β

tw)

τ
α
n+1

,
∂ ( ḟ β

n+1γ
β

tw)

τ
β

n+1

105



• UpdateDn+1, Jn+1, V e′
n+1, and eventually EV,n+1 andE′n+1 (Eq. 4.12,

Eq. 4.5b, Eq. 4.5a, Eq. 4.33)

• Update energy terms en+1 and ∂en+1
∂Jn+1

using Eq. 4.11

• Compute R2 (Eq. 4.42) and ∂R2
∂τ ′n+1

(equations in appendix)

• Exponential map, Eq. 4.43 4.6→Re
n+1

• Backward Euler approx, Eq. 4.44→ ρn+1

(c) Check convergence of two-level iterative scheme:

Are the changes in pn+1 and τ ′n+1 less than TOL?

NO, return to step (a).

YES, continue to step (4).

4. Update and save quantities for next step:

Jn+1 or an+1, V̇
e′
n+1, V e′

n+1,Wn+1,W n+1,Dn+1

5. Update Cauchy stress σn+1 using Eq. 4.47.

EXIT
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Chapter 5

UNCERTAINTY QUANTIFICATION FOR FATIGUE NUCLEATION OF TITANIUM

ALLOY MICROSTRUCTURE

5.1 Introduction

In this chapter, we investigate the uncertainty in fatigue nucleation of polycrystalline

metallic alloy microstructures as a function of microstructural morphological uncertain-

ties. A key contribution of the current study is that we explicitly incorporate the lamellar

microstructure in Statistical Volume Element (SVE) simulations which are employed to

establish the link between microstructure attribute distributions and extreme value distri-

bution of the Fatigue Nucleation Parameter (FNP). We demonstrate the capabilities of the

proposed framework on the titanium alloy Ti-6242. Key morphological features are se-

lected based on the microstructure characteristics of Ti-6242, and available experimental

measurements. The Dislocation Density informed Eigenstrain based reduced order Ho-

mogenization Model (DD-EHM) [94] is combined with the Sparse EHM and employed

within the proposed framework to perform microstructure simulations defined over statis-

tical volume elements (SVE). The probabilistic distribution of the critical FNP is taken

as a mechanical property, and employed to predict the probability of failure for Ti-6242

subjected to fatigue loads.

5.2 Uncertainty Quantification Framework

The microstructure and mechanical properties of (α/β ) titanium alloy are influenced

by settings of processing steps, for example, cooling rate and deformation [51, 97]. To fully

understand the uncertainty of mechanical properties of titanium alloy, for example, fatigue

nucleation, it is necessary to establish the connection between manufacturing process and

resulting material microstructures, and then investigate the material behaviors by taking the
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Figure 5.1: Overview of the proposed uncertainty quantification framework.

variance of microstructure into account. In the current chapter, our research focuses on the

second part, which is the effect of microstructure features on fatigue nucleation, and the

variance of microstructure features induced by processing settings are described by prob-

ability distributions. An uncertainty quantification framework is proposed to establish the

relationship between the variability in the features that define the material microstructure

and the resulting fatigue nucleation behavior, as schematically illustrated in Fig. 5.1.

While predicting fatigue nucleation, it is important to take the uncertainty in load and

resistance into account. In the traditional Safety Factor method, the safety factor is sim-

ply a ratio between the maximal load not leading to failure and the maximal desired load,

which does not depict the effect of uncertainty in load and resistance. In the last few

decades, attempts have been made to use probabilistic calculations instead of safety fac-

tor [79, 89, 207]. In reliability engineering, both load and resistance are considered as

variables, and the probability of failure is defined as the probability for exceeding a limit

state within a defined reference time period. In the proposed framework, both load and

resistance are obtained through the material SVEs which are constructed on material mi-

crostructure features.

Among all possible microstructures for titanium alloy, one main type of the microstruc-

ture is lamellar which consists of α-phase lamellae within large β -phase grains of several

hundred microns in diameter. Increase in cooling rate leads to the reduction of colony
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size, α lamellae thickness, and the nucleation of new colonies, which produces the forma-

tion of characteristic microstructure called “basket weave” or Widmanstatten microstruc-

ture [155]. To focus the investigations, we construct the probabilistic framework in the

context of lamellar microstructures of Ti-6242. In the current chapter, the variability of mi-

crostructure feature is described from probabilistic point of view. The features within each

microstructure, for instance volume fraction of colony grain, can be quantified and pa-

rameterized, and the variability of microstructures introduces variability of the parametric

description of features. Therefore, the features are assumed to be subjected to prescribed

probabilistic distribution functions which are constructed from experimental data. More

details about microstructure features are provided in Section 5.4.

Statistical volume element is employed in current study to capture the variability of

microstructure features as well as the uncertainty for fatigue nucleation. With the prob-

abilistic distributions of microstructure features captured with experimental data, Monte

Carlo sampling technique is utilized for the generation of microstructure realizations with

different morphologoes, i.e., SVEs. The material responses of these SVEs are ensembled

to approximate the distribution of FNP. A critical step is to determine the ensemble size

of SVEs which is limited by the computational expense of microscale model (for exam-

ple, CPFE model). Gu et al. [54] employed only 100 SVE simulations with 264 grains

per SVE to prediction the statistics of the maximum FIPs in Ti-64 through the proposed

statistical approach. However, the α/β colony grain was modeled as a single, homoge-

nized microscale unit which did not explicitly take the β lath into consideration. Lucarini

and Segurado [95] also employed 100 SVEs for the prediction of fatigue life for Ni-base

superalloy IN718, but the number of grains within each SVE is in the order of 700. In the

current study, the ensemble size of SVEs is determined by limiting the difference between

the FNP distribution of arbitrary two sets of SVEs.

SVEs, and SVE simulations with calibrated Sparse DD-EHM for Ti-6242 serve as the

bridge between microstructure and fatigue nucleation prediction. For a given SVE mi-
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crostructure, the response under cyclic loading is computed using the Sparse DD-EHM

approach for the prediction of material behavior at thousands of load cycles. In order to ac-

celerate the expensive SVE simulations, we employed the Eigenstrain based reduced order

homogenization method (EHM)[200, 201] which is a multiscale modeling approach that is

endowed with a reduced order representation of the microstructure response concurrently

coupled with a structural analysis capability, and it has been proposed to alleviate the com-

putational cost of microstructure simulations. The scale bridging relations are based on the

computational homogenization approach. In the current chapter, the grain scale constitu-

tive behavior is computed using a dislocation density based crystal plasticity formulation,

which is the DD-EHM. Besides, the sparse and scalable EHM model is also combined with

DD-EHM to further increase computational efficiency.

In this study, fatigue nucleation is defined as a locally dissipative process that results

in a microstructurally small crack formation. In the context of titanium alloys, the nucle-

ation process is concluded by facet formation in a hard grain generally oriented along a

direction near the basal plane. Therefore, we consider that the fatigue nucleation process

can be captured using the concept of a fatigue nucleation parameter [50]. The Maximum

relative Dislocation Density Discrepancy (MD3) proposed by Liu et al. [94] has been used

as the FNP in this study. A simulation performed over the SVE results in a distribution of

Dislocation Density Discrepancy (D3) that can be represented in the form of a probability

distribution, and the MD3 is the maximum value of D3 over entire microstructure and his-

tory. Instead of focusing on a single extreme value MD3, the distribution of D3 provides a

more reliable description of locally dissipative process over the entire microstructure, and

this distribution could be obtained by the simulation of a large ensemble of SVEs.

An important fact is that the local dissipation process represented by the distribution

of D3 is time dependent. Therefore, it is needed to develop the ability of predicting D3

distribution at any given time instance. However, even with the acceleration of Sparse DD-

EHM, it is computationally prohibitive to execute every SVE simulation to the point where
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fatigue nucleates which is in the order of several tens of thousands of cycles. Therefore,

the temporal evolution of the D3 distribution is captured at the beginning of the fatigue

test through the probability distribution function, and extrapolation technique helps the

estimation of D3 distribution at thousands of cycles. As schematically demonstrated in

Fig. 5.1, uncertainties in both D3 and resistance (critical D3) are expressed as probability

density functions. The PDF of load changes as a function of time and morphology, while

the PDF of resistance is assumed to be a material mechanical property and does not change

with respect to time and loads. At an arbitrary time instance, there is an overlapping area

(dark region in Fig. 5.1) between the probabilistic description curves of load and strength,

which indicates that the load has exceed the material strength and therefore provides a

qualitative measure of the probability of failure.

It is important to note that D3 spatially varies over the material microstructure, and

material is considered to be failed once the local D3 exceeds the local critical value. Con-

sidering both the D3 and critical D3 as random variables, where the uncertainties are ex-

pressed as probability density functions, we can express the measure of risk in terms of the

Probability Of Failure (Pf ). The mathematical expression of Pf is given by:

Pf =
∫

∞

0
FR(ξ ) fS(ξ )dξ (5.1)

where FR(ξ ) is the CDF of resistance at D3 = ξ . fS(ξ ) is the PDF of the load at D3 = ξ .

Distribution of Pf is shown in Fig 5.1

In our study, the probabilistic distribution of D3 constructed by collecting D3 between

any two neighbor grains over the entire SVE ensemble. However, the critical D3 distribu-

tion is unknown for the prediction of Pf . In the current chapter, the distribution of critical

D3 is calibrated at 95% yield stress level by fitting the probability of failure curve from

experiments, and the calibrated critical D3 PDF is employed to predict the probability of

failure at 90% yield stress for validation.
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Steps for the implementation and analysis are summarized as follows:

1. Establish parametric descriptions of key microstructure features, and characterize

these parametric descriptions via probability distributions.

2. Employ the Monte Carlo sampling technique to create realizations (SVEs) of mi-

crostructures.

3. Perform forward simulations with Sparse DD-EHM to measure the uncertainty of

fatigue nucleation prediction, and predict the temporal evolution of FNP.

4. Calibrate the probabilistic distribution of the critical FNP from experiments, and

predict the probability of failure at various stress levels.

• Construct CDF of life or number of cycle to failure from experiments

• Compute Pf,exp at selected cycle numbers

• Predict the PDF of D3 at selected cycle numbers

• Estimate the PDF of the critical D3

• Compute the probability of failure (Pf,cal) based on the predicted D3 distribution

and estimated critical D3 distribution

• Compute residual (Pf,exp−Pf,cal) and go back to step 3 for optimization if not

converged

5.3 Sparse DD-EHM Model

The forward simulation of the behavior of microstructure under cyclic loading is per-

formed using the DD-EHM model. The DD-EHM model has the capability to incorpo-

rate HCP, BCC and multi-phase microstructures subjected to monotonic and cyclic loading

conditions. The details of the DD-EHM model are provided in [94] and skipped here for

brevity. The sparse and scalable formulation is also briefly introduced. A brief description

of the key features of the Sparse DD-EHM is presented below.
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Figure 5.2: The two-scale problem: macro- and microscales.

5.3.1 Reduced Order Model

The basic idea of EHM is to pre-compute a small set of “constitutive tensors” that

retain the microstructure morphological information, and employ these tensors to approxi-

mate the microstructure scale response fields using a much smaller basis obtained through

constrained kinematics.

In Fig. 5.2, the macroscopic structure, denoted as Ω, is subjected to a cyclic loading,

and the constitutive behavior is obtained at microscale. The macroscopic structure consists

of a periodic construction of a polycrystalline microstructure, denoted as Θ. This polycrys-

talline microstructure is decomposed into n sub-domains (or reduced order “parts”) such

that Θ(α)∩Θ(β )= /0 when α 6= β ; α,β = 1,2, ...,n, and∪n
α=1Θ(α)=Θ, where Θ(α) denotes

the domain of part α . The stress and the visco-plastic strain fields spatially vary within the

microstructure in a piece-wise constant fashion, based on the reduced order partitioning of

the domain.

The governing equation of the macroscale boundary value problem associated with the

heterogeneous body is obtained as:

∇σ(x, t)+b(x, t) = 0 for x ∈Ω (5.2)

in which σ is the Cauchy stress at macroscale, b the body force, and
`

denotes the gradient
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operator. The boundary conditions are given below:

u(x, t) = u0 for x ∈ Γ
u (5.3)

n ·σ(x, t) = t0 for x ∈ Γ
t (5.4)

where u is the displacement at macroscale, u0 and t0 are the prescribed displacement and

traction on the boundaries Γu and Γt . Macroscopic strain, ε(x, t), is expressed in terms of

macroscale displacement based on small deformation assumption:

ε= ∇
Su(x, t) (5.5)

where ∇S is the symmetric gradient operator.

The microscale component of the displacement field is expressed in terms of the influ-

ence function (i.e. discrete Green’s functions), then the microscale constitutive equation is

expressed in indicial notation:

M(β )
i jklσ̇

(β )
kl (x, t)−

n

∑
α=1

[P(βα)
i jkl −δ

(βα)Ii jkl]µ̇
(α)
kl (x, t) = A(β )

i jkl ε̇kl(x, t) (5.6)

where σ(β ) is the Cauchy stress of part β at microscale, µ(α) the inelastic strain in part α , δ

is the Kronecker delta function, I the fourth order identity tensor. M (β ) is the compliance

tensor. P (βα) and A(β ) are the interaction and concentration tensors. Macroscale stress is

then computed as the volume average of the part-average stress coefficients:

σ i j =
n

∑
β=1

|Θ(β )|
|Θ|

σ
(β )
i j (5.7)

Consider the texture and dislocation slip as the source of plastic deformation, the inelastic
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strain in part α is described by the dislocation slip over slip systems:

µ̇
(α)
i j (x, t) =

N

∑
s=1

γ̇
s(α)(x, t)Zs(α)

i j (5.8)

where Zs(α) is the Schmid tensor of slip system s in part α , and Zs(α) = ns(α)⊗ms(α)

where ns(α) andms(α) are the slip direction and normal of the slip plane.

The primary obstacle of computational efficiency for the above EHM model with in-

creasing number of grains is the dense and unsymmetric linear system with a dimension of

6n. In the sparse and scalable EHM formulation, computational efficiency is increased by

introducing sparsity into the Jacobian matrix of the linearized EHM system. The interaction

between two adjacent grains α and β can be neglected to enforce off-diagonal components

in the system Jacobian matrix two 6×6 zero blocks, then a structurally symmetric sparse

linear system is obtained. The sparsity of the resulting system is naturally determined by

the extent of neglected interactions. The consequences of partial consideration of grain-to-

grain interactions are provided in Zhang and Oskay [201].

Strain compatibility constrained sparse EHM (ε-EHM) has been used to meet the re-

quirement that the average of strains in each part is equal to the maroscale strain. For

arbitrary pair of grains, the interaction is to be neglected. The new sparse set of interac-

tions tensors are set to zero. The compliance tensors remain the same. To enforce the strain

compatibility, the effect of the neglected transmitted interaction tensors are lumped to the

self-induced ones Zhang and Oskay [201].

5.3.2 Dislocation Density Based Crystal Plasticity

A dislocation-mediated plasticity model has been adopted [93]. The slip rate at the sth

system is derived from the Orowan’s equation:

γ̇
s =

ρs
mvs

id(b
s)2

2
sign(τs)exp(

−∆Fs

kθ
)exp(

(τs− ss)∆V s

kθ
) (5.9)
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where ρs
m is the average mobile dislocation density, vs

id the vibration frequency of the dislo-

cation segment, bs the magnitude of the Burgers vector, k the Boltzmann constant and θ the

temperature in Kelvin, ∆V s the thermal activation volume, and ∆F the activation energy. ss

is the critical resolved shear strength, and the strength hardening is expressed as

ss(γ̇s) = ss
0 + ss

for(γ̇
s)+ ss

deb(γ̇
s) (5.10)

where ss
0 is the initial slip resistance, γ̇s is the slip rate at sth slip system, ss

deb and ss
for

denote the contributions to strength evolution by dislocation debris and forest dislocations,

respectively.

ss
for(γ̇

s) = µχbs
√

ρs
for (5.11)

ss
deb(γ̇

s) = µbskdeb
√

ρfor ln
( 1

bs√ρdeb

)
(5.12)

where µ is the shear modulus, χ is the dislocation interaction parameter, bs is the Burgers

vector. ρs
for and ρs

deb represent the forest and debris dislocation density, respectively. kdeb

is the material independent factor associated with low substructure dislocation density.

The total forest dislocation density is expressed as:

ρ
s
for = ρ

s
fwd +ρ

s+
rev +ρ

s−
rev (5.13)

where ρs
fwd is the forward dislocation density and ρs±

rev denote the reversible terms corre-

sponding to loading and unloading paths along the sth slip system. The evolution of the

forward dislocation density includes both athermal storage and temperature dependent re-

covery of classical Kock-Mecking law, as given below:

∂ρs
fwd

∂γs = (1− p)ks
1

√
ρs

for− ks
2(γ̇,θ)ρ

s
for (5.14)

where p is a reversibility parameter. ks
1 controls the generation of forest dislocations, and
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the recovery coefficient ks
2 is taken to be:

ks
2(γ̇,θ) = ks

1
bsχ

gs [1− kθ

D̂sbs3 ln
γ̇s

γ̇0
] (5.15)

where γ̇0, gs and D̂s are the reference shearing rate, effective activation enthalpy and drag

stress, respectively. The evolution of the remaining two components, ρs+
rev and ρs−

rev are

expressed as functions of loading direction in the slip system:

∂ρs+
rev

∂γs =H
(
sign(τs)

)(
pks

1

√
ρs

for− ks
2(γ̇

s,θ)ρs+
rev

)
+H

(
sign(−τ

s)
)[
− ks

1

√
ρs

for(
ρs+

rev
ρs

0
)m̂
]

(5.16)
∂ρs−

rev
∂γs =H

(
sign(τs)

)(
− ks

1

√
ρs

for(
ρs−

rev
ρs

0
)m̂
)
+H

(
sign(−τ

s)
)[

pks
1

√
ρs

for− ks
2(γ̇

s,θ)ρs−
rev

]
(5.17)

where H is the heaviside function, ρs
0 the total dislocation density at the point of load

reversal, m̂ the dislocation density recombination coefficient.

The evolution of the debris dislocation density is expressed as:

dρdeb = ∑
s

∂ρs
deb

∂γs dγ
s, and

∂ρs
deb

∂γs = qbs√
ρdebks

2(γ̇
s,θ)ρs

for (5.18)

where q is the recovery rate coefficient.

5.4 Microscale Structure

5.4.1 SVE Morphology

In current study, three important features of the microstructure of Ti-6242, crystal ori-

entation, the presence of colony grain and the lamella structure with both α lath and β lath,

are considered and analyzed through the proposed framework. Particularly, three feature

parameters of Ti-6242 are taken into account: crystal orientation of prior β grain, colony

grain volume fraction and α/β lath thickness.

It is known that the orientation of α phase depends on the metallurgical high tempera-
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Figure 5.3: Microstructures features.

ture state. After a heat treatment in the β -field alone, the inherited α texture was obtained

from the texture of the parent β grain without variant selection. With a mechanical defor-

mation in the β field, the resulting α texture at room temperature is inherited with variant

selection. Therefore, for arbitrary Ti-6242 SVE, both the mechanical deformation and ori-

entation of the prior β grain should be provided to obtain the crystal orientations of α

phases in the microstructure. In the current chapter, the mechanical deformation is consid-

ered as rolling and the rolling direction is assumed to be in loading direction. The Euler

angles of prior β grain are randomly selected in the range of [0◦,90◦].

Orientation relationship between the room temperature α phase and high temperature

β phase is subjected to Burgers Orientation Relationship (BOR):

• (110)β //(0001)α

• [111]β //[2110]α

Therefore, there are only 12 possible variants in titanium alloy Ti-6242. In fact, only a

small subset of variants is formed. In the current chapter, variant selection is performed

with the variant selection function proposed by Gey et al. [48]. Let’s denote the orientation

of ith α variant as gα
i and the orientation of the prior β grain as gβ , then

gα
i = {bigβ}i=1,2,...,12 (5.19)
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where bi is the BOR for the ith variant. The crystalline volume of the ith α variantis related

to the parent volume f β (gβ ) by

f β

i = vi · f β (gβ ) (5.20)

where vi is the variant selection function defined by

vi =
|γi|

∑
|γ|max
γ0 |γ|

(5.21)

where γ0 = X%|γ|max is the minimum resolved shear strain that corresponding α variant is

possible to form, and |γ|max is the maximum amplitude of resolved shear strain among all

slip systems under given thermo-mechanical loading. Following [48], X is selected as 50

in the current study.

Experimental efforts are put on the measurement of Ti-6242 microstructure features

and the effect of microstructure on the material behaviors. Deka et al. [33] measured the

volume fraction of the transformed β phase and primary α grain in the overall Ti-6242

microstructure to be 30 percent and 70 percent. Within the colony grain, α and β lamel-

lae were experimentally observed to have volume fractions of approximately 88 percent

and 12 percent, respectively. Gigliotti et al. [51] investigated four microstructures of Ti-

6242 produced by different processing conditions, and measured the size of pure α grain

and colony through light microscopy. Jun et al. [75] determined the volume fraction of

α and β phase of Ti-6242 and Ti-6246 through the secondary election micrographs. In

Ti-6242, measured values are 90 percent and 10 percent for α and β phase. Qiu et al.

[135] conducted dwell fatigue tests for T924x (x=2,3,4,5,6) alloys to demonstrate that al-

loy composition, microstructure, and microtexture all influence the dwell effect. In the Ti-

6242 specimen, the nearly equiaxed microstructures consists of α grains and transformed

β phase, and the grain size and volume fraction of α grains are approximately 13.6µm and

90 percent. Sansoz and Ghonem [147] performed scanning electron microscope examina-

tions on the fracture surface of three microstructures in order to identify the relevant crack
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growth mechanisms with respect to the loading frequency and the microstructure details.

In these three microstructures, the average thicknesses of α lath are quite different (0.7, 2.0

and 5.9 mm), while the average thickness of the β lath is found to be similar in all produced

microstructures (0.2 mm). Jun et al. [76] studied local deformation mechanisms in Ti-6242

by performing in-situ micropillar compression tests on nine different pillars, and they con-

cluded that, for these colony structures, the presence and morphology of the β phase can

significantly alter the apparent yielding point and work hardening response. The widths of

α and β lath in the as-received specimen are approximately 2 mm and 0.5 mm, while the

averaged thicknesses in the nine processed specimens are around 3.7 mm and 0.8 mm for

α and β lath, respectively.

In microscale modeling of Ti-6242, these attributes are selected to approximate the

desired microstructures. Ashton et al. [5] investigated the role of α phase ligament width

on the micro-mechanical behavior of dual-phase titanium alloys through a CPFE model,

and the width are 1.0 µm, 2.0 µm and 5.0 µm. The β lath thickness is fixed at 0.5 µm for all

numerical tests. Zhang and Dunne [204] employed a crystal plasticity model to investigate

the response of the differing microstructure-level morphological units (colony to basket-

weave) and their role in determining strain rate sensitivity. For the unit cell structure in

Ti-6242, the β lath morphological orientations are selected at 0, 20, 45 and 90 degree,

and the thickness of β lath varies from 0.6 µm, 1.5 µm to 2.5 µm to achieve the volume

fraction at 6 percent, 12 percent and 20 percent. Zhang and Dunne [205] investigated slip

transfer and load shedding across the differing phases in both α/β colony structure and

four variant α/β basketweave structure. While changing the α variant, the thickness of β

lath changes from 1.6 µm to 3.2 µm Waheed et al. [175] performed stress relaxation test

simulations for equiaxed pure α , colony, Widmanstatten and basketweave microstructures

to investigate the effect of α grain size and dislocation penetration on rate sensitivity. In

their study, the width of the α lath is fixed at 2.5 mm and the b volume fraction is fixed at 20

percent. According to the experimental observations and numerical settings of the Ti-6242
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Variable Lower Bound Upper Bound
Vα 0.65 0.95
dα 2.0µm 5.0µm
dβ 0.5µm 1.0µm

θ
β

1 ,θ
β

2 ,θ
β

3 0◦ 90◦

Table 5.1: Morphology parameters.

microstructure, the upper and lower bound of microstructure parameters are selected and

summarized in Table. 5.1.

5.4.2 Numerical Settings

To ensure that the constitutive formulation captures the response of the near-α titanium

alloy Ti-6242, model parameters calibrated by [94] are employed and summarized below.

Idealized microstructure based on the variability of features is also presented. The FNP

employed in the current study is presented as well as its temporal evolution a SVE forward

simulation.

5.4.2.1 Model Parameters

There are two phase existing in the α/β titanium alloy Ti-6242. The constitutive pa-

rameters of both phases in the Sparse DD-EHM approach are presented as well as the

morphology of bi-model microstructure for Ti-6242. Flow rule parameters and hardening

rule parameters are provided.

Table 5.3 summarizes the parameters of flow rule for both the HCP and BCC grains used

in the uncertainty quantification studies. The HCP model includes 30 slip systems including

the basal, pyramidal and prismatic systems. The BCC model includes 48 slip systems. All

slips systems are summarized in Table. 5.2. The model parameters are calibrated by [94].

The strength hardening evolution in HCP dominated crystals is controlled by initial

slip resistance, forest dislocation and debris dislocation, and corresponding parameters are
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Lattice Type Slip system Number

HCP

Basal 〈a〉
Prismatic 〈a〉
Pyramidal 〈a〉

1st Order Pyramidal 〈c+a〉
2nd Order Pyramidal 〈c+a〉

{0001}〈1120〉
{1010}〈1120〉
{1011}〈1120〉
{1011}〈1123〉
{1122}〈1123〉

3
3
6
12
6

BCC
{110}〈111〉
{112}〈121〉
{123}〈111〉

12
12
24

Table 5.2: Slip system of HCP and BCC.

Parameter Unit
Basal
〈a〉

Prismatic
〈a〉

Pyramidal
〈a〉

Pyramidal
〈c+a〉 {110}(111)

∆Fs ×10−19J 2.58 2.93 3.21 3.44 2.27
∆V s ×10−29m3 1.94 2.84 2.96 3.17 479
ρs

m ×1012m−2 5 5 5 5 5
vs

id ×1012Hz 1 1 1 1 1
bs ×10−4µm 3.54 3.58 3.59 6.83 2.86
ss

0 MPa 11.6 47.2 143.69 158.87 94
ks

1 ×106m−1 6.32 107 103 174 52
Ds MPa 100 150 185 225 230

Table 5.3: Flow rule parameters for HCP and BCC crystals.

summarized in Table 5.4. The dislocation interaction parameter χ is set as 0.9 to satisfy

the Taylor relationship [17]. The material independent factor kdeb is set as 0.086 [98]. A

small value of initial forest dislocation density is adopted, ρfor,0 = 1×1012m−2, according

to experimental observations [172, 118, 108]. The reversibility parameter p is chosen as

0.8 [83]. The reference shear strain rate γ̇0 is defined as 107s−1. The dislocation density

recombination coefficient m̂ is taken to be 0.4 for HCP and BCC [197]. The initial debris

dislocation density in all slip systems are defined as 1×1010m−2 [1].

5.4.2.2 Load and Boundary Conditions

Figure 5.4 shows the morphology, loading and boundary conditions for one of the SVE

microstructure considered in this study. The microstructures are generated using the Neper

software [136]. The mesh of the microstructures consist of around 60,000 wedge elements
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Parameter χ kdeb ρfor,0 p γ̇0 m̂ ρs
deb,0

Unit m−2 s−1 m−2

Value 0.9 0.086 1×1012 0.8 107 0.4 1×1010

Table 5.4: Hardening rule parameters.
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Figure 5.4: Cyclic loading.

to capture the localized stress and dislocation density evolution. The size of the numerical

specimen is 39.135 mm × 39.135 mm that is made of 150 grains (primary α or colony

grain) with random orientations generated from variant selection. The cyclic loading is

applied from the left and right edge of the specimen, where the maximum stress is 91.5%

or 95.5% yield strength, R ratio is 0.1, and load frequency is 10 Hz. The total duration

of the SVE simulation is 1 second (10 cycles), with maximum time step size of 0.01 s.

The geometry is modeled as a quasi 2D domain with three dimensional discretization, and

periodic boundary condition is applied to all three direction. The out of plane direction

(the thickness direction) only contains a single set of elements. The size of the grains are

sampled from a bimodal distribution [94].

The yield strength of It-6242 is estimated through a tension test simulation. Strain-

controlled load in x direction is applied on the Sparse DD-EHM model with 145 grains in

the microstructure as shown in Fig. 5.2. The yield stress is estimated as 880 MPa from the

tension test where load rate is 0.01/s.
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5.4.2.3 FNP and Motion Preditions

Fatigue behavior of Ti-6242 subjected to fatigue loading is predicted by the Sparse DD-

EHM and idealized microstructure, while the onsite of fatigue is determined by FNP. There

are numerous fatigue parameters that has been used with microscale constitutive model

for the prediction of fatigue life. Fatemi and Socie [39] proposed the Fatemi–Socie (FS)

damage parameter to predict multiaxial fatigue life under both in-phase and out-of-phase

loading conditions. Przybyla and McDowell [134] employed the maximum plastic shear

strain range (MPSS) and FS damage parameter to investigate driving forces for fatigue

crack formation at the scale of microstructure. Liu et al. [94] proposed the MD3 considering

that dislocation pile-ups at the grain boundary has main effect on crack nucleation, and the

amount of pile-ups is quantified by the D3.

The relative Dislocation Density Discrepancy (D3) for grain i, (∆ρtot)
i,is defined as the

maximum dislocation density discrepancy between grain i and its neighbors. The max-

imum value of D3 over the entire SVE, i.e., the Maximum Relative Dislocation Density

Discrepancy (MD3), ∆ρtot, has been used as the FNP.

∆ρtot = max
i∈{1,...,n}

{
(∆ρtot)

i
}

(5.22)

(∆ρtot)
i = max

j∈{1,...,mi}

{∣∣(ρtot)
i− (ρtot)

k( j)∣∣} (5.23)

where (ρtot)
i is the maximum dislocation density for grain i over all slip systems, ρtot is the

total dislocation density defined as ρtot = ρfor +ρdeb.

5.5 Fatigue Nucleation Prediction With Uncertainty

5.5.1 SVE ensemble size

In the UQ analysis with SVEs, the ensemble size is determined by comparing the ag-

gregated D3 distributions with different ensemble sizes. The variation of material response
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under fatigue loading condition is investigated by performing 10,258 SVE simulations and

analyzing their aggregated response. Within each SVE, morphology parameters are ran-

domly sampled from their probability distribution.

For any given ensemble size, arbitrary two sets of SVEs will generate different aggre-

gated D3 distributions, and the difference can be reduced by increasing the ensemble size.

In general, larger ensemble size produces smaller variation of the aggregated material re-

sponse, which indicates that the difference of aggregated responses between any two sets of

SVEs with the same ensemble size should be within given tolerance if the ensemble size is

considered to be sufficient. To find appropriate ensemble size, six different ensemble sizes

(100, 250, 500, 750, 1000, 2000) have been investigated in this section. For any ensemble

size z, fifty sets of SVEs are randomly selected from the 10,258 simulation pool, and each

set contains z number of SVEs. The aggregated D3 distribution of each set is constructed

by gathering all D3 in all SVE simulations within given set.

As presented in Section 5.4.1, morphology parameters of Ti-6242 fall in the ranges

listed in Table 5.1. In the current chapter, all features are assumed to be subjected to

uniform distributions with boundaries defined in Table 5.1. Each pure α grain that com-

prise the microscale morphologies is idealized as a single crystal, while each colony grain

contains multiple α variants with prescribed thickness (dα ) as well as β lath. Five SVE mi-

crostructures generated from the given probabilistic distributions are provided as examples

in Fig. 5.5. The the number of grains in the numerical specimens shown in Fig. 5.5 are 25,

50, 100, 150, and 200. The orientation of each grain and α/β lath is sampled based on the

variant selection function. The three Euler angles (xxx convention) defining the orienta-

tion of a crystal is assumed to be independent of each other, and sampled from the range of

0 < Φ1 < π/2, 0 < Φ < π/2 and 0 < Φ2 < π/2. These microstructures are generated using

the Neper software [136]. Grain size distribution proposed by [94] has been employed. In

the current chapter, the SVE size with 150 grains is applied for each microstructure, and

we aggregate the responses in the analyses.
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Figure 5.5: SVE sizes.
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Figure 5.6: Variability of D3 CDF.

Convergence of the aggregated D3 distribution, particularly, cumulative distribution

function (CDF), with increasing ensemble size is shown in Fig. 5.6. The band width for

each ensemble size represents the variation of the aggregated D3 distribution, and a clearly

narrowing trend is observed while the ensemble size increases.

To quantify the variation of the aggregated D3 distribution, the Kolmogorov–Smirnov

test (K–S test or KS test) is used to compare two aggregated D3 distributions with the same

ensemble size. The Kolmogorov–Smirnov statistic D? for arbitrary two sample cumulative

distribution functions, F1(x) and F2(x) is defined as

D? = max
x

(|F1(x)−F2(x)|) (5.24)

The variation of the aggregated response is quantified by computing the KS statistics be-
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Figure 5.7: (a) Distributions of D? with increasing number of SVEs, and (b) con-
vergence of max D? with increasing number of SVEs.

tween any two sets of SVEs among the fifty sets. For any ensemble size, 1225 D? are

obtained through Eq. 5.24.

Applying the same loading and boundary conditions described in Section 5.4.2.2 to

each SVE in the simulation pool, we obtained the D3 for each SVE at load cycle ten.

Construct the CDF of D3 from simulation results, and the probability distribution of D?

between any two sets is plotted in Fig. 5.7a. It is clear that the increase of ensemble size

reduces the variance of D?, which indicates the reduction of material aggregated behav-

ior. The maximum D? is extracted and plotted as a function of ensemble size, as shown in

Fig. 5.7b. Increasing the ensemble size form 100 to 2000 significantly reduces the discrep-

ancy between the aggregated D3 distribution (∼ 2% error for 2000 SVEs). Note that as the

ensemble size increases to 500, the range of D? distribution has reduced to less than 5%.

5.5.2 Evolution of Dislocation Density Discrepancy

The evolution of local behavior, for example, D3, is effected by the applied load am-

plitude and frequency due to load re-distributions induced by visco-plasticity. Ideally, the

prediction of D3 requires the execution of microscale forward model up to the number of

127



10-12 10-10 10-8 10-6 10-4 10-2 100

0.0001

0.0005
0.001 

0.005 
0.01  

0.05  
0.1   
0.25  
0.5   
0.75  
0.9   

0.99  
0.9999

Dislocation Density Discrepancy [          ]
Pr

ob
ab

ili
ty

10 Cycles - Weibull Fit
10 Cycles
20 Cycles - Weibull Fit
20 Cycles
50 Cycles - Weibull Fit
50 Cycles

100 Cycles - Weibull Fit
100 Cycles

Figure 5.8: Motion of D3 distribution.

cycle to failure. Even though the Sparse DD-EHM approach improved the computational

efficiency and allowed us to simulate the material fatigue behavior to hundreds of cycles,

it is still computational prohibitive to execute all 10,258 SVE simulations to the number of

cycle to failure which is typically in the order of 10,000 cycles.

In the current chapter, five hundred SVEs selected to represent the 10,258 SVE pool

based on the selection criterion that the the maximum D? of the 500 SVEs is similar (the

discrepancy is 0.3%). Cyclic loading, as shown in Section 5.4.2.2, is applied to these 500

SVEs up to 100 cycles. D3 is assumed to be subject to a Weibull distribution at any given

time instance, and the probability distribution for a Weibull random variable is expressed

as:

f (x;λ ,k) =


k
λ
( x

λ
)k−1 exp [−( x

λ
)k] x≥ 0

0 x < 0
(5.25)

where k > 0 is the shape parameter, and λ > 0 is the scale parameter. The distributions at 10

cycles, 20 cycles, 50 cycles and 100 cycles are shown in the probability plot (Figure 5.8). It

is clearly seen that the Weibull distribution captures the tail of D3 distribution for D3 > 10−5

at all time instances. The D3 distributions are shifting to higher D3 region with higher

loading cycles.

To extend the prediction capability of D3 distribution from 100 cycles to 10,000 cycles
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or higher, an extrapolation technique is employed. The movement of D3 distribution can

be captured by simply varying the parameters of Weibull distribution, and the temporal

evolution of shape parameter and scale parameter within the first 100 cycles is fitted to a

linear curve, as shown in Fig. 5.9. The changing rates of shape and scale parameters are

assumed to be constant, and therefore the evolution of D3 distribution is predicted.

5.5.3 Critical Strength Distribution

Predicted D3 distribution and Pf curve from experiments are employed to calibrate

the probability distribution function of the critical D3. The D3 distribution at any time

instance can be predicted by the extrapolated shape and scale parameter, and the Pf curve

is constructed from available experimental data.

Researchers have measured the number of cycle to failure N f for Ti-6242 at 95% yield

stress. Fujishiro and Eylon [44] investigated the effect of Pt ion plating on the high cycle

axial fatigue life of Ti-6242 specimens at room temperature and 455C. Measured number

of cycle to failure at room temperature with and without Pt coat are employed in our study.

Yuan et al. [191] studied the effects of surface roughness and residual stress induced by the

mechanical polishing treatments (cold rolling polishing (CRP), sandpaper polishing (SP)

andnylon cloth polishing (NCP)) on fatigue life. Sinha et al. [156] presented the results of
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Figure 5.10: Experimental S-N data.

a study of the response of an β -forged Ti-6242y during static, normal-fatigue, and dwell-

fatigue loading. Results under pure fatigue loading is employed in current study. Ghosh

et al. [49] conducted pure fatigue and dwell fatigue tests with different test conditions (load

ratio, dwell time and peak stress to yield strength ratio) for the three α/β -forged and one

β -forged Ti-6242. Mich. [114] provided the fatigue properties of duplex annealed sheet at

70F and smooth rotating beam made of Ti-6242. However, available data points are limited

to relative low stress level (< 90%yieldstress). Pilchak et al. [128] performed fatigue test

on both as-received samples and exposed samples at 80% yield strength. Kassner et al. [80]

determined the low cycle fatigue properties and dwell low cycle fatigue properties for Ti-

6242. Garcia and Morgeneyer [47] measured the fatigue life for the parent material (PM)

and linear friction welds (LFW) of Ti-6242, and number of cycle to failure is observed

mainly with stress less than 800 MPa. Lefranc et al. [91] focused the dwell effect on β -

forged Ti-6242, but they also measured fatigue life for comparison. Above experimental

data points, and number of cycle to failure estimated at 91.5% yield strength and 95.5%

yield strength are plotted in stress-life plot in Fig. 5.10.
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Figure 5.11: Pf calibration and prediction.

Employing the number of cycle to failure at 91.5% yield strength, the Pf curve can be

constructed as shown in Fig. 5.11. To focus on the region where the Pf is small, bias calibra-

tion points are selected on the Pf curve to calibrate the strength distribution by comparing

the predicted Pf and Pf from experiments. For any of the calibration point (N f ,i,Pf ,i), the

distribution of D3 at N f ,i is estimated through the evolving scale and shape parameters as

shown in Fig. 5.9. The strength distribution is obtained through optimization algorithm.

For each iteration, the residual is calculated by

RPf =
√

R2
1 +R2

2 + ...+R2
ncp

(5.26)

where Ri is the different between predicted Pf and experimental PDF at ith calibration point.

ncp is the number of calibration points. The calibrated strength distribution and predicted

D3 distributions are plotted in Fig. 5.12. The motion of D3 is represented every 10,000

cycles and up to 50,000 cycles.

The probabilistic distribution of the critical strength is taken as a material property and

does not change at different loading amplitude. The calibrated critical strength distribution

is employed to predict the probability of failure of Ti-6242 at 95.5% yield stress.

In Fig. 5.11, the predicted probability of failure at 95.5% yield strength is compared
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with the experimental curve. At both stress levels, the probability of failure rise from 0

to 1 with the increasing loading cycles. The experimental curve is plotted based on the

available data and interpolations. The predicted Pf curve is obtained by computing the

intersection area between the D3 prediction and calibrated critical D3 distribution where

the D3 is higher than the critical value. The discrepancy between these two curves are

also observed. For any given probability of failure, the discrepancy of cycle numbers is

around 5,000 cycles. The critical D3 distribution and the PDF of D3 at 10,000, 20,000,

30,000, 40,000 and 50,000 cycles are presented in Fig. 5.11b. The PDF of D3 at both

stress levels move from near zero to large D3 with the increasing of cycle number. Higher

stress level leads to faster propagation of D3 distribution and larger D3 variation within the

microstructure.

5.6 Conclusion

A uncertainty quantification framework has been proposed to predict the fatigue nu-

cleation life for Ti-6242. The constitutive behavior of Ti-6242 is captured by a verified

Sparse DD-EHM formulation [94]. The capability of microstructure generation and fa-

tigue nucleation prediction has been developed. The critical FNP distribution is calibrated

at 91.5% yield strength, and then employed to predict the probability of failure at 95.5%
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yield strength. This framework provides the ability to quantify the effect of crystal ori-

entation distribution, colony grain volume fraction and thickness of α/β lath within the

Ti-6242 microstructure on the fatigue nucleation life.
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Chapter 6

Conclusion

This dissertation has focused on the uncertainty quantification and sensitivity analysis

of heterogeneous materials. The studies are devoted to understand and characterize the

roles of different deformation and failure mechanisms at the microstructure scale. Par-

ticularly, energetic materials and a titanium alloy are investigated through the proposed

analysis frameworks for the effect of material morphology and property parameters on ma-

terial behavior under dynamic / fatigue loads. The key contributions of this dissertation are

follows:

• Investigation of the dynamic response of energetic materials through sensitivity anal-

yses to quantify the contribution of material morphologies and properties in the mi-

croscale structure to material response under dynamic loading.

1. A parameter sensitivity analysis framework has been developed in the context

of PBX microstructures subjected to transient loading. This framework is exer-

cised to investigate: (1) the sensitivity of interfacial separation observed under

impact loading to the parameters that describe the constitutive behavior of the

binder and the interface, and (2) the sensitivity of temperature rise observed

under the cyclic loading to the parameters that describe the particle size, shape

and volume fraction. A piece-wise continuous GP model with SVM classier is

proposed and employed to characterize sensitivities in the presence of response

function discontinuities.

2. Sensitivity analysis is performed to investigate the sensitivity of temperature

rise under sub-shock loading to the monoclinic elasticity and crystal plasticities

of β -HMX crystalline which is described by a CPFE model. The anisotropic
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elasticity coefficients in the monoclinic crystalline have a modest effect on the

energy dissipation and temperature rise dominated by sensitivities of a few co-

efficients. Among the two primary slip mechanisms, phonon drag appears dom-

inant within the load rate amplitude regimes considered in this study.

3. Mechanical twinning behavior of crystalline β -HMX is investigated with re-

spect to crystal orientation, microscale structure and loading amplitude under

given shock/sub-shock impact through a large deformation CPFE framework.

A strong crystal orientation dependency is observed in single crystal and poly-

crystal orientations. Compared with the more eralistic microstructure, the regu-

larized structure generates lower peak twin volume fractiondue to the reduction

of sharp corners of particles. Twinning phenomenon becomes more evident at

higher strain rate which further highlights the importance of modeling twinning

through a physically meaningful fashion.

• Investigation of the effect of lamellar microstructure features on fatigue nucleation

life of titanium alloy Ti-6242.

A uncertainty quantification framework is proposed to predict the fatigue nucleation

life for Ti-6242. The lamellar microstructure of Ti-6242 is explicitly incorporated

in the SVE simulations for the prediction of failure probability. The constitutive

behavior of Ti-6242 is captured by a verified Sparse DD-EHM formulation. The

critical FNP distribution is calibrated at 91.5% yield strength, and then employed

to predict the probability of failure at 95.5% The effect of crystal orientation distri-

bution, colony grain volume fraction and thickness of α/β lath within the Ti-6242

microstructure on the fatigue nucleation life is quantified at different stress levels

through the probability of failure.
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[113] M. A. Meyers, O. Vöhringer, and V. A. Lubarda. The onset of twinning in metals: a

constitutive description. Acta materialia, 49(19):4025–4039, 2001.

[114] Mechanical Properties Data Center Traverse City Mich. Aerospace Structural Metals

Handbook. Volume III. Defense Technical Information Center, 1972. URL https:

//books.google.com/books?id=Y45vSwAACAAJ.

[115] J. K. Miller, J. O. Mares, I. E. Gunduz, S. F. Son, and J. F. Rhoads. The impact

of crystal morphology on the thermal responses of ultrasonically-excited energetic

materials. Journal of Applied Physics, 119(2):024903, 2016.

[116] J. K. Miller, J. O. Mares, I. E. Gunduz, S. F. Son, and J. F. Rhoads. The impact

of crystal morphology on the thermal responses of ultrasonically-excited energetic

materials. Journal of Applied Physics, 119(2):024903, 2016.

[117] M. D. Morris. Factorial sampling plans for preliminary computational experiments.

Technometrics, 33(2):161–174, 1991.

[118] S. Naka, A. Lasalmonie, P. Costa, and L. P. Kubin. The low-temperature plastic de-

formation of α-titanium and the core structure of a-type screw dislocations. Philo-

sophical Magazine A, 57(5):717–740, 1988.

[119] E. Nes. Modelling of work hardening and stress saturation in fcc metals. Progress

in Materials Science, 41(3):129–193, 1997.

[120] J. Neyman. On the two different aspects of the representative method: the method

of stratified sampling and the method of purposive selection. In Breakthroughs in

Statistics, pages 123–150. Springer, 1992.

[121] B. Olinger, B. Roof, and H. Cady. The linear and volume compression of β -hmx and

rdx. In Actes du Symposium International sur le Comportement des Milieux Denses

149



Sous Hautes Pressions Dynamiques, pages 3–8. Commissariat a l’Energie Atomique

Paris, 1978.

[122] A. Pal and C. R. Picu. Peierls–nabarro stresses of dislocations in monoclinic cy-

clotetramethylene tetranitramine (β -hmx). Modelling and Simulation in Materials

Science and Engineering, 26(4):045005, 2018.

[123] A. Pal and C. R. Picu. Non-schmid effect of pressure on plastic deformation in

molecular crystal hmx. Journal of Applied Physics, 125(21):215111, 2019.

[124] S. J. P. Palmer and J. E. Field. The deformation and fracture of β -hmx. Proc. R. Soc.

Lond. A, 383(1785):399–407, 1982.

[125] R Panchadhara and KA Gonthier. Mesoscale analysis of volumetric and surface

dissipation in granular explosive induced by uniaxial deformation waves. Shock

Waves, 21(1):43–61, 2011.

[126] D. Pelleg and A. W. Moore. X-means: Extending k-means with efficient estimation

of the number of clusters. In Icml, volume 1, pages 727–734, 2000.

[127] Q. Peng, G. Wang, G. R. Liu, and S. De. Structures, mechanical properties, equations

of state, and electronic properties of β -hmx under hydrostatic pressures: a dft-d2

study. Physical Chemistry Chemical Physics, 16(37):19972–19983, 2014.

[128] A. L. Pilchak, W. J. Porter, and R. John. Room temperature fracture processes of a

near-α titanium alloy following elevated temperature exposure. Journal of Materials

Science, 47(20):7235–7253, 2012.

[129] ICSU Scientific Freedom Policy. International tables for crystallography volume a:

Space-group symmetry. Acta Cryst, 2013.

[130] C. Prakash, D. Verma, M. Exner, E. Gunduz, and V. Tomar. Strain rate dependent

150



failure of interfaces examined via nanoimpact experiments. In Challenges in Me-

chanics of Time Dependent Materials, Volume 2, pages 93–102. Springer, 2017.

[131] C. Prakash, I. E. Gunduz, C. Oskay, and V. Tomar. Effect of interface chemistry

and strain rate on particle-matrix delamination in an energetic material. Engineering

Fracture Mechanics, 191:46–64, 2018.
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