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Chapter I 

I. Introduction 

MYC 

MYC family of proteins 

c-MYC (hereafter ‘MYC’), L-MYC, and N-MYC form a family of evolutionarily conserved transcription 

factors that are commonly overexpressed in cancer [1]. First identified through homology to a gene, v-

myc, that was co-opted by the avian myelocytomatosis virus and drives tumor development in chickens 

[2], these genes have since been extensively studied for their role in oncogenic cell function. The 

different family members were likely derived from two gene duplication events, the first occurring shortly 

after the appearance of vertebrates hundreds of millions of years ago [3]. Thus, a single copy of myc is 

present in a number of invertebrates, including Drosophila melanogaster (dmyc or diminutive, dm) [4], 

and can also be found in the closest living relatives of animals, choanoflagellates [5]. 

In mice, the loss of either Myc or N-Myc causes embryonic lethality, with both showing extensive 

proliferation and developmental defects [6, 7], while mice lacking L-Myc do not show an overt 

phenotype [8]. Despite this, Myc and N-Myc can substitute for each other in development, in that, if N-

Myc is expressed from the Myc locus, embryonic lethality is largely rescued [9]. This suggests that it is 

the regulation of these genes, resulting in distinct spatio-temporal expression patterns, that causes 

differential function. Indeed, Myc is expressed in nearly all proliferating cells [10], and expression levels 

vary during development to alter cell growth and proliferation, such as during forebrain development 

[11]. Both N- and L-Myc show more restricted temporal and spatial expression patterns [12]. 

The overall sequence homology of proteins in the MYC family is poor, both within and between species 

(Figure 1-1A). In vertebrates, the primary exceptions to this include the carboxy-terminal, basic helix-
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loop-helix (bHLH) and leucine zipper (LZ) DNA binding domain (DBD), and regions of stronger 

conservation called MYC boxes (Mb) that are distributed through the amino-terminal transactivation 

domain and the central portion [13]. Primary sequence conservation of the DBD and MYC boxes likely 

reflects the critical role of these regions in MYC function, and this has been confirmed repeatedly 

through deletion experiments [14, 15]. As of now, six MYC boxes have been identified, and these are 

numbered from amino- to carboxy-termini as Mb0, MbI, MbII, MbIIIa, MbIIIb, and MbIV (Figure 1-1B). 

Compared to the other family members, L-MYC is relatively short (364 amino acids in humans 

compared to 439 for MYC and 464 for N-MYC), and is devoid of MbIIIa and a nuclear localization signal 

(NLS; Figure 1-1B) [1]. Despite this, L-MYC is predominantly localized to the nucleus [16]. The function 

of these MYC boxes, which is largely distinct, will be addressed below. 

MYC proteins are intrinsically disordered and alone are unable to bind to DNA, either in vitro or in vivo, 

and instead must first heterodimerize with their obligate binding partner MAX, an interaction that occurs 

through the leucine zipper region of the MYC DBD [17]. This provides structure to the MYC DBD and 

grants MYC:MAX dimers an innate capacity to bind to enhancer boxes (E-boxes) in DNA, which have 

the canonical sequence CACGTG [17, 18]. E-boxes occur at a frequency far greater than reflected by 

MYC binding to chromatin, indicating that additional factors, including chromatin structure [19], RNA 

polymerase (RNAP) occupancy [20], and binding partners [21], contribute to specificity in this process. 
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Figure 1-1: MYC family of proteins 
(A) Conservation score of primary sequence for the MYC family of proteins in humans (c-MYC, N-MYC, and L-
MYC; top) and for c-MYC across ten vertebrate species (bottom). Multiple sequence alignment was conducted 
using MUSCLE [22] and conservation scores by Jenson-Shannon divergence [23]. The ten vertebrate species 
aligned were human, mouse, sheep, chicken, goldfish, pig, groundhog, cat, zebrafish, and Rhesus macaque. (B) 
MYC family members and their distribution of MYC boxes in relation to the transactivation domain, central portion, 
and DNA binding domain. 
1-1: MYC family of proteins 
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Overexpression of MYC in cancer 

MYC proteins are overexpressed in the majority of cancers, including both as initial and subsequent 

drivers of tumorigenesis [1, 24, 25]. Although this overexpression can occur through a number of 

different mechanisms, the proteins themselves are mutated only in a subset of cancers, and only in 

conjunction with genomic rearrangement [1]. Overexpression typically occurs at the transcriptional 

level, including through translocation, amplification, and epigenetic regulation [25]. While MYC family 

members are implicated in a wide variety of cancer types, there is some specificity shown, particularly 

for N-MYC and L-MYC. Indeed, N-MYC is commonly associated with cancers that have a 

neuroectodermal origin [26], such as neuroblastoma, and L-MYC can be amplified in small-cell lung 

cancers [27]. On the other hand, MYC is overexpressed in diverse cancer types, including both blood 

and solid cancers [27]. Although L-MYC has sequence homology with MYC and N-MYC, the absence 

of MbIIIa has been proposed as a possible cause of its reduced oncogenicity compared to the other 

family members [28]. 

Burkitt lymphoma (BL) is an example of a classic, MYC-driven cancer in which reciprocal translocation 

of MYC to the immunoglobulin heavy (IgH), kappa (Igκ), or lambda (Igλ) locus is the initiating mutation 

that results in overexpression of MYC [29]. Of these, the IgH t(8;14) translocation is the most common, 

accounting for ~80% of cases [30]. By placing MYC within the immunoglobulin locus, the allele 

additionally becomes subject to somatic hypermutation, a process that normally contributes to 

immunoglobulin diversity [31]. Indeed, a high proportion of BL cases have mutations within the 

translocated MYC locus [29], with up to 70% resulting in an amino acid substitution [32]. These 

mutations center on the transactivation domain, particularly around Threonine-58 [29], and have been 

found to enhance the oncogenic potential of MYC in vivo [33]. Mutation of Threonine-58 (e.g. T58A) 

can increase the half-life of MYC protein, and MYC proteins are commonly stabilized in BL [34]. 
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Regulation of MYC expression and stability 

The expression of MYC proteins is tightly controlled at all levels. At the transcriptional stage, MYC is 

downstream of various pathways, including WNT and NOTCH signaling [25], can be influenced by local 

and global chromatin structures [35], and is controlled by a host of transcription factors, such as the 

E2F family and BRD4 [36, 37]. MYC mRNA has a half-life of only ten minutes [38], and is subject to 

multiple levels of control prior to translation. These include targeting by a number of microRNAs [25], 

mitogen-regulated export from the nucleus [39], and translational repression [40]. MYC proteins are 

rapidly turned-over by an intricate mechanism of hierarchical phosphorylation, ubiquitylation, and 

degradation [41-43]. A number of regions within MYC appear to contribute to its turnover, but the 

primary degron is within the MYC transactivation domain [44]. Although these extensive systems 

enable tight control over expression of MYC, they also create multiple steps at which control can be 

lost. 

One very well-understood mode of stability regulation through the MYC transactivation domain involves 

sequential phosphorylation events in MbI, specifically at Serine-62 by ERKs and Threonine-58 by 

glycogen synthase kinase 3β (GSK3β), enabling binding by the ubiquitin ligase complex SCFFBW7, and 

subsequent poly-ubiquitylation and proteasomal degradation of MYC [45]. Serine-62 phosphorylation 

stabilizes MYC [46], but also primes MYC for phosphorylation at Threonine-58, possibly through 

regulating GSK3β activity [47]. Serine-62 phosphorylation also increases the interaction between MbI 

and the catalytic site of the prolyl isomerase PIN1, leading to a cis to trans proline isomerization of MYC 

that is necessary for dephosphorylation of Serine-62 [48]. This interaction also regulates MYC binding 

to, and transactivation from, a subset of MYC target genes [49]. Dephosphorylation of Serine-62 is 

catalyzed by protein phosphatase 2A (PP2A) [50], with MYC–PP2A interaction regulated by MYC 

phosphorylation; interaction is increased with the S62D phospho-mimetic and the T58A phospho-null 

mutations [51]. The ubiquitin ligase SCF complex, which includes SKP1, Cullin, RBX1, and an F-box 

protein, has multiple points of contact with MYC. The F-box protein present in the complex interacts 

with a target protein to determine specificity. SCFFBW7, which includes the F-box protein FBXW7, is able 
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to ubiquitylate MYC and promote its degradation [43, 52]. A fragment that encompasses the majority of 

MbI is sufficient for interaction with FBXW7, but only if it is phosphorylated at Threonine-58 and 

Serine-62 [52]. Turnover of MYC protein is amongst the most detailed, mechanistic understandings in 

the MYC field. This is in part due to the potential of exploiting this process when targeting MYC-driven 

cancers. Indeed, activation of PP2A or inhibition of PIN1 are both considered good candidates for 

increasing turnover and reducing the functionality of MYC, respectively [53]. Various additional MYC 

interaction partners, both within and beyond MbI (Figure 1-2), have been found to influence this 

process at different stages. 

More recently, the bromodomain-containing protein BRD4 has been reported to phosphorylate 

Threonine-58 and reduce MYC stability, independent of Serine-62 phosphorylation [54]. Like an 

increasing number of MYC interactions, this regulation is long-range, with BRD4 appearing to directly 

bind MYC just outside of MbII [54]. This relationship is particularly curious due to the capacity of BRD4 

to also promote transcription of MYC [37]. While possible BRD4-driven MYC transcription and MYC 

turnover occur under different circumstances or as part of a feedback loop, it has previously been 

demonstrated that MYC turnover stimulates its transcriptional activity [55]. Whether this applies to 

BRD4 and MYC, specifically at endogenous MYC target genes, remains to be investigated. The 

phosphorylation of Threonine-58 by either GSK3β or BRD4 can be competed with by O-GlcNAcylation 

by O-GlcNAc transferase (OGT) at this residue, thereby stabilizing MYC protein [56-58]. The activity of 

OGT is subject to upstream regulation based on the metabolic state of the cell [59], and levels of this 

protein are reportedly increased in a number of cancers [60, 61]. 

Aurora kinases (AURK) have an integral role in cell division, but have also been implicated in post-

translational modification of MYC. An association between N-MYC and AURKA was first identified 

based on the contribution of AURKA to growth of N-MYC-driven neuroblastoma cell lines [62, 63], and 

was later mapped as direct with regions in Mb0 and the carboxy-terminus of MbI [64]. This interaction 

stabilizes N-MYC [62], and this stabilization is independent of the catalytic activity of AURKA [63, 65]. 
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Instead, AURKA has been proposed to compete with for SCFFBW7 binding to unphosphorylated N-MYC, 

thereby impairing efficient ubiquitylation and degradation of N-MYC [64]. Although much of the work on 

this interaction has focussed on N-MYC, the interaction is conserved in MYC and similarly influences its 

stability [66]. Furthermore, a region that encompasses MbIIIb, called the Proline (P), Glutamic acid (E), 

Serine (S), and Threonine (T) (PEST) domain, has recently been found to interact with AURKB [67]. 

The authors propose that this interaction causes MYC phosphorylation at Serine-67, which impairs 

interaction with GSK3β and reduces phosphorylation at Threonine-58 [67]. Because Threonine-58 

phosphorylation enables interaction with the ubiquitin ligase complex SCFFBW7, the MYC–AURKB 

interaction then stabilizes MYC [67]. 

MYC ubiquitylation and destabilization can also occur through interaction with SKP2, as part of the 

SCFSKP2 complex [55]. Both MbII and a region within the MYC DBD are able to interact with SKP2, and 

the SKP2 association with, and ubiquitylation of, MbII increases transcriptional activation driven by this 

region [55]. This interaction and subsequent ubiquitylation is independent of the hierarchical 

phosphorylation in MbI [55]. Finally, deleting a twenty-residue region that includes MbIIIa (“D element”) 

does not impact MYC ubiquitylation, but does increase protein stability, possibly by contributing to 

interaction with the proteasome [68]. 

Transcriptional and non-transcriptional functions of MYC 

While the majority of MYC function in the cell is derived from its role as a transcription factor [69], a 

number of non-transcriptional obligations have been reported, although these have, in general, been 

poorly studied. As a transcription factor, MYC can function as both an activator and a repressor to 

regulate a wide variety of genes, many of which underpin its potency as a oncoprotein [69]. Full-length 

MYC only weakly activates transcription [70, 71]. This is despite having regions within the 

transactivation domain that can function as powerful transactivators when fused to the Gal4 DBD in 

Chinese hamster ovary cells [72], indicating that the structure of MYC auto-regulates its transactivation 

potency. What MYC lacks in strength, it makes up for with a broad set of target genes. 
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There are two overarching models of how MYC controls transcription; gene-specific and global 

amplification. The former of these dictates that MYC has distinct target genes, shows specificity in 

binding, and causes activation or repression of an explicit, well-defined subset of genes [73, 74]. 

Altered expression of these genes by MYC can then indirectly lead to global changes in mRNA levels 

[75]. In contrast, in the amplifier model, MYC is able to directly bind to, and promote transcription of all 

actively transcribed genes without showing any individual gene specificity [76, 77]. With this model, 

what we observe as specific, MYC-driven transcriptional programs is actually a consequence of 

additional, indirect changes in transcription that occur secondary to global amplification by MYC. 

It has been proposed that the types of genes regulated by MYC expands with its level of expression, as 

determined by its increasing capacity to bind low-affinity sites [74]. Although MYC favors binding to 

canonical E-boxes [18, 78], it does have the ability to bind to low-affinity, non-canonical E-boxes [18]. 

This typically occurs when MYC is present at high levels, is commonly referred to as promoter and 

enhancer invasion, and influences the type of genes that are responsive to MYC [74]. Genes containing 

non-canonical E-boxes are commonly associated with promoting metabolism and tumor 

microenvironment, and are normally bound by other bHLH-LZ transcription factors, including hypoxia 

inducible factor (HIF)-1α, nuclear respiratory factor (NRF) 1, CLOCK, and sterol regulatory element-

binding protein (SREBP) [25, 79]. Whether MYC competes with, or complements, the work of these 

transcription factors remains unclear [80, 81]. MYC also demonstrates preference for a subset of 

canonical E-box-containing genes, indicating that an E-box is not sufficient for MYC binding to 

chromatin, and additional cofactors can define this [74]. The promoter and enhancer invasion that 

occurs when MYC is overexpressed involves both canonical and non-canonical E-boxes [82]. Thus, 

MYC likely has a core set of target genes, but can amplify expression from additional genes when it is 

overexpressed [74, 82]. The level of amplification is, in turn, determined by the strength with which 

MYC is able to bind. Invasion has been proposed as a possible way in which MYC causes global 

amplification of transcription [76], but it has also been reported that this amplification occurs even with 
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physiological levels of MYC [77], and that invasion is separable from amplification [83]. Indeed, 

Lorenzin et al. [74] propose that it is the differential affinity of MYC to chromatin that accounts for gene-

specific programs observed with MYC overexpression. In this sense, as MYC levels cross certain 

thresholds, the genes and resulting processes it regulates expands until a point of saturation, whereby 

the totality of MYC function, both direct and indirect, can be observed. This totality includes, for the 

most part, the epitome of processes crucial for the uncontrollable cell growth that defines cancer, 

including protein synthesis, metabolism, proliferation, genome stability, angiogenesis, and apoptosis [1].  

Perhaps the most clearly defined, definitively direct, and baseline function of MYC is its role in ribosome 

biogenesis [74, 84]. MYC regulates this process through controlling and coordinating the transcription 

of ribosomal DNA (rDNA), ribosomal protein genes, and components in the processing and assembly of 

ribosomes [85]. To achieve this, MYC promotes transcription catalyzed by all three RNAPs [25]. 

Nucleoli are dense, protein-rich compartments within the nucleus that form around a fraction of the 

rDNA copies in the genome for RNAPI-driven transcription [86]. MYC is able to localize to nucleoli, and 

increase levels of precursor and mature ribosomal RNA (rRNA) [87]. A single 47S precursor rRNA (pre-

rRNA) is transcribed from rDNA and is progressively processed into 18S, 5.8S, and 28S rRNA in the 

nucleus [85]. An additional rRNA fragment, 5S, is synthesized outside of the nucleolus through the 

activity of RNAPIII, which is also involved in the transcription of transfer RNA (tRNA), and is similarly 

activated by MYC [88]. Processing of pre-rRNA and ribosome assembly requires both accessory 

proteins and structural components (ribosomal protein genes), all of which are transcribed by RNAPII 

[85] and extensively regulated by MYC [21, 89]. An additional layer of MYC-driven regulation of protein 

synthesis occurs through the transcription of translation initiation factors, including EIF4E and EIF2α 

[90]. The combined influence that MYC has on virtually all stages of protein synthesis is consistent with 

the finding that overexpression of MYC can double the rate of protein synthesis in B-lymphocytes, 

leading to an increase in biomass and cell size [91], and emphasizing how high levels of MYC can 

contribute to driving cell growth in cancer. Indeed, the stages of ribosome biogenesis that MYC 
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promotes are also dependent on its expression level, with ribosomal protein genes considered to be the 

most high affinity, immediate-early of targets [74]. 

To support the energy-consuming processes it drives, MYC proteins are additionally involved in 

regulating cell metabolism and mitochondrial function [92]. As mentioned above, these processes are 

often considered to be gained targets of overexpressed MYC through invasion to non-canonical E-

boxes. As ribosome biogenesis is the most energy consuming process in the cell [93], it seems 

unsurprising that MYC-driven acceleration of it would be accompanied by mechanisms to match the 

increased energy requirement. Indeed, MYC can promote expression of nuclear-encoded genes for 

metabolic pathways and mitochondrial biogenesis, thereby contributing to ATP production by the 

tricarboxylic acid (TCA) cycle and oxidative phosphorylation [92]. Perhaps one of the more curious 

roles of MYC in the control of metabolism is its connection to the Warburg effect, a cancer cell 

phenotype in which glycolysis becomes the favored source of ATP in a cell (anaerobic glycolysis) [94]. 

Compared to the ~36 molecules of ATP generated through the TCA cycle and oxidative 

phosphorylation, glycolysis alone results in a net gain of only two ATP molecules [95]. This in itself 

seems counterproductive to the growth-inducing goals of MYC, but glycolysis also produces building 

blocks that can be used for cell growth and proliferation, such as carbon and NADPH for fatty acid and 

nucleotide synthesis [96, 97]. While cancer cells typically increase both glycolytic- and TCA cycle/

oxidative phosphorylation-dependent energy production, the Warburg effect is the altered balance of 

these to increase both precursor and energy availability [97]. MYC contributes to both aspects of 

energy production by stimulating expression of enzymes in the glycolytic pathway [98] and inducing 

mitochondrial biogenesis [99]. Cancer cells also commonly demonstrate a dependency on the non-

essential amino acid glutamine [100]. In addition to being necessary for translation, glutamine can be 

used as an energy source alongside glucose, and is a precursor for the biosynthesis of nucleotides and 

other non-essential amino acids, including glutamic acid, proline, and arginine [101]. MYC is, at least in 

part, responsible for this dependency through its ability to promote protein synthesis. However, MYC 

also enables glutamine addiction through regulating the expression of genes involved in glutamine 
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uptake and catabolism [101]. Thus, while MYC overexpression can create deficits in the metabolic state 

of the cell, it also has the means to meet these increased demands. It is this dual functionality that 

makes MYC such a powerful agent of oncogenesis. 

The regulation of mitochondrial function by MYC has been proposed to generate excess reactive 

oxygen species (ROS) in cells, and this can lead to both nuclear and mitochondrial DNA damage 

[102-104]. Overexpression of MYC can additionally cause DNA damage independent of ROS 

production [105]. One mechanism of this is the transcription-independent role of MYC in the 

inappropriate recruitment of licensing factors, including the MCM complex, for the initiation of DNA 

replication [106]. In addition to this, MYC can cause replicative stress by increasing expression of 

replication machinery [107] and impairing cell cycle checkpoints [108], both of which contribute to MYC-

driven genomic instability. MYC as a DNA-damaging agent is compounded by its ability to disrupt the 

DNA damage repair process [109, 110]. Genomic instability is one of the hallmarks of cancer [111], and 

is the primary cause of genetic heterogeneity within tumors [112]. This process can be important for 

tumor initiation, and can enable tumor maintenance under a diverse and changing microenvironment or 

with outside therapeutic pressure [112]. 

Beyond this point, it becomes difficult to disentangle MYC-driven biomass accumulation from the direct 

role of MYC in the regulation of additional processes. The loss of MYC causes impaired cell 

proliferation, both in vitro and in vivo [113, 114]. Consistent with this, stimulating cells with growth 

factors results in rapid induction of MYC expression [115]. MYC can accelerate cell cycle progression, 

specifically through the G1 to S [116, 117] and S to G2/M [118] transitions. While MYC’s role in 

regulating cell growth undoubtedly influences the cell cycle, it has also been implicated in regulating 

expression of cyclins and cyclin-dependent kinases (CDKs) [114], including cyclins D1 [119] and D2 

[120], and CDK4 [121]. The complex of CDK4 and cyclin D1/D2 contributes to the G1 to S transition 

[114]. Under certain conditions, MYC is also able to promote re-entry of quiescent cells into the cell 

cycle [122, 123]. Finally, MYC was initially identified as one of the four ‘Yamanaka factors’, alongside 
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Oct3/4, Sox2, and Klf4, that are sufficient to revert somatic cells to their pluripotent state [124]. 

However, in this context, overexpression of MYC also results in a high rate of tumor formation [125], 

and has since been reported to be dispensable for the induction of pluripotency [126]. Despite the 

identification of target genes involved in the cell cycle, I doubt MYC’s regulation of these would be 

sufficient to alone promote cell cycle progression. Indeed, this process would be unachievable were it 

not for the ribosomal and mitochondrial biogenesis that precedes it. 

In the case of solid tumors, MYC can also function to adapt the microenvironment, including promoting 

angiogenesis and recruitment of accessory cells [127, 128]. The vasculature that develops in tumors is 

distinct from that formed with normal development and repair, particularly in that it is leaky, has irregular 

branching and wall thickness, is disorganized, and includes enlarged vessels [129]. The ‘angiogenic 

switch’ that enables this uncontrolled, abnormal, and inappropriate vascularization is controlled by a set 

of pro- and anti-angiogenic factors, with components of both able to be influenced by MYC [1]. Vascular 

endothelial growth factor (VEGF) is a prototypical pro-angiogenic factor whose levels are induced by 

MYC [130], including through interleukin 1β (IL-1β)-induced release of sequestered VEGF [127] or 

stimulation of VEGF translation initiation [131]. MYC can also indirectly decrease levels of the anti-

angiogenic factor thrombospondin (TSP)-1 [132], by increasing expression of the microRNA miR-17-92 

[133]. The amplification of glycolysis and mitochondria makes increased nutrient accessibility in MYC-

driven cancers a necessity that can be met through angiogenesis. Akin to MYC enhancing 

mitochondrial biogenesis to account for increased ribosomal biogenesis, promotion of angiogenesis is a 

tertiary level of self-satiation by MYC, in that it is its own enabler. Under normoxic conditions, the 

miR-17-92 cluster also targets HIF-1α [134], which can functionally compete with MYC under certain 

circumstances [135]. Indeed, under conditions of hypoxia, which typically occurs in the absence of 

nearby vasculature, HIF-1α is stabilized, leading to a reduction in MYC levels and and impairment of 

MYC-driven cell growth and proliferation [135]. Another microRNA activated by MYC is miR-9, which in 

turn can regulate levels of E-cadherin to promote the epithelial-mesenchymal transition for local and 

systemic invasion of cancer cells [136, 137]. Combined with its regulation of various genes that 
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facilitate cell motility and adhesion [138, 139], MYC promotes the metastatic phenotype of cancer cells. 

While MYC can be overexpressed in solid tumors, it also plays an important role in blood-based 

tumors, whereby these processes are not applicable. 

Another set of genes activated by MYC are those involved in apoptosis [140], meaning that 

overexpression of MYC can promote programmed cell death [141-143]. This is perhaps counterintuitive 

to the general function of MYC in boosting growth and proliferation, but it does allow for an important 

failsafe when MYC is overexpressed. MYC-driven apoptosis can be mediated through a number of 

different pathways [140]. MYC can induce expression of ARF and p53, leading to apoptosis [144]. In 

this pathway, p53 is continuously turned over through its interaction with MDM2, but this process is 

prevented in the presence of ARF, leading to stabilization of p53 [145-147]. Transcriptional activation of 

pro-apoptotic target genes by p53 then leads to apoptosis [146, 148]. Similarly, MYC itself can alter the 

balance of pro- and anti-apoptotic genes, including repression of the anti-apoptotic BCL-XL and BCL-2 

[149], and induction of the pro-apoptotic BIM [150], Additionally, MYC promotes activity of the pro-

apoptotic Bax, independent of transcriptional alterations [151]. Based on these mechanisms, the pro-

apoptotic function of MYC can be overcome through additional genetic changes, either to the MYC 

protein or apoptotic pathways in the cell [140]. In an elegant experiment that I think is amongst the 

clearest in demonstrating the overall contribution of MYC to a process, Eischen et al. [152] used the 

development of B-cell lymphoma in a transgenic mouse model for overexpression of Myc in B-cells, 

whereby the disease appears in 6-8 months, to determine mechanisms by which MYC-driven cancers 

can evade MYC-driven apoptosis. All tumors that developed in this model were found to contain 

undetectable, low, or mutant (inactive) p53, sufficient to impair the MYC-driven apoptosis [152]. Where 

p53 was not mutated, deletion of p19ARF or overexpression of Mdm2 were largely responsible for the 

reduction in p53 levels [152]. In this context, MYC again could be considered to have dual functionality 

in that it causes the issue of increased apoptosis, but is also likely a means to an end through genomic 

instability. Curiously, mutations within the MYC transactivation domain, including the T58A mutation 

mentioned above, have been reported to overcome the requirement for disruption of the ARF-MDM2-
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p53 pathway in protection from MYC-driven apoptosis [33]. Instead, these mutations limit the ability of 

MYC to up-regulate the expression of Bim, leading to inhibition of Bcl2. [33].  

While specific MYC-regulated genes have been identified for their ability to convey many of these 

functions, the act of singling out target genes may indeed be a consequence of convenience, rather 

than of totality. Furthermore, the identification of target genes is commonly based on their altered 

expression in response to overexpression of MYC, and may reflect both direct or indirect consequences 

of MYC function. Indeed, there are many complexities of MYC that an absence of appropriate 

technologies has meant we misunderstand or misattribute, but the availability of tools such as next-

generation sequencing and genome editing creates an opportunity to redefine MYC function in both 

physiological and oncogenic contexts. There is no doubt that MYC can promote these processes I have 

described, but when and how it achieves this, including in regards to specific genes, cofactors, and 

overarching models, is a question that is only just beginning to be answered. 

MYC function is dependent on cofactors 

While MAX is the most well-defined MYC interaction partner, it is only one of many that are important to 

MYC function. For the most part, these interactions have been mapped to the conserved regions of 

MYC, including the DBD and MYC boxes [13]. The extent to which the function of the MYC boxes is 

understood varies, with those in the transactivation domain more extensively studied than those the 

central portion [1], and each appears to make multiple direct and indirect interactions (Figure 1-2) [15]. 

The majority of the MYC boxes, but particularly MbI, have also been implicated in regulating MYC 

stability. For the most part, the interaction partners responsible for this, which are described above, do 

not contribute to MYC function beyond controlling its turnover. While almost all of our understanding of 

MYC function relates to its role as a transcriptional activator, there are pockets of evidence indicating 

that it can also contribute to transcriptional repression. With the intrinsically disordered structure of the 

MYC protein itself, understanding each of the MYC boxes and their respective cofactors is considered 
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our best opportunity to impair MYC function in cancer. In an ideal world, this would mean inhibiting only 

the functions gained by MYC in its overexpression, but whether this is achievable remains to be seen. 

MYC-driven transcriptional activation is conveyed through two primary means, the first of which is the 

modification of histone proteins. MbII has repeatedly been shown to be critical to MYC-driven tumor 

growth [15]. Specifically, its interaction with TRRAP contributes to MYC-driven transformation [153] by 

bridging interaction with the HATs GCN5 or TIP60/KAT5 [154, 155]. Curiously, both MbI and MbII 

appear to impart this interaction, individually demonstrating necessity and sufficiency [153, 156]. 

Consistent with this, Kalkat et al. [15] found that deletion of MbI impacted co-immunoprecipitation of the 

STAGA (GCN5) complex, while deletion of MbII affected co-immunoprecipitation of both the STAGA 

and TIP60 complexes. MYC is able to recruit TRRAP and its associated HATs to chromatin, leading to 

acetylation of histones H3 and/or H4 [155, 157-159]. Effects of histone acetylation are two-fold. First, 

acetyl groups counteract the positive charge of histone tails, thereby altering the relationship between 

histones and DNA, resulting in chromatin de-compaction and increasing the accessibility of chromatin 

for transcriptional machinery [160]. Secondly, acetyl groups can be recognized and bound by 

bromodomain-containing proteins and complexes, which can further contribute to the opening of the 

chromatin structure [160]. The stage of the transcriptional program at which MYC recruits TRRAP/HATs 

is context dependent, with various reports suggesting this occurs prior to the recruitment of RNAPI 

[161] and RNAPIII [162], and after the recruitment of RNAPII [155]. Furthermore, RPL11 is a MYC 

target gene and the encoded protein is a component of the 60S ribosome subunit [163]. When 

overexpressed, free RPL11 is able to compete with TRRAP for binding to MbII at chromatin [163]. This 

reduces histone acetylation and leads to decreased RNAPI and II-driven transcription [163], suggesting 

RPL11 negatively impacts transactivation by MYC to maintain balanced ribosome biogenesis. Thus, 

while the MYC–TRRAP interaction is likely the primary role of MbII in terms of contributing to overall 

MYC function and tumorigenic potential, the association with RPL11 is context-dependent and could 

only influence transcriptional output where MYC is able to interact with TRRAP. Indeed, one would 

expect the MYC–RPL11 interaction to be particularly relevant during MYC overexpression, when a 
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balanced, but accelerated, rate of ribosome biogenesis must be achieved. Imbalances in ribosomal 

proteins or ribosomal RNA can lead to activation of p53 and subsequent apoptosis [164]. 

The second primary mechanism by which transcriptional activation by MYC is conveyed is through the 

release of paused polymerase and transcriptional elongation. Following initiation of transcription, 

RNAPII can become stabilized on chromatin by the DSIF and negative elongation factor (NELF) 

complexes, causing a transient ‘pausing’ of RNAP and transcriptional elongation [165]. Release of 

paused polymerase occurs through phosphorylation of NELF, DSIF, and the carboxy-terminal domain 

(CTD) of RNAPII by positive transcription elongation factor b (P-TEFb), a complex of CDK9 and cyclin 

T1/T2 [166]. While phosphorylated NELF is released from the transcription machinery, phosphorylated 

DSIF becomes a positive elongation factor by stabilizing RNAPII [166]. MYC has been reported to 

contribute to pause release through multiple mechanisms. The first of these is a direct interaction 

between the MYC transactivation domain (MbI and MbII) and cyclin T1, leading to recruitment of P-

TEFb and phosphorylation of the RNAP CTD to promote elongation [167-170]. Degradation of MYC 

also promotes transcriptional elongation, with inhibition of its turnover limiting the recruitment of P-TEFb 

[171]. This is proposed to occur due to an interaction between MYC and the transcriptional elongation 

complex PAF1, thereby preventing interaction of PAF1 with RNAPII and inhibiting elongation until MYC 

is turned-over to release PAF1 [171]. A component of the PAF1 complex, LEO1, has also been 

implicated in the recruitment of MYC to chromatin, at least in D. melanogaster [172]. Similarly, MYC 

binds to and recruits SPT5, a component of DSIF, and transfers it to RNAPII in a CDK7-dependent 

manner [173]. Because modified DSIF promotes elongation, this function of MYC enables RNAPII 

processivity [173]. MYC is also reported to increase levels of CDK7 and CDK9 by induction of mRNA 

cap methylation promoting EIF4F-dependent recruitment of the mRNA to the ribosome, polysome 

formation, and translation rate [174, 175]. Finally, the most amino-terminal MYC box, Mb0, is also 

proposed to promote transcriptional elongation [15]. Kalkat et al. [15] found that deletion of Mb0 from 

MYC causes a decrease in cell proliferation, in vitro transformation proficiency, and tumorigenesis. This 

region was implicated in transactivation of upwards of 100 MYC target genes, and found to enable 
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association of MYC with various factors involved in transcriptional elongation, including a direct 

interaction with the general transcription factor TFIIF [15]. This transcription factor was initially linked to 

formation of the RNAPII pre-initiation complex, but there are increasing reports of a function in 

transcriptional elongation [176, 177]. While the evidence entangling MYC with transcriptional elongation 

by P-TEFb and SPT5 is definitive, whether this is also the relevant function of the MYC–TFIIF 

interaction remains to be investigated. Because the two general mechanisms of MYC-driven 

transcriptional activation occur following recruitment of RNAPII, it would be interesting to know if both 

are active at all MYC target genes, and, if so, whether they have a defined temporal relationship in 

regulating transcription. Regardless, both of these are viable means by which MYC could cause global 

amplification of transcription, particularly where MYC is responsible for the recruitment of relevant 

cofactors. 

These functions of the MYC transactivation domain, and those involved in control over its stability, have 

been repeatedly investigated, interrogated, and are well-characterized. In contrast, functions relating to 

the central portion of MYC have only recently come to light. MbIIIa, MbIIIb, and MbIV are the most 

conserved regions of the central portion. MbIIIa appears to contribute to both activation and repression 

[14], only the latter of which has been investigated and will be addressed below. The most well-defined 

central portion interaction is that between MbIIIb and the scaffolding protein WDR5 [178, 179]. WDR5 is 

a member of various histone modifying complexes, including the SET/MLL family of histone 

methyltransferases (HMT) and the non-specific lethal (NSL) HAT complex [180]. More recently, WDR5 

has been found to recruit MYC to chromatin [178], specifically to a subset of ribosomal protein genes 

[21]. This highlights that, although MYC is competent for DNA binding, this is not necessarily sufficient 

for chromatin binding in the complexity of the cell. Facilitated recruitment of MYC by WDR5 contributes 

to transcriptional activation at these target genes, and disrupting the interaction impairs MYC-driven 

tumor growth and maintenance [21]. These findings are particularly exciting because of the idea that 

the ribosomal protein genes constitute core target genes of MYC. The recruitment of MYC by WDR5 to 

these genes is pivotal for their MYC-dependent transcription, suggesting that, at least at these sites and 
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with the assistance of WDR5, gene-specific transcriptional regulation by MYC is an accurate model. 

While many of these binding sites contain canonical E-boxes, a surprisingly high proportion of them do 

not [21]. Furthermore, perturbation of the MYC–WDR5 interaction eliminates most MYC from these 

genes, but leaves some residual binding [21]. For binding sites that do not contain a canonical E-box, 

facilitated recruitment by WDR5 is a logical way in which MYC binding could otherwise be increased at 

a low-affinity site. However, for sites that do contain a canonical E-box and therefore are high-affinity for 

MYC, it is difficult to reconcile how genome-wide promoter and enhancer invasion by MYC could occur 

in the absence of additional cofactors for facilitated recruitment. 

Despite a number of attempts, very little progress has been made towards understanding the role of 

MbIV, with this remaining the only MYC box without an assigned function. An interaction partner of 

MbIV, host cell factor (HCF)-1, has only recently been identified [179]. Previous work has attempted to 

interrogate the function of MbIV in the context of N-MYC using deletion of this region [181]. In this 

context, MbIV was found to contribute to DNA and chromatin binding, apoptosis following serum 

deprivation, the G2 to M cell cycle phase transition, and both transcriptional activation and repression 

[181]. While interaction with upwards of 100 proteins may be influenced by this equivalent deletion in 

MYC [15], HCF-1 is the only validated MbIV interaction partner [179]. This dissertation and associated 

manuscript [182] aim to dispense this missing characterization of MbIV. 

MYC is predominantly involved in transcriptional activation, but can contribute to repression, in part 

through its interaction with Miz-1 [183, 184]. The mechanism of this has been attributed to recruitment 

of, and competition between, MYC and the histone acetyltransferase (HAT) p300 for interaction with 

Miz-1, leading to altered capacity for transactivation by Miz-1. [184]. This enables MYC to impair Miz-1-

driven activation of CDK inhibitors, including p21Cip1, p15INK4b, and p57KIP2 [184-186]. The interaction 

between MYC and Miz-1 occurs through the MYC DBD, and whether this competes for binding to MAX 

is disputed [187, 188]. Also contributing to MYC-driven repression of transcription, specifically at 

p21Cip1, is an interaction between MbI/II and DNA methyltransferase 3A (DNMT3A), creating a 
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DNMT3A–MYC–Miz-1 ternary complex that is responsible for DNA methylation at the p21Cip1 promoter 

[189]. The tumor suppressor SNF5 also interacts with the MYC DBD [190], limiting MYC binding to 

chromatin and MYC-driven transcriptional activation [191]. Unlike other MYC interaction partners, 

association with SNF5 appears to suppress global MYC activity. Furthermore, while the function of 

MbIIIa is not particularly well understood, it is reported to be involved in transcriptional repression by 

MYC [14]. Specifically, this region interacts with histone deacetylase 3 (HDAC3), leading to a reduction 

in histone acetylation and variable effects on RNAPII recruitment [192]. The role of MbIIIa in MYC-

driven transformation in vitro is context-dependent [14, 15]. However, Herbst et al. [14] reported that 

MbIIIa deletion promotes apoptosis and impairs in vitro transformation by MYC, with the latter rescued 

by overexpression by the anti-apoptotic BCL-2. These consequences are consistent with the model 

whereby reduced oncogenicity of L-MYC is caused by the absence of MbIIIa [28], as this would predict 

L-MYC overexpression is more likely to cause apoptosis upon overexpression. The concept of MYC 

acting as a transcriptional repressor does not immediately agree with the amplifier model. Indeed, it has 

been proposed that the different strengths with which MYC binds different promoters and enhancers, 

leading to different levels of transcriptional activation, means inappropriate normalization of data can 

make weak activation appear as repression [79]. On the other hand, MYC may also be able to more 

delicately fine-tune transcriptional output from specific target genes. 
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Figure 1-2: MYC interaction partners and the region through which binding is mediated 
Above MYC are cofactors that contribute to MYC-dependent transcriptional activation or repression. Below MYC 
are proteins that associate with MYC to regulate its stability. 
1-2: MYC interaction partners and the region through which binding is mediated 
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Targeting MYC-driven cancers 

The overexpression of MYC proteins in the majority of cancers would, in theory, make it an ideal target 

for the development of anti-cancer therapies. However, as an intrinsically disordered protein, MYC itself 

is largely considered undruggable [193]. Instead, there are two broad approaches that are proposed; 

decreasing MYC levels or decreasing MYC function. Ideally, these approaches would differentiate 

between the normal, physiological function of MYC and the gained function of overexpressed, 

oncogenic MYC. This could mean reducing MYC levels to baseline, or impairing only a subset of MYC 

function. Achieving the latter of these is crucially dependent on understanding the contribution of MYC 

cofactors to its function and tumorigenic potential. And, as it stands, we know the function of only a 

handful of MYC cofactors, despite hundreds of proteins appearing to be associated with MYC [15]. 

Controlling MYC levels could be achieved by regulating its transcription, translation, or stability. The first 

of these might be possible through stabilization of G-quadruplex structures in the MYC promoter, which 

are reported to cause repression of MYC transcription [194, 195], or through inhibiting pathways that 

regulate MYC expression. Bromodomain and extra-terminal motif (BET) protein inhibitors, such as JQ1, 

were inadvertently found to suppress MYC transcription [37], and have demonstrated efficacy in various 

cancer types [196]. Development of proteolysis-targeting chimeras (PROTACs), which create a 

molecular link to a protein of interest and the UPS for targeted degradation, based on BET inhibitors, 

have also proved fruitful as anti-cancer agents in xenograft mouse models [197, 198]. The recent 

finding that BRD4 also destabilizes MYC [54] is an important aspect to consider when considering BET 

inhibitors and PROTACs. Indeed, Devaiah et al. [54] noted that JQ1 decreases MYC transcription, but 

does not affect MYC stability. On the other hand, MZ1 is a JQ1-based PROTAC that decreases MYC 

stability, but increases MYC transcription [54]. The more important question, though, would be which 

approach is more adept at reducing MYC function? Similar to the use of BET inhibition, inhibitors of 

CDKs have been used to reduce MYC transcription [199, 200]. Specifically targeting MYC mRNA has 

been interrogated [201, 202], as has limiting MYC translation through inhibition of translation factors 
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[203]. The well-understood mechanism of MYC protein turnover is also a strong potential target for 

reducing MYC levels, including through indirect activation of PP2A [204] or inhibition of AURKA [63]. 

Our ability to block the function of MYC is dependent on understanding how its oncogenic function is 

achieved. However, only a few MYC cofactors have been characterized sufficiently for this approach to 

be exploited. One encouraging example of this is WDR5, which is responsible for the recruitment of 

MYC to a subset of ribosomal protein genes [21]. Mutation of the MYC interaction surface or inhibition 

of WDR5 causes a reduction of MYC levels at chromatin and a subsequent impairment in the 

transcription of these genes [21, 205]. Because mutating the MYC interaction surface also results in 

diminished tumor growth and tumor regression, it is anticipated that inhibiting WDR5 would have similar 

consequences on MYC-driven tumors. However, this also risks blocking the baseline function of MYC in 

normal cells. Perhaps the most well-described and promising inhibitors of MYC function is the 

dominant-negative, “mini-protein” OmoMYC, which is a mutant form of the MYC DBD that is able to 

homodimerize and compete with MYC:MAX dimers for binding to chromatin [82, 206]. One of the more 

interesting aspects of OmoMYC is the finding that it preferentially blocks MYC binding to low-affinity 

sites, leaving the high-affinity sites intact [82]. In this sense, OmoMYC has the potential to leave the 

normal functions of MYC largely unscathed, and instead impair expression of the gained targets of 

oncogenic MYC. OmoMYC has been shown to cause regression of tumors in mouse models of lung 

cancer [207, 208], pancreatic islet cancer [209], and glioma [210], with minimal and reversible side 

effects. More recently, OmoMYC has been found to penetrate cells via endocytosis and cause lung 

adenocarcinoma regression in mice following intranasal administration [211]. Most strikingly though, the 

tumors that OmoMYC has been found to regress are not MYC-driven, highlighting that MYC is an 

important contributor to the oncogenic phenotype regardless of the driver and the potential of using 

OmoMYC in broad tumor types. 

For many of these potential candidates, neither the gene encoding MYC nor the protein itself are their 

only targets. Thus, the development of small-molecule inhibitors to reduce the levels or function of MYC 
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are faced with not only targeting the gained function of MYC, but also limiting the effect on non-MYC 

targets. 

Host Cell Factor-1 

Discovery, family, and proteolysis 

Host cell factor (HCF)-1 was first identified for its role in the transcription of viral genes. The herpes 

simplex virus (HSV) tegument transcription factor VP16 is capable of potent transcriptional activation 

[212], but shows only weak DNA binding ability alone [213, 214]. To overcome this deficit, VP16 

complexes with host cell proteins, including the POU-domain-containing transcription factor Oct-1 

(POU2F1) [215]. While Oct-1 is able to bind to DNA, it is not sufficient to complex with VP16, and 

instead requires an additional factor present in cell lysates [215]. This factor, named host cell factor 

(HCF) as a consequence, interacts with VP16, priming it for interaction with Oct-1 [216]. The resulting 

VP16-induced complex (VIC) binds to a TAATGARAT DNA motif (R = purine) present in viral 

immediate-early genes [217]. While the TAAT region of this motif resembles part of the Octamer motif to 

which Oct-1 binds [215], VIC formation depends on an intact GARAT motif [218] and is proposed to 

stabilize disordered regions of VP16 to promote DNA binding [219]. The absence of a strong DNA 

binding component of VP16, and the requirement for formation of this complex, is thought to enable 

control of the switch between latent and lytic modes of infection for HSV-1 [217, 220]. Furthermore, the 

capacity of VP16 to bind HCF-1 and Oct-1 in this manner is likely a consequence of viral mimicry, and 

suggests that HCF-1 may normally function to enable formation of trimeric complexes. In addition to its 

role in viral infection, HCF-1 is also essential in normal cells, particularly during development. The 

complete loss of HCFC1, the gene encoding HCF-1, is embryonic lethal [221] and leads to a failure of 

endoderm migration and primitive streak formation [222]. HCFC1 is present on the X-chromosome, and 

knockout of one HCFC1 allele leads to skewed X-inactivation during embryonic development of 

females [221]. 
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An additional HCF family member, HCF-2, was identified based on homology to the amino-terminus of 

HCF-1 [223]. These proteins are vastly different in size, with HCF-1 being 2,035 amino acids in length, 

and HCF-2 only 792 amino acids. HCF-2 can substitute for HCF-1 in VIC formation, but is much less 

efficient in this role, both in vitro and in vivo [223]. The amino-terminal VIC domain of HCF-1, which is 

both necessary and sufficient for VIC formation [224], is largely conserved in HCF-2 (Figure 1-3A), with 

69% identity and 83% similarity [223]. Substitution of the more divergent carboxy-terminus of the VIC 

domain in HCF-2, with that from HCF-1, is sufficient to rescue this deficit in VIC formation [223]. This 

may suggest a generic capacity for HCF-2 to substitute for HCF-1, where the defined role of HCF-2 in 

this context is to be less-productive than HCF-1. Overlapping with the VIC domain is a single fibronectin 

type-3 (Fn) repeat that is present in both HCF-1 and HCF-2 [225]. Beyond the four hundred amino-

terminal residues, HCF-1 and HCF-2 have only patches of conservation, including an extended region 

at the carboxy-terminus of each protein, corresponding to two additional Fn3 repeats [225]. HCF-1, but 

not HCF-2, is cleaved at one of six proteolytic (PRO) repeats into its amino- and carboxy-termini [226]. 

The mechanism of this cleavage will be addressed below. At least in the case of HCF-1, self-

association sequences (SAS) present in the Fn3 repeats interdigitate to enable the termini to remain 

non-covalently associated following cleavage [225, 227]. Although HCF-2 is not cleaved [223], the 

carboxy-terminal Fn3 repeats instead contribute to a nucleolar localization of the protein [228]. In 

addition to the basic and acidic regions, HCF-2 also lacks the NLS that is present at the very carboxy-

terminus of HCF-1 [229]. For HCF-1, this NLS is necessary for nuclear localization, exclusion from the 

nucleolus, and VIC formation with full-length VP16 [228, 229]. 
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Figure 1-3: Primary sequence conservation of HCF-1 and HCF-2 
(A) Conservation score of primary sequence for HCF-1 and HCF-2. Multiple sequence alignment was conducted 
using MUSCLE [22] and conservation scores by Jenson-Shannon divergence [23]. Arrow highlights a short region 
of conservation at the center of one proteolytic repeat. VIC = VP16 induced complex; SAS = self-association 
sequence, part of the fibronectin repeats. (B) Comparison of the domains present in, and length of, HCF-1 and 
HCF-2. 
1-3: Primary sequence conservation of HCF-1 and HCF-2 
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The appearance of multiple HCF family members corresponds with vertebrate development, with only a 

single member present in invertebrates, including D. melanogaster (Hcf) and Caenorhabditis elegans 

(hcf-1) [228]. For the most part, HCF-2 in vertebrates is very similar to that in humans [228]. One 

prominent exception to this is Callorhinchus milii (ghostshark or makorepe) and related species, in 

which Hcf-1 and Hcf-2 both contain VIC domains, Fn3 repeats, basic and acidic regions, an NLS, and 

two proteolytic repeats [228]. Both of these proteolytic repeats are degenerate in Hcf-2, while only one 

is in Hcf-1, and the acidic and basic regions of Hcf-2 are weakened compared to those in Hcf-1 [228]. 

The HCF homologs in C. elegans and D. melanogaster both contain the VIC domain, Fn3 repeats, and 

an NLS, but fruit flies also contain weakened acidic and basic regions, and a Taspase-1 cleavage site 

[228]. Based largely on the nature of the Hcf paralogs in C. milii, Gudkova et al. [228] have proposed 

the ancestral vertebrate HCF was more similar to HCF-1, and that, following gene duplication, HCF-2 

progressively lost the acidic and basic regions, and the proteolytic repeat precursors. HCF-1 is 

ubiquitous, and HeLa cells have been reported to contain up to a hundred thousand molecules of 

HCF-1 [230]. In mice and humans, levels are highest in proliferating cells, and are expressed 

throughout the body during development, postnatally, and in adult tissues, including in skeletal muscle, 

kidney, and lungs [221, 231]. HCF-2 is similarly widely expressed, but is particularly high in the testis 

[223]. 

The association of HCF-1 with VP16 is dependent on the amino-terminal VIC domain [224]. This region 

is also often referred to as the Kelch domain, due to the presence of a repeating motif that was first 

observed in the D. melanogaster Kelch protein [224]. HCF-1 contains six Kelch repeats, suggesting that 

this region of HCF-1 forms a six-bladed β-propeller structure [224]. A temperature-sensitive mutation in 

this region, P134S, was identified in a BHK21 hamster cell line tsBN67, and found to cause a G1 cell-

cycle arrest after 1-2 days when incubated at the non-permissive temperature, leading to the 

conclusion that HCF-1 is essential for cell cycle progression [232]. A subset of these cells were also 

multi-nucleated, suggesting a defect in cytokinesis also occurred [233]. Furthermore, this mutation 

impairs the VP16–HCF-1 interaction, VIC formation, and transcriptional activation by VP16 [224, 232]. 
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While these VP16-associated phenotypes can be rescued by expression of only the HCF-1VIC domain, 

this region alone is not sufficient to rescue the growth defects observed in the tsBN67 cells [224]. 

Instead, the entire amino-terminus of HCF-1, from residues one to 1011, is necessary to rescue cell 

cycle arrest caused by the P134S mutation [224]. Neither cleavage of HCF-1 nor interaction with the 

carboxy-terminus of HCF-1 is required for this rescue, and the amino-terminus cannot be expressed as 

two independent fragments, highlighting a scaffolding function and cooperation between the VIC 

domain and basic region of HCF-1 [224]. HCF-1 itself cannot bind directly to DNA, but its interaction 

partners enable it to be chromatin associated [230, 234]. Although it is the VIC domain that is both 

necessary and sufficient for chromatin association, the interaction between amino- and carboxy- termini 

of HCF-1 causes both subunits to precipitate with chromatin [230, 235]. The growth defects, but not 

HCF-1 chromatin binding, of tsBN67 cells can be rescued by expression of the SV40 large T antigen, 

which inactivates members of the retinoblastoma protein family [236]. 

Interestingly, forced overexpression of HCF-2 causes its redistribution from the nucleolus and slowed 

cell growth [228]. This may give credence to the idea that HCF-2 can compete with HCF-1 in the 

formation of complexes around its VIC domain. With the knowledge that HCF-1 is necessary for cell 

growth, if HCF-2 is available to bind in place of HCF-1, even if this association is relatively inefficient 

and perturbs only a fraction of HCF-1 function, this may be sufficient to cause the growth defect 

observed by Gudkova et al. [228]. This may also explain the vastly different sizes of the HCF family 

members; HCF-2 is localized to the nucleolus by its Fn3 repeats, the VIC domain is the only other 

region that would be required to compete with most of HCF-1 function, and the entire amino-terminus of 

HCF-1 is necessary for rescue of growth defects caused by HCFC1 knockdown. Indeed, HCF-2 may be 

sequestered to the nucleolus to prevent it interfering with HCF-1 function, but under certain 

circumstances, such as cell stress or a stage of the cell cycle, levels of HCF-2 may increase to a 

threshold that instead causes its exclusion from the nucleolus and perturbation to HCF-1 complexes.  
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HCF-1 is synthesized as a 2,035 amino acid precursor, but undergoes post-translational, proteolytic 

cleavage [237]. Between the basic and acidic regions of HCF-1 are six conserved 26 amino acid 

repeats [226] that can be independently subject to cleavage [238, 239], and two additional divergent 

repeats that are resistant to cleavage (Figure 1-3A). This cleavage was initially mapped to a core CE/

TH sequence within each repeat [238, 239], with the glutamic acid critical to cleavage and later found to 

be eliminated during the process [240]. Although HCF-2 is not proteolytically processed, in humans it 

does contain a series of conserved residues within the fifth proteolytic repeat of HCF-1 (Figure 1-3A; 

arrow), including the ETH cleavage sequence. While difficult to make a definitive conclusion on this, it is 

possible that this is a remnant of a proteolytic cleavage site. The resulting amino- and carboxy-termini 

of HCF-1 vary in size, ranging from 1,018 to 1,422 amino acids for the amino-terminus and 612 to 

1,016 amino acids for the carboxy-terminus, and have been suggested to have different functions within 

the cell [241]. These proteolytic repeats are unique to HCF-1 [226], and this is perhaps unsurprising 

considering the mechanism of cleavage is also unique to HCF-1. 

Proteolytic cleavage of HCF-1 is catalyzed by OGT [242], an enzyme that is normally responsible for O-

linked glycosylation (O-GlcNAcylation) of proteins, using uridine diphosphate N-acetylglucosamine 

(UDP-GlcNAc) as a donor substrate [243]. Small molecule inhibition of OGT [242, 244] or mutation of 

its active site, specifically of a residue that binds to and activates UDP-GlcNAc [240], is sufficient to 

impair cleavage of HCF-1. Indeed, both OGT and UDP-GlcNAc must be present for cleavage to occur, 

and the structure of the proteolytic repeats within the OGT active site points to an interaction between 

the proteins that is akin to that which occurs during O-GlcNAcylation [242]. In this sense, OGT is 

thought to be performing its normal function of O-GlcNAcylation, but the nature of the proteolytic 

repeats in HCF-1 leads to their cleavage. Additionally, HCF-1 is heavily O-GlcNAcylated by OGT within 

its amino-terminus, and the interaction between OGT and the PRO repeats is necessary for this to 

happen [242]. Even after glycosylation, OGT interacts with the basic region [245], and it has been 

reported that about half of nuclear OGT is stably associated with HCF-1 [246]. Similar to HCF-1 in 
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humans, Hcf in D. melanogaster (dHcf) is proteolytically cleaved into its amino- and carboxy-termini, 

and the resulting termini remain associated [247]. However, dHcf lacks the proteolytic repeats present 

in HCF-1, and is instead cleaved through the activity of taspase-1 [248]. The dependency of HCF-1 

cleavage by OGT on UDP-GlcNAc is striking, particularly as the levels of this metabolite can be 

dictated by the nutrient status of the cell [243]. While the extent of O-GlcNAcylation of HCF-1N is 

determined by glucose levels [249], there is not yet evidence that cleavage of HCF-1 is affected in a 

similar manner. Indeed, it may be that availability of UDP-GlcNAc is greater, or actively prioritized, 

where HCF-1 cleavage occurs. Thus, creating a buffer that enables continuous processing of HCF-1. 

While it is reported that cleavage and O-GlcNAcylation can occur essentially simultaneously [250], the 

latter could be reversed following HCF-1 cleavage through the activity of O-GlcNAcase (OGA), allowing 

flexibility in the O-GlcNAcylation of HCF-1. 

Despite the post-cleavage interaction between the amino- and carboxy-termini of HCF-1, each terminus 

is reported to have a different contribution to the function of HCF-1 in cells [241]. Similar to tsBN67 

cells, knockdown of HCF-1 using RNA interference in HeLa cells causes a G1 cell cycle arrest and 

multi-nucleation [241]. Only the former of these phenotypes can be completely rescued by 

overexpression of HCF-1N, with the latter rescued only with HCF-1C [241]. Although the rescue of the 

multi-nucleation by HCF-1C appears to be inconsistent with the presence of this phenotype in tsBN67 

cells, in which endogenous HCF-1C is still present, the P134S mutation in these cells causes cytosolic 

distribution of both HCF-1N and HCF-1C [230]. Curiously, expression of cleavage-resistant HCF-1 is 

unable to rescue the multi-nucleation phenotype [241], suggesting cleavage is necessary for 

independent functions of the termini of HCF-1. Consistent with this, cleavage has been reported to alter 

interactions made by HCF-1 [251]. While the understanding of the HCF-1 cleavage mechanism is both 

intriguing and extensive, specifically what the effect on HCF-1 function is and how this effect is 

achieved, why it is catalyzed by OGT, why there are six different cleavage sites, and what the benefit is 

of the termini remaining associated, is definitively unclear. Indeed, what we do understand of HCF-1 

cleavage appears to be the lowest hanging fruit, and has, perhaps, created more questions than it has 
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given answers. One of the first steps towards answering at least a subset of these questions would be 

to interrogate the independent functions of the amino- and carboxy-termini. While this has been done to 

an extent using knockdown of HCFC1 mRNA and add-back of either the amino-terminus or full-length 

protein, these types of experiments have failed to address the molecular function of the termini. 

HCF-1 as a scaffolding protein 

HCF-1 interacts with a number of different proteins, the majority of which bind through the VIC domain 

and are involved in transcriptional regulation (Figure 1-4B). Proteins that interact with the VIC domain, 

including VP16, do so through an HCF-1 binding motif (HBM), which has the canonical sequence D/E-H-

x-Y [252]. This motif has been identified and validated in many proteins, including transcription factors 

and histone modifying enzymes (Figure 1-5B). As a scaffolding protein, the primary responsibility of 

HCF-1 appears to be tethering transcription factors to enzymes or enzyme complexes, leading to 

modulation of transcriptional output. A number of transcription factors have been implicated in the 

recruitment of HCF-1 to specific genes, with the idea that HCF-1, either subsequently or 

simultaneously, recruits additional complexes. While this is one aspect of HCF-1 function, its 

relationship with VP16 would also suggest that it can force proteins to make additional interactions. 

Whether this can occur with endogenous interaction partners in a similar manner, remains to be seen. 

Regardless of the mechanism, HCF-1 has primarily been implicated in regulating the expression of 

genes involved in the cell cycle, mitochondrial biogenesis, and metabolism. 

The mechanism of recruitment of HCF-1 to E2F-responsive cell cycle genes has been attributed to 

interaction with both THAP domain-containing transcriptional regulators [234] and E2F1 [253]. HCF-1 

interacts with multiple members of the E2F family of transcription factors, including the activating E2F1 

and the repressive E2F4, and this is believed to underpin much of the influence of HCF-1 over the cell 

cycle [254]. These interactions are cell cycle phase-dependent, with the E2F1 interaction occurring 

primarily during late G1 and S phases, and the E2F4 interaction during early G1 and S phases [254]. 

HCF-1 is predominantly enriched at E2F-responsive genes during early G1, G1 to S, and S phases, and 

co-binds with E2F family members at phases relevant to their interaction (i.e. with E2F1 during G1 to S 
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and S, and with E2F4 during early G1 and S) [254]. Knockdown of HCF-1 results in attenuated 

expression from these E2F target genes [253, 254], and impairing this interaction reduces E2F1-

dependent DNA damage and apoptosis [253]. Tyagi and Herr [253] credit interaction with E2F1 for the 

recruitment of HCF-1, with overexpression of an E2F1 HBM mutant causing a reduction of HCF-1 at 

chromatin compared to overexpression of wild-type E2F1. In contrast, Parker et al. [234] found that 

knockdown of E2F1 does not influence HCF-1 recruitment to chromatin. Instead, they identified a 

strong correlation of chromatin binding levels for HCF-1, THAP11, and ZNF143, and discovered 

interdependent recruitment of these proteins to E2F-responsive genes [234]. HCF-1 interacts with 

various THAP family members in an HBM-dependent manner [255, 256], and a number of these 

interactions, including with THAP1, THAP3, and THAP11, have been attributed to the recruitment of 

HCF-1 to chromatin and transcriptional activation [234, 256, 257]. Tyagi and Herr [253] and Parker et 

al. [234] use two different approaches to reach two different conclusions about the role of E2F1 in the 

recruitment of HCF-1 to chromatin. One possible cause of this distinction is that E2F1 can recruit 

HCF-1, but not when it is expressed at physiological levels. How ever HCF-1 is localized to E2F-

responsive genes, it is clear that its association with both E2F family members and THAP11 contributes 

to the transcriptional output from these genes, consistent with the effect that loss of HCF-1 has on cell 

cycle progression. 

31



Figure 1-4: Proteolytic cleavage and interaction partners of host cell factor-1 
(A) HCF-1 contains six conserved proteolytic repeats that are recognized by O-GlcNAc transferase (OGT), 
leading to cleavage into amino- and carboxy-termini. These termini remain associated through self-association 
sequences in the fibronectin repeats. (B) HCF-1 interacts with a diverse set of proteins, including transcription 
factors (TF), histone methyltransferases (HMT), deubiquitylating enzymes (DUB), and histone deacetylases 
(HDAC). 
1-4: Proteolytic cleavage and interaction partners of host cell factor-1 
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Little is known about how HCF-1 turnover is controlled, with the deubiquitylating enzyme BRCA 

associated protein 1 (BAP1) the only interaction partner linked to the UPS. HCF-1 is polyubiquitylated 

in both its amino- and carboxy-termini, including lysine-48 and lysine-63-linked chains [258, 259]. BAP1 

interacts through the HCF-1VIC domain [258], and appears to prioritize deubiquitylation of lysine-48-

linked polyubiquitylation [259]. This type of polyubiquitylation is typically considered a marker for 

degradation, but how knockdown of BAP1 affects HCF-1 stability is disputed. Relatively short-term 

knockdown experiments have suggested that BAP1 either does not influence steady-state HCF-1 [260, 

261] or destabilizes it [259]. However, conditional knockout of BAP1 has been reported to cause a near-

complete loss of HCF-1 protein [262]. One would expect that a deubiquitylating enzyme, such as BAP1, 

would lead to the stabilization of a target protein, making the finding that BAP1 knockdown reduces 

HCF-1 protein levels more expected. However, it is also possible that HCF-1 is not a target of BAP1 

enzymatic activity, and instead their association has a different function. Any previously observed 

changes to HCF-1 levels in response to BAP1 loss may instead be an indirect effect. BAP1 forms the 

catalytic core of the polycomb repressive-deubiquitinase (PR-DUB) complex, which additionally 

includes ASXL regulatory subunits and is responsible for removal of ubiquitin from lysine-119 of 

histone-H2A (H2AK119Ub) [263]. While the exact mechanism has yet to be elucidated, the interaction 

between HCF-1 and BAP1 has also been shown to contribute to BAP1 function, including its regulation 

of cell growth [258]. Thus, it remains possible that HCF-1 scaffolds BAP1 and PR-DUB to target genes 

through its additional interactions. It has also been reported that interaction between HCF-1VIC and 

heat-shock protein 90 (HSP90) impairs autophagy-dependent turnover of HCF-1, and enables 

transcriptional regulation of HCF-1 target genes [264]. 

In addition to BAP1, HCF-1 has been found to interact with both repressive and activating histone 

modifying complexes. Amongst these is an interaction between HCF-1VIC and HMT SET-domain 

containing proteins, including SETD1A and MLL1 [245]. Complexes containing these proteins are 

typically associated with transcriptional activation through methylation of lysine-4 of histone-H3 

(H3K4me) [265], and the HCF-1 amino-terminus co-immunoprecipitates this form of methyltransferase 
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activity [245]. Indeed, HCF-1 recruits SETD1A- and MLL1-containing complexes to a subset of target 

genes, contributing to their transcriptional activation [254]. HCF-1 is able to simultaneously interact with 

SETD1A and the HDAC SIN3A [266]. With SIN3A a repressive regulator, SETD1A and SIN3A have 

opposite effects on transcriptional output, highlighting the differential influence that HCF-1 can have on 

gene expression and suggesting that it is able to fine-tune transcription. The ability of HCF-1 to interact 

with SETD1A and SIN3A is influenced by additional interactions made by HCF-1. VP16 and E2F1 show 

a preference for interacting with HCF-1 when it is in complex with SETD1A, whereas E2F4 favors 

HCF-1 complexed with SIN3A, reflecting the repressive function of E2F4 [254, 266]. This may be a 

second important reason for the interaction between VP16 and HCF-1; knockdown of SETD1A reduces 

expression of HSV-1 immediate early genes [267], suggesting that HCF-1 may also contribute to 

expression of these genes through recruitment of HMT activity. During cell cycle phases whereby E2F1 

and HCF-1 interact, there is enrichment of SET complex members at E2F-responsive genes [254]. 

HCF-1 has also been identified in association with the HAT complexes non-specific lethal (NSL), 

STAGA, and ATAC [268, 269], although if and how it contributes to the function of these is unclear. 

However, HCF-1 may similarly scaffold these complexes to transcription factors and their target genes. 

A number of HCF-1 interaction partners are involved in mitochondrial function and metabolism, and for 

the majority of these, HCF-1 serves as a mediator for association with OGT. This is particularly striking 

as OGT is considered to be a metabolic integrator, with its function depending on the levels of UDP-

GlcNAc, the levels of which are in-turn dictated by the nutrient-sensing hexosamine biosynthetic 

pathway [270]. Through its basic region, HCF-1 interacts with GA-binding protein (GABP) [271]. GABP 

a multi-subunit (GABPα and β) transcription factor that regulates expression of genes involved in 

mitochondrial biogenesis and energy production in response to mitogen and stress signaling [272, 273], 

with this interaction occurring through a region of GABPβ that is necessary for its transactivation [271]. 

PGC-1α (PPARGC1A), PGC-1β (PPARGC1B), and PGC-1 related cofactor (PRC) are critical regulators 

of mitochondrial biogenesis and oxidative phosphorylation [274], and can form an HBM- and HCF-1-

dependent complex with GABPβ [275, 276]. HCF-1 is also able to form a bridge between PGC-1α and 
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OGT, with subsequent O-GlcNAcylation of PGC-1α promoting interaction with BAP1 leading to its 

deubiquitylation and stabilization [277]. Consistent with this, HCF-1 and OGT promote PGC-1α-

dependent expression of gluconeogenesis genes [277]. There are a number of reports identifying 

interaction of HCF-1 with nuclear factor erythroid 2-like factor 1 (NFE2L1), with one suggesting this 

occurs through a non-canonical HBM in NFE2L1 [278], and the other finding that HCF-1C is responsible 

for their association [279]. Regardless of the interaction region, this is proposed to tether OGT to 

NFE2L1, enabling its O-GlcNAcylation and stabilization by competing for ubiquitylation-promoting 

phosphorylation events [278, 279]. OGT-induced stabilization of NFE2L1 promotes the expression of 

antioxidant responsive [278] and proteasome subunit [279] genes. More recently, Lane et al. [249] 

performed an extensive interrogation of the interaction between HCF-1 and ChREBP, a transcription 

factor involved in de novo lipogenesis. In this work, they found O-GlcNAcylation of HCF-1 by OGT 

under high-glucose primes it for interaction with ChREBP, and additionally leads to O-GlcNAcylation of 

ChREBP [249]. Glucose stimulation results in ChREBP-dependent recruitment of HCF-1, and 

subsequent HCF-1-mediated deposition of H3K4me3 marks [249]. This sequence of events occurs at 

lipogenic genes and promotes their expression under conditions conducive to lipogenesis. Through 

these interactions, HCF-1 appears to contribute to the expression of a vast array of genes involved in 

various metabolic and mitochondrial processes. These interactions and corresponding target genes 

may be the primary reason that half of nuclear OGT remains associated with HCF-1 following its 

cleavage, as it would enable the cellular nutrient state to influence their transcription. For PGC-1α, 

NFE2L1, and ChREBP, association with HCF-1 and, as a result, OGT, has a positive effect on their 

function, consistent with good nutrient levels promoting OGT function to enable expression of metabolic 

genes. 

While the cofactors mentioned up until this point have undergone reasonable interrogation, HCF-1 also 

has ample interaction partners that are substantially less understood, or not understood at all. Amongst 

these are HBM-dependent interactions with the cyclic AMP response element binding (CREB) protein 

family, including CREB3 and CREBZF [252, 280, 281]. The interaction of HCF-1 with CREBZF is 
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thought to limit transcriptional activation by CREB3 [282] and of HSV immediate-early genes by VP16 

[281], possibly by mutually exclusive interaction with the VIC domain. Also through the VIC domain, 

HCF-1 interacts with, and promotes transcriptional activation by, Krox20 [283], and can be shuttled 

between the cytoplasm and nucleus by HCF-1 regulator 1 (HCFC1R1) [284]. While the latter of these 

associations is intriguing, and suggests that HCF-1 activity might be regulated by its sub-cellular 

distribution, the context in which this occurs is unknown. HCF-1 contributes to the nuclear localization 

of VP16, and Mahajan et al. [284] proposed that nuclear export of HCF-1 by HCFC1R1 would create a 

pool of cytoplasmic HCF-1 for this function. As this is also likely a consequence of mimicry by VP16, 

this instead suggests that a cytoplasmic pool of HCF-1 is important for nuclear localization of 

endogenous proteins. Finally, an interaction between HCF-1 and Miz-1 impairs Miz-1-dependent 

transcriptional activation [285]. One of the two regions in Miz-1 that associates with HCF-1 is also 

responsible for interaction with MYC, and their mechanism of opposing Miz-1 function (p300 

recruitment) appears to be analogous [285]. Yeast two-hybrid assays have also identified interaction 

between the HCF-1 basic region and Sp1 [286], although the function of this interaction in normal cells 

has not been extensively interrogated. Finally, HCF-1C directly binds with protein phosphatase 1 (PP1) 

catalytic subunit (PPP1CC) and this complex co-immunoprecipitates phosphatase activity [287], but its 

function is similarly unknown. 

Here I have summarized the majority of what is known of HCF-1, both of its interaction partners and the 

genes it targets. The extent to which these are understood varies greatly, but the general theme 

appears to be that HCF-1 tethers transcription factors to either histone modifying complexes or to OGT. 

The former has mostly been linked to cell cycle genes, and the latter to genes for metabolism and 

mitochondrial biogenesis. I also expect that by understanding additional HCF-1 cofactors, we would 

gain a better grasp of its target genes, which currently appears to be an underestimation. 
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Role of HCF-1 in disease 

While the HCF-1 protein was discovered for its role in viral infection, the gene encoding HCF-1, HCFC1 

(or MRX3), was identified for being a driver of X-linked intellectual disability [288]. Indeed, a mutation 

within the 5’ untranslated region (UTR) of HCFC1 affects binding of the transcription factor Yin-Yang-1 

(YY1), leading to overexpression of HCFC1 [289]. This can impair the expression of genes involved in 

mitochondrial function, including those involved in mitochondrial ribosome biogenesis, and is thought to 

increase production of astrocytes and decrease neurite growth [289]. Neurological defects are also 

associated with an X-linked cobalamin disorder caused by mutations within the HCF-1VIC domain [290]. 

These mutations are proposed to alter the structure of HCF-1VIC, leading to impaired transcriptional 

activation of MMACHC, which encodes an enzyme involved in cobalamin metabolism [290]. 

Multiple reports have also implicated HCF-1 in non-alcoholic steatohepatitis (NASH) [249, 291], a 

severe form of non-alcoholic fatty liver disease (NAFLD) that can precede cirrhosis and hepatocellular 

carcinoma (HCC). However, the role of HCF-1 in NASH is somewhat conflicting, with Lane et al. [249] 

finding that HCF-1 levels are increased in NASH biopsies, while Minocha et al. [291] demonstrated that 

conditional knockout of HCF-1 from hepatocytes causes development of NASH in mice. Lane et al. 

[249] focussed on the contribution of overexpressed ChREBP to NAFLD progression, and how its 

interaction with HCF-1 promotes expression of lipogenic genes. Minocha et al. [291] also identified 

metabolic genes regulated by HCF-1, but instead emphasized its role in stabilizing PGC-1α to promote 

expression of genes involved in mitochondrial function, with the loss of HCF-1 and subsequently 

PGC-1α leading to malformed mitochondria and NAFLD. While HCF-1 may contribute to the 

development of cancer through NASH, it has additionally been found to be overexpressed in a variety 

of different cancer types [292] and this may be correlated with a poor prognosis [293]. Indeed, HCF-1 is 

associated with a number of well-defined proto-oncogenes, including MYC and MLL1, and tumor 

suppressors, such as BAP1. Furthermore, its known roles in cell cycle progression and promoting the 

expression of genes for mitochondrial biogenesis would make it an excellent mediator in the oncogenic 
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phenotype. Despite these, the contribution of HCF-1 to cancer, particularly on a molecular level, has not 

yet been investigated. 

Interaction between MYC and Host Cell Factor-1 

The Tansey laboratory first detected an association between MYC and HCF-1 through a proteomics 

screen using the MYC central portion [179]. Deletion mapping determined the carboxy-terminus of the 

central portion, which includes MbIV, was responsible for this interaction [179]. This region contains a 

strongly conserved series of amino acids, Q-H-N-Y-A-A (Figure 1-5A), that resembles a non-canonical 

HCF-1 binding motif (HBM) [179]. Although the canonical HBM has been defined as D/E-H-x-Y [252], 

asparagine is the first residue of the BAP1 HBM (Figure 1-5B) [294], and flexibility of the first residue 

has not been thoroughly interrogated. Thus, we proposed that the Q-H-N-Y sequence in MbIV is a 

putative HBM. Validation of the MYC HBM would both warrant and enable investigation into the nature 

of canonical versus non-canonical HBMs, a concept that has evaded appropriate interrogation. 

Specifically, this could be exploited to determine if the HBM definition should be expanded, or if non-

canonical HBMs cause a weakened interaction with HCF-1. 

We validated the MYC–HCF-1 interaction by viral transduction and co-immunoprecipitation of MYC 

containing either a deleted (Δ4) or alanine substituted (4A) putative HBM, finding that both of these 

were sufficient to disrupt interaction with HCF-1 (Figure 1-5C) [179]. While this provided initial validation 

of the MYC HBM, we had yet to provide evidence that this association occurred through the HCF-1VIC 

domain, which is the interaction surface utilized by HBM-containing proteins. Co-immunoprecipitation of 

endogenous MYC additionally revealed this interaction occurs in the absence of forced over-expression 

(Figure 1-5D) [179]. Furthermore, the interaction between Myc and Hcf is conserved in D. 

melanogaster, but occurs independently of a canonical HBM present in Myc, and is proposed to 
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contribute to transcriptional regulation by Myc through the recruitment of histone modifying complexes 

[295]. 

While we prepared this first manuscript for publication [179], Dingar et al. [296] also highlighted HCF-1 

as a possible MYC interaction partner based on BioID and overlap of ENCODE datasets. This was later 

validated by proximity-ligation assay (PLA), with the MYC–HCF-1 interaction found to be largely nuclear 

[297]. Kalkat et al. [15] also performed BioID, comparing the impact of MYC box deletion on interaction 

partners, and found the MbIV deletion reduced association with HCF-1 and various HCF-1 cofactors, 

including NFE2L1, GABP, E2F3, and PPP1CC. I mentioned above that, as a scaffolding protein, HCF-1 

is commonly found to tether transcription factors to enzymes, such as the HMT SETD1A, the HDAC 

SIN3A, or OGT. Although both SIN3A and OGT co-immunoprecipitated with MYC, neither were affected 

by deletion of MbIV [15]. While it is difficult to draw specific conclusions from this in the absence of 

validation, it may suggest that the function of HCF-1 in the context of its interaction with MYC is distinct 

from its previously identified roles. 

We assessed the contribution of the MYC–HCF-1 interaction to tumor growth by overexpressing MYC, 

WT or mutant, by viral transduction of mouse 3T3 fibroblasts, and injecting the cells into the flanks of 

nude mice [179]. Two mutations in MYC were utilized in these experiments; the 4A mutation described 

above and a WBM mutation that is known to perturb the association of MYC and WDR5, without 

affecting the MYC–HCF-1 interaction [179]. In this context, we found that the MYC 4A-expressing cells 

grew slower (Figure 1-5E) and resulted in a smaller tumor mass (Figure 1-5F). While this work was the 

first to determine an interaction partner for MbIV and verify the importance of this region to MYC-driven 

tumorigenesis, the functional significance of the MYC–HCF-1 connection remains unexplored. Even 

with the accumulating evidence surrounding the MYC–HCF-1 interaction, there is a distinct absence of 

an interrogation into the elements defining their association, and no molecular, transcriptional, or 

cellular functions have been determined for their relationship. By assigning a function to the MYC–

HCF-1 interaction, I hope to gather the when, where, and why this interaction would occur, and gauge 
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how it might contribute to both normal cell growth and MYC-driven tumorigenesis. Small-molecule 

inhibitors against cofactors of MYC are likely our best opportunity to disable MYC function itself. HCF-1 

is, in theory, a possible target in this respect, but understanding its function with MYC must first be 

achieved. 
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Figure 1-5: HCF-1 is a MYC interaction partner 
Figures are from Thomas et al. [179]. (A) Alignment of MbIV across MYC family members in different species. (B) 
Examples of proteins containing validated HCF-1 binding motifs (HBMs), and a comparison to the putative HBM 
present in MbIV. The canonical HBM sequence is D/E-H-x-Y. (C) FLAG-tagged full-length MYC, wild-type (WT) or 
with deletion (Δ4) or alanine substitution (4A) of the HBM, was stably transduced into HEK293 cells, and M2 
agarose were used to recover MYC and associated proteins. Both the deletion and alanine substitution mutations 
reduced interaction with HCF-1 without affecting interaction with WDR5. (D) Endogenous MYC was 
immunoprecipitated from MG132-treated HEK293 cells, and the resulting eluate probed for HCF-1C and WDR5 by 
western blotting. (E) and (F) NIH3T3 fibroblasts stably transduced with MYC, WT or containing the WDR5 binding 
motif (WBM) or 4A mutations, were injected into the flanks of athymic nude mice. Shown is the tumor volume (E) 
and the tumor mass (F). 
1-5: HCF-1 is a MYC interaction partner 
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Chapter II 

II. Materials and methods 

The following materials and methods are also described in my manuscript [182]. 

Primers and cloning 

See Table 2-1 for primer sequences. PCRs were performed using either Q5 DNA Polymerase (NEB, 

Ipswich, Massachusetts, M0491) or OneTaq DNA Polymerase (NEB M0480). Gibson assemblies were 

performed using Gibson Assembly Cloning Kit (NEB E5510). More specific details about cloning steps 

can be found in the relevant sections. 
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Table 2-1: Primer sequences 
Oligonucleotides used for cloning, Southern blot probe generation, and EMSA. 

2-1: Primer sequences 

Primer name Sequence Primer name Sequence

pCRIS-HCFC1N_F TCTAGAATGCTGATGGGC H307A_F atcaggcCAACTACGCAGCGCCTCC

pCRIS_R tactcggtcatggatccgggTATGTAACGCGGAACTC
C H307A_R gagtactGACGTGGCACCTCTTGAG

Puro-1 cccggatccATGACCGAGTACAAGCCC Y309A_F TCCCTCCACTaGGAAGGACTAT

Puro-FLAG_R cttatcgtcgtcatccttgtaatcAGGTCCAGGGTTCTC
CTC Y309A_R GGCGCTGCGgcGTTGTGCTGATGTGTGGAG

FLAG-FKBP_F gattacaaggatgacgacgataagGGAAGCGGAGGA
GTGCAGG V264G_F CccCATCGATTTCTTCCTCATCTTCTTG

FKBP_R tagcccatcagcattctagaAGATCCGCCGCCACCC
GA V264G_R TcTCTGTGGAAAAGAGGCAGG

pCRIS-HCFC1N_R actgtcgagcgcctaggctcaagaaGGATCCGGGTAT
GTAACG MYC-151_F TCCTACCAGGCTGCGCGC

HCFC1N_F TTCTTGAGCCTAGGCGCTCG MYC-151_R GGATCCGCCCGGGCTCTTATC

HCFC1N-5'Hom_R tgttatcctcctcgcccttgctcacGTTGGCGGGCGACA
CGGC MYC-delta331_F TAAGAATTCGATATCAAGCTTATC

mCherry_F GTGAGCAAGGGCGAGGAG MYC-delta331_R GACACTGTCCAACTTGAC

mCherry_R CTTGTACAGCTCGTCCAT VP16 
HBM:H307G_F gcgtatGCAGCGCCTCCCTCCACT

HCFC1-mCherry-
FKBP_F

cggcggcatggacgagctgtacaagGGAAGCGGAGC
TACTAACTTCAGCC

VP16 
HBM:H307G_R gccctcATGTGTGGAGACGTGGCACC

HCFC1-mCherry-
FKBP_R

attagctggactgacagcgctggcAGATCCGCCGCCA
CCCGA 5'_F CGATTTCGATTCCTCTGC

HCFC1N-3'Hom_F gccagcgctgtcagtccagctaatTTGCCAGCGGTGC
TTCTG 5'_R CCAGATCTGCTATCTCTCC

HCFC1N-3'Hom_R tttgctagcccatcagcattctagaTCGGCGGATGTTAA
ACTCTG GFP_F gggCCATGGTGAGCAAGGG

HCFC1N-sgRNA_F gctggcaagtGTTTTAGAGCTAGAAATAGCAAG GFP_R gggagatctGTACAGCTCGTCCATGC

HCFC1N-sgRNA_R ggtgcttctgGGTGTTTCGTCCTTTCCAC T7-HCF1_F tggccaacagatgggtCGCCATATGGAGCTCCTC

4A_F ggccgcATGTGTGGAGACGTGGCACCTC T7-HCF1_R cctgtcatcgatgccatCCCTTCGATATGGTGATGG

4A_R gccgcgGCAGCGCCTCCCTCCACTCG E-box_F-biotin GCTCAGGGACCACGTGGTCGGGGATC-
biotin

VP16 HBM_F gcgtatGCAGCGCCTCCCTCCACT E-box_F GCTCAGGGACCACGTGGTCGGGGATC

VP16 HBM_R gtgctcATGTGTGGAGACGTGGCACC E-box_R GATCCCCGACCACGTGGTCCCTGAGC

GUIDE MYC-1A cttgtgcgtaGTTTTAGAGCTAGAAATAGCAAG Mutant E-box_F GCTCAGGGACCAGCTGGTCGGGGATC

GUIDE MYC-1B agttccgtagCGGTGTTTCGTCCTTTC Mutant E-box_R GATCCCCGACCAGCTGGTCCCTGAGC

H307G_F gACACATCAGggCAACTACGCAGC

H307G_R GACACGTGGCACCTCTTG
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Cell culture 

293T cells were maintained in DMEM with 4.5 g/l glucose, L-Glutamine, and sodium pyruvate (Corning, 

Corning, New York, 10-013-CV), and supplemented with 10% fetal bovine serum (FBS, Denville 

Scientific, Metuchen, New Jersey, FB5001-H), and 1% penicillin/streptomycin (P/S, Gibco, Waltham, 

Massachusetts, 15140122). Ramos cells were obtained from the ATCC (Manassas, Virginia, 

CRL-1596) and maintained in RPMI 1640 with L-glutamine (Corning 10-040-CV), and supplemented 

with 10% FBS (Denville Scientific FB5001-H), and 1% P/S (Gibco 15140122). 

Antibodies  

Rabbit anti-HCF1C polyclonal (Bethyl Laboratories, Montgomery, Texas, Cat# A301-399A); rabbit anti-

HCF1N polyclonal [258]; rabbit anti-c-MYC monoclonal (Abcam, Cambridge, United Kingdom, Cat# 

ab32072); rabbit anti-HA (C29F4) monoclonal (Cell Signaling Technology, Danvers, Massachusetts, 

Cat# 3724); rabbit anti-WDR5 (D9E1I) monoclonal (Cell Signaling Technology Cat# 13105); rabbit anti-

IgG polyclonal (Cell Signaling Technology Cat# 2729); mouse anti-FLAG monoclonal, HRP-conjugated 

(Sigma-Aldrich, St. Louis, Missouri, Cat# A8592); mouse anti-T7 monoclonal, HRP conjugated 

(Millipore, Burlington, Massachusetts, Cat# 69048); mouse anti-GAPDH monoclonal, HRP conjugated 

(Thermo Fisher Scientific, Waltham, Massachusetts, Cat# MA5-15738-HRP); rabbit anti-GAPDH 

(D16H11) monoclonal, HRP conjugated (Cell Signaling Technology Cat# 8884); goat anti-rabbit IgG 

monoclonal, HRP conjugated (Thermo Fisher Scientific Cat# 31463); mouse anti-rabbit IgG 

monoclonal, light chain specific, HRP conjugated (Jackson ImmunoResearch Laboratories, West 

Grove, Pennsylvania, Cat# 211-032-171); rabbit anti-histone H3 (D1H2) XP monoclonal, HRP 

conjugated (Cell Signaling Technology Cat# 12648); rabbit anti-α-Tubulin (11H10) monoclonal, HRP 

conjugated (Cell Signaling Technology Cat# 9099); goat anti-rabbit IgG polyclonal, Alexa Fluor 594 

conjugated (Thermo Fisher Scientific A11012). 

Transient transfection, western blotting and immunoprecipitation 

pCGT-HCF-1VIC and pFLAG-VP16N constructs are described in Thomas et al. [179]. Q5 site-directed 

mutagenesis of pFLAG-MYC WT [178] was used to generate the following plasmids: pFLAG-MYC 4A 
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(4A_F and 4A_R), pFLAG-MYC H307G (H307G_F and H307G_R), pFLAG-MYC H307A (H307A_F and 

H307A_R), pFLAG-MYC Y309A (Y309A_F and Y309A_R), pFLAG-MYC VP16 HBM (VP16 HBM_F 

and VP16 HBM_R), and pFLAG-MYC VP16 HBM:H307G (VP16 HBM:H307G_F and VP16 

HBM:H307G_R). pFLAG-MYC WBM is from Thomas et al. [178]. Q5 site-directed mutagenesis of FGH-

MYC CP WT [179] was used to generate the following plasmids: FGH-MYC CP 4A (4A_F and 4A_R), 

FGH-MYC CP H307G (H307G_F and H307G_R), FGH-MYC CP H307A (H307A_F and H307A_R), 

FGH-MYC CP Y309A (Y309A_F and Y309A_R), FGH-MYC CP V264G (V264G_F and V264G_R), 

FGH-MYC CP VP16 HBM (VP16 HBM_F and VP16 HBM_R), and FGH-MYC CP VP16 HBM:H307G 

(VP16 HBM:H307G_F and VP16 HBM:H307G_R). The transactivation (MYC-151_F and MYC-151_R) 

or DNA binding (MYC-delta331_F and MYC-delta331_R) domains were deleted from pFLAG-MYC WT, 

4A, and VP16 HBM plasmids by Q5 site-directed mutagenesis. 

For transient transfection, plasmid (19 µg) was prepared with 0.25 M CaCl2, incubated for 10 minutes 

with 1X HBS (2X HBS: 140 mM NaCl, 1.5 mM Na2HPO4, 50 mM HEPES, pH to 7.05), then applied 

drop-wise to 293T cells. Cells were grown for two days before harvesting (see below). 

Cell lysates for western blotting or immunoprecipitation (IP) were prepared by rinsing cells twice in ice-

cold 1X PBS, and harvesting in Kischkel Buffer (50 mM Tris pH 8.0, 150 mM NaCl, 5 mM EDTA, 1% 

Triton X-100) + protease inhibitor cocktail (PIC, Roche, Basel, Switzerland, 05056489001). Cells were 

sonicated at 25% power for 10 s (Cole-Parmer, Vernon Hills, Illinois, GE 130PB-1), debris removed by 

centrifugation, and protein concentration determined using Protein Assay Dye (BioRad 500-0006) 

against a bovine serum albumin (BSA) standard. For western blotting, lysate was diluted in 5X Laemmli 

Buffer (375 mM Tris pH 6.8, 40% glycerol, 10% SDS, bromophenol blue, 2-Mercaptoethanol). For IP, 

the concentration of samples was balanced using Kischkel Buffer. Antibody or anti-FLAG M2 Affinity 

Gel (Millipore A2220) was added, and samples rotated overnight at 4°C. For unconjugated antibodies, 

20 µl bed volume of Protein A Agarose (Roche 11134515001) was added the following day to each 
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sample, and rotated for 2-4 hours at 4°C. Samples were then washed 4X with Kischkel buffer (2X 4°C 

and 2X at room-temperature), and incubated in Laemmli buffer for 5 minutes at 95°C. 

Protein from lysates and IPs were separated out by SDS-polyacrylamide gel electrophoresis (PAGE) in 

running buffer (25 mM Tris, 192 mM glycine, 0.2% SDS). Wet transfer to PVDF (PerkinElmer, Waltham, 

Massachusetts, NEF1002) was carried out in Towbin Transfer Buffer (25 mM Tris, 192 mM glycine, and 

10% methanol). Membrane was blocked in 5% milk in TBS-T (20 mM Tris pH 7.6, 140 mM NaCl, 0.1% 

Tween-20), hybridized overnight in primary antibody (or 1 hour for HRP-conjugated), and for 1 hour in 

HRP-conjugated secondary antibody (if required). ECL substrates, SuperSignal West Pico (Pierce, 

Waltham, Massachusetts, 34080), Pico+ (Pierce 34580), and Femto (Pierce 34095), were used in 

various combinations for detection of bands by exposure to film. 

In vitro binding assays 

pSUMO-MYC WT-FLAG containing 6XHis- and FLAG-tagged full-length MYC [178] was used for Q5 

site-directed mutagenesis to substitute in the 4A (4A_F and 4A_R) and VP16 HBM (VP16 HBM_F and 

VP16 HBM_R) mutations. Rosetta cells (Millipore 70954) were transformed with these plasmids, grown 

overnight, and induced the following day for three hours with 1 mM isopropyl β-d-1-

thiogalactopyranoside (IPTG) at 30°C. Resulting cell pellets were resuspended in Buffer A (100 mM 

NaH2PO4, 10 mM Tris, 6 M GuHCl, 10 mM imidazole) + PIC (Roche 05056489001). Cells were 

sonicated 3X at 25% power for 10s (Cole-Parmer GE 130PB-1), and debris removed by centrifugation. 

150 µl bed volume Ni-NTA agarose (QIAGEN, Venlo, Netherlands, 30210) was added to the samples 

and rotated for two hours at 4°C. Beads were sequentially washed 1X with Buffer A, 1X with Buffer A/TI 

(1:3 Buffer A:Buffer TI), 1X with Buffer TI (25 mM Tris-HCl pH 6.8, 20 mM imidazole), and 1X with 

SUMO wash buffer (3 mM imidazole, 10% glycerol, 1X PBS, 2 mM DTT) + PIC (Roche 05056489001). 

Recombinant MYC was eluted from the beads using SUMO elution buffer (250 mM imidazole, 10% 

glycerol, 1X PBS, 2 mM DTT) + PIC (Roche 05056489001). 
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HCF-1VIC (residues 1-380) from FGH-HCF1VIC [179] was cloned into pT7-IRES His-N (Takara 3290) 

using BamHI-HF (NEB R3136) and SalI-HF (NEB R3138), and Q5 site-directed mutagenesis was used 

to add an N-terminal T7 tag using the primers T7-HCF1_F and T7-HCF1_R. pT7-IRES His-T7-HCF-1VIC 

was in vitro transcribed/translated using the TnT Quick Coupled Transcription/Translation System 

(Promega, Madison, Wisconsin, L1171). Two milligrams recombinant MYC and 12 µl T7-HCF-1VIC were 

rotated overnight at 4°C in Kischkel buffer + PIC (Roche 05056489001). Anti-FLAG M2 Affinity Gel 

(Sigma-Aldrich), blocked with 10 µg BSA, was added to each sample and rotated for 2 hours at 4°C. 

Beads were washed 4X in Kischkel buffer + 2 µg/ml Aprotinin (VWR, Radnor, Pennsylvania, 

97062-752) + 1 µg/ml Pepstatin (VWR 97063-246) + 1 µg/ml Leupeptin (VWR 89146-578), and 

incubated in 1X Laemmli buffer for 5 minutes at 95°C. 

Generation of switchable MYC allele Ramos cell lines 

Q5 site-directed mutagenesis of MYC-WT targeting vector from Thomas et al. [21] was used to create 

MYC-4A (4A_F and 4A_R) and MYC-VP16 HBM (VP16 HBM_F and VP16 HBM_R). The pGuide 

plasmid described by Thomas et al. [21] was used as a backbone to introduce the sgRNA sequence 

GCTACGGAACTCTTGTGCGTA (pGuide-MYC1) by Q5 site directed mutagenesis with the primers 

GUIDE MYC-1A and GUIDE MYC-1B. 

For the generation of switchable cells, 10 million Ramos cells stably expressing CRE-ERT2 [21] were 

electroporated (BioRad Gene Pulser II, 220 V and 950 µF) with 10 µg of relevant targeting vector 

(MYC-4A or MYC-VP16 HBM), 15 µg pGuide-MYC1, and 15µ g pX330-U6-Chimeric_BB-CBh-hSpCas9 

(gift from Feng Zhang, AddGene plasmid #42230) [298]. WT and ∆264 cell lines were the same as 

those used in Thomas et al. [21]. Cells were treated with 150 ng/ml puromycin (Sigma-Aldrich P7255) 

and 100 µg/ml hygromycin (Corning 30240CR), selecting for the switchable MYC cassette and CRE-

ERT2 recombinase, respectively. Following selection, single cells, stained using propidium iodide (PI, 

Sigma-Aldrich P4864) for viability, were sorted by the Vanderbilt Flow Cytometry Shared Resource 

using a BD FACSAria III flow cytometer into a 96-well plate to generate clonal cell lines under 
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puromycin and hygromycin selection. Individual clones were expanded, and initially validated by 

switching for 24 hours using 20 nM (Z)-4-Hydroxytamoxifen (4-OHT, Tocris, Minneapolis, Minnesota, 

3412), and flow cytometry (see below) for GFP expression. Further validation was performed by 

western blotting after 24 hours 20 nM ±4-OHT (see below), and by Southern blotting (see below). The 

4A cell line (4A-1) used for the majority of experiments is haploinsufficient for part of chromosome 11, 

approximately between co-ordinates 118,685,194 and 134,982,408. This region of the genome was 

excluded from genomic analyses. For all experiments, switching was performed by treatment with 20 

nM 4-OHT for 2 or 24 hours (see relevant method or figure legend). 

Generation of dTAG Ramos cell lines 

To create pCRIS-mCherry-FLAG-dTAG-HCFC1, pCRIS-PITChv2-Puro-dTAG (BRD4) (gift from James 

Bradner, AddGene plasmid #91793) [299] was first modified to remove the BRD4 homology arms and 

replace the 2XHA tags with a FLAG tag. This was done by Gibson assembly of the vector (Q5 

amplification using pCRIS-HCFC1N_F and pCRIS_R), puromycin cassette (Q5 amplification using 

Puro-1 and Puro-FLAG_R), and FKBP12FV (Q5 amplification using FLAG-FKBP_F and pCRIS-

FKBP_R). The resulting vector was again modified using Gibson assembly by combining the vector (Q5 

amplification using pCRIS-HCFC1N_F and pCRIS-HCFC1N_R), an upstream 271bp HCFC1 5’ 

homology arm (hg19 chrX:153236265-153236535, OneTaq amplification using HCFC1N_F and 

HCFC1N-5’Hom_R), mCherry (Q5 amplification using mCherry_F and mCherry_R), FKBP12FV (Q5 

amplification using HCFC1-mCherry-FKBP_F and HCFC1-mCherry-FKBP_R), and a downstream 

800bp HCFC1 3’ homology arm (hg19 chrX:153235465-153236264, OneTaq amplification using 

HCFC1N-3’Hom_F and HCFC1N-3’Hom_R). The pGuide plasmid described by Thomas et al. [300] 

was used as a backbone to introduce the guide RNA sequence CAGAAGCACCGCTGGCAAGT 

(pGuide-HCFC1-N) by Q5 site-directed mutagenesis with the primers HCFC1N-sgRNA_F and 

HCFC1N-sgRNA_R. 

Fifteen micrograms pGuide-HCFC1-N and 10 µg pCRIS-mCherry-FLAG-dTAG-HCFC1 were 

electroporated (BioRad, Hercules, California, Gene Pulser II, 220 V and 950 µF) into Ramos cells, 
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alongside 15 µg pX330-U6-Chimeric_BB-CBh-hSpCas9 (gift from Feng Zhang, AddGene plasmid 

#42230) [298] into 10 million Ramos cells. Because HCFC1 is on the X chromosome and Ramos cells 

are XY [301], only a single copy of HCFC1 is present for targeting using CRISPR/Cas9. Following 

electroporation, cells were expanded and a population of mCherry-positive cells, stained using Zombie 

NIR viability dye (BioLegend, San Diego, California, 423105), was sorted by the Vanderbilt Flow 

Cytometry Shared Resource using a FACSAria III flow cytometer (Becton Dickinson (BD), Franklin 

Lakes, New Jersey). This population of cells was expanded further before validation by western 

blotting. All experiments were conducted using this population, and were treated with either DMSO 

(Sigma-Aldrich D2650) or 500 nM dTAG-47, which was synthesized by the Vanderbilt Institute of 

Chemical Biology Synthesis Core. 

Flow cytometry and cell cycle analysis 

Cells were filtered into 35 µm nylon mesh Falcon round bottom test tubes for flow cytometry, which was 

performed in the Vanderbilt Flow Cytometry Shared Resource. Single cells were gated based on side 

and forward scatter using the stated instruments.  

To determine the proportion of switching of the switchable MYC allele Ramos cell lines, cells were fixed 

in 1% formaldehyde (FA, Thermo Fisher 28908) in PBS for 10 minutes at room temperature. The 

number of GFP-positive cells was determined using a BD LSR II flow cytometer. 

For cell cycle analysis of the switchable MYC allele Ramos cell lines, cells were treated with 4-OHT for 

2 hours, at which point the media was replaced. Cells were maintained for 7 days, at which point 1x106 

cells were collected and fixed in 1% FA (Thermo Fisher 28908) in PBS for 10 minutes at room 

temperature, then washed 2X with PBS. Permeabilization and staining was done using cell cycle 

staining buffer (PBS, 10 µg/ml PI (Sigma-Aldrich P4864), 100 µg/ml RNAse A, 2 mM MgCl2, 0.1% Triton 

X-100) for 25 minutes at room temperature, then stored overnight at 4°C. PI staining of at least 10,000 

single cells for each the GFP-negative (GFP-) and GFP-positive (GFP+) populations was measured 

using a BD LSR Fortessa, and cell cycle distribution determined using BD FACSDIVA software 
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For cell cycle analysis of the FKBPFV-HCF-1N Ramos cells, cells were treated with DMSO or 500 nM 

dTAG for 24 hours. One million cells were collected and fixed in ethanol overnight. After fixation, cells 

were stained overnight at 4°C in cell cycle staining buffer (PBS, 10 µg/ml PI (Sigma-Aldrich P4864), 

100 µg/ml RNAse A, 2 mM MgCl2). PI staining of at least 10,000 single cells was measured using a BD 

LSR Fortessa, and cell cycle distribution determined using BD FACSDIVA software. 

See section ‘In vivo studies: Tumor formation and maintenance assays’ for details regarding flow 

cytometry experiments conducted on cells extracted from mice tumors. 

Southern blotting 

Genomic DNA (gDNA) was prepared from parental and unswitched switchable MYC cells (WT, 4A, and 

VP16 HBM) [302]. Briefly, cells were rinsed in ice-cold 1X PBS, and resuspended in DNA extraction 

buffer (10 mM Tris pH 8.1, 400 mM NaCl, 10 mM EDTA, 1% SDS, 50 µg/ml proteinase K (PK, 

Macherey-Nagel, Düren, Germany, 740506)). Lysis was performed overnight in a rotisserie at 56°C, 

before gDNA was extracted using ethanol precipitation. Southern blot was performed similarly to that 

described by Southern et al. [303]. gDNA (10 µg) was digested using XbaI (NEB R0145) and run out on 

a 1% agarose gel. DNA was transferred overnight to Hybond-N+ nylon membrane (GE Healthcare, 

Chicago, Illinois, RPN303B) by capillary action in transfer buffer (0.5 M NaOH, 0.6 M NaCl). The 

following day the membrane was immersed in neutralization buffer (1 M NaCl, 0.5 M Tris pH 7.4), UV 

cross-linked, and pre-hybridized overnight at 42°C in pre-hybridization buffer (50% formamide, 5X 

SSCPE (20X SSCPE: 2.4 M NaCl, 0.3 M Na citrate, 0.2 M KH2PO4, 0.02 M EDTA), 5X Denhardt’s 

solution (Invitrogen, Waltham, Massachusetts, 750018), 0.5 mg/ml salmon sperm DNA (Agilent, Santa 

Clara, California, 201190), 1% SDS). Templates for probe generation were prepared by Q5 

amplification from MYC-WT targeting vector using primers GFP_F and GFP_R (GFP template) and 

from parental Ramos cell gDNA using primers 5’_F and 5’_R, followed by gel purification. Probes were 

prepared by random priming of corresponding PCR products (5’ and GFP templates) in the presence of 

[αP32]CTP (PerkinElmer BLU513H100UC). Unincorporated nucleotides were removed using a 
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Sephadex G-50 column (GE Healthcare 28-9034-08). The membrane was incubated overnight at 42°C 

with probe in hybridization buffer (50% formamide, 5X SSCPE, 5X Denhardt’s solution (Invitrogen 

750018), 0.1 mg/ml salmon sperm DNA (Agilent 201190), 1% SDS, 10% Dextran solution). Membrane 

was washed three times in 2X SSC/0.1% SDS (20X SSC: 3 M NaCl, 0.3 M Na Citrate, pH 7.0) and 

twice in 0.2X SSC/0.1% SDS, then exposed to a phosphor screen and developed using a 

phosphorimager (GE Healthcare Typhoon). 

Chromatin fractionation 

Chromatin fractionation was performed, with slight modification, as described by Mendez and Stillman 

[304]. Switchable MYC Ramos cells that had been treated for 24 hours with 4-OHT were washed in ice-

cold PBS, resuspended in 200 µl Buffer A (10mM HEPES pH 7.9, 10mM KCl, 1.5mM MgCl2, 0.34 M 

sucrose, 10% glycerol, 1mM DTT) + PIC + PMSF + 0.1% Triton X-100, and incubated on ice for 10 

minutes. The resulting lysate was centrifuged 1,300 x g for 5 minutes at 4°C, with the pellet (P1) 

containing the nuclei. The supernatant (S1) was centrifuged at 20,000 x g for 10 minutes at 4°C, giving 

pellet P2 and supernatant S2. P2 was discarded and S2, corresponding to the soluble portion of the 

total cell extract, was diluted out in Laemmli buffer. P1 was gently washed in Buffer A, resuspended by 

pipetting up and down in Buffer B (3 mM EDTA, 0.2 mM EGTA, 1 mM DTT) + PIC + PMSF, and 

incubated on ice for 30 minutes. The lysed nuclei were centrifuged at 1,700 x g for 5 minutes at 4°C to 

give soluble nuclear proteins (S3) and chromatin-bound proteins (P3). S3 was diluted out in Laemmli 

buffer. P3 was gently washed in Buffer B, resuspended in Laemmli buffer, and sonicated for 15 seconds 

at 25% power. All samples (S2, S3, P3) were incubated at 95°C for 3 minutes. Proteins were separated 

out by SDS-PAGE and transferred to PVDF, as described above, and probed for HCF-1C, HA, tubulin, 

and H3. 

Immunofluorescence 

This protocol was performed by G. Caleb Howard of Cell and Developmental Biology at Vanderbilt 

University. Following a 24 hour treatment with 4-OHT, 105 switchable MYC Ramos cells were attached 

to slides by CytoSpin (800 RPM, 3 minutes), fixed for 10 minutes with 3% methanol-free FA (Thermo 
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Fisher Scientific 28908) diluted in PBS, and washed three times with PBS. Cells were permeabilized for 

10 minutes with Permeabilization Solution (0.1% Triton X-100 in PBS), blocked for 1 hour with Blocking 

Solution (2.5% BSA in Permeabilization Solution), and incubated with Blocking Solution containing anti-

HA antibody (1:500, Cell Signaling 3724) for 1 hour. Cells were washed three times with PBS and 

incubated with Blocking Solution containing Goat anti-Rabbit IgG Alexa Fluor 594 antibody (1:350, 

Thermo Fisher Scientific A11012) for 1 hour. Cells were washed three times with PBS, and coverslips 

mounted with ProLong Gold Antifade Mountant with DAPI (Thermo Fisher Scientific P36941). Slides 

were imaged by wide-field fluorescent microscopy on a Nikon Eclipse Ti equipped with a Nikon Plan 

Apo λ 100x/1.45 Oil objective, Nikon DS-Qi2 camera, and Excelitas X-Cite 120LED illuminator using 

identical settings for each sample and representative images shown. 

Chromatin immunoprecipitation and library preparation 

Chromatin immunoprecipitation (ChIP) was performed, with slight modification, as described by 

Thomas et al. [178]. Cells were first treated with 20nM 4-OHT for 24 hours, then crosslinked in 1% 

methanol-free FA (Thermo Fisher 28908) for 10 minutes and quenched using 0.125 mM glycine. The 

cells were then rinsed twice in ice-cold 1X PBS, and lysed in formaldehyde lysis buffer (FALB: 50 mM 

HEPES pH 7.5, 140 mM NaCl, 1mM EDTA, and 1% Triton X-100) + 1% SDS + PIC (Roche 

05056489001). Sonication was performed in a BioRuptor (Diagenode, Denville, New Jersey) for 25 

minutes, 30s on/30s off, and debris removed by centrifugation. To enable ChIP efficiency to be 

determined by qPCR, a 1:50 (2%) sample of chromatin was removed (input) prior to antibody addition. 

For anti-HA, anti-rabbit IgG or anti-HCF1N ChIP, antibody was added to chromatin prepared from 

12x106 Ramos cells, and samples rotated overnight at 4°C. Protein A Agarose (Roche 11134515001), 

blocked with 10µg BSA, was added to each sample and rotated at 4°C for 2-4 hours. Washes were 

performed with Low Salt Wash Buffer (20 mM Tris pH 8.0, 150 mM NaCl, 2 mM EDTA, 1% Triton 

X-100), High Salt Wash Buffer (20 mM Tris pH 8.0, 500 mM NaCl, 2 mM EDTA, 1% Triton X-100), 

Lithium Chloride Wash Buffer (10 mM Tris pH 8.0, 250 mM LiCl, 1 mM EDTA, 1% Triton X-100), and 
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twice with TE (10 mM Tris pH 8.0, 1 mM EDTA). Input and ChIP sample crosslinking were reversed at 

65°C overnight in 50 µl TE + 200 mM NaCl + 0.1% SDS + 20-40 µg PK (Macherey-Nagel 740506).  

For sequencing, three independent ChIPs (anti-IgG from CRE-ERT2 parental cells, anti-HCF1N from 

MYC-WT, 4A, or VP16 HBM cells, or anti-HA from CRE-ERT2 parental cells, MYC-WT, 4A, or VP16 

HBM cells) performed using the same antibody with the same chromatin were combined and DNA was 

extracted with phenol:chloroform:isoamyl alcohol, and ethanol precipitated with glycogen (Roche 

10901393001) or GlycoBlue (Invitrogen AM9516). Libraries were prepared using NEBNext Ultra II DNA 

Library Prep Kit for Illumina (NEB E7645S) and NEBNext Multiplex Oligos for Illumina (NEB Set 1 

E7335, Set 2 E7500S, NEB Unique Dual Index E6440S). Additional AMPure clean-ups at the start and 

the end of library preparation were included. Sequencing was carried out by Vanderbilt Technologies for 

Advanced Genomics using 75 bp paired-end sequencing on Illumina NextSeq 500 for anti-IgG and anti-

HCF1N ChIPs or 150 bp paired-end sequencing on Illumina NovaSeq for anti-HA. The total number of 

sequencing reads for each replicate is shown in Table 2-2. 

For qPCR, samples (either input or ChIP) were brought up to a final volume of 200 µl using TE. Each 

reaction was performed in a final volume of 15 µl, containing 2X SYBR FAST qPCR Master Mix (Kapa, 

Wilmington, Massachusetts, KK4602), 300 nM of each primer, and 2 µl of diluted sample. Three 

technical replicates were performed for each sample, and the mean Ct of these was used for 

calculating percent input. The mean Ct value for input was adjusted using the equation Ct(input)-

log2(50). Percent input was then calculated using the equation 100*2^(adjustedCt-Ct(ChIP)). Three 

biological replicates of ChIP-qPCR were performed using primers to amplify across the genes 

EXOSC5, UTP20, POLR1A, EIF2S1, EIF4G3, and HBB (β-Globin). 
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Table 2-2: Next-generation sequencing read counts 

2-2: Next-generation sequencing read counts 

Experiment Sample Total Reads Experiment Sample Total Reads

Parental dTAG RNA-Seq DMSO rep1 45286657 Tumor RNA-Seq 4A2 rep3 52286744
Parental dTAG RNA-Seq DMSO rep2 42180049 Tumor RNA-Seq 4A2 rep4 52314725

Parental dTAG RNA-Seq DMSO rep3 46846258 Tumor RNA-Seq delta264 rep1 52248487

Parental dTAG RNA-Seq dTAG rep1 51532685 Tumor RNA-Seq delta264 rep2 52798759

Parental dTAG RNA-Seq dTAG rep2 51751441 Tumor RNA-Seq delta264 rep3 52770341

Parental dTAG RNA-Seq dTAG rep3 48532954 Tumor RNA-Seq delta264 rep4 52681554

FKBPFV-HCF-1N RNA-Seq DMSO rep1 137074323 Switchable MYC cells HCF-1N ChIP-Seq Parental IgG rep1 61857969

FKBPFV-HCF-1N RNA-Seq DMSO rep2 97856532 Switchable MYC cells HCF-1N ChIP-Seq Parental IgG rep2 62287619

FKBPFV-HCF-1N RNA-Seq DMSO rep3 98517439 Switchable MYC cells HCF-1N ChIP-Seq Parental IgG rep3 71279380

FKBPFV-HCF-1N RNA-Seq dTAG rep1 97407294 Switchable MYC cells HCF-1N ChIP-Seq WT rep1 69241747

FKBPFV-HCF-1N RNA-Seq dTAG rep2 66587719 Switchable MYC cells HCF-1N ChIP-Seq WT rep2 65745408

FKBPFV-HCF-1N RNA-Seq dTAG rep3 83248853 Switchable MYC cells HCF-1N ChIP-Seq WT rep3 69388788

Switchable MYC cells RNA-Seq WT rep1 45540235 Switchable MYC cells HCF-1N ChIP-Seq 4A rep1 69785267

Switchable MYC cells RNA-Seq WT rep2 43916750 Switchable MYC cells HCF-1N ChIP-Seq 4A rep2 64115684

Switchable MYC cells RNA-Seq WT rep3 45294510 Switchable MYC cells HCF-1N ChIP-Seq 4A rep3 74811512

Switchable MYC cells RNA-Seq 4A rep1 51877019 Switchable MYC cells HCF-1N ChIP-Seq VP16 HBM rep1 62199784

Switchable MYC cells RNA-Seq 4A rep2 47122065 Switchable MYC cells HCF-1N ChIP-Seq VP16 HBM rep2 63942557

Switchable MYC cells RNA-Seq 4A rep3 41380579 Switchable MYC cells HCF-1N ChIP-Seq VP16 HBM rep3 64738443

Switchable MYC cells RNA-Seq VP16 HBM rep1 40905512 Switchable MYC cells HA ChIP-Seq Parental rep1 65083068 

Switchable MYC cells RNA-Seq VP16 HBM rep2 44677502 Switchable MYC cells HA ChIP-Seq Parental rep2 65894596

Switchable MYC cells RNA-Seq VP16 HBM rep3 40651373 Switchable MYC cells HA ChIP-Seq Parental rep3 67616570

Tumor RNA-Seq WT rep1 52435549 Switchable MYC cells HA ChIP-Seq WT rep1 71303212

Tumor RNA-Seq WT rep2 52282103 Switchable MYC cells HA ChIP-Seq WT rep2 74829473

Tumor RNA-Seq WT rep3 52600096 Switchable MYC cells HA ChIP-Seq WT rep3 62868116

Tumor RNA-Seq WT rep4 52173879 Switchable MYC cells HA ChIP-Seq 4A rep1 64784838

Tumor RNA-Seq 4A1 rep1 52647667 Switchable MYC cells HA ChIP-Seq 4A rep2 71217193

Tumor RNA-Seq 4A1 rep2 52816902 Switchable MYC cells HA ChIP-Seq 4A rep3 71209691

Tumor RNA-Seq 4A1 rep3 52295999 Switchable MYC cells HA ChIP-Seq VP16 HBM rep1 75586322

Tumor RNA-Seq 4A1 rep4 52908454 Switchable MYC cells HA ChIP-Seq VP16 HBM rep2 82572915

Tumor RNA-Seq 4A2 rep1 52150641 Switchable MYC cells HA ChIP-Seq VP16 HBM rep3 55442880

Tumor RNA-Seq 4A2 rep2 52678027
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Electrophoretic mobility shift assays 

MYC:MAX dimers were purified and prepared as described by Farina et al. [305]. pRSET-6XHis-MYC 

WT, a gift from Ernest Martinez, was used as a template for Q5 site directed mutagenesis to substitute 

in the 4A (4A_F and 4A_R) and VP16 HBM (VP16 HBM_F and VP16 HBM_R) mutations. The resulting 

plasmids, or pET-His-MAX, also from Ernest Martinez, were transformed into Rosetta cells (Millipore 

70954), grown overnight, and induced the following day for three hours with 1 mM IPTG at 30°C. 

Resulting bacterial cell pellets were washed 1X with ice-cold wash buffer (10 mM Tris pH 7.9, 100 mM 

NaCl, 1 mM EDTA), then resuspended in lysis buffer (20 mM HEPES pH 7.9, 500 mM NaCl, 10% 

glycerol, 0.1% NP-40, 10 mM BME, 1 mM PMSF) and sonicated. Centrifugation was used to separate 

out the insoluble (pellet) and soluble (supernatant) fractions. For MAX, the recombinant protein is 

present in the supernatant, and was then purified using Ni-NTA agarose (see below). For MYC 

samples, the supernatant was discarded, and the insoluble pellet was resuspended in E-buffer (50 mM 

HEPES pH 7.9, 5% glycerol, 1% NP-40, 10% Na-DOC, 0.5 mM BME), lysed using a Dounce 

homogenizer and B-pestle, and centrifuged. The pelleted inclusion bodies were lysed overnight in S-

buffer (10 mM HEPES pH 7.9, 6 M GuHCl, 5 mM BME) by shaking at 25°C, and debris spun out by 

centrifugation. 

Both the MAX supernatant and MYC supernatant from lysed inclusion bodies were adjusted to 5 mM 

imidazole. MYC and MAX were then bound to 75 µl bed volume Ni-NTA agarose (QIAGEN 30210). 

Successive washes were performed for 5 minutes each at 4°C: 3X with S-buffer + 5 mM imidazole, 3X 

with BC500 (20 mM Tris pH 7.9, 20% glycerol, 500 mM KCl, 0.05% NP-40, 10 mM BME, 0.2 mM 

PMSF) + 7 M urea + 5 mM imidazole, 1X with BC100 (20 mM Tris pH 7.9, 20% glycerol, 100 mM KCl, 

0.05% NP-40, 10 mM BME, 0.2 mM PMSF) + 7 M urea + 15 mM imidazole, 1X with BC100 + 7 M urea 

+ 30 mM imidazole. Elution was performed using BC100 + 7 M urea + 300 mM imidazole. 

Concentration of recombinant MYC and MAX was determined by running samples out on a 12% 

acrylamide gel alongside a BSA standard, and staining using Coomassie stain (50% methanol, 10% 

acetic acid, 0.1% w/v Coomassie Brilliant Blue). 
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For renaturation, 1.5 µg recombinant MAX was combined with 15 µg recombinant MYC (1:3 molar 

ratio), and brought up to a final volume of 150 µl using BC100 + 7 M urea. Dialysis was performed 

using a “Slide-A-Lyzer” (Thermo Fisher 66383), with each dialysis step done for 2 hours stirring in the 

following solutions: BC500 + 0.1% NP-40 + 4 M urea at room temperature, BC500 + 0.1% NP-40 + 2 M 

urea at room temperature, BC500 + 0.1% NP-40 + 1 M urea at room temperature, BC500 + 0.1% 

NP-40 + 0.5 M urea at room temperature, BC500 at 4°C, and twice BC100 at 4°C. The product was 

centrifuged to remove debris, and BSA was added to a final concentration of 500 ng/µl. 

Double-stranded labeled E-box probe (biotin group at the 3’ end) and unlabeled competitors were 

prepared with dsDNA buffer (30 mM Tris pH 7.9, 200 mM KCl), and incubated at 95°C for 5 minutes. 

The E-box sequence used was 5′-GCTCAGGGACCACGTGGTCGGGGATC-3′ and the mutant E-box 

sequence used was 5′-GCTCAGGGACCAGCTGGTCGGGGATC-3′ (IDT). Double-stranded probe, and 

the specific and non-specific competitors were prepared by combining 25 µM of each strand in dsDNA 

buffer (30 mM Tris pH 7.9, 200 mM KCl). For the probe, the forward strand carried a 3’ biotin group. 20 

fmol of labeled probe was bound to 0.55 pmol MYC:MAX or 0.06 pmol MAX:MAX dimers in the 

presence of 20 ng poly(dI-dC) (Thermo Fisher 20148E) in binding reaction buffer (15 mM Tris pH 7.9, 

15% glycerol, 100 mM KCl, 0.15 mM EDTA, 0.075% NP-40, 7.5 mM BME, 375 ng/µl BSA) for 30 

minutes at room temperature. For reactions involving unlabeled specific or non-specific competitor, 

these were included in the binding reaction at a 100-fold excess over the biotinylated probe. EMSA gel 

loading solution (Thermo Fisher 20148K) was added to each sample and these were loaded onto a pre-

run 6% polyacrylamide gel in 0.5X TBE (45 mM Tris, 45 mM boric acid, 1 mM EDTA). The gel was 

transferred to Hybond-N+ nylon membrane (GE Healthcare RPN303B) in 0.5X TBE for 30 minutes at 

100 V. The remainder of the protocol was performed using LightShift Chemiluminescent EMSA Kit 

(Thermo Fisher 20148) according to manufacturer’s instructions. 
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RNA preparation, RT-qPCR, and RNA-Seq 

Cell pellets were resuspended in 1 ml TRIzol (Invitrogen 15596026), and RNA was prepared according 

to the manufacturer’s instructions. For switchable MYC allele Ramos cells, cells were treated with 20 

nM 4-OHT for 24 hours, and harvested. Prepared RNA was submitted to GENEWIZ (South Plainfield, 

NJ) for DNAse treatment, rRNA depletion, library preparation, and 150 bp paired-end sequencing on 

Illumina HiSeq. For untagged or FKBPFV-HCF-1N Ramos cells, cells were treated with DMSO or 500 

nM dTAG-47 for 3 hours, and prepared RNA was DNAse treated prior to submission to Vanderbilt 

Technologies for Advanced Genomics for rRNA depletion, library preparation, and 150 bp paired-end 

sequencing on Illumina NovaSeq 6000. The total number of sequencing reads for each replicate is 

shown in Table 2-2. 

For validation of RNA-Seq by reverse transcriptase qPCR (RT-qPCR), RNA was prepared as above 

and 1 µg was converted to cDNA using M-MLV reverse transcriptase (Promega M1701) in the presence 

of random hexamers (Invitrogen N8080127), RNase inhibitor (Thermo Fisher Scientific N8080119), and 

dNTPs (NEB N0446S). The resulting cDNA was brought up to a final volume of 160 µl using water. 

qPCR was performed in a final volume of 15 µl, containing 2X SYBR FAST qPCR Master Mix (Kapa), 

300 nM of each primer, and 2 µl of diluted sample. Three technical replicates were performed for each 

sample, and the mean Ct of these was used for calculating fold-change. The mean Ct value for the 

gene of interest (GOI) was normalized to GAPDH (ΔCt) using the equation Ct(GOI)-Ct(GAPDH). For 

switchable MYC allele Ramos cells, ΔΔCt was calculated between treated (+4-OHT) and untreated (-4-

OHT) cells. For FKBPFV-HCF-1N Ramos cells, ΔΔCt was calculated between dTAG-47-treated and 

DMSO-treated cells. Fold-change was then calculated using the equation 2^(-ΔΔCt). Three biological 

replicates of RT-qPCR were performed. 
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Table 2-3: Quantitative PCR primer sequences 

2-3: Quantitative PCR primer sequences 

Primer name Sequence Primer name Sequence

MYCP-4 AaGAaAAcGTgAAacGca EXOSC5-2 AGGATCACTTCGAGTGTGGC
MYCP-5 gAGaGCgAAgAAGgatCtc UTP20-1 TCCGTGGATACCAGGTCCAT
SNHG15_F CGCCACTGAACCCAATCC UTP20-2 TCCGACCTGCAGCTTATTGG
SNHG15_R TCTAGTCATCCACCGCCATC MARS2-1 TCTCTCCTGGAGGACTTCGG
HBB-1 GGCTGTCATCACTTAGACCTC MARS2-2 CATCACAAGCATCATCGCCG
HBB-2 GGTTGCTAGTGAACACAGTTG EIF2S1-1 AAGCATGCAGTCTCAGACCC
EIF2S1_F TTCGTCCTTGTTCTCGGAGG EIF2S1-2 GTGGGGTCAAGCGCCTATTA
EIF2S1_R CGCAAGCGCTGAACGAATAG POLRMT-1 GCTACAGGAAGGGCCTGAC
EXOSC5_F TTTGGCGTCAGTATGCGTCT POLRMT-2 CACACCTGGTTCATGACGGA
EXOSC5_R CTGGTTACGCAGCCTGTTTG SUCLA2-1 TGGTACGGTTACAAGGTACACG
UTP20_F ACACCTCACCCAAACGCC SUCLA2-2 TGCTTGCTTCGCTAAGGTCA
UTP20_R GGGTCACGTGGACGGAAAA WDR3-1 TATGATCAGCTAGGAGGCAG
POLR1A_F GTTCCACTCACCACCTGACT WDR3-2 CTTTCCCACTAGTAACTAGC
POLR1A_R AAATGTCGTTCCTGCGACCG RRP9-1 GACATTCGCGTTTTACGGGG
EIF4G3-1 CCTTTCACGGCAATATCCTC RRP9-2 CACTCTCCACGCTCCACTTA
EIF4G3-2 TGAGTGAAGAAAATCCACCG GAPDH-1 AAGGTGAAGGTCGGAGTCAAC
EXOSC5-1 CTTCCTTCCTGCAAGGTGACA GAPDH-2 GTTGAGGTCAATGAAGGGGTC

58



Next generation sequencing analyses 

The following analysis was conducted by Jing Wang and Qi Liu at the Department of Biostatistics and 

Center for Quantitative Sciences, Vanderbilt University Medical Center. After adapter trimming by 

Cutadapt [306], RNA-Seq reads were aligned to the hg19 genome using STAR [307] and quantified by 

featureCounts [308]. Differential analysis were performed by DESeq2 [309], which estimated the log2 

fold changes, Wald test P-values, and adjusted P-value (false discovery rate, FDR) by the Benjamini-

Hochberg procedure. The significantly changed genes were chosen with the criteria FDR < 0.05. ChIP-

Seq reads were aligned to the hg19 genome using Bowtie2 [310] after adapter trimming. Peaks were 

called by MACS2 [311] with a q-value of 0.01. Calculation of ChIP read counts and identification of 

differential binding peaks were done using DiffBind [312]. Peaks were annotated using Homer 

command annotatePeaks, and enriched motifs were identified by Homer command findMotifsGenome 

(http://homer.ucsd.edu/homer/). All genomics data were deposited at GEO with the accession number 

GSE152385. 

Cell growth and glutamine deprivation assays 

To measure the impact of HCF-1N degradation on cell growth, FKBPFV-HCF-1N Ramos cells were 

plated at a density of 20,000 cells/ml with either DMSO or 500 nM dTAG-47. Cells were then counted 

every 24 hours for the following four days, without replacement of the compound or changing of the 

media. 

To measure the impact of altering the MYC−HCF-1 interaction on cell growth, switchable MYC allele 

Ramos cell lines were treated with 20 nM 4-OHT for 2 hours to create a 50/50 mix of GFP-negative 

(WT) to GFP-positive (mutant) cells. Cells were sampled 24 hours later, and every three days following. 

Sampled cells were fixed in 1% FA in PBS for 10 minutes at room temperature, and the proportion of 

GFP-positive cells was determined using a BD LSR II flow cytometer at the Vanderbilt Flow Cytometry 

Shared Resource. To account for variation in the proportion of GFP-positive cells between replicates, 

each replicate was normalized to the proportion of GFP-positive cells at 24 hours post-treatment with 4-

OHT. 

59



To measure the impact of altering the MYC−HCF-1 interaction on glutamine dependence, switchable 

MYC allele Ramos cell lines were treated with 20 nM 4-OHT for 2 hours, and allowed to recover for 

three days. Cells were then split into RPMI 1640 without L-Glutamine (Corning 15-040-CV), 

supplemented with 10% dialyzed FBS (Gemini Bio, West Sacramento, California, 100-108), and 1% P/

S (Gibco 15140122), and grown for 16 hours with or without supplemental 2mM glutamine (Gibco 

25030081). Glutamine was added back to the cells that were deprived, grown for three days, and fixed 

in 1% FA in PBS for 10 minutes at room temperature. The proportion of GFP-positive cells was 

determined using a BD LSR II flow cytometer, and normalized to the proportion of GFP-positive cells 

prior to being grown with or without supplemental glutamine. For the 4A and VP16 HBM cells, the 

proportion of GFP-positive cells was normalized to that in WT for glutamine supplementation (Gln+) or 

deprivation (Gln-). 

Metabolomics 

Sample preparation and analysis for metabolomics was performed by the Vanderbilt Center for 

Innovative Technology. 

Sample Preparation 

Global, untargeted metabolomics was performed on switchable MYC allele Ramos cell lines treated 

with 20 nM 4-OHT for 24 hours. Individual cell pellet samples were lysed using 200 µl ice cold lysis 

buffer (1:1:2, Acetonitrile : Methanol : Ammonium Bicarbonate 0.1 M, pH 8.0, LC-MS grade) and 

sonicated using a probe tip sonicator, 10 pulses at 30% power, cooling down on ice between samples. 

A bicinchoninic acid protein assay was used to determine the protein concentration for individual 

samples, and adjusted to 200 µg total protein in 200 µl of lysis buffer. Isotopically labeled standard 

molecules, Phenylalanine-D8 and Biotin-D2, were added to each sample to assess sample extraction 

quality. Samples were subjected to protein precipitation by addition of 800 µl of ice cold methanol (4X 

by volume), and incubated at -80°C overnight. Samples were centrifuged at 10,000 rpm for 10 minutes 

to eliminate precipitated proteins and supernatant(s) were transferred to a clean microcentrifuge tube 

and dried down in vacuo. Samples were stored at -80°C prior to LC-MS analysis.  
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Global untargeted LC-MS/MS analysis 

For mass spectrometry analysis, individual samples were reconstituted in 50 µl of appropriate 

reconstitution buffer (HILIC: acetonitrile/ H2O, 90:10, v/v, RPLC: acetonitrile/H2O with 0.1% formic acid, 

3:97, v/v). Samples were vortexed well to solubilize the metabolites and cleared by centrifugation using 

a benchtop mini centrifuge to remove insoluble material. Quality control samples were prepared by 

pooling equal volumes from each sample. During final reconstitution, isotopically labeled standard 

molecules, Tryptophan-D3, Carnitine-D9, Valine-D8, and Inosine-4N15, were spiked into each sample 

to assess LC-MS instrument performance and ionization efficiency. 

High resolution (HR) MS and data-dependent acquisition (MS/MS) analyses were performed on a high 

resolution Q-Exactive HF hybrid quadrupole-Orbitrap mass spectrometer (Thermo Fisher Scientific, 

Bremen, Germany) equipped with a Vanquish UHPLC binary system and autosampler (Thermo Fisher 

Scientific, Germany) at the Vanderbilt Center for Innovative Technology. For HILIC analysis metabolite 

extracts (10 µl injection volume) were separated on a SeQuant ZIC-HILIC 3.5-µm, 2.1 mm × 100 mm 

column (Millipore Corporation, Darmstadt, Germany) held at 40°C. Liquid chromatography was 

performed at a 200 µl min−1 using solvent A (5 mM Ammonium formate in 90% H2O, 10% acetonitrile) 

and solvent B (5 mM Ammonium formate in 90% acetonitrile, 10% H2O) with the following gradient: 

95% B for 2 min, 95-40% B over 16 min, 40% B held 2 min, and 40-95% B over 15 min, 95% B held 10 

min (gradient length 45 minutes). For the RPLC analysis metabolite extracts (10 µl injection volume) 

were separated on a Hypersil Gold, 1.9 µm, 2.1 mm x 100 mm column (Thermo Fisher) held at 40°C. 

Liquid chromatography was performed at a 250 µl/min using solvent A (0.1% formic acid in H2O) and 

solvent B (0.1% formic acid in acetonitrile) with the following gradient: 5% B for 1 minute, 5-50% B over 

9 minutes, 50-70% B over 5 minutes, 70-95% B over 5 minutes, 95% B held 2 minutes, and 95-5% B 

over 3 minutes, 5% B held 5 minutes (gradient length: 30 minutes). 
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Full MS analyses were acquired over a mass range of m/z 70-1050 using electrospray ionization 

positive mode. Full mass scan was used at a resolution of 120,000 with a scan rate of 3.5 Hz. The 

automatic gain control (AGC) target was set at 1 × 106 ions, and maximum ion injection time was at 100 

ms. Source ionization parameters were optimized with the spray voltage at 3.0 kV, and other 

parameters were as follows: transfer temperature at 280 °C; S-Lens level at 40; heater temperature at 

325°C; Sheath gas at 40, Aux gas at 10, and sweep gas flow at 1.  

Tandem mass spectra were acquired using a data dependent scanning mode in which one full MS scan 

(m/z 70-1050) was followed by 2, 4 or 6 MS/MS scans. MS/MS scans were acquired in profile mode 

using an isolation width of 1.3 m/z, stepped collision energy (NCE 20, 40), and a dynamic exclusion of 

6 s. MS/MS spectra were collected at a resolution of 15000, with an AGC target set at 2 × 105 ions, and 

maximum ion injection time of 100 ms. The retention times and peak areas of the isotopically labeled 

standards were used to assess data quality.  

Metabolite data processing and analysis 

LC-HR MS/MS raw data were imported, processed, normalized and reviewed using Progenesis QI 

v.2.1 (Non-linear Dynamics, Newcastle, UK). All MS and MS/MS sample runs were aligned against a 

quality control (pooled) reference run, and peak picking was performed on individual aligned runs to 

create an aggregate data set. Unique ions (retention time and m/z pairs) were grouped (a sum of the 

abundance of unique ions) using both adduct and isotope deconvolutions to generate unique 

“features” (retention time and m/z pairs) representative of unannotated metabolites. Data were 

normalized to all features using Progenesis QI. Compounds with <25% coefficient of variance (%CV) 

were retained for further analysis. Variance stabilized measurements achieved through log 

normalization were used with Progenesis QI to calculate P-values by one-way analysis of variance 

(ANOVA) test and adjusted P-values (false discovery rate, FDR). Significantly changed metabolites 

were chosen with the criteria FDR < 0.05 & |FC| > 1.5. 
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Tentative and putative identifications were determined within Progenesis QI using accurate mass 

measurements (<5 ppm error), isotope distribution similarity, and fragmentation spectrum matching 

based on database searches against Human Metabolome Database (HMDB) [313], METLIN [314], the 

National Institute of Standards and Technology (NIST) database [315], and an in-house library. In these 

experiments, the level system for metabolite identification confidence was utilized [316]. Briefly, many 

annotations were considered to be tentative (level 3, L3) and/or putative (level 2, L2); in numerous 

circumstances a top candidate cannot be prioritized, thus annotations may represent families of 

molecules that cannot be distinguished.  

In vivo studies 

Tumor formation and maintenance assays 

These assays were performed by Clare Adams in the laboratory of Christine Eischen at Thomas 

Jefferson University. Six-week-old athymic nude mice (female Foxn1nu/nu; Envigo, Indianapolis, IN) were 

injected subcutaneously into one flank with 107 switched or unswitched WT, ∆264, 4A-1 or 4A-2 cells at 

the Thomas Jefferson Research Animals Shared Resource Core. 4A-1 and 4A-2 carry the same 4A 

mutation, but were independent clones obtained from the same population. To facilitate lymphoma cell 

seeding, mice received whole-body irradiation (6 Gy) 24 hours prior to cell injection. For 

tumor formation studies, lymphoma cells were treated in vitro with 4-OHT for 24 hours to induce the 

switchable MYC cassette and expanded for two days prior to being injected into mice. For tumor 

maintenance studies, mice were injected with unswitched cells and allowed to form palpable tumors. 

Once tumors reached approximately 200 mm3, mice received intraperitoneal injections of tamoxifen (2 

mg in corn oil, Sigma-Aldrich T5648) once daily for 3 consecutive days to induce the switchable MYC 

cassette in vivo. Digital calipers were used to measure tumors and volumes calculated using the 

ellipsoid formula. Mice were sacrificed at humane endpoints based on tumor volume. Kaplan-Meier 

survival analyses were compared by log-rank tests to determine statistical significance. For lymphoma 

cell apoptosis evaluation, a cohort of mice with size-matched tumors prior to tamoxifen injection were 

sacrificed 48 and 96 hours following the first administration of tamoxifen. Flow cytometry (BD LSRII) at 

Thomas Jefferson University Flow Cytometry Shared Resource was used to measure fragmented (sub-
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G1) apoptotic DNA with propidium iodide (Sigma-Aldrich P4170), Annexin V/7AAD (BD Pharmingen 

559763), and Caspase 3 activity (BD Pharmingen) in the lymphoma cells isolated from the tumors, as 

we previously reported [317] and as per manufacturer’s protocols. Two-tailed t-tests were used to 

determine significance when comparing two groups. All mouse experiments were approved by the 

Institutional Animal Care and Use Committee at Thomas Jefferson University and complied with state 

and federal guidelines.  

Tumor gDNA Analysis 

To determine the proportion of cells that remain switched in the resulting tumors, gDNA was prepared 

from tumors using the PureLink Genomic DNA Mini Kit (Invitrogen K182002) according to 

manufacturer’s instructions. As described in Thomas et al. [21], gDNA from 0% switched (switchable 

MYC WT cells grown in puromycin) and 100% switched (permanently switched clonal cells) was also 

prepared in this manner for normalization. The resulting gDNA was diluted down to 50 ng/µl, so that 2 

µl (100 ng) was loaded per well for qPCR. qPCR was performed using 2X SYBR FAST qPCR Master 

Mix (Kapa, Wilmington, Massachusetts, KK4602) in a Bio-Rad CFX96 Real-Time System. For each 

primer set (MYCP-4 and MYCP-5; SNHG15_F and SNHG15_R) and each independent tumor replicate, 

the means of three technical replicates was used. MYCP-4 and MYCP-5 primer set only amplifies 

gDNA from unswitched cells, whereas SNHG15_F and SNHG15_R amplifies gDNA from both 

unswitched and switched cells. For each gDNA sample, ∆Ct was calculated as the difference between 

MYCP and SNHG15. gDNA from the 0% and 100% switched cells was used to calculate ∆∆Ct, which 

was then used to normalize the ∆Ct for the tumor gDNA to estimate the proportion of switched cells. 

Tumor RNA-Seq 

Tumors from mice sacrificed 48 hours after the first tamoxifen administration were submitted to 

GENEWIZ for RNA extraction, DNAse treatment, rRNA depletion, library preparation, and 150 bp 

paired-end sequencing on Illumina HiSeq. Four tumors for each WT, 4A-1, 4A-2, and ∆264 were 

submitted. The total number of sequencing reads for each replicate is shown in Table 2-2. 
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Pathway and gene ontology analysis, and figure generation 

Classification of annotated metabolites was extracted from HMDB [318] and LIPID MAPS [319]. 

Metabolite pathway analyses were performed using MetaboAnalyst 4.0 [320], and gene ontology (GO) 

analyses using Metascape [321] or DAVID [322, 323]. Pathways were created using Cytoscape [324], 

and bubble plots using ggplot2 [325]. 

Statistical analysis and replicates for non-high throughput data 

Unless otherwise stated, all experiments were conducted with at least three independent, biological 

replicates, and statistical tests were carried out using PRISM 8 (GraphPad). 
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Chapter III 

III. Interrogation of the MYC HCF-1 binding motif 

Introduction 

The HCF-1VIC domain is proposed to form a six-bladed β-propeller structure based on the presence of 

six Kelch repeats in this region [326]. This domain is responsible for the majority of interactions made 

by HCF-1, and is critical for most of the known function of HCF-1. Indeed, a point mutation, P134S, 

within this region was discovered in the tsBN67 cell line derived from a mutagenesis screen, and found 

to cause temperature-sensitive cell cycle arrest, loss of protein-protein interactions, and dissociation of 

HCF-1 from chromatin [230, 232]. Based on the primary sequence of the HCF-1VIC domain, this 

mutation was predicted to be at the base of a loop connecting each blade of the proposed β-propeller 

structure, leading to identification of equivalent proline residues at each repeat [327]. Substitution of 

these for serine residues has varying effects on interaction with VP16, with half disrupting this 

association [327]. Despite this, all of these point mutations caused impaired transcriptional activation by 

HCF-1 in a reporter assay and failed to rescue the cell growth defect in tsBN67 cells [327]. 

Proteins that interact with the HCF-1VIC domain contain an HCF-1 binding motif (HBM), a tetrapeptide 

motif with the canonical sequence D/E-H-x-Y [252]. Most validated HBMs adhere to this definition, with 

only one transcription factor, E2F3, containing a non-canonical HBM [254]. There has been limited 

exploration into the implications of flexibility in the HBM sequence outside of the invariant second and 

fourth residues of the motif. Indeed, substitution of the canonical HBM in E2F1 (D-H-Q-Y) for the 

canonical HBM from VP16 (E-H-A-Y) affects E2F1 function without causing overt changes in its 

interaction with HCF-1 [253, 254]. The Tansey laboratory previously identified an interaction between 

MYC and HCF-1, mapping it to a putative HBM within MbIV that is conserved in MYC family members 

and vertebrates [179]. However, we had yet to determine whether this interaction occurs through the 
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HCF-1VIC domain, which the presence of an HBM predicts, or if this interaction is sensitive to mutations 

in this region. Understanding the mode of association between MYC and HCF-1 can provide context for 

this interaction, such as whether a MYC–HCF-1 could form part of a complex, and may help us exploit 

and target it for the development of small-molecule inhibitors. Furthermore, the Q-H-N-Y sequence in 

MYC appears to be non-canonical, posing the question of whether this is influential over MYC function 

or if we should expand the definition of a canonical HBM to include that found in MYC. While on one 

hand this clarification could be pivotal in predicting HCF-1-associated proteins, it would also provide 

insight into the functional consequences and evolutionary drivers of non-canonical binding motifs. 

Results 

HCF-1 mutations 

Based on the presence of a putative HBM, I expected MYC to interact with the HCF-1VIC domain. 

Mutations in HCF-1VIC, including the P134S mutation from tsBN67 cells, have previously been used to 

challenge HBM-dependent interactions, including the prototypical HCF-1 interaction partner VP16 [258, 

327]. I first confirmed how four mutations, P134S, P197S, P252S, and P319S, affected interaction with 

VP16 by performing transient co-transfection of T7-HCF-1VIC and FLAG-VP16N into HEK393T cells. 

With FLAG immunoprecipitation (IP) of VP16, I found that three out of the four mutations impaired co-IP 

of T7-HCF-1VIC (Figure 3-1A). The P252S mutation had minimal effect on the HCF-1–VP16 interaction, 

consistent with what has previously been observed [327]. I then tested these mutations in the context of 

the MYC–HCF-1 interaction, again by transient co-transfection of T7-HCF-1VIC and FLAG-Gal4-HA-

MYC central portion (CP), and FLAG IP. The HCF-1VIC domain was sufficient for interaction with MYC 

CP, and inclusion of the MYC CP 4A mutation disrupted co-IP of HCF-1VIC (Figure 3-1B). Similar to 

VP16, only the P252S mutation was unable to affect interaction with MYC CP, with the other mutations 

causing extensive disruption to their binding (Figure 3-1B). Thus, the MYC–HCF-1 interaction is HBM-

dependent and occurs through the HCF-1VIC domain. 
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Figure 3-1: MYC interacts with the VIC domain of HCF-1 
(A) and (B) T7-tagged HCF-1VIC, either WT or mutant, was transiently co-transfected with FLAG-tagged VP16ΔC 
(A) or HA- and FLAG-tagged MYC central portion (CP; B) into HEK293T cells. T7 immunoprecipitation (IP) was 
performed and the resulting eluates probed for pull-down of VP16ΔC or MYC CP. 
3-1: MYC interacts with the VIC domain of HCF-1 
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Further validation of the MYC HBM 

According to primary sequence conservation of validated HBM-containing proteins (Figure 1-5B) and 

the proposed canonical HBM (D/E-H-x-Y), the second and fourth residues of the HBM are invariant and 

likely necessary for interaction with HCF-1. To provide further validation that the Q-H-N-Y sequence in 

MbIV is an HBM, I introduced glycine and/or alanine substitution mutations at these residues in the 

context of both CP and full-length MYC, and compared these to WT, and WDR5 binding motif mutations 

(V264G and WBM; Figure 3-2A). I performed transient transfection and co-IP of these constructs from 

HEK293T cells, and found that mutation of either the invariant second (H307G, H307A) or fourth 

(Y309A) residues of the HBM robustly perturbed interaction with endogenous HCF-1 (Figure 3-2B and 

3-2C). Cleavage of HCF-1 by OGT results in multiple fragments of varying size [328], with the 

expression levels, and resulting co-IP, of these approximately equal in HEK293T cells (Figure 3-2B and 

3-2C). In full-length MYC, HBM mutations also appeared to have a slight effect on WDR5 binding, but 

this was relatively minor compared to the impact of the the WBM mutation, which also had little-to-no 

effect on HCF-1 binding (Figure 3-2C). 

The MYC transactivation domain is subject to O-GlcNAcylation by OGT [57], and about half of nuclear 

OGT is reported to interact with HCF-1 [246]. Based on this, I proposed that OGT would be associated 

with at least two regions of MYC, including through the transactivation domain and via HCF-1 at MbIV. 

By probing the IP of MYC CP, I found that OGT is associated with the CP and this is impacted by HBM 

mutations to a similar degree as HCF-1 (Figure 3-2B). In contrast, the effect of these mutations in full-

length MYC was only modest (Figure 3-2C), indicating the OGT interacts with MYC both within and 

outside of the MYC CP. 
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Figure 3-2: MbIV contains a validated HBM 
(A) Schematic of MYC, depicting the location of the six MYC boxes (Mb0–MbIV). MbIIIb carries a WDR5-binding 
motif (WBM). MbIV contains an HCF-1 binding motif (HBM). Residues relevant to the WBM or HBM are in bold, 
and residues mutated in these experiments are in red. (B) and (C) HA and FLAG-tagged central portion (B) or 
FLAG-tagged full-length (C) MYC carrying the mutations described in (A) were transiently expressed in HEK293T 
cells, recovered by anti-FLAG IP. The input and IP eluates were probed for the presence of HCF-1C, OGT, WDR5, 
and HA or FLAG-tagged proteins by western blotting. 
3-2: MbIV contains a validated HBM 
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Exploring the “non-canonical” MYC HBM 

Non-canonical HBMs have been validated in a number of proteins, including BAP1 and E2F3, but if and 

how these influence their interaction with HCF-1 has not been investigated. I addressed this in the 

context of the MYC–HCF-1 interaction by substituting the MYC HBM for the prototypical VP16 HBM (Q-

H-N-Y to E-H-A-Y, Figure 3-3A). As a control for any effect that this substitution had, I additionally 

included the H307G point mutation in this context (VP16 HBM: H307G). CP or full-length MYC 

containing the mutations described in Figure 3-3A were transiently transfected into HEK293T cells, and 

FLAG IP was performed. With MYC CP, I found that the VP16 HBM substitution had no overt effect on 

the interaction between MYC and HCF-1 when compared to WT (Figure 3-3B). The 4A, H307G, and 

VP16 HBM:H307G mutations all similarly disrupted the MYC–HCF-1 interaction (Figure 3-3B). Thus, in 

this context, the VP16 HBM can appropriately substitute for the MYC HBM. However, IP of full-length 

MYC with the VP16 HBM resulted in a substantial increase in the amount of HCF-1 and OGT pulled-

down (Figure 3-3C). The specificity of this increased binding is reflected in unperturbed co-IP of WDR5, 

and no detectable interaction of HCF-1 with the VP16 HBM:H307G mutation (Figure 3-3C). The 

contrast in findings between CP and full-length MYC suggests that regions outside of the CP may 

influence its association with HCF-1, and inclusion of the VP16 HBM is sufficient to overcome this. 

To determine which regions present in full-length MYC affect the interaction with HCF-1, I generated 

MYC constructs whereby either the transactivation domain or DBD was deleted, and included the 4A or 

VP16 HBM mutations in these contexts. Transient transfection and FLAG IP found that, with deletion of 

the MYC DBD, the VP16 HBM mutation still caused increased binding to HCF-1 compared to WT 

(Figure 3-3D). In contrast, the VP16 HBM mutation was equivalent to WT when the transactivation 

domain was deleted (Figure 3-3D). Finally, the amount of HCF-1 co-immunoprecipitated by ΔTAD/WT 

HBM appears equivalent to that with ΔDBD/VP16 HBM (Figure 3-3D), suggesting that the 

transactivation domain causes decreased HCF-1 binding to MbIV, with this suppressed by the VP16 

HBM mutation, rather that the VP16 HBM causing increased binding. 
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The interaction between MYC and HCF-1 is likely direct, based on my characterization of the HBM, but 

I confirmed this using an in vitro binding assay. I performed FLAG IP of recombinant full-length FLAG-

MYC, WT, 4A, or VP16 HBM, and in vitro transcribed/translated T7-HCF-1VIC. With this system, I 

validated a direct interaction between MYC and HCF-1, and found that, akin to what I observed in cells, 

the 4A mutation disrupts and the VP16 HBM mutation increases this association (Figure 3-3E). These 

mutations can thereby function as loss- and gain-of-function tools in studying the direct interaction 

between MYC and HCF-1. 
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3-3: Modulating the MYC–HCF-1 interaction 

Figure 3-3: Modulating the MYC–HCF-1 interaction 
(A) Schematic of MYC, depicting the location of the six MYC boxes (Mb0–MbIV). MbIIIb carries a WDR5-binding 
motif (WBM). MbIV contains an HCF-1 binding motif (HBM). Residues relevant to the WBM or HBM are in bold, 
and residues mutated in these experiments are in red. (B) and (C) HA and FLAG-tagged central portion (B) or 
FLAG-tagged full-length (C) MYC carrying the mutations described in (A) were transiently expressed in 293T 
cells, recovered by anti-FLAG IP. Input and IP eluates were probed for the presence of HCF-1C, OGT, WDR5, and 
HA or FLAG-tagged proteins by western blotting. (D) The transactivation (TAD) or DNA binding (DBD) domains 
were deleted from the WT, 4A, and VP16 HBM constructs used in (C), and used for transient transfection of 293T 
cells. IP was performed using anti-FLAG M2 agarose, and western blots of the input lysate and the IP eluate were 
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probed using antibodies against HCF-1C, WDR5, and FLAG. (E) In vitro transcribed/translated T7-tagged 
HCF-1VIC was incubated with recombinant full-length, FLAG-tagged MYC, either WT or mutant (4A or VP16 HBM), 
and IP performed using anti-FLAG M2 agarose. Western blot of the input lysate and the IP eluate was probed 
using antibodies against the T7 and FLAG tags. 
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Discussion 

Numerous groups have reported on the interaction between MYC and HCF-1, finding they overlap on 

chromatin by ENCODE data [296], are co-localized in the nucleus by proximity ligation assay [329], and 

depend on OGT for association [330]. However, none of these works have sought to uncover the 

molecular elements defining the MYC–HCF-1 interaction. Such an understanding, which I have 

conveyed here both from the perspective of MYC and HCF-1, is necessary for ascertaining the context 

in which this interaction functions, and is an essential accomplishment when considering the potential 

of targeting the MYC–HCF-1 interaction with small-molecule inhibitors. 

The specific proline residues within the HCF-1VIC domain that I targeted for mutation are understood to 

be localized to loops that connect the Kelch repeats, and these mutations have been proposed to 

cause disruption to the β-propeller structure [327]. This is plausible considering mutation of at least 

three of these loops is sufficient to impair interaction with HBM-containing proteins, meaning our ability 

to clearly define interaction surfaces is obstructed. It has been reported that multiple HBM-containing 

proteins can interact with the HCF-1VIC domain simultaneously [266], pointing to the possibility of 

multiple similar interaction surfaces or to a mechanism by which these interactions are not mutually 

exclusive. Although I did not investigate whether additional HBM-containing proteins are associated 

with MYC by way of HCF-1, I did find that HCF-1 tethers OGT to MYC. While a similar tethering by 

HCF-1 has been observed previously [249], the functional relevance of the MYC–HCF-1–OGT complex 

may be clouded by the additional interaction of OGT with the MYC transactivation domain. Based on 

my interrogation of these interactions, I believe the binding of the MYC transactivation domain to OGT 

occurs independently of HCF-1, and the OGT involved in this interaction is unable to simultaneously 

associate with HCF-1. This may stem from differential localization, with the MYC–HCF-1 complex 

predominantly nuclear [297] and O-GlcNAcylation of MYC proposed to promote its nuclear localization 

[331]. 
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I found that substitution of the MYC HBM for that from VP16 can increase co-immunoprecipitation of 

HCF-1, suggesting that the wild-type MYC HBM is relatively weak in its ability to interact with HCF-1. 

This is context dependent, with the gain-of-function nature of this mutation lost with deletion of the 

transactivation domain of MYC, but not the DBD. Indeed, in the context of the ΔTAD mutation, the 

interaction of WT MYC with HCF-1 was equivalent to that of the VP16 HBM mutation with ΔDBD. These 

data indicate that the MYC transactivation domain may influence the interaction between MYC and 

HCF-1, but this influence is eliminated with the VP16 HBM mutation, suggesting the MYC HBM has 

evolved specifically to enable governance by the MYC transactivation domain. Curiously, the finding 

that substitution of the wild-type HBM for the VP16 HBM, or deletion of the transactivation domain 

increases interaction with HCF-1 is not unique. In a yeast two-hybrid assay, Tyagi et al. [254] found that 

E2F1 is unable to interact with HCF-1 unless its transactivation domain is deleted or its canonical HBM 

(D-H-Q-Y) is replaced with that from VP16. In contrast, E2F1 with the VP16 HBM mutation does not 

cause an overt increase in binding to HCF-1 in transient transfection of U2OS cells and co-IP, but does 

increase E2F1-driven DNA damage and apoptosis [253] 

Based on my observations and the precedent set by E2F1, I hypothesize that the MYC transactivation 

domain is auto-inhibitory of its interaction with HCF-1, and this can be overcome by either deleting the 

transactivation domain or by substituting in the VP16 HBM. These findings also suggest that the non-

canonical HBM in MYC is not innately more efficient in binding to HCF-1, and rather the influence of the 

MYC transactivation domain makes it less efficient. This idea is further emphasized by evidence that 

deletion of the VP16 transactivation domain also increases VP16 induced complex formation [332], 

evoking a model in which the HBM sequence present is specifically adept at enabling transactivation 

domain-modulated auto-inhibition of interaction with HCF-1. Beyond this work, long-range intra-

molecular interactions and influences have been increasingly identified with MYC, such as the 

phosphorylation of MbI by AURKB, which interacts at MbIIIb [67]. From a different perspective, this may 

additionally indicate that MbIV is auto-inhibitory of the MYC transactivation domain. The transactivation 

potential of a GAL4/MYC fusion is amplified with the exclusion of exon 3 [72], suggesting that this 
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region, which includes MbIV, influences the activity of the MYC transactivation domain. Thus, it could 

be hypothesized that HCF-1 helps fine-tune MYC-driven transcription by regulating these long-range 

interactions. 

The innate capacity of the “non-canonical” MYC HBM to bind with a similar strength to HCF-1 as a 

canonical HBM, as evidenced by the equivalent binding of the MYC central portion to HCF-1 regardless 

of the HBM sequence, draws three final conclusions. The first is that the canonical HBM should be re-

defined as B/Z-H-x-Y, where B is aspartic acid or asparagine, and Z is glutamic acid or glutamine. While 

this does not encompass all validated HBMs, with E2F3 remaining an exception (Figure 1-5B), it does 

incorporate the MYC and BAP1 HBMs as being canonical, and opens the door for the prediction and 

identification of additional HCF-1 cofactors and HBM-containing proteins. The second conclusion is that 

HCF-1-associated transcription factors likely specifically evolve a relationship between the HBM 

sequence and the transactivation domain. MYC is the third such transcription factor in which deletion of 

the transactivation domain has been found to influence association with HCF-1, and the second 

whereby replacement of the wild-type HBM for the prototypical VP16 HBM has a similar outcome. 

Thus, although we should expand the definition of the canonical HBM, we should also appreciate that 

canonical HBMs are not immediately interchangeable, with substitution of one canonical HBM for 

another likely to have functional consequences. Finally, if the default interaction of MYC and HCF-1 is 

weak, then it could be hypothesized that the amount of complexed MYC–HCF-1 only becomes 

functionally relevant when MYC is overexpressed, or when more MYC is competent for interaction with 

HCF-1. Perhaps the biggest consequence of this hypothesis is that it suggests there is a therapeutic 

window for targeting MYC-driven cancers through HCF-1; specifically inhibiting their association might 

only have ramifications when MYC levels are high, meaning that cells in which MYC overexpression is 

not present, would face minimal, or at least fewer, consequences. This may also suggest that 

interaction with MYC may be overtly sensitive to inhibition of the HCF-1VIC domain. 
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Chapter IV 

IV. Function of the MYC–HCF-1 interaction 

Introduction 

Having defined the molecular elements underlying the MYC–HCF-1 interaction, I next sought to exploit 

these to determine the function of their association. The region in MYC through which HCF-1 interacts, 

MbIV, is the last remaining MYC box with an unknown function. Based on the transcriptional roles of 

MYC and HCF-1 independently, and their co-localization in the nucleus [297] and on chromatin [329], I 

anticipate that the functional contribution of their interaction is in the control of transcription. Because of 

this, the ramifications of perturbing their association, with either the loss- or gain-of-function mutations 

described in the previous chapter, would be two-fold; gene expression changes would be expected to 

manifest as downstream phenotypic consequences. To understand the totality of the function of the 

MYC–HCF-1 interaction, I interrogated both of these aspects using a switchable MYC exon system in 

the context of a MYC-driven cancer cell line. 

Our understanding of MYC, including its contribution to transcription and the processes it drives, has 

largely been derived from overexpression systems. I also noted in the previous chapter that, due to the 

tempered nature of their association, the MYC–HCF-1 interaction may only achieve functional 

relevance when MYC levels are high. Thus, to enable me to make comparisons to what is already 

known in the MYC field, and to ensure the MYC–HCF-1 interaction is applicable, I chose to focus on a 

cell line in which MYC is overexpressed. Burkitt lymphoma (BL) is a classic MYC-driven cancer that 

primarily results from translocation of MYC to the IgH chain locus, resulting in increased transcription of 

MYC [29]. Specifically, I employed Ramos cells, a BL line that contains this aforementioned 

translocation [333], due to the absence of additional, population-scale mutations in the translocated 

MYC allele [31], and the Epstein-Barr virus-negative status of these cells [334]. BL also bears many of 
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the characteristics typical of a MYC-driven cancer, including reprogrammed metabolism [335, 336], 

altered cell cycling [337], partial resistance to apoptosis [338, 339], and a capacity to form solid tumors 

in mice [340]. 

Traditionally, introduction of exogenous genes or knockdown have been applied to probe the roles of 

MYC and HCF-1 in cell function, largely because they are encoded by essential genes. To overcome 

many of the limitations associated with these approaches, I instead applied a switchable exon system 

to MYC to enable rapid substitution of a wild-type exon 3 for one that contains either the loss- or gain-

of-function mutations shown in Figure 3-3A. This system, akin to that described in Thomas et al. [21], is 

an efficient means to assess how specifically altering the MYC–HCF-1 interaction affects cells over a 

relatively short timescale, without introducing exogenous MYC or relying on long-term consequences. 

Additionally, in Ramos cells, only the translocated MYC allele is expressed, while the other allele is 

inactivated, possibly through heterochromatinization [31]. Thus, by replacing the endogenous exon 3 in 

these cells with the switchable allele, I can create a cell line in which the only form of MYC being 

expressed carries the mutations of interest. 

MYC and HCF-1 have broad functions in cells, with both typically linked to transcriptional regulation, but 

their dysfunction can lead to widespread changes, including in growth, cell cycle, and metabolism. For 

each of these proteins, the mechanisms by which they promote transcriptional activation has been 

characterized at only a fraction of their targets, and I expect my interrogation of the MYC–HCF-1 

interaction to expand our knowledge of the genes they modulate, and may unveil novel roles for MYC 

and HCF-1 in transcriptional regulation. While I anticipate the loss- and gain-of-function mutations in 

MYC to affect only a subset of MYC target genes, this can help guide our understanding of the specific 

contribution of HCF-1 to MYC function on a cellular level and to MYC-driven tumorigenesis, and can 

provide a proof-of-concept for how inhibiting this interaction may facilitate the treatment of cancer. 
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Results 

Inducible exon switch of MYC 

To understand the function of the MYC–HCF-1 interaction, I used CRISPR/Cas9-directed homologous 

recombination to replace the endogenous MYC exon 3 with a switchable allele in Ramos cells stably 

expressing CRE-ERT2 (Figure 4-1A). This was done using co-transfection of a targeting vector 

containing the switchable allele flanked by homology arms up- and downstream of MYC exon 3, a 

plasmid encoding a guide RNA against the end of the MYC open reading frame, and a Cas9-

expressing plasmid. The switchable allele contains a wild-type (WT) exon 3 and a P2A-linked 

puromycin selectable marker, both flanked by loxP sites (Figure 4-1A). Activation of CRE-ERT2 by 

addition of 4-hydroxytamoxifen (4-OHT) causes excision of the WT exon 3, and this is replaced by a 

downstream mutant exon 3, with WT, 4A, or VP16 HBMs (Figure 4-1A). Following puromycin selection 

and cell sorting, individual clones were validated by Southern blot (Figure 4-1B and 4-1C), flow 

cytometry (Figure 4-1D), western blot (Figure 4-1E), and co-IP (Figure 4-1F and 4-1G). A green 

fluorescent protein (GFP) marker is linked to the mutant exon 3, and by this measure, I estimate at 

least 85% of cells are switched to the mutant exon within 24 hours (Figure 4-1D). Also corresponding to 

a switch to the mutant exon 3 is appearance of an HA-tagged species and a shift in the molecular 

weight of MYC (Figure 4-1E). Importantly, this switching caused no overt change in MYC or HCF-1 

levels (Figure 4-1E), and the loss- and gain-of-function effects of the 4A (Figure 4-1F) and VP16 HBM 

(Figure 4-1G) were maintained in this context. 
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4-1: Switchable MYC allele in Ramos cells 
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Figure 4-1: Switchable MYC allele in Ramos cells 
(Previous page) 
(A) The translocated MYC locus from Ramos cells is depicted at top, with chromosome 14 (red) and 8 (blue) 
elements indicated. Beneath is a representation of the locus modification, in either the unswitched (middle) or 
switched (bottom) states. This switchable allele contains a wild-type (WT) exon 3, a P2A-linked puromycin 
cassette, and a SV40 polyadenylation (SV40 PA) signal, all of which are flanked by LoxP sites (black triangles). 
Downstream of the LoxP-flanked region is an HA-tagged mutant exon 3 (mut-Ex3) and a P2A-linked GFP 
cassette, with the endogenous 3’ untranslated region (UTR) intact. Activation of CRE-ERT2 results in excision of 
WT exon 3 and its replacement with mutant exon 3 which carries sequences encoding either WT or mutant (4A or 
VP16 HBM) MYC protein. (B) Comparison of the structure of the parental (non-modified) MYC allele (top) 
compared to the switchable MYC allele (bottom). XbaI sites used for digestion of genomic DNA in Southern blot 
are highlighted, as are the complementary sites for the MYC and GFP probes. The expected products of XbaI 
digestion for the parental line are 6,784 bp for the MYC probe (which detects both the translocated and non-
translocated alleles) and nothing for the GFP probe; for correctly-engineered lines the expected sizes are 6,784 
bp and 2,942 bp for the MYC probe, and 6,624 bp for the GFP probe. (C) Southern blot using GFP and MYC 
probes on XbaI-digested gDNA from unswitched parental or switchable cells (WT, 4A, and VP16 HBM), with 
digested positive and negative control plasmids. (D) Switchable cells were treated with or without 20 nM 4-OHT 
(24 hours), fixed using 1% formaldehyde, and subject to flow cytometry. The GFP profiles of the -4-OHT and +4-
OHT cells are shown overlaid onto the same axes, with the approximate percentage of GFP-positive cells for 24 
hours +4-OHT shown. (E) Western blot of lysates from parental (CRE-ERT2) or switchable Ramos cells (WT, 4A, 
or VP16 HBM) ± 20 nM 4-OHT for 24 hours. Blots were probed with antibodies against the HA tag, c-MYC, 
HCF-1C, and GAPDH. (F) and (G) Parental (CRE-ERT2) or switchable Ramos cells (WT, 4A, or VP16 HBM) were 
treated with 20 nM 4-OHT for 24 hours, lysates prepared, and IP performed using anti-IgG or anti-MYC 
antibodies. Input lysates and IP eluates were probed using antibodies against HCF-1C, WDR5, HA tag, and MYC 
by western blotting. 
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Growth and glutamine defects of MYC mutants 

Both MYC and HCF-1 have well-documented contributions to cell growth and proliferation, leading me 

to ask whether their interaction is also important to these processes. The switchable system I have 

used here enabled me to look at the effect these mutants have when they are expressed as the only 

form of MYC in a cell, while the GFP marker is used to track which cells were switched and express the 

mutants. First, I confirmed that the distribution of MYC and HCF-1 was unaffected by these mutants 

using chromatin fractionation (Figure 4-2A) and immunofluorescence (Figure 4-2B). I then exploited the 

GFP marker to interrogate how altering the MYC–HCF-1 interaction affects cell growth, specifically in 

competition between unswitched, WT cells and their switched, mutant counterparts. I did this by 

switching approximately 50% of cells using a 2 hour treatment with 4-OHT, and tracking the proportion 

of GFP-positive cells over time. Consistent with the effect the 4A and VP16 HBM mutants have on 

interaction with HCF-1, I found that these mutants also had opposite effects on long-term Ramos cell 

growth, with the 4A causing a selective disadvantage and the VP16 HBM a selective advantage 

compared to their WT counterparts (Figure 4-2C). 

In cancer, including BL, MYC is known to contribute to a glutamine addiction phenotype [101, 336] and 

to cell cycle progression [337]. The selective disadvantage of the 4A and selective advantage of the 

VP16 HBM was reversed if cells were also deprived of glutamine overnight, which instead caused a 

selective advantage for the 4A cells and a selective disadvantage for the VP16 HBM cells (Figure 

4-2D). On day seven of an equivalent experiment to that in Figure 4-2C, I evaluated the cell cycle 

distribution of GFP-negative and GFP-positive cells using propidium iodide incorporation. With this I 

observed a small, but statistically significant decrease of 4A and an increase of VP16 HBM cells in the 

G2/M phase, with the VP16 HBM cells also showing a reduction in the proportion of cells in the G1 

phase (Figure 4-2E). The proportion of sub-G1 cells was unaffected in either of these mutants (Figure 

4-2E), suggesting that the effects observed in Figure 4-2C were due to an altered growth rate of Ramos 

cells, rather than cell death. 
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4-2: Perturbation of glutamine-dependent and independent growth 

Figure 4-2: Perturbation of glutamine-dependent and independent growth 
(A) Chromatin fractionation of switchable MYC Ramos cells was performed after a 24 hour treatment with 4-OHT. 
S2 reflects the cytosolic, S3 the non-chromatin nuclear, and P3 the chromatin-bound fraction. Each fraction was 
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probed using antibodies against HCF-1C, HA, α-Tubulin, and histone-H3. (B) Immunofluorescence of cells that 
had been switched for 24 hours, using a DAPI stain and antibody against the HA tag on MYC. (C) Switchable 
Ramos cells were pulsed with 20 nM 4-OHT for two hours to switch approximately 50% of cells, and the 
proportion of GFP-positive cells measured by flow cytometry 24 hours after treatment and every three days 
following. For each of the replicates, the proportion of GFP-positive cells is normalized to that on day one. Shown 
are the mean and standard error for three biological replicates. Student’s t-test between WT and each of the 
mutants at day 25 was used to calculate P-values; a=0.000028, b=0.00026. (D) Switchable Ramos cell lines were 
pulsed with 4-OHT as in (A), propagated for three days, and grown for 16 hours in media with or without 
glutamine. The impact of glutamine deprivation was measured by flow cytometry to determine the proportion of 
GFP-positive (switched) cells. For each of the mutants, the proportion of GFP-positive cells was normalized to 
that for WT cells. Shown are the mean and standard error for three biological replicates. Student’s t-test between 
+Gln and -Gln was used to calculate P-values; a = 0.0066, b = 0.0002. (E) Switchable Ramos cells were pulsed 
with 4-OHT as in (A), grown for seven days, and cell cycle distribution determined by propidium iodide (PI) 
staining and flow cytometry, binning cells according to whether they expressed GFP (GFP+, switched) or not 
(GFP–, unswitched). Shown are the mean and standard error for three biological replicates. Student’s t-test 
between GFP- and GFP+ cells was used to calculate P-values; a = 0.033, b = 0.0041, c = 0.0006. 
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Widespread changes in metabolites 

The known function of both MYC and HCF-1 in metabolism and mitochondrial function, combined with 

my finding that altering the MYC–HCF-1 interaction affects glutamine-dependency of Ramos cells, 

suggested that this interaction may contribute to metabolic processes in these cells. To address this, I 

formed a collaboration with the Vanderbilt Center for Innovative Technology, and investigated whether 

the 4A and VP16 HBM MYC mutants caused global effects on metabolite levels. We performed 

untargeted metabolomics using two liquid chromatography methods, reverse phase liquid 

chromatography (RPLC) and hydrophilic interaction liquid chromatography (HILIC), and tandem mass 

spectrometry on switchable MYC cells that had been treated with 4-OHT for 24 hours. 

Both RPLC and HILIC approaches enabled detection of ~2,000 metabolites (Figures 4-3A to 4-3B), 

although only a little over half of these could be matched with a level of confidence to a known 

metabolite. Regardless of the approach used, more metabolites were significantly changed in the 4A 

mutant compared to the VP16 HBM mutant, and the magnitude of these changes was typically larger 

for the 4A mutant (Figures 4-3A to 4-3D). For those metabolites that were significantly affected, the 

replicates showed strong consistency in levels (Figures 4-3A to 4-3B, bottom row). 

The type of metabolites impacted by altering the MYC–HCF-1 interaction was assessed by broad 

classification and pathway analyses. For both 4A and VP16 HBM mutants, the primary classes of 

metabolites affected were linked to amino acids and lipids (Figures 4-3C and 4-3D). This was further 

emphasized by pathway analysis, finding that the most significant and impacted pathways were those 

related to amino acid metabolism, aminoacyl-tRNA biosynthesis, and glycerophospholipid metabolism 

(Figures 4-3E and 4-3F). In general, enrichment of pathways was stronger with the 4A mutant than the 

VP16 HBM mutant, likely due to the disproportionate number of significant metabolite changes. The 

similarities in the classes of metabolites affected raises the unsurprising possibility that these mutants 

influence the same pathways in cells. 
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4-3: Shift in the metabolic landscape caused by MYC HBM mutants 
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Figure 4-3: Shift in the metabolic landscape caused by MYC HBM mutants 
(Previous page) 
(A) and (B) Volcano plots of metabolites detected by RPLC (left) or HILIC (right) for 4A vs. WT (A) and VP16 HBM 
vs. WT (B) switchable Ramos cells treated for 24 hours with 20 nM 4-OHT. Metabolites that were significantly (S) 
changed (false discovery rate, FDR < 0.05 & |FC| > 1.5) with the 4A MYC or VP16 HBM MYC mutant compared 
to WT are colored. Non-significant (NS) changes are in grey. Five biological replicates for WT and VP16 HBM, 
and four biological replicates for 4A were used to calculate FDR and fold-changes (FC). (C) and (D) Classification 
of metabolites that were significantly changed (FDR < 0.05 & |FC| > 1.5) with the 4A (C) or VP16 HBM (D) 
mutants compared to WT cells. (E) and (F) Enrichment analysis of KEGG pathways using a combined list of 
significantly changed metabolites (FDR < 0.05 & |FC| > 1.5) with 4A (E) or VP16 HBM (F) from HILIC and RPLC. 
Pathway impact reflects centrality and the number of matched metabolites. 
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Metabolomics: Relationship between 4A and VP16 HBM mutants 

The opposite effects that the 4A and VP16 HBM mutations have on the MYC–HCF-1 interaction and on 

the growth of Ramos cells suggests that additional resulting phenotypes in these cells would also be 

inversely related. To determine if this was the case for the changes I observed in metabolite levels, I 

compared metabolites that were significantly changed under both conditions. Curiously, this relationship 

differed substantially between HILIC and RPLC (Figure 4-4A), and may be a consequence of these 

separation approaches being more apt at the detection of certain molecules [341]. For RPLC, the 

majority of shared metabolites changed in opposite directions, whereas the majority for HILIC changed 

in the same direction (Figure 4-4A). 

Pathway analysis of correlated and anti-correlated metabolites identified more significant pathways with 

anti-correlated than correlated metabolites for both techniques (Figures 4-4B and 4-4C). Correlated 

metabolites were enriched for glycerophospholipid metabolism (Figure 4-4B), consistent with the high 

numbers of lipids that were significantly changed in both mutants (Figure 4-3C and 4-3D). Conversely, 

anti-correlated metabolites were particularly enriched for pathways related to amino acids (Figure 

4-4C), including alanine, aspartate and glutamate metabolism. The amino acids and various 

intermediates affected in this pathway emphasize the opposite effect that the 4A and VP16 HBM MYC 

mutants had on metabolism (Figure 4-4D). Amongst these was an increase in L-Glutamine for 4A and a 

decrease for VP16 HBM (Figure 4-4D), pointing to a possible mechanism by which glutamine 

dependency of Ramos cells was affected by these mutants. All amino acids apart from L-Cysteine were 

detected, and all detected amino acids were significantly changed with the 4A mutant (Table 4-1). Aside 

from L-Aspartic Acid, amino acids were increased with the 4A mutant compared to WT (Table 4-1). 

Amino acids that were also significantly changed with the VP16 HBM mutant were altered in an 

opposite direction to what I observed with the 4A mutant, including L-Aspartic Acid (Table 4-1). Thus, I 

have identified amino acids to be the most consistent and predominant metabolite subclass affected by 

modulating the MYC–HCF-1 interaction.  
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4-4: MYC–HCF-1 interaction influences amino acid levels 
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Figure 4-4: MYC–HCF-1 interaction influences amino acid levels 
(Previous page) 
(A) Heatmap showing metabolites detected with RPLC (left) or HILIC (right) that are significantly (FDR < 0.05) 
changed for both the 4A and VP16 HBM mutants, compared to WT MYC. Metabolites are clustered according to 
the relationship between the two mutants, and ranked by the log2FC of 4A versus WT. (B) Clusters of annotated 
metabolites from (A) that were changed in the same direction for the 4A and VP16 HBM mutants were 
independently subjected to pathway enrichment analysis. Pathways with P-value < 0.05 for either RPLC and 
HILIC are shown. (C) As in (B), except for of annotated metabolites from (A) that were changed in opposite 
directions in the 4A and VP16 HBM mutants. (D) Metabolites (FDR < 0.05) in the “alanine, aspartate, and 
glutamate metabolism” pathway that were impacted by the 4A (left) and VP16 HBM (right) MYC mutants. Node 
color represents the fold-change over WT. 
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Table 4-1: Modulating the MYC–HCF-1 interaction affects intracellular amino acid levels 
All data are derived from switchable Ramos cells treated with 20 nM 4-OHT for 24 hours. Amino acid levels were 
measured following separations by HILIC. Q-value and fold-changes (FC) were calculated between the mutants 
and WT. Five biological replicates for WT and VP16 HBM and four biological replicates for 4A were analyzed. Q-
value < 0.05 are highlighted in green, FC > 0 in red, and FC < 0 in blue. Confidence levels reflect the confidence 
in metabolite identification; L1 is validated, L2 is putative, and L3 is tentative. ND=not detected; NS=not 
significant. 

4-1: Modulating the MYC–HCF-1 interaction affects intracellular amino acid levels 

4A vs. WT VP16 HBM vs. WT Confidence 
level

Q-value FC Q-value FC
Glycine 2.52E-04 1.31 3.11E-05 -1.48 L3
L-Alanine 9.97E-05 1.62 NS L2
L-Arginine 2.31E-02 1.18 NS L1
L-Asparagine 6.67E-05 1.50 2.02E-03 -1.23 L2
L-Aspartic acid 1.24E-03 -1.37 1.54E-05 2.01 L2
L-Cysteine ND ND
L-Glutamic acid 2.53E-03 1.46 NS L2
L-Glutamine 2.33E-05 1.46 9.38E-05 -1.41 L2
L-Histidine 8.70E-05 1.64 NS L2
L-Isoleucine 1.10E-03 1.39 2.36E-02 -1.21 L2
L-Leucine 8.63E-04 1.33 2.55E-02 -1.18 L2
L-Lysine 1.66E-02 1.19 NS L2
L-Methionine 6.51E-05 1.61 4.39E-03 -1.27 L2
L-Phenylalanine 4.71E-04 1.48 3.46E-02 -1.22 L2
L-Proline 1.01E-02 1.17 NS L2
L-Serine 7.48E-05 1.59 NS L1
L-Threonine 9.63E-05 1.54 1.25E-02 -1.17 L2
L-Tryptophan 1.56E-04 1.64 NS L1
L-Tyrosine 1.22E-04 1.59 1.9E-02 -1.18 L2
L-Valine 4.41E-02 1.14 NS L3

92



Regulation of gene expression 

The majority of functions for MYC and HCF-1 are attributed to their ability to influence transcriptional 

output, leading to the hypothesis that their interaction has a similar contribution and that the effects on 

growth and metabolism I observed in the switchable MYC Ramos cells are consequences of altered 

gene expression. To understand specifically which genes were involved, I performed RNA-Seq 

following a 24-hour treatment with 4-OHT. For both the 4A and VP16 HBM mutants, I observed 

extensive alterations in transcript levels, with both cell lines showing ~4,000 significantly changed 

transcripts over wild-type (Figure 4-5A) that were strongly conserved across replicates (Figure 4-5B). 

The magnitude of these changes varied dramatically, but the vast majority were small in size for both 

mutants (Figure 4-5C), consistent with what is commonly found with the contribution of MYC to 

transcriptional regulation [77]. 

Gene ontology analysis of significantly changed transcripts revealed a striking relationship between the 

4A and VP16 HBM mutants (Figures 4-5D and 4-5E). While the ontology of transcripts that were 

increased with the 4A mutant bore minimal resemblance to those that were decreased with the VP16 

HBM mutant (Figures 4-5D, right and 4-5E, left), that of transcripts decreased with 4A or increased with 

the VP16 HBM mutant were near-identical (Figures 4-5D, left and 4-5E, right). The latter of these gene 

ontology analyses were enriched primarily for protein synthesis and mitochondrial function categories, 

including ribosome biogenesis, translation, tRNA metabolic process, and mitochondrial matrix (Figures 

4-5D, left and 4-5E, right). The strength and consistency of these categories suggests that HCF-1 likely 

promotes transcriptional activation by MYC at a process-specific set of target genes, with this function 

being impaired in the 4A mutant and amplified in the VP16 HBM mutant. 

I then confirmed that the gene expression changes identified by comparing the WT to mutant cell lines 

in RNA-Seq recapitulated when comparing unswitched cells to switched cells by reverse transcriptase 

quantitative PCR (RT-qPCR). By focusing on genes that fell into the most consistent gene ontology 

categories, I validated a number of transcripts. For all tested the 4A and VP16 HBM mutants 
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respectively caused decreased and increased transcript levels over their wild-type counterparts (Figure 

4-5F). 
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4-5: Gene expression changes induced by the 4A and VP16 HBM mutants 
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Figure 4-5: Gene expression changes induced by the 4A and VP16 HBM mutants 
(Previous page) 
(A) Volcano plots showing the significant (FDR < 0.05) gene expression changes for the 4A (left) and VP16 HBM 
(right) mutants. For clarity, some data points were excluded. (B) Heatmap visualizing consistency amongst 
replicates of RNA-Seq for switchable MYC allele cell lines at 24 hours, by Z-transformation and ranking by FC. 
Genes that were significantly (FDR < 0.05) impacted compared to WT are shown. Three biological replicates for 
each WT, 4A, and VP16 HBM were used to calculate FDR and fold-changes. (C) Scatter plot showing the 
distribution of log2FC of significant (FDR < 0.05) RNA-Seq changes with the 4A and VP16 HBM MYC mutants, 
compared to the WT switch. Solid lines represents the median log2FC for decreased (4A: -0.2858; VP: -0.2747) 
and increased (4A: 0.281; VP: 0.2558) genes compared to WT. For clarity, some data points were excluded. (D) 
and (E) Categories from the top eight families in GO enrichment analysis of significant (FDR < 0.05) gene 
expression changes under each condition (D: 4A; E: VP16 HBM). (F) RNA-Seq changes in the switchable cells 
were validated using reverse transcriptase quantitative PCR (RT-qPCR). Cells were grown with or without 4-OHT 
for 24 hours to confirm changes in RNA levels detected by RNA-seq, with Ct values normalized to those for 
GAPDH and fold-changes calculated over -4-OHT samples. Shown are the mean and standard error for three 
biological replicates. Student’s t-test between WT and mutant cells was used to calculate P-values; *P<0.05, 
**P<0.01, ***P<0.001. 
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RNA-Seq: Relationship between 4A and VP16 HBM mutants 

Although I anticipate the 4A and VP16 HBM mutants affect expression of a similar set of genes, the 

congruent gene ontology analyses of the mutants may also be a consequence of altered expression of 

different gene sets that bear the same function. By comparing transcripts whose expression was 

changed under both conditions, I found that almost half of the significantly changed transcripts were 

reciprocated between the two datasets, and of these, a slight majority had an inverse fold-change 

(Figure 4-6A and 4-6B). Excluding the direction, the magnitude of changes were similar between the 

two mutants, but the bulk of shared transcripts had only small alterations in transcript levels compared 

to wild-type (Figure 4-6B). Thus, both metabolites and transcripts demonstrated a mix of correlated and 

anti-correlated changes with the 4A and VP16 HBM mutants. Based on the loss- and gain-of-function 

nature of these mutants in regards to their association with HCF-1, I propose that primarily the anti-

correlated changes are a consequence of specifically modulating this interaction, with the correlated 

changes more likely to occur due to both mutants disrupting interaction with a different MbIV cofactor. 

I performed gene ontology analysis of the specific clusters shown in Figure 4-6B. As expected 

according to the categories identified in Figures 4-5D and 4-5E, transcripts that were decreased with 

the 4A mutant and increased with the VP16 HBM mutant were enriched in functions related to protein 

synthesis and mitochondria (Figure 4-6C, left). The remaining clusters, although showing some 

enrichment for previously identified categories, including kinase binding (Figure 4-6D, right), generally 

had substantially weaker enrichment than the ‘4A down/VP16 HBM up’ cluster. The primary exception 

to this was a strong over-representation of the nucleosome category, which consists of 17 histone-

encoding transcripts that were increased with both the 4A and VP16 HBM mutants (Figure 4-6D, right). 

These findings provide further clarification that HCF-1 activates MYC-driven gene expression, and 

appears to specifically contribute to the expression of genes involved in ribosome biogenesis, 

translation, and mitochondrial function.  
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4-6: Correlative and anti-correlative gene expression changes 

Figure 4-6: Correlative and anti-correlative gene expression changes 
(A) Significant (FDR < 0.05) gene expression changes that are anti-correlative (left) and correlative (right) in 
direction between the 4A and VP16 HBM mutants. (B) Heatmap showing the log2FC of significantly (FDR < 0.05) 
changed genes that are shared between the 4A and VP16 HBM mutants. Genes are clustered according to the 
relationship in expression changes between the 4A and VP16 HBM mutants, and ranked by the log2FC for the 4A 
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mutant. Scale of heatmap is limited to [-3,3]. (C) and (D) Categories from the top eight families in GO enrichment 
analysis of the anti-correlated (C) and correlated (D) gene clusters shown in (B), for genes that were decreased 
(left) or increased (right) with the 4A mutant. The P-value of categories is represented by the bubble color, which 
is scaled across these figures, and the number of genes present in a category is represented by the bubble size. 
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Relationship between gene expression and metabolic changes 

There are multiple mechanisms possibly responsible for the alterations in amino acid levels I observed 

in switchable MYC cell lines. By performing a combined analysis of metabolites and transcripts that 

were significantly changed in their respective assays (Figures 4-7A and 4-7B), I took a closer look at 

which gene expression changes may be responsible for the observed alterations in metabolites. As 

expected based on the metabolomics analyses alone, and the strong influence of the 4A and VP16 

HBM mutants on amino acids, the predominant KEGG pathways that emerged involve amino acids, 

particularly for the 4A mutant (Figure 4-7A). Pathways enriched for the VP16 HBM mutant were more 

diverse, but generally much weaker, and included pyrimidine metabolism (Figure 4-7B). 

Curiously, the preeminent pathway to emerge from combined analyses was aminoacyl-tRNA 

biosynthesis, which consists of all of the amino acids and the enzymes, commonly referred to as tRNA 

ligases, synthetases, or transferases, that catalyze the transfer of amino acids to uncharged tRNAs. 

The majority of these ligases have multiple paralogs, and these usually reflect cellular distribution (e.g. 

MARS1 is cytoplasmic and MARS2 is mitochondrial). Looking specifically at this pathway, there is a 

distinct anti-correlation between the effects of these mutants on amino acid levels and on the 

transcripts encoding the tRNA ligases (Figures 4-8A and 4-8B). With the 4A mutant, where the levels of 

almost all amino acids were increased, the tRNA ligase transcripts are largely decreased (Figure 4-8A). 

The opposite was true for the VP16 HBM mutant (Figure 4-8B). The relationship between amino acids 

and tRNA ligases was not necessarily consistent or opposite, with some amino acids changing without 

a detectable alteration in tRNA ligase (e.g. L-Serine for 4A), or vice versa (e.g. CARS1/2 for 4A). 

While this relationship is intriguing, changes in the levels of tRNA ligases are unlikely to directly lead to 

alterations in amino acid levels. However, one would anticipate that impacting the levels of charged 

tRNAs would reduce the incorporation of amino acids into proteins, as would the observed changes in 

the expression of ribosome biogenesis components. In addition to these, I also noted enrichment of 

amino acid transporters in the RNA-Seq data, with these predominantly increased in the 4A mutant and 

100



decreased in the VP16 HBM mutant (Figure 4-8C). Thus, the mechanism of amino acid variations when 

perturbing the MYC–HCF-1 interaction is likely multi-faceted, including both increased uptake and 

decreased utilization. 
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Figure 4-7: Pathways driving amino acid accumulation 
(A) and (B) Enrichment analysis of KEGG pathways using a combined list of significantly changed metabolites 
(FDR < 0.05 & |FC| > 1.5) and transcripts (FDR < 0.05) with the 4A (A) and VP16 HBM (B) mutants. Pathway 
impact reflects centrality and the number of matched metabolites. 
4-7: Pathways driving amino acid accumulation 
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Figure 4-8: Amino acids and their cognate tRNA-ligases and transporters 
(Previous page) 
Impact of the 4A (A) and VP16 HBM (B) mutants on amino acid levels (HILIC) and on the expression of 
aminoacyl tRNA ligases (RNA-Seq). (C) Transcripts encoding amino acid transporters that were significantly 
changed in either the 4A or VP16 HBM mutants.  
4-8: Amino acids and their cognate tRNA-ligases and transporters 
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Discussion 

By implementing and validating a system for perturbing the MYC–HCF-1 interaction in the BL Ramos 

cell line, I have determined the functional contribution of MbIV, both in terms of the genes it regulates 

and the effected phenotypes. The most prominent, recurring gene expression changes resulting from 

mutation to this region are linked to ribosome biogenesis, translation, and mitochondrial function, 

leading to consequences in cellular metabolic profile, glutamine-dependency, and growth. Thus, I have 

found the MYC–HCF-1 interaction to modulate process-specific genes that are recurring targets of 

MYC and are thought to be important contributors to its oncogenic potency. 

The 4A and VP16 HBM mutants that I know manifest as loss- and gain-of-function effects, respectively, 

on the association between MYC and HCF-1, also caused both correlative and anti-correlative effects 

on gene expression and metabolism. Regardless of these, the dominant phenotype that prevailed in 

cell growth was similarly a loss and a gain, suggesting that the most important and defining changes 

were anti-correlative. The influence of MbIV deletion on the MYC interactome has previously been 

interrogated [15], with this affecting the association of MYC with upwards of 100 proteins, many of 

which are transcriptional regulators. The most strongly conserved residues within MbIV in MYC family 

members correspond to the HBM (Figure 1-5A), and one would anticipate the mutants utilized in my 

experiments would also affect, in addition to HCF-1, at least a handful of these interactions. I 

hypothesize that perturbation of the MYC–HCF-1 interaction is responsible for only a subset of the 

metabolite and gene expression changes I observed, specifically the subset that is anti-correlated 

between 4A and VP16 HBM mutants. Because of the unique nature of the gain-of-function VP16 HBM, 

in that it is specific to HCF-1, I additionally propose that the metabolite and gene expression changes 

correlated between these mutants were instead the consequence of both mutants disrupting the 

association of MYC with additional cofactors. Because the end-goal of this work would be the 

development of small-molecule inhibitors against HCF-1 to prevent its association with MYC, these “off-

target” effects would likely not be relevant in this context. However, concluding this with any conviction 
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would also require assessment of the functional contribution of the MYC–HCF-1 interaction from the 

perspective of HCF-1. 

I have shown here that disrupting the MYC–HCF-1 interaction slows Ramos cell growth, whereas 

increasing the interaction appears to accelerate it. The rate of change for these mutants is different, 

with the growth change for the 4A mutant occurring more quickly than that for the VP16 HBM mutant. 

Similarly, both approaches for untargeted metabolomics found fewer metabolites were significantly 

changed with the VP16 HBM mutation, and those that were significantly changed, typically did so with a 

smaller magnitude. For both growth and metabolism, the difference between the mutants may reflect a 

“ceiling” reached in the growth of an already-aggressive cancer cell with the VP16 HBM mutant, driven 

by enzymatic or physical constraints of metabolism in Ramos cells [342]. These findings imply that, in 

their “wild-type” form, Ramos cells are not maximizing their growth or metabolic potential, but instead 

retain room to expand these processes. This further supports the idea that the HBM present in MYC is 

weakened, but triggers the question of why. One possible explanation is that acceleration of 

metabolism and growth are important only in certain contexts, or perhaps when the nutrient status of 

the cell allows. The converse of this is that the VP16 HBM is disadvantageous under certain conditions, 

or that the MYC HBM is necessary for the totality of normal MYC function. Indeed, the latter of these 

suggestions is supported by the above-mentioned idea that the VP16 HBM disrupts association with 

additional MbIV cofactors. 

Of the genes that did demonstrate an inverse relationship between the 4A and VP16 HBM mutants, the 

tRNA ligases were particularly striking, not only because of the corresponding effects on amino acid 

levels, but because they are increasingly considered to be fundamental contributors to MYC-driven cell 

growth and tumorigenesis [343-345]. The genes encoding tRNA ligases are reported to be direct 

targets of MYC [344, 345], and inhibiting them, only in combination with MYC overexpression, is 

sufficient to cause programmed cell death [345]. While I did not observe apoptosis with decreased 

expression of tRNA ligases in the 4A mutant, there is likely a threshold that I did not cross with the 
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modest transcript changes I observed. One of the modes through which MYC is proposed to control 

expression of tRNA ligases is activation of the integrated stress response [344]. The acceleration of 

protein synthesis by MYC, compounded by MYC-driven RNAPIII synthesis of tRNAs, has been shown 

to cause an accumulation of uncharged tRNA [344], leading to activation of the protein kinase GCN2 

and subsequent induction of the integrated stress response [346, 347]. This pathway results in reduced 

translation initiation of most mRNAs, and translational up-regulation of the activating transcription factor 

4 (ATF4), which promotes the expression of genes encoding amino acid transporters, tRNA ligases, 

and metabolic enzymes [347]. However, somewhat circuitously, MYC co-binds with ATF4 at these 

genes to control their output [344]. If genes encoding tRNA ligases are direct targets of the MYC–

HCF-1 interaction, it is possible that I have interfered with the compensatory mechanisms through 

which MYC normally enables balanced, accelerated cell growth. Furthermore, I would anticipate that 

reducing the expression of tRNA ligases causes accumulation of uncharged tRNA, thereby leading to 

an increased, but disabled, compensatory response that may account for the widespread gene 

expression changes I observed. This, compounded by reduced expression of ribosome biogenesis and 

translation components, may be responsible for the accumulation of amino acids in the 4A cell line. 

Overexpression of MYC can increase the rate of protein synthesis two-fold [91]. Its ability to achieve 

this in a balanced, productive manner likely depends on the genome-wide function of MYC. The most 

energy-intensive process in cells [93], ribosome biogenesis is a crucial step in controlling protein 

synthesis, and MYC plays a critical role in regulating each phase of it [85]. The MbIIIb cofactor WDR5 

specifically contributes to MYC-driven regulation of the structural components of ribosomes, whereas 

here I have found the MYC–HCF-1 interaction to be primarily important to the expression of genes for 

rDNA transcription, rRNA processing, and ribosome assembly. Indeed, this points to MYC making 

specific interactions to drive the expression of subsets of genes that contribute to the same processes. 

Why? Ribosomal protein genes regulated by MYC–WDR5 are primary, baseline targets for MYC [74, 

85]. While MYC has previously been found to control the ribosome biogenesis process, this is observed 

with MYC overexpression [89]. Thus, rising MYC levels could enlist HCF-1 to additionally contribute to 
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ribosome biogenesis, meaning that their interaction is most relevant only under certain contexts. This 

suggests that MYC is responsible for orchestrating all stages of ribosome biogenesis when it forces a 

cell to surpass its physiological protein synthesis and growth rates. 

That MYC is both a cause and a cure, such as that occurring in the integrated stress response, is not a 

novel idea. Increasing MYC levels not only extends its control into distinct ribosome biogenesis genes 

[85], its regulation of metabolism and mitochondrial biogenesis is also generally considered to be a 

gained function of overexpressed MYC [25, 74]. Mitochondria and ribosome biogenesis correspond to 

the biggest sources and sinks of energy in the cell, respectively [93], suggesting increasing MYC levels 

enables for a coordinated increase in both processes and an intrinsic compensatory response. My 

works defines the MYC–HCF-1 interaction as a central contributor to this coordination. Thus, it is 

possible that, when MYC is expressed at a certain level, its association with HCF-1 is responsible for 

controlling ribosome biogenesis genes, but, upon increased overexpression, their target genes are 

expanded to include genes for mitochondrial function. In this sense, while overexpression of MYC 

causes amplification of ribosome biogenesis, it is simultaneously exploiting HCF-1 to increase the 

expression of genes for mitochondrial biogenesis to keep up with the corresponding energy demand. 

This would suggest that the MYC–HCF-1 interaction is relevant and pivotal primarily when MYC levels 

in the cell are high, which occurs both during development and cancer.  
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Chapter V 

V. Inducible degradation of HCF-1 

Introduction 

First identified for its role in viral infection [348], HCF-1 has since been found to function as a cofactor 

for various chromatin-bound proteins, and contributes to the regulation of genes involved in cell cycling 

and metabolism [291, 349]. Through the activity of OGT [328], HCF-1 is cleaved into its amino- and 

carboxy-termini, with the termini remaining tightly associated following cleavage [225]. HCF-1 is 

commonly referred to as a scaffolding protein due to its ability to to interact with a variety of different 

proteins [217]. The majority of these interactions occur through the amino-terminus, particularly with the 

highly conserved VIC domain. Much of the function of HCF-1 has been defined based on its interaction 

partners or through long-term knockdown/knockout experiments. These approaches have found 

HCF-1N contributes to the transition from the G1 to S phase [350], stabilizes PGC-1α to regulate 

metabolic and mitochondrial genes [275], undergoes co-dependent recruitment with ZNF143 and 

THAP11 to modulate E2F-responsive genes [349], enables chromatin-association of insulin receptor for 

transcription of insulin-responsive genes [351], and various other functions. However, in the absence of 

a comprehensive assessment of HCF-1 target genes, its function on a shorter timescale and genome-

wide level, beyond its previously interrogated interaction partners, is unknown.  

Here, I have proposed a role for HCF-1 in contributing to the activation of protein synthesis and 

mitochondrial genes through its interaction with MYC. Indeed, neither of these would constitute entirely 

novel functions for HCF-1, with conditional knockout of HCF-1 found to affect transcripts of genes 

involved in mitochondrial ribosome biogenesis and aminoacyl tRNA transferases [291]. The authors of 

this work implied that stabilization of PGC-1α by HCF-1 is, at least in part, responsible for these 

expression changes [291], consistent with what has previously been demonstrated with knockdown of 
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PGC-1-related coactivator [352]. However, a role for HCF-1 in the regulation of ribosome biogenesis 

outside of the mitochondria, which I suggest based on the loss- and gain-of-function mutants in the 

MYC HBM, would be a novel finding. 

As mentioned in the previous chapter, I believe the gene expression changes found by perturbing the 

MYC HBM may be a consequence of affecting MYC's interaction with both HCF-1 and additional, 

unconfirmed cofactors. The 4A and VP16 HBM mutations within the MYC HBM constitute a unique set 

of genetic tools that, I believe, are unlikely to also be loss- and gain-of function mutations for interaction 

with non-HCF-1, MbIV binders. Based on this, I concluded that the transcripts that were anti-correlated 

between the 4A and VP16 HBM mutants are due to specifically perturbing the MYC–HCF-1 interaction. 

To confirm that HCF-1 does regulate these genes, I applied inducible degradation of HCF-1N using the 

dTAG system. This system involves fusing a mutant form of the FKBP12 protein (FKBP12F36V) to a 

protein of interest, in this case the amino-terminus of HCF-1. A PROTAC molecule, dTAG, can then be 

added to cells and one end of this specifically binds to the mutant form of FKBP12 [299]. The other end 

of dTAG molecule binds to the E3 ligase cereblon, leading to polyubiquitylation and degradation of the 

protein of interest. Thus, having the ability to directly target a specific protein, the dTAG system would 

allow for rapid and highly specific loss of HCF-1N. This approach is particularly important not only 

because it enables us to focus on the function of the amino-terminus alone, but it avoids the 

complications of long-term knockdown, particularly secondary transcriptional changes in response to 

the loss of an essential protein. 

Ultimately, the undruggable, intrinsically disordered nature of MYC means that our best path forward for 

perturbing the MYC–HCF-1 interaction is through HCF-1 itself. While removing the entirety of HCF-1N 

from a cell does not immediately replicate what would occur in the presence of a small-molecule 

inhibitor, by combining this information with that obtained through mutation of the MYC HBM, I hope to 

gain a representation of the consequences of impairing a fraction of HCF-1 function. 
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Results 

Inducible degradation of HCF-1N 

To interrogate the role of HCF-1 in phenotypes observed when I alter the MYC HBM in Ramos cells, I 

also generated a cell line for inducible degradation of HCF-1N. I used CRISPR/Cas9-directed 

homologous recombination to fuse FKBP12F36V to the amino-terminus of HCF-1 in Ramos cells (Figure 

5-1A), which contain only a single allele of the X-linked HCFC1 gene. I additionally included a P2A-

linked mCherry marker, and used this for fluorescence-activated cell sorting to obtain a population of 

mCherry-positive cells. Compared to the parental Ramos cells, this population had a shifted molecular 

weight of HCF-1N, and a FLAG-tagged species, both of which were undetectable by western blot after a 

24 hour treatment with dTAG-47 (Figure 5-1B). Degradation of HCF-1N using this system occurred 

rapidly, with about half of the protein gone within one hour and little-to-none detectable within eight 

hours (Figure 5-1C). This approach also enabled specific targeting of HCF-1N, with only a minimal 

effect on the levels of HCF-1C (Figure 5-1C). Longer treatments with dTAG-47 also caused a reduction 

in MYC protein levels (Figure 5-1C). Combined with the switchable MYC allele, inducible degradation of 

HCF-1N serves as a strong approach for interrogating the function of the MYC–HCF-1 interaction from 

the perspective of both proteins. 

HCF-1 is an essential protein, with multiple reports demonstrating its knockdown or knockout leads to 

slowed growth or cell death [221, 350]. I recapitulated and extended these findings here, demonstrating 

that the specific loss of HCF-1N caused a rapid reduction in proliferative capacity and subsequent cell 

death (Figure 5-1D). Although cell numbers appeared to be mostly unaffected at 24 hours (Figure 

5-1D), cell cycle analysis at this timepoint revealed a modest accumulation of sub-G1 cells, and a 

reduction of cells in the S-phase (Figure 5-1E). Thus, this system enables rapid degradation of HCF-1N 

and can be used to assess early phenotypes associated with its loss. 
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Figure 5-1: Applying the dTAG system to HCF-1N 
(A) Schematic of the HCF-1 fusion protein in Ramos FKBPFV-HCF-1N Ramos cells, which were generated using 
CRISPR/Cas9 homology-directed repair. Fused to the N-terminus of the VP16 induced complex (VIC) domain is 
mCherry linked by P2A to FLAG-tagged FKBP12FV. (B) Western blot, comparing effect of treating untagged, 
parental cells or FKBPFV-HCF-1N Ramos cells with DMSO or 500 nM dTAG-47 for 24 hours. Blots for HCF-1N, 
FLAG tag, HCF-1C, and GAPDH are shown. (C) Western blot of lysates from FKBPFV-HCF-1N Ramos cells 
treated with 500 nM dTAG-47 for varying times, compared to cells treated with DMSO for 24 hours. Shown are 
short and long exposures of HCF-1N, and HCF-1C, with a GAPDH loading control. (D) Growth curve of FKBPFV-
HCF-1N Ramos cells treated with DMSO or 500 nM dTAG-47. Cells were counted every 24 hours for four days 
after plating. Shown are the mean and standard error for three biological replicates. Student’s t-test was used to 
calculate P-values; a = 0.0029, b = 0.000051, c = 0.000040. (E) Cell cycle distribution was determined using 
propidium iodide (PI) staining of FKBPFV-HCF-1N Ramos cells treated with DMSO or 500 nM dTAG-47 for 24 
hours. Shown are the mean and standard error for three biological replicates. Student’s t-test was used to 
calculate P-values; a = 0.037, b < 0.0001. 
5-1: Applying the dTAG system to HCF-1N 
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Impact of HCF-1 degradation on gene expression 

Application of the dTAG system for inducible degradation of HCF-1N provided an opportunity for a 

temporal understanding of transcriptional regulation by HCF-1. To exploit the rapid degradation that 

occurs and minimize secondary consequences of HCF-1N loss, I performed RNA-Seq on cells that had 

been treated with dTAG-47 for 3 hours. Even at this early timepoint I observed extensive changes in 

gene expression, with ~2,100 and ~2,400 transcripts significantly decreased and increased, 

respectively (Figure 5-2A). Similar to the switchable MYC cells, the magnitude of these changes varied, 

but the vast majority were small (Figure 5-2B). Although more transcripts were increased than 

decreased, the median fold-change was greater for transcripts that were decreased (Figure 5-2B). 

While it has been reported that dTAG molecule does not cause off-target effects [299], I treated the 

parental Ramos cells with dTAG molecule for 3 hours, finding that ~100 transcripts were significantly 

affected (Figure 5-2C). These transcripts were predominantly increased (Figure 5-2C), and a 

surprisingly high proportion involved in cholesterol biosynthesis. The bulk of these transcripts were also 

changed when FKBP-HCF-1N cells were treated with dTAG molecule, both in magnitude and direction 

(Figure 5-2D). 

The transcripts that were significantly decreased by the loss of HCF-1N were enriched for functions 

including ribosome biogenesis, transferase complex, and tRNA metabolic process, while those that 

were increased are involved in cell cycle, RNA catabolic process, and translation (Figure 5-2E). Thus, 

categories of both decreased and increased transcripts resemble those that were repeatedly 

represented in the switchable MYC cells. Targeting genes in these categories, I additionally validated a 

selection of changes by RT-qPCR (Figure 5-2F). Finally, gene set enrichment analysis (GSEA) re-

emphasized the role of HCF-1 in the cell cycle, with the hallmark gene sets G2/M checkpoint and E2F 

targets both significantly enriched (Figure 5-2G). 
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5-2: Gene expression changes in response to HCF-1N degradation 

Figure 5-2: Gene expression changes in response to HCF-1N degradation 
(A) Heatmap of significantly (FDR < 0.05) changed genes in FKBPFV-HCF-1N Ramos cells treated with DMSO or 
dTAG-47 for three hours. Shown are the z-transformed expression data for three biological replicates of RNA-
Seq, ranked by FC. (B) Scatter plot showing the distribution of log2FC in RNA-Seq comparing DMSO to three 
hours of 500 nM dTAG-47 treatment. Solid lines represent the median log2FC for decreased (-0.425655) and 
increased (0.270428) genes. For clarity, one data point was excluded. (C) Heatmap of significantly (FDR < 0.05) 
changed transcripts in parental Ramos cells treated with DMSO or 500 nM dTAG-47 for three hours. Shown are 
the z-transformed expression data for three biological replicates of RNA-Seq, ranked by FC. (D) Heatmap 
showing the log2FC of all transcripts that were significantly (FDR < 0.05) changed when untagged Ramos cells 
were treated with DMSO or dTAG-47 for three hours, and the corresponding log2FC data in FKBPFV-HCF-1N 
Ramos cells. (E) GO enrichment analysis of genes significantly (FDR < 0.05) decreased (left) and increased 
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(right) in expression following treatment of FKBPFV-HCF-1N Ramos cells with dTAG-47 for three hours. Excluded 
from this analysis are genes that were significantly changed when parental Ramos cells were treated with 
dTAG-47 for three hours. (F) RNA-Seq changes in the FKBPFV-HCF-1N Ramos cells were validated using RT-
qPCR. Cells were grown with DMSO or dTAG-47 for three hours, with Ct values normalized to those for GAPDH 
and fold-changes calculated over DMSO-treated samples. Shown are the mean and standard error for three 
biological replicates. Student’s t-test between DMSO and dTAG-47-treated cells was used to calculate P-values; 
*P<0.05, **P<0.01, ***P<0.001. (G) GSEA of significantly (FDR < 0.05) changed transcripts in FKBPFV-HCF-1N 
Ramos cells. Shown are the NES, and FDR for each gene set. 
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Gene expression changes shared between with MYC HBM mutants and HCF-1 degradation 

The goal of inducible degradation of HCF-1N was to gain a better understanding of how HCF-1 

influences the expression of MYC target genes, and to identify which transcripts affected by both the 

MYC 4A and VP16 HBM mutants were the result of specifically perturbing the MYC–HCF-1 interaction. 

I first compared the transcripts that were significantly changed with the HCF-1N degradation, and with 

the 4A and VP16 HBM mutants (Figure 5-3A). More than half of the transcripts altered with HCF-1N 

degradation were also impacted by either the 4A or VP16 HBM mutants, with ~700 transcripts affected 

under all three conditions (Figure 5-3A). While all of these overlapping transcripts, and more, may be 

regulated by the MYC–HCF-1 interaction, I was particularly interested in those that were anti-correlated 

between 4A and VP16 HBM, and also changed with HCF-1N degradation. This strict criteria amounts to 

more than 450 transcripts, and for the majority of these, the direction of change is conserved between 

the 4A mutant and HCF-1N degradation (Figure 5-3B). The relationship between the 4A mutant and 

HCF-1N degradation is somewhat stronger for transcripts that were increased under both conditions, 

but the median log2FC hovers at a very similar value for transcripts that were both decreased (median: 

-0.2276) and increased (median: 0.2349) with HCF-1N degradation (Figure 5-3C). 

Finally, ontology analysis of the gene expression changes in the 4A and VP16 HBM mutants had 

highlighted a role for this interaction in specifically regulating genes involved in protein synthesis and 

mitochondrial function, including the categories “ribosome biogenesis” and “mitochondrial matrix”. 

Focusing on transcripts that were decreased with the 4A mutant and increased with the VP16 HBM 

mutant, I determined that many of these were also affected by HCF-1N degradation (Figure 5-3D and 

Figure 5-3E). Amongst those affected in “mitochondrial matrix” are a number additionally involved in 

mitochondrial ribosome biogenesis and protein synthesis, including structural components of 

mitochondrial ribosomes (Figure 5-3E).  
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Figure 5-3: Comparison of RNA-Seq between switchable MYC allele and HCF-1N degradation 
(A) Venn diagram showing overlap of gene transcripts that were significantly (FDR < 0.05) changed in RNA-Seq 
with the 4A and VP16 HBM mutation, and with degradation of HCF-1N in Ramos cells. (B) Heatmap showing the 
log2FC of genes with significantly (FDR < 0.05) changed expression, as measured by RNA-Seq, under all 
conditions (switchable MYC alleles, 4A and VP16 HBM, and FKBPFV-HCF-1N Ramos cells). Genes are clustered 
according to the relationship in expression changes between the 4A and VP16 HBM mutants, and ranked by the 
log2FC for the 4A mutant. Scale of heatmap is limited to [-3,3]. (C) Box-and-whisker plot showing the relationship 
between genes that are anti-correlated between the 4A and VP16 HBM MYC mutants, and significantly changed 
with the degradation of HCF-1N. Box denotes the 25th to 75th percentile, whiskers extend from minimum to 
maximum point, and middle line marks the median (4A down/VP16 HBM up: -0.2276; 4A up/VP16 HBM down: 
0.2349). (D) and (E) Transcripts that were decreased with the 4A MYC mutant and increased with the VP16 HBM 
MYC mutant and fall into the “Ribosome biogenesis” (D) or “Mitochondrial matrix” (E) gene ontology categories. 
Highlighted in blue are the genes that are also significantly decreased with degradation of HCF-1N. 
5-3: Comparison of RNA-Seq between switchable MYC allele and HCF-1N degradation 
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Discussion 

In the absence of a definitive set of known target genes and functions of HCF-1 in a cell, we cannot 

distinguish the specific purpose of each of its interactions. Interrogating this aspect of HCF-1 is a 

necessary step towards understanding how and why HCF-1 is so important to cell function, and what 

the outcome would be if only a subset of its interactions were perturbed. In the context of my work, I am 

particularly interested in the contribution of HCF-1 to the function of MYC, which I propose to be the 

transcription of genes involved in ribosome biogenesis, translation, and mitochondrial function. 

The termini of HCF-1 are thought to have distinct contributions to cell cycle progression, specifically 

that the amino-terminus is necessary for the G1 to S phase transition and the carboxy-terminus for 

cytokinesis [350]. Inducible degradation of HCF-1N recapitulated this reported phenotype, with the 

proportion of cells in the S phase significantly decreased. While G0/G1 arrest in the absence of HCF-1 

can be rescued by add-back of HCF-1N [350], I did not explore this phenotype in the context of Ramos 

cells due to the accompanying accumulation of cells in sub-G1, suggesting irreversible cell death in 

response to the loss of HCF-1N occurred in this context. One possible reason for this difference is that 

MYC protein levels are impacted by HCF-1 loss within 16 hours, and this likely has severe downstream 

consequences on cell growth and survival. Based on my finding that MYC and HCF-1 levels are largely 

unaffected by mutation of the MYC HBM (Figure 4-1E), the effect of HCF-1 degradation on MYC 

protein levels is probably not a consequence of the MYC–HCF-1 interaction regulating MYC stability. 

Instead, HCF-1 may contribute to the transcription of the MYC allele, but whether this occurs 

specifically at the translocated allele, or also at non-translocated MYC in other contexts, would need to 

be investigated. Cell cycle phenotypes observed with knockdown of MYC are cell type-dependent 

[353], meaning that HCF-1-induced loss of MYC may also occur in other contexts with a different 

outcome. Regardless, if blocking HCF-1 reduces both MYC expression and MYC function in multiple 

contexts (i.e. with and without translocation), the benefit of having a small-molecule inhibitor against it is 

essentially doubled. 

118



The distinct nature of the switchable MYC allele and the dTAG systems makes it near-impossible to 

identify a timepoint where any effects on transcription or downstream cellular phenotypes are 

equivalent. For both systems, the timepoint used was intended to maximize switching/degradation and 

minimize non-transcriptional phenotypes, but likely meant a subset of target genes were missed. 

Despite this, hundreds of genes were affected by both the loss- and gain-of-function MYC mutants, and 

with HCF-1N degradation, suggesting that these, or at least a fraction of these, are directly regulated by 

the interaction of MYC and HCF-1. The relationship between these changes varied, but there was an 

overt correlation in the direction of changes that occurred with the 4A mutant and HCF-1N degradation. 

Previously I suggested that, based on the gene ontology analysis of transcripts that were decreased 

with 4A and increased with VP16 HBM, HCF-1 likely activates MYC-driven transcription. However, their 

combined function does not necessarily appear to be transcriptional activation, with more than half of 

the transcripts shown in Figure 5-3B being increased with both the 4A mutant and HCF-1N degradation. 

HCF-1 is found in complexes involved in transcriptional repression and activation [245], and I 

hypothesize that either of these complex classes may be recruited to MYC target genes through 

association with HCF-1. 

In addition to recapitulating known HCF-1 transcriptional targets using the dTAG system, I have defined 

ribosome biogenesis, distinct from that occurring in the mitochondria, as a novel gene set targeted by 

HCF-1N. In addition to ribosome biogenesis, previously identified mitochondrial function target genes 

also link MYC and HCF-1, suggesting multiple factors are responsible for conveying HCF-1 regulation 

of these genes. However, MYC is predominantly recognized for its baseline function in ribosome 

biogenesis [85], while regulation of mitochondrial biogenesis and metabolism are functions gained with 

overexpression [25, 354]. Thus, it is possible that MYC–HCF-1 modulation of these latter functions is 

primarily a gained consequence of MYC overexpression, with the former possibly occurring regardless 

of MYC levels in the cell. 
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My work emphasizes the absolute importance of HCF-1, not just to cell growth, but also to cell viability. 

This is in contrast to the MYC–HCF-1 interaction itself, which appears to be relevant only to rapid 

proliferation of Ramos cells, suggesting that it is the other interactions made by HCF-1N, or the 

synergistic necessity of these, that make HCF-1N essential. Based on this, I can generally conclude 

that, with the goal of inhibiting MYC function through HCF-1, a way to specifically target this interaction 

would be necessary to maintain the majority of HCF-1 function. In the absence of this specificity, we 

may lose any therapeutic opportunity that the MYC–HCF-1 interaction would provide and cause 

unwanted, off-target cell death. As it stands, we do not currently know how the binding strength of MYC 

compares to different HCF-1VIC interaction partners. However, it stands to reason that, if overexpression 

of MYC is necessary for functional relevance of this interaction and for its complete breadth of target 

genes (i.e. ribosome biogenesis and mitochondrial function), blocking just a fraction of MYC–HCF-1 

interactions using a relatively weak inhibitor may be sufficient to return the HCF-1-dependent function 

of MYC to baseline levels without imparting deficits on off-target interactions and cells. 
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Chapter VI 

VI. Distribution of MYC and HCF-1 on chromatin 

Introduction 

Up to this point, I have identified a set of genes regulated by the MYC–HCF-1 interaction (Figure 5-3B), 

and while we know the MYC–HCF-1 interaction occurs in the nucleus [297], I have yet to assess the 

relationship of MYC and HCF-1 on chromatin. The vast majority of MYC function is linked to its role as 

a transcription factor, and I anticipate that the mechanism of HCF-1’s contribution to MYC is similarly 

embedded at chromatin. Furthermore, the co-regulation by MYC and HCF-1 of genes involved in 

ribosome biogenesis, translation, and mitochondrial function may reflect both direct targets, and 

indirect, secondary transcriptional consequences. Determining the co-binding of MYC and HCF-1 on 

chromatin will enable me to differentiate between these direct and indirect targets, which has two layers 

of significance. First, I might better predict the direct consequences of perturbing the association of 

MYC and HCF-1 in a cell-type independent manner. Second, I would have a subset of genes whereby I 

am highly confident MYC and HCF-1 contribute to transcriptional output, and at which I could use to 

determine a specific mechanism of regulation by this interaction. 

By comparing ENCODE data, Dingar et al. [296] have previously suggested that ~80% of MYC binding 

sites in K562 cells are co-bound HCF-1C. However, the termini of HCF-1 are thought to have somewhat 

distinct functions within cells [350], and Michaud et al. [235] previously demonstrated that fewer than 

60% of HCF-1C peaks overlap with HCF-1N. The chromatin association of HCF-1 is driven by its amino-

terminus, yet much of research into its distribution on chromatin has employed antibodies against the 

carboxy-terminus [254, 349]. Regardless, a number of factors that interact with HCF-1N have been 

shown to contribute to the recruitment of HCF-1C to chromatin, including E2F1 [254] and THAP11/

ZNF143 [349], albeit not on a genome-wide level. Unlike HCF-1, MYC is competent for DNA binding in 
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the presence of its obligate binding partner MAX. While a number of cofactors, including WDR5 [21], 

BPTF [355], and Leo1 [172], are involved in facilitated recruitment of MYC to chromatin, this may not be 

a necessary step at all target genes. The genetic tools I have created to interrogate the MYC–HCF-1 

interaction, including placing mutant MYC as the only MYC in the cell, and with both loss- and gain-of-

function mutants, enable me to determine the specific contribution of their association to the genome-

wide recruitment of either MYC or HCF-1 to chromatin. Finally, this understanding may provide an initial 

insight into the mode by which the MYC–HCF-1 interaction has such widespread and disruptive effects 

on Ramos cells. 

Results 

HCF-1 in Ramos cells 

To determine the distribution of the amino-terminus of HCF-1 on chromatin, I performed ChIP-Seq 

using an polyclonal HCF-1N-specific antibody in Ramos cells. This antibody was a gift from Yuichi 

Machida at Mayo Clinic, and I had validated it for HCF-1N specificity using the dTAG system (Figure 

5-1B). In these cells, I identified ~2,000 peaks, and the distribution of these was strongly promoter-

proximal (Figure 6-1A). More than three-quarters of these peaks were between -1000bp and +500bp, 

with the majority upstream of the TSS (Figure 6-1A). Gene ontology analysis of all peaks emphasized 

previously known functions of HCF-1, such as mitochondrial function and cell cycle, and less-well 

established binding sites, including transferase complex and RNA splicing (Figure 6-1B). I also looked 

at known and de novo motif analyses of these peaks to investigate whether this was a determinant for 

HCF-1N binding. Both approaches showed a strong over-representation of the NRF1 motif (Figure 

6-1C). This corresponds to a sequence associated with nuclear respiratory factor (NRF) 1, but it is also 

considered a non-canonical E-box and can be bound by MYC [18, 356, 357]. 
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Figure 6-1: ChIP-Seq of HCF-1N in Ramos cells 
(A) Distribution of HCF-1N peaks in Ramos cells in relation to the nearest TSS, as determined by ChIP-Seq. (B) 
GO categories strongly represented in genes nearest to HCF-1N peaks in Ramos cells. (C) Known and de novo 
motif analysis of HCF-1N peaks in Ramos cells. Two of the most highly enriched motifs are shown, as well the 
percentage of target and background sequences with the motif, and the P-value. 
6-1: ChIP-Seq of HCF-1N in Ramos cells 
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Co-binding of MYC and HCF-1 

While enrichment of the NRF1 motif suggests that MYC in Ramos cells may co-bind with HCF-1N, I 

analyzed this further by looking at the intersection of my HCF-1N ChIP-Seq data with a previously 

published MYC ChIP-Seq dataset from this same cell line [21]. In Ramos cells, there are significantly 

more binding sites for MYC than there were for HCF-1N, with almost all HCF-1N sites showing overlap 

with MYC (Figures 6-2A and 6-2B). Furthermore, MYC peaks are generally much wider than those for 

HCF-1N, and may have a slightly stronger signal intensity at co-bound regions compared to non-co-

bound (Figures 6-2A). Looking specifically at the ~1,600 overlapping peaks shown in Figure 6-2B, 

these strongly resembled the HCF-1N data alone, including promoter-proximal distribution (Figure 

6-2C), enrichment at genes involved in translation, mitochondrial function, and ribonucleoprotein 

complex biogenesis (Figure 6-2D), and prevalence of the NRF1 motif in both known and de novo 

analyses (Figure 6-2E).  

The apparent higher ChIP-Seq signal of MYC at co-bound sites observed in Figure 6-2A is reflected in 

a greater fragment depth for MYC where it overlaps with HCF-1N compared to where there is no 

overlap (Figure 6-2F). Although more modest, HCF-1N also appears to have slightly stronger signal 

when co-binding with MYC is found (Figure 6-2G), but this may be skewed by a low number of non-co-

bound regions. Focusing specifically on genes whose roles are in protein synthesis and mitochondrial 

function, and were affected at the RNA level by the 4A and VP16 HBM mutants, I found a tight overlap 

of MYC and HCF-1N on chromatin (Figure 6-2H). For most of the genes shown, both the MYC and 

HCF-1 peaks tended towards being upstream of the TSS, with POLR1A the exception to this (Figure 

6-2H). Furthermore, many of these peaks show a strong alignment with the CATGCG motif element 

(Figure 6-2H), corresponding to that bound by NRF1. 

124



6-2: Co-binding of MYC and HCF-1N 

Figure 6-2: Co-binding of MYC and HCF-1N 
(A) Heatmap of all MYC peaks in Ramos cells (from GSE126207) and the corresponding region in Ramos 
HCF-1N ChIP-Seq, representing the combined average of normalized peak intensity in ± 2 kb regions surrounding 
the peak centers with 100 bp bin sizes. Ranking is by peak intensity in HCF-1N. (B) Venn diagram showing 
HCF-1N and MYC peaks in Ramos cells, and the number of regions that overlap between the datasets. ChIP-Seq 
data for MYC are from GSE126207. (C) Distribution of regions that overlap between MYC and HCF-1N peaks in 
Ramos cells in relation to the nearest TSS. (D) GO enrichment analysis of genes nearest to regions of overlap 
between MYC and HCF-1N peaks. (E) Known and de novo motif analysis of regions that overlap between MYC 
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and HCF-1N peaks in Ramos cells. For each motif represented, percentage of target and background sequences 
with the motif, and P-value are shown. (F) Normalized MYC ChIP-Seq fragment counts where peaks overlap with 
HCF-1N (MYC/HCF), compared to where they do not overlap (MYC) in Ramos cells. Data are smoothed with a 
cubic spline transformation. (G) Normalized HCF-1N ChIP-Seq fragment counts where peaks overlap with MYC 
(HCF-1N/MYC) compared to where they do not overlap (HCF-1N only). Data are smoothed with a cubic spline 
transformation. (H) Example Integrative Genomics Viewer (IGV) screenshots of regions that have overlapping 
peaks for MYC and HCF-1N in Ramos cells. The red line below the peaks represents the NRF1 CATGCG motif. 
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Direct targets for regulation by MYC and HCF-1 

Using my extensive interrogation of the contribution of the MYC–HCF-1 interaction to regulating gene 

expression, combined with identification of their co-bound genes, I determined which genes are directly 

regulated by this interaction in Ramos cells. Of the genes co-bound by MYC and HCF-1, about one-

third encoded transcripts that were changed with the 4A or VP16 HBM mutants (Figure 6-3A). While 

similar proportions of these transcripts were increased and decreased, slightly more were decreased 

for the 4A mutant and slightly more were increased with the VP16 HBM mutant (Figure 6-3A). If I then 

focus only on transcripts that were anti-correlated between the 4A and VP16 HBM mutants, 112 of 

these were bound by both MYC and HCF-1, with ~60% decreased with the 4A mutant (Figure 6-3A). 

Although these anti-correlated sets contained relatively few genes, ontology analysis of those from “4A 

down/VP16 HBM up” showed a strong enrichment of categories that have repeatedly been emphasized 

in my research, including ribosome biogenesis and mitochondrial matrix (Figure 6-3B). 

Finally, I added the criteria of also being affected by HCF-1N degradation, leading to a list of almost 60 

genes that I classify as high-confidence, direct targets of the MYC–HCF-1 interaction in Ramos cells 

(Figure 6-3C). The majority of these were decreased with the 4A mutant and increased with the VP16 

HBM mutant, with a definitive correlation between the 4A mutant and HCF-1N degradation. Based on 

the repeated appearance of genes relating to mitochondrial function and protein synthesis, I 

summarized the contribution of each of the direct targets to these processes. There was a definitive 

enrichment for these functions, predominantly for transcripts that were down with 4A and up with VP16 

HBM (Figure 6-3C). A number of genes bridge both functions, including those involved in mitochondrial 

ribosome biogenesis (MRPS12 and MRPL32) and aminoacyl-tRNA biosynthesis (MARS2). 

Furthermore, a number of the transcripts that were increased with the 4A, such as MBD2 and CBX5 

(heterochromatin protein 1, HP1), encode proteins that typically repress transcription of rDNA [358, 

359], and are therefore consistent in the overall effect on these processes. Finally, all of these direct 

target genes experienced only relatively small shifts in expression in response to either altering the 

MYC–HCF-1 interaction or degradation of HCF-1N. 

127



Figure 6-3: Identification of direct MYC–HCF-1 target genes 
(A) Relationship between protein-coding genes that are co-bound by promoter-proximal MYC and HCF-1N by 
ChIP-Seq, and are significantly (FDR < 0.05) decreased or increased in response to the 4A or VP16 HBM 
mutations. Also shown are genes where the expression changes were anti-correlated between the 4A and VP16 
HBM mutants. (B) Ontology analysis of genes that are co-bound by MYC and HCF-1 and whose transcripts were 
anti-correlated between the 4A and VP16 HBM mutants. Analysis of transcripts that were decreased with 4A and 
increased with VP16 HBM is shown at the top, and analysis of transcripts that were increased with 4A and 
decreased with VP16 HBM is shown at the bottom. (C) Heatmap showing genes that are co-bound by promoter 
proximal MYC and HCF-1N in Ramos cells, have anti-correlative gene expression changes between the 4A and 
VP16 MYC mutants, and have significant gene expression changes with HCF-1N degradation. Genes that fall into 
GO categories relating to ribosome biogenesis or translation (RiBi/translation), and mitochondrial function or 
metabolism (Mito/metabolism) are highlighted. 
6-3: Identification of direct MYC–HCF-1 target genes 
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Independent function of HCF-1 and WDR5 with MYC 

MYC is recruited to a subset of ribosomal protein genes through its MbIIIb-dependent interaction with 

the scaffolding protein WDR5 [21]. HCF-1 and WDR5 are found in a number of the same complexes, 

but their interaction with MYC is independent of each other, as demonstrated by me (Figures 3-2, 3-3, 

and 4-1) and Thomas et al. [21, 179]. To confirm their functional independence in regards to MYC, I 

compared their relationship on chromatin, finding only 88 regions of overlap between MYC, HCF-1, and 

WDR5 (Figure 6-4, left). Only three of these correspond to sites at which MYC undergoes WDR5-

dependent recruitment (Figure 6-4, bottom-right). These data further emphasize the independent 

functions of WDR5 and HCF-1 in regards to their relationship with MYC. 
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Figure 6-4: Independent function of HCF-1 and WDR5 with MYC 
Venn diagram showing relationship between HCF-1N, MYC, and WDR5 peaks in Ramos cells, and the overlap 
between co-bound genes and genes for which WDR5 is responsible for MYC recruitment. GO enrichment 
analysis of genes co-bound by MYC and WDR5—taken from Thomas et al. [21]—is also shown. 
6-4: Independent function of HCF-1 and WDR5 with MYC 
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Impact of MYC–HCF-1 interaction on recruitment to chromatin 

Numerous factors have been identified for both MYC and HCF-1 recruitment to chromatin, and this 

process is widely accepted to be the primary mechanism by which protein-protein interactions regulate 

transcription [360]. Cowling et al. [181] previously suggested that deletion of MbIV from N-MYC impairs 

its ability to bind to DNA, as measured by electrophoretic mobility shift assay (EMSA). However, the 

Tansey laboratory has also found that MYC:MAX dimers carrying the 4A mutation and derived from cell 

lysates are equally as efficient at binding to DNA as wild-type MYC [179]. To confirm this and to explore 

whether the VP16 HBM mutant is similarly efficient, I purified recombinant MYC (WT, 4A, or VP16 

HBM) and MAX independently from Escherichia coli, and combined these to generate MYC:MAX 

dimers (Figure 6-5A). Using EMSAs, I found that the 4A and VP16 HBM mutations caused no overt 

disruption to DNA-protein complex formation, and these are effectively disentangled in the presence of 

a specific competitor (Figure 6-5B). 

I also determined whether these MYC HBM mutants affected binding of both MYC and HCF-1N to 

chromatin through ChIP-seq of switchable MYC cells that had been treated with 4-OHT for 24 hours. 

For HCF-1N, the mutants had very similar ChIP-seq signal intensity (Figure 6-5C), with fewer than ten 

significant changes for either of the mutants, none of which were shared. In contrast, MYC-HA ChIP-

seq had extensive alterations in signal with the 4A and VP16 HBM mutants, but almost all of these 

peaks were increased compared to wild-type (Figure 6-5D). Indeed, none of the significant changes 

that were present in both mutants were anti-correlative, suggesting that HCF-1 is not responsible for 

the variations observed. This is reflected in Figure 6-5E, which highlights the significantly changed 

peaks that exceed an absolute fold-change of 1.62 for both mutants; the vast majority of these were 

increased for both mutants compared to wild-type. These ramifications for both MYC and HCF-1, or 

lack thereof, can additionally be seen by looking at screenshots of individual peaks (Figure 6-5F). 

Specifically focusing on genes that I determined to be direct targets of the MYC–HCF-1 interaction, I 

confirmed that neither the 4A or VP16 HBM mutants caused a significant change in the detection of 
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MYC or HCF-1N binding to chromatin (Figures 6-4G and 6-4H). There was, however, a modest increase 

in MYC binding with the VP16 HBM, even at genes that are not direct targets (Figures 6-4G). Thus, the 

mechanism by which the MYC–HCF-1 interaction affects gene expression is likely co-recruitment-

independent. 
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Figure 6-5: Impact of HBM mutations on DNA and chromatin binding 
(Previous page) 
(A) Recombinant MYC (WT, 4A, or VP16 HBM):MAX dimers used in these assays. Dimers were separated by 
SDS-PAGE alongside a BSA standard, and stained using Coomassie Brilliant Blue. (B) Electrophoretic mobility 
shift assay (EMSA) using recombinant MYC:MAX and MAX:MAX dimers incubated with a biotinylated E-box 
probe (5′-GCTCAGGGACCACGTGGTCGGGGATC-3′). Binding reactions were conducted with or without 100-
fold excess of unlabeled specific (as above) or non-specific (5′-GCTCAGGGACCAGCTGGTCGGGGATC-3′) 
competitors. (C) and (D) Heatmap of the combined average of normalized peak intensity in 100 bp bins for all 
HCF-1N (C) or MYC-HA (D) ChIP-seq peaks that were within ±2 kb of a TSS, and scaled across each of the cell 
lines. (E) Heatmap of the combined average of normalized peak intensity in 100 bp bins for MYC-HA peaks that 
were significantly changed (FDR < 0.05 & |log2FC| > 0.7) for both the 4A and VP16 HBM mutants, and were 
within ±2 kb of a TSS. (F) Example IGV screenshots of regions that had non-significant (left) or significant (right) 
changes for MYC-HA or HCF-1N by ChIP-seq. Asterisks mark the peaks that were significantly changed compared 
to WT. (G) and (H) ChIP, using anti-HA (G) or anti-HCF-1N (H) antibody, was performed on parental or switchable 
Ramos cells treated for 24 hour with 20 nM 4-OHT. Enrichment of genomic DNA was monitored by qPCR using 
primers that amplify across peaks. HBB is a negative locus for HA-MYC and HCF-1N, EIF4G3 is a negative locus 
for HCF-1N. ChIP efficiency was measured based on the percent recovery from input DNA. Shown are the mean 
and standard error for three biological replicates.  
6-5: Impact of HBM mutations on DNA and chromatin binding 
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Discussion 

In this chapter, I have looked at the relationship between MYC and HCF-1N on chromatin in Ramos 

cells, and whether their interaction influences their levels at chromatin. Understanding these aspects of 

the MYC–HCF-1 interaction are important for determining their direct target genes and identifying the 

mechanism by which they facilitate transcription, respectively. Compared to what has previously been 

found with this HCF-1N antibody in HeLa cells, I found substantially fewer binding sites in Ramos cells 

and a higher proportion of promoter-proximal sites. The cause of these differences may be largely 

technical, or simply may reflect cell type differences. Despite this, I conclude that almost all of the 

HCF-1N binding sites overlapped with MYC binding sites in Ramos cells. 

The NRF1 motif that is over-represented with both HCF-1N ChIP-Seq and at sites of MYC–HCF-1N co-

binding is found in a number of genes involved in mitochondrial function, with the NRF1 transcription 

factor proposed to coordinate gene expression across the mitochondrial and nuclear genomes [361]. 

NRF1 achieves this in concert with the PGC family [274], and while an interaction between NRF1 and 

HCF-1 has not been identified, all PGC family members can interact with the HCF-1VIC domain [275, 

276]. As a non-canonical E-box, MYC is also capable of binding to the NRF1 motif in vitro [18] and in 

vivo [356], and can regulate transcription from genes containing this motif [357]. Indeed, one of the 

proposed mechanisms through which MYC affects the expression of such a wide array of genes when 

it is overexpressed, is through invasion to low-affinity binding sites and non-canonical E-boxes, 

including the NRF1 motif [25, 74]. 

While expression of only a subset of MYC–HCF-1 co-bound genes was affected by the HBM mutants 

and HCF-1N degradation, there are various limitations that may have affected this outcome. Perhaps 

the most influential of these is the strict criteria used to identify target genes of this interaction, including 

anti-correlative changes between the 4A and VP16 HBM mutations, and alterations at an early 

timepoint in response to HCF-1N degradation. The rigidity of such criteria is compounded by the low 
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number of HCF-1N peaks detected by ChIP-Seq, which may be a consequence of only detecting stable 

association of HCF-1N with chromatin. Indeed, this may be particularly relevant to the histone modifying 

role of HCF-1, with recent work demonstrating that histone modifications may occur with only transient 

(“hit and run”) binding of the modifying complex [362]. The high-confidence, direct MYC–HCF-1 targets 

that I did identify show a definitive functional relationship, with the majority being involved in controlling 

protein synthesis and mitochondrial function. While neither of these functions are unique to MYC, the 

presence of both is intriguing, and the specific role of HCF-1 in contributing to the MYC-driven 

transcriptional regulation of these genes is a novel finding. Among the direct targets of the MYC−HCF-1 

interaction are genes that catalyze rate-limiting steps in both ribosome biogenesis (rDNA transcription 

by POLR1A) and translation (initiator tRNA binding to start codon by EIF2S1 [EIF-2α]) [363, 364]. MYC 

regulates all stages of ribosome biogenesis, including transcription of rDNA, rRNA processing proteins, 

and ribosomal protein genes [85]. Interestingly, even with the direct MYC–HCF-1 targets classified as 

mitochondrially-connected, we see links to protein synthesis—MARS2, MRPS12, and MRPL32, for 

example, are specifically involved in the synthesis of mitochondrial proteins, including those required for 

oxidative phosphorylation. Furthermore, these target genes are independent of those regulated by 

MYC–WDR5, with this interaction showing specificity for ribosomal protein genes [21], rather than the 

various ribosome biogenesis factors that I identified in this work. 

I also observed no consistent influence of the MYC HBM mutants on binding of either MYC or HCF-1 to 

chromatin. This points to a co-recruitment-independent mechanism for regulation of the identified target 

genes. While alternative mechanisms will be explored in the final chapter, this finding has previously 

been observed for the Myc–HCF interaction in D. melanogaster, despite this conserved interaction 

occurring through an alternative mode (i.e. HBM-independent) [295]. In this context, the authors did 

however suggest that multiple contact points on Myc may be responsible for association with HCF, and 

further hypothesized that the mechanism of Myc–HCF transcriptional regulation involved the formation 

of a trimeric complex [295]. Thus, not only is the ability HCF-1 to contribute to MYC-driven growth and 

transcriptional activation conserved, including of ribosome biogenesis and rRNA processing genes 
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[295], the mechanism by which it achieves this may also be conserved. Additionally, knockdown of 

HCF-1 does not affect the recruitment of E2F1, and vice versa [349]. These emphasize that, for some 

HCF-1 interaction partners, the capacity of the interaction to regulate transcriptional output is a two-step 

system, with the arrival at chromatin being the first step, which occurs independent of the interaction, 

and the modification to the transcription process being the second, which occurs dependent on the 

interaction. 

The combination of direct target genes involving mitochondrial biogenesis and identification of a non-

canonical motif in MYC–HCF-1 co-bound sites further suggests that this interaction may be most 

relevant for transcriptional regulation when MYC is overexpressed. While MYC may demonstrate only 

minimal binding to the NRF1 motif when at physiological levels, its ability to activate transcription from 

the associated genes might only occur when its levels are high and when there is association with 

HCF-1. Furthermore, genes involved in mitochondrial function and metabolism are commonly 

considered to be gained MYC targets through its binding to low-affinity sites when overexpressed [354], 

but it is also possible that the auxiliary ribosome biogenesis factors I have identified are gained targets. 

Indeed, this seems like a strong possibility considering that a number of these targets are rate limiting 

for their respective processes, meaning that MYC overexpression orchestrates accelerated ribosome 

biogenesis, translation, and mitochondrial biogenesis above baseline to enable rapid cell growth. To 

address this, one could create a leaky inducible system for overexpression of MYC, WT or mutants, so 

that genes that are bound by MYC and HCF-1, and regulated by their interaction, could be determined 

in the context of low and high levels of MYC protein. 
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Chapter VII 

VII. MYC−HCF-1 interaction in MYC-driven tumor engraftment and maintenance 

Introduction 

The overexpression of MYC in the majority of cancers makes it a promising target for the treatment of 

cancer. However, there is an absence of feasible MYC inhibitors, largely due to the intrinsically 

disordered nature of the protein. Instead, targeting MYC interaction partners, such as HCF-1, is 

perhaps the best opportunity available. The Tansey laboratory has previously demonstrated that cells 

overexpressing the MYC 4A mutant have a reduced capacity for tumor formation in a mouse xenograft 

assay compared to wild-type MYC [179]. While this approach was a promising first step to 

understanding the MYC–HCF-1 contribution to cancer, it is a not necessarily a good marker for how 

effective inhibiting this interaction will be for anti-cancer therapies. To make conclusions about this, we 

must determine if perturbation of the MYC–HCF-1 interaction, following tumor formation, results in 

regression. 

Inactivation of MYC, even for a short period of time, is often sufficient for tumor regression [365], even 

in cancers not driven by MYC [207]. A number of specific gene expression changes in response to the 

loss of MYC have been identified as possible mechanisms of regression, including the induction of 

senescence by re-expression of p15INK4b and p21CIP [366], reduced expression of ribosome biogenesis 

genes [367], and impairment of metabolism [368]. My interrogation of the MYC–HCF-1 interaction has 

revealed that this interaction directly regulates the expression of genes involved in ribosome 

biogenesis, translation, and mitochondrial function, suggesting that their association is likely essential 

for tumor growth and maintenance in vivo. However, this may be somewhat confounded by reports 

suggesting that intact, functional p53 is necessary for tumor regression following MYC inactivation 

[366]. While the mutant p53 status of Ramos cells may affect the capacity of the 4A mutant to cause 
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tumor regression in this context, the Tansey laboratory has previously demonstrated that inactivation of 

MYC in Ramos cells is sufficient to cause rapid and sustained tumor regression in vivo [21]. 

In culture, disruption of the MYC–HCF-1 interaction caused a slowing of cell growth, but there was no 

observable increase in apoptotic cells. This is a commonly observed phenotype, even for inhibition of 

MYC, and will still result in apoptosis and tumor regression in vivo [369]. The pressures faced by 

tumors growing in vivo is greater than cells confront in culture, and totality of MYC function is more 

likely to be wholly applicable. Interrogating the MYC–HCF-1 interaction in this context will reveal not 

only their contribution to MYC-driven tumor growth and maintenance, but also enable identification of 

their specific target genes that remain essential in vivo.  

Results 

MYC–HCF-1 interaction in tumor engraftment and maintenance 

In a collaboration with Clare Adams and Christine Eischen at Thomas Jefferson University, we first 

looked at how tumor engraftment of Ramos cells is impacted by the 4A mutant compared to wild-type. 

For this series of experiments, I employed an additional clone carrying the switchable MYC 4A allele 

(4A-2) and a switchable MYC Δ264 cell line, in which the excised exon 3 is not replaced upon 

switching, creating a truncated MYC protein [21]. In this additional cell line, MYC loses its ability to both 

interact with HCF-1 and to associate with chromatin. With this approach, cells were switched in culture 

for 24 hours using 4-OHT and injected into the flanks of nude mice (Figure 7-1A). We found that, while 

WT cells rapidly formed tumors, this was delayed significantly with each of the mutant cell lines (Figure 

7-1B and 7-1C). Indeed, while the WT cell-injected mice all had to be sacrificed within 21 days, this 

time was increased by 50% with the mutants (Figure 7-1D). I purified genomic DNA from tumors 

extracted from mice to determine the proportion of switched cells present, finding that for each of the 

mutant tumors, the majority of cells were unswitched/WT (Figure 7-1E). This suggests that the majority 
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of the tumor outgrowth observed for the mutant cell lines was driven by the presence of remaining 

unswitched cells. 

Next, we exploited the inducible nature of the switchable MYC allele system to address how disrupting 

the MYC–HCF-1 interaction affects tumor maintenance. In this assay, unswitched cells were injected 

into the flanks of nude mice, allowed to form tumors, and then treated with tamoxifen to induce 

switching following engraftment (Figure 7-1F). Prior to in vivo switching, all of the cell lines rapidly 

formed tumors at similar rates (Figures 7-1G and 7-1H). However, following treatment with tamoxifen, 

only WT tumors continued to grow, with the mutant tumors demonstrating a rapid and prolonged 

regression (Figures 7-1G and 7-1H). Thus, the WT cells required all mice to be sacrificed within 29 

days, with the mice in which cells were switched to mutant MYC surviving until completion of the 

experiment (Figure 7-1I). We also looked at the emergence of cell death in the days following injection 

with tamoxifen, finding an accumulation of annexin V-positive cells (Figure 7-1J), caspase activity 

(Figure 7-1K), and sub-G1 cells (Figure 7-1L) in the mutants compared to WT cells within 48 hours. 

These data indicate cell death was the primary driving force behind tumor regression, with the specific 

mechanism of this currently unclear. 
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7-1: The MYC–HCF-1 interaction is required for tumor engraftment and maintenance 

Figure 7-1: The MYC–HCF-1 interaction is required for tumor engraftment and maintenance 
(A) Tumor engraftment schema: WT, 4A-1, 4A-2, and ∆264 cells are switched in culture prior to injection into the 
flanks of nude mice to test the impact of the mutations on tumor engraftment and growth. (B) Average tumor 
volume over time following injection of switched cells. Shown are the mean and standard error for six mice each. 
Only days five to 19 are shown here; the full course of the experiment is depicted in (C). Student’s t-test between 
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WT and each of the mutants was used to calculate P-value; *P < 0.000043. (C) Tumor volumes for individual mice 
in the tumor engraftment assay. (D) Kaplan-Meier survival curves of mice (n=6 of each) injected with switched 
cells. Log-rank test was used to calculate P-value (< 0.0001) from six biological replicates. (E) PCR assays of 
genomic DNA was used to determine the proportion of switched cells present in each tumor after sacrifice. Each 
dot represents an individual tumor, and the line indicates the mean for each group. Student’s t-test between WT 
and each of the mutants was used to calculate P-values; a = 0.0002, b < 0.0001. (F) Tumor maintenance schema: 
Unswitched WT, 4A-1, 4A-2, and ∆264 cells were injected into the flanks of nude mice. Tumors were grown until 
day 15, at which point mice received tamoxifen injections (one/day for three days) to induce switching of the cells. 
(G) Average tumor volume before and after cells were switched. The day at which tamoxifen (Tam) administration 
was initiated is indicated with an arrow. Shown are the mean and standard error for seven mice for WT and six 
mice for 4A-1, 4A-2, and ∆264 cells. Plots for 4A-1, 4A-2, and ∆264 are stacked on top of each other. (H) Tumor 
volumes for individual mice in the tumor maintenance assay. The day at which tamoxifen (Tam) administration 
was initiated is indicated with an arrow. Plots for 4A-1, 4A-2, and ∆264 are stacked on top of each other. (I) 
Kaplan-Meier survival curves of mice in the tumor maintenance assay (n=7 for WT, and n=6 for 4A-1, 4A-2, and 
∆264). The day at which tamoxifen (Tam) administration was initiated is indicated with an arrow. Log-rank test was 
used to calculate P-value (< 0.0001). Curves for 4A-1, 4A-2, and ∆264 are stacked on top of each other. (J) 
Annexin V staining and flow cytometry were performed on cells isolated from tumors at 48 and 96 hours following 
the first tamoxifen administration to determine the extent of apoptosis. Shown are the mean and standard error for 
four mice each. Student’s t-test between WT and each of the mutants was used to calculate P-value; *P < 
0.000001. (K) Caspase activity in cells isolated from tumors (n=4 each) at 48 and 96 hours following the first 
tamoxifen administration was measured. Shown are the mean and standard error for the fold-change (FC) over 
WT for each. Student’s t-test between WT and each of the mutants was used to calculate P-value; *P < 0.000001. 
(L) Propidium staining and flow cytometry were performed on cells isolated from four tumors each at 48 and 96 
hours following the first tamoxifen administration to determine the extent of cell death. Shown are the mean and 
standard error. Student’s t-test between WT and each of the mutants was used to calculate P-value; *P < 
0.000628, **P < 0.000001. 
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Gene expression changes with tumor regression 

To investigate the underlying transcriptional changes associated with the tumor regression, I performed 

RNA-Seq on tumors that were excised 48 hours following treatment with tamoxifen. As to be expected, 

the number of significantly changed transcripts was extensive with each of the mutants, including a 

similar number of transcripts decreased and increased (Figure 7-2A). Comparing the transcripts that 

were decreased (Figure 7-2B) and increased (Figure 7-2C) in the context of all three mutants identified 

a list of ~3,000 that were shared. The gene ontology of those that were decreased included ribosome 

biogenesis, translation, mitochondrial envelope, and tRNA metabolic process (Figure 7-2D). On the 

other hand, transcripts that were increased showed enrichment for functions such as transcription 

coregulator activity, kinase binding, and vacuole (Figure 7-2E). 

The presence of cell death in vivo likely compounded the extent of gene expression effects observed 

with the mutants. To narrow these changes down to those caused specifically by altering the MYC–

HCF-1 interaction, I related the in vivo transcripts to those identified in vitro. More than 70% of the 

transcripts that were decreased with the 4A mutant in vitro were also decreased with either or both of 

the 4A clones in vivo (Figure 7-2F). These ~1,000 shared transcripts are involved in ribosome 

biogenesis, translation, nucleolar part, and mitochondrial gene expression (Figure 7-2G). Although 

similar numbers of transcripts were increased as decreased with both the 4A-1 and 4A-2 clones, fewer 

than 600 of increased transcripts were also increased in vitro (Figure 7-2H). These transcripts showed 

much less enrichment by gene ontology, but included the categories chromatin binding, response to 

topologically incorrect protein, and kinase binding (Figure 7-2I). These findings again emphasize the 

dominant effect of disrupting the MYC–HCF-1 interaction is down-regulation of gene expression, and 

the apparent role of this interaction in controlling genes involved protein synthesis and mitochondrial 

function. 
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7-2: Gene expression changes during tumor regression 

Figure 7-2: Gene expression changes during tumor regression 
(A) Z-transformed RNA-Seq data from tumors (n=4) extracted after switching, ranked by FC. Genes that were 
significantly (FDR < 0.05) impacted compared to WT are shown. (B) Venn diagram showing the overlap of genes 
significantly (FDR < 0.05) decreased in the 4A-1, 4A-2, and ∆264 tumors. (C) Venn diagram showing the 
relationship of genes significantly (FDR < 0.05) increased in the 4A-1, 4A-2, and ∆264 tumors. (D) GO enrichment 
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analysis of genes with significantly (FDR < 0.05) decreased expression in the 4A-1, 4A-2, and ∆264 tumors. (E) 
GO enrichment analysis of genes significantly (FDR < 0.05) increased in the 4A-1, 4A-2 , and ∆264 tumors. (F) 
Venn diagram showing the relationship between genes significantly (FDR < 0.05) decreased in the 4A cell line 
and the 4A-1 and 4A-2 tumors. (G) Gene ontology enrichment analysis of genes significantly (FDR < 0.05) 
decreased in the 4A cell line, and the 4A-1 and 4A-2 tumors. (H) Venn diagram showing the overlap of genes 
significantly (FDR < 0.05) increased in the 4A cell line, and the 4A-1 and 4A-2 tumors. (I) Gene ontology 
enrichment analysis of genes significantly (FDR < 0.05) increased in the 4A cell line, and the 4A-1 and 4A-2 
tumors. 
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MYC–HCF-1 target genes are disrupted in tumor regression 

Finally, almost all of the genes that I identified as direct target genes of MYC–HCF-1 interaction that 

were decreased with the 4A mutant in vitro, were also impacted in the 4A-1 and 4A-2 tumors during 

regression (Figure 7-3). For the most part, these changes occurred in the same direction both in vitro 

and in vivo, but this relationship appears to be more consistent for genes involved in ribosome 

biogenesis and mitochondrial function. Indeed, this may emphasize that these are the more important 

targets of the MYC–HCF-1 interaction. On the other hand, fewer of these direct target genes that were 

increased with the 4A mutant in vitro, were also affected in vivo (Figure 7-3). For all of these genes, it is 

possible that, following perturbation of the MYC–HCF-1 interaction, they faced immediate disruption to 

their expression that was consistent with what I observed in vitro, but subsequent tumor regression 

affected what I ultimately detected by RNA-seq. 
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Figure 7-3: High-confidence MYC–HCF-1 target genes in regressing tumors 
Heatmap showing genes that are co-bound by promoter proximal MYC and HCF-1N in Ramos cells, have anti-
correlative gene expression changes between for the 4A and VP16 MYC mutants, and have significant gene 
expression changes with HCF-1N degradation. The effect on encoded transcripts 48 hours following switching in 
vivo is also shown. Genes that fall into GO categories relating to ribosome biogenesis or translation (RiBi/
translation), and mitochondrial function or metabolism (Mito/metabolism) are highlighted. 
7-3: High-confidence MYC–HCF-1 target genes in regressing tumors 
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Discussion 

Using the switchable MYC cell lines, I was able to confirm the role of the MYC-HCF-1 interaction in 

tumor engraftment, and interrogate the importance of this interaction for tumor maintenance. 

Understanding how this interaction contributes to these processes is a necessary step in pursuing it for 

anti-cancer therapy. Furthermore, I have identified genes regulated by the MYC–HCF-1 interaction that 

are impacted during tumor regression. While preliminary, this work is a promising investigation into how 

development of MYC–HCF-1 inhibitors may progress, and highlights the potential in targeting MYC 

through its cofactors. 

Disrupting the MYC–HCF-1 interaction was as effective at perturbing MYC-driven tumor engraftment 

and maintenance as deletion of the carboxy-terminus of MYC. While the MYC Δ264 mutation impairs 

interaction with HCF-1, it also prevents MYC binding to DNA and likely affects a more diverse gene set 

than disrupting only the MYC HBM. This equivalency may reflect similar mechanisms, or a saturation of 

cell stress or death pathways between these mutants. The cell death observed in vivo for the 4A mutant 

contrasted with what occurred in vitro, whereby cell growth appeared to only slow. This may be a 

consequence of different selective pressures in these contexts, with the changes that occurred in the 

4A mutant creating a vulnerability that is most relevant, and with the biggest implications, in solid 

tumors in vivo. Cells that were switched in vitro to measure tumor engraftment had incomplete 

switching, as revealed by the outgrowth of unswitched cells during tumor development. Conversely, 

when cells were switched in vivo, tumor regression was complete and long-term. For both the 

engraftment and maintenance assays, including the outgrowth of wild-type cells in the engraftment 

assay, similar phenotypes have previously been observed when perturbing the MYC–WDR5 interaction 

using this same switchable system [21]. While possible, albeit unlikely, that switching was more efficient 

in vivo, the mechanism is difficult to attribute specifically, but cell switching may create an environment 

that is untenable for survival of the remaining unswitched cells. While apoptosis might first be triggered 

in the switched cells, neighboring unswitched cells may then undergo apoptosis-induced apoptosis 
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[370]. Such bystander apoptosis has previously been observed in treating mixed populations containing 

cancer cells both with (target) and without (bystander) an antigen [371]. In this context, both the target 

and bystander cells, the latter of which included Ramos cells, would undergo apoptosis in response to 

treatment [371], suggesting that this may be a possible mechanism by which unswitched Ramos cells 

undergo tumor regression alongside their switched, mutant counterparts. While this is an interesting 

conceptually, it might also suggest that neighboring, non-cancerous mouse cells would also be 

vulnerable. However, this issue is particularly relevant in the context of a mixed population of switchable 

cells, and likely would not be applicable with the end-goal of using small-molecular inhibitors to block 

the MYC–HCF-1 interaction in all MYC overexpressing cells. 

The specific consequences of MYC inactivation are cell-type dependent, but, in general, inactivation 

leads to rapid and prolonged tumor regression [365], akin to what I have observed here. These 

consequences can include differentiation [372], senescence [366], apoptosis, or a combination of these 

[373]. In the case of lymphoma cells, cell-autonomous restoration of cell senescence pathways and 

subsequent apoptosis with MYC inactivation have been reported, but this is also dependent on 

functional p53 [366], at least in part due to its induction of anti-angiogenic factors [374]. This suggests 

that, either the mutant p53 present in Ramos cells is sufficient for the tumor regression I observed, or a 

different pathway is responsible in this context. The latter of these may be a consequence of disabling 

MYC, rather than reducing its levels, and directly affecting the expression of only a subset of its target 

genes. 

How might regression and cell death, then, be specifically initiated with the 4A mutant? I propose that 

disruption to both mitochondria and protein synthesis is a one-two hit for cancer cells. The 

uncontrollable growth that is characteristic of cancer cells is dependent on sufficient protein production 

and metabolic output, and both of these are compromised by disrupting the MYC–HCF-1 interaction. 

Coordination of the various stages of ribosome biogenesis is necessary for normal and productive 

protein synthesis, with perturbation of this process causative of proteotoxic stress and activation of 
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stress response pathways [375]. Disrupting various stages of ribosome biogenesis, including rDNA 

transcription, rRNA processing, and nuclear import/export pathways, can lead to activation of p53 and 

initiation of apoptosis [376]. MYC itself has been implicated in this process [377]. While there are mixed 

reports of the p53 status of Ramos cells [378, 379], it has been suggested that p53-independent 

mechanisms may also be involved in the ribosomal stress response [375]. Mitochondria are also 

susceptible to proteotoxic stress [380], and this is particularly relevant here based on the disruption of 

genes involved in mitochondrial protein synthesis. Amongst the pathways activated with mitochondrial 

dysfunction is the integrated stress response, which can dictate the delicate balance of cell survival and 

death [381]. I mentioned this pathway previously as a possible driver of amino acid accumulation in the 

4A mutant. While the primary goal of the integrated stress response is to enable cell survival in 

deleterious conditions, more intense or longer disturbances can limit a cell’s capacity to achieve 

homeostasis, leading to cell death by apoptosis, necrosis, or autophagy [382]. It seems possible then, 

that in vitro the imbalance caused by the 4A mutant can be compensated for by the integrated stress 

response, but in vivo, Ramos cells are unable to achieve this sufficiently. 

The process-specific genes that I have identified as being directly regulated by the MYC–HCF-1 

interaction have recurred in vivo. The extent of gene expression changes observed in regressing 

tumors suggests a catastrophic collapse occurring in both the 4A and Δ264 cell lines. For 4A, I expect a 

subset of these were immediately impacted by disrupting the MYC–HCF-1 interaction, with the 

remainder affected by the consequent initiation of cell death pathways. To take into account the 

confounding stress/death gene expression changes, I specifically focussed on the transcripts that were 

also affected in vitro. This emphasized many of the recurring gene ontology categories that I have 

observed in this work, including those related to protein synthesis and mitochondrial function. My 

findings suggest that even the modest transcriptional consequences of perturbing the MYC–HCF-1 

interaction is sufficient to reverse the cancer phenotype.  
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The development of HCF-1 inhibitors that limit its association with MYC would be the next step for this 

work. One aspect of this would be to specifically target cells in which MYC is overexpressed, and return 

its function to baseline. By using the switchable allele system, I have demonstrated the consequences 

of eliminating the totality of MYC–HCF-1 interaction. The processes that I have characterized as targets 

are often considered to be gained [74], and this is supported by my hypothesis that MYC 

overexpression is required for functional relevance of its interaction with HCF-1. If this is the case, the 

switchable allele is an accurate predictor of the consequences of small molecular inhibitors targeting 

MYC–HCF-1. Furthermore, the multitude of regulatory capabilities I have attributed to the MYC–HCF-1 

interaction and overexpression of MYC are defining characteristics of most tumor types and necessary 

for rampant cell growth [93, 111]. While MYC is not necessarily the only driver of these processes, it is 

certainly a recurring, aggressive, and well-defined one. I anticipate then, that the MYC–HCF-1 

interaction broadly contributes to the growth of all cancers in which MYC is overexpressed. 
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Chapter VIII 

VIII. General Discussion 

Here I have performed an extensive characterization of the interaction between the oncoprotein 

transcription factor MYC and the scaffolding protein HCF-1, including defining the necessary molecular 

elements, identifying a set of target genes, and finding a contribution to both tumor growth and 

maintenance. Each of these aspects of understanding I have gained embed the MYC–HCF-1 

interaction as a promising target for the development of anti-cancer agents. At the same time, I have 

also made a number of interesting observations in my experiments that I think warrant further 

discussion and, ultimately, further investigation. While not necessary to targeting this interaction with 

small-molecule inhibitors, I believe additional insight into these observations will create more modes 

through which we can specifically target MYC-driven tumorigenesis through its interaction with HCF-1. 

MYC transactivation domain is auto-inhibitory of MbIV–HCF-1 interaction 

Based on my finding that the MYC–HCF-1 interaction is influenced by the MYC transactivation domain, 

I propose that this region of MYC folds back onto the central portion, resulting in an auto-inhibitory 

conformation that dampens the ability of MbIV to interact with HCF-1. Combined with the knowledge 

that MYC is O-GlcNAcylated in its transactivation domain [56, 57] and a recent finding that inhibition or 

knockdown of OGT impairs association of MYC and HCF-1 [330], I additionally suggest that O-

GlcNAcylation of the MYC transactivation domain relieves this auto-inhibition to make MbIV more 

accessible and competent for HCF-1 binding (Figure 8-1). Furthermore, deletion of the MYC 

transactivation domain or substitution of the MYC HBM with the VP16 HBM is also sufficient to relieve 

this auto-inhibition, and both of these promote interaction with HCF-1. While O-GlcNAcylation of the 

MYC transactivation domain enables initial accessibility to MbIV, the interaction of HCF-1 may further 

stabilize an open conformation of MYC. While intrinsically disordered proteins such as MYC do not 

adhere to a single conformation, a subset of structures may be preferentially stabilized by protein-
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protein interactions [383, 384], favoring additional interactions. Small-angle scattering (SAS) has been 

used previously to investigate how protein-protein interactions influence structures of intrinsically 

disordered proteins [385], and this could be applied to the MYC–HCF-1 interaction. 

This hypothesis leads directly into another interesting idea: that the efficiency of the MYC–HCF-1 

interaction is attuned to the cell’s metabolic state. O-GlcNAcylation by OGT requires the substrate 

UDP-GlcNAc, which is generated through the hexosamine biosynthetic pathway, and is dependent on 

the levels of glucose and glutamine in the cell (Figure 8-1; [243]). Although we have not tested the 

MYC–HCF-1 interaction in other species, conservation of the MYC transactivation domain and HBM in 

vertebrates (Figure 1-5A) would suggest that this nutrient-dependent regulation could also be 

conserved. The activity of OGT is reported to stabilize MYC [386], likely through competition with the 

hierarchical phosphorylation that contributes to its turnover, and MYC levels are also reduced during 

glucose deprivation [387]. I anticipate that OGT-dependent stabilization of MYC is independent of the 

MYC–HCF-1 interaction, based on my findings that the MYC 4A and VP16 HBM mutants have no overt 

effect on MYC levels, but that changing availability of glucose to cells would affect both MYC stability 

and its association with HCF-1. Similarly, the interaction between HCF-1 and ChREBP has previously 

been shown to be sensitive to glucose levels and OGT activity [249]. However, this has been attributed 

to O-GlcNAcylation of HCF-1 itself [249]. 

Finally, the gene set that I identified as direct targets for regulation by the MYC–HCF-1 interaction are 

primarily involved in ribosome biogenesis and mitochondrial function, the former of which is the most 

energy intensive process in a cell [93]. Thus, under conditions of nutrient deprivation, the resulting 

impairment of this interaction would lead to a coordinated reduction in the expression of genes 

responsible for the processes that utilize [93] and generate the most energy in a cell (Figure 8-1). The 

mammalian target of rapamycin complex (mTORC) and integrated stress response pathways have both 

been recognized for their role in inhibiting mRNA translation under such conditions [388], while mTORC 

is also reported to regulate rDNA transcription as the rate-limiting step in ribosome biogenesis [389]. 
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The gene set regulated by the MYC–HCF-1 is distinct, and would allow for a rapid transcriptional 

response for longer-term compensation to a changing environment. This model provides relevant detail 

as to why, at least in this context, the MYC HBM appears to be sub-optimal. The gain-of-function VP16 

HBM mutant would likely be devoid of the upstream regulation that I propose modulates the MYC–

HCF-1 interaction and its downstream gene targets, thereby preventing a favorable transcriptional 

program to compensate for nutrient deprivation. Thus, while we did not challenge the tumor growth and 

maintenance properties of the VP16 HBM mutant, the advantageous behavior of this mutant may not 

necessarily translate in vivo. I additionally propose that, given the appropriate conditions, the enhanced 

cell growth I demonstrated with the VP16 HBM mutant could also be reproduced with wild-type MYC. 
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8-1: Modulation of the MYC–HCF-1 interaction by the cellular nutrient state 
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Figure 8-1: Modulation of the MYC–HCF-1 interaction by the cellular nutrient state 
(Previous page) 
Model in which the MYC–HCF-1 interaction is influenced by O-GlcNAcylation of the MYC transactivation domain, 
which is in-turn dependent on glucose and glutamine levels, and activity of the hexosamine biosynthetic pathway. 
Deletion of the MYC transactivation domain or substitution of the MYC HBM (QHNY) for the VP16 HBM (EHAY) 
overcomes the requirement for modulation. By tuning this interaction to the cell’s accessibility to nutrients, there 
can be a coordinated gene expression pattern that forces cell growth to match that supported by its environment. 
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Co-recruitment-independent transcriptional regulation 

My finding that the MYC–HCF-1 interaction regulates the expression of a defined set of target genes, 

but does not play a role in the recruitment of either protein to chromatin, is somewhat surprising. 

Recruitment is widely considered the primary mechanism by which protein-protein interactions 

modulate transcriptional output [360]. This co-recruitment-independent transcriptional regulation has 

been reported previously, including for HCF-1 [295, 349], but the underlying mechanism is rarely 

interrogated. 

Both MYC and HCF-1 can undergo facilitated recruitment through interaction with other cofactors, 

including with WDR5 [21, 178] and THAP11 [349], respectively. WDR5-dependent recruitment of MYC 

to chromatin occurs only at a subset of MYC target genes [21], and only a few of these also correspond 

to MYC–HCF-1 co-bound sites (Figure 6-4). This suggests that a different MYC interaction partner is 

involved in its stabilization at HCF-1 binding sites, or that MYC:MAX dimers alone are sufficient for co-

localization. On the other hand, recruitment of HCF-1 by THAP family members has not been assessed 

globally, and this interaction may remain relevant at sites of MYC and HCF-1 co-binding. At MYC–

HCF-1 target genes, I hypothesize that for transcriptional activation specifically driven by this interaction 

there are two necessary steps, neither of which is sufficient on its own. The first step is independent 

arrival of MYC and HCF-1 to chromatin, as catalyzed by other cofactors. While facilitated recruitment 

itself may contribute to transcription, a second step consisting of interaction between MYC and HCF-1 

amplifies this process post-recruitment. Here, I provide some possible mechanisms by which this 

second step influences transcriptional output from MYC target genes. 

An alternative mode of regulation by the MYC–HCF-1 interaction is stabilization or destabilization of a 

transcriptional activator or repressor, respectively. As a scaffolding protein, HCF-1 has a multitude of 

interaction partners, including both activating and repressive transcription factors and histone modifiers. 

Previous evidence has suggested that the type of complex that forms around HCF-1 is determined by 

the associated transcription factor. For example, an E2F1–HCF-1 interaction favors binding to the 
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SETD1A HMT complex, whereas an E2F4–HCF-1 interaction favors binding to the SIN3A HDAC 

complex [254]. In the context of MYC–HCF-1, their post-recruitment interaction may cause the ejection 

of SIN3A from, and/or the recruitment of SETD1A to, chromatin (Figure 8-2A). HCF-1 is also associated 

with deubiquitylating (DUb) enzyme BAP1, which is a member of the polycomb repressive DUb (PR-

DUb) complex and contributes to transcriptional activation [390]. Thus, the levels of a number of 

proteins at chromatin could be affected by perturbing the MYC–HCF-1 interaction, leading to the 

transcriptional changes I observed. 

Similarly, interaction with HCF-1 may affect MYC interaction partners. The flip-side of my proposed 

auto-inhibitory modulation of the MYC–HCF-1 interaction is that the MYC transactivation domain would 

be less accessible to the cofactors it utilizes to stimulate transcription. Consistent with this, Kato et al. 

[72] have demonstrated that deletion of exon 3 from MYC causes an almost nine-fold increase in MYC-

driven transcriptional activation, suggesting that this region, which includes MbIIIb and MbIV, can 

influence activity of the MYC transactivation domain. I hypothesize that, akin to deletion, association of 

MbIV with HCF-1 impairs auto-inhibition to promote interaction of MYC with transcriptional activators. In 

contrast to the MYC central portion, the MYC transactivation domain has been subject to extensive 

interrogation and found to contribute to activation of transcription through a number of interactions, 

including with TRRAP for histone acetylation [154], TFIIF for transcriptional initiation/elongation [15], 

and P-TEFb for RNAP CTD phosphorylation and transcriptional elongation [167, 168]. This then poses 

the question, how does MYC regulate transcription at sites devoid of HCF-1? The gene expression 

changes I observed with the MYC 4A and VP16 HBM mutants were modest, at best, and auto-inhibition 

between MbIV and the MYC transactivation domain is unlikely to be all-or-nothing. This is emphasized 

by MYC being an intrinsically disordered protein, with certain pro-transcription conformations possibly 

stabilized by interaction with HCF-1. That said, additional MYC cofactors may associate with its central 

portion to relieve auto-inhibition. Finally, understanding how MYC influences HCF-1 interaction 

partners, or vice versa, could be determined using proteomics screens with the loss- and gain-of-

function mutants developed in this work. 

158



8-2: Mechanism of co-recruitment-independent transcriptional regulation 
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Figure 8-2: Mechanism of co-recruitment-independent transcriptional regulation 
(Previous page) 
(A) HCF-1-centric model whereby, in the absence of an interaction with MYC, HCF-1 contributes to transcriptional 
repression, possibly through interaction with the histone deacetylase SIN3A. When the MYC–HCF-1 interaction 
does occur, SIN3A is excluded from chromatin, and replaced by interaction with a transcriptional activator, such 
as one of the SET/MLL complexes. (B) MYC-centric model in which interaction with HCF-1 stabilizes a certain 
conformation of the intrinsically disordered MYC, thereby favoring interaction with additional MYC cofactors. 
These cofactors promote transcriptional activation at MYC–HCF-1 target genes. 
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HCF-1 as a process-specific MYC cofactor 

The genes affected when the MYC–HCF-1 interaction is perturbed show a particular enrichment for 

functions relating to ribosome biogenesis and mitochondrial function, suggesting that HCF-1-dependent 

transcriptional activation of MYC target genes is primarily confined to certain processes. Indeed, 

deletion of MbIV has previously demonstrated repression of genes involved in these functions [15], 

indicating that this interaction regulates the same processes independent of cell type. WDR5 and Miz-1 

both also show specificity in the types of genes they regulate in conjunction with MYC, controlling 

ribosomal protein genes [21] and genes for neuronal projection/differentiation/development [391], 

respectively. 

Despite similarity in the processes modulated by the MYC–WDR5 and MYC–HCF-1 interactions, 

coexistence of WDR5 and HCF-1 in many histone modifying complexes, and contribution of these 

interactions to tumor growth and maintenance, the associations of WDR5 and HCF-1 with MYC are 

independent of each other, and the specific genes they target are distinct. In theory, this separation of 

function enables separable regulation of ribosomal protein genes by MYC–WDR5 and ribosome 

biogenesis cofactors by MYC–HCF-1 (Figure 8-3). The latter of these interactions also contributes to 

expression of the rate-limiting genes in both ribosome biogenesis (POLR1A) and translation initiation 

(EIF2S1) [363, 364]. Thus, under conditions whereby the MYC–HCF-1 interaction is perturbed by 

reduced OGT activity, both ribosome biogenesis and translation initiation would be reduced (Figure 

8-3). However, I anticipate that the MYC–WDR5 interaction and regulation of ribosomal protein genes 

would remain intact (Figure 8-3), leaving levels of these proteins unaffected and poised for a rapid 

recovery when the nutritional state allows. 

As MYC levels increase in a cell, the breadth of its target genes is increased through binding to its low-

affinity sites on chromatin [74]. High-affinity MYC binding sites typically correspond to a subset of 

canonical E-box-containing promoters, whereas low-affinity sites include non-canonical E-boxes [74], 

such as the NRF1 motif strongly over-represented in MYC–HCF-1 co-binding. Many of these low-
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affinity sites are linked to metabolism and mitochondrial function [25], meaning that the processes 

controlled by MYC expands with overexpression and enable cells to keep up with demand [74]. While 

we have identified target genes of the MYC–HCF-1 interaction in the context of MYC overexpression, 

whether the associated processes remain relevant when MYC levels are lower is unclear. This is further 

emphasized by the apparently tempered nature of the default MYC–HCF-1 interaction, which may 

require high MYC levels for their association to occur in any productive manner. Indeed, this interaction 

may be most important when MYC is overexpressed (Figure 8-4A), such as during development or 

cancer. 
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Figure 8-3: Coordinated regulation of ribosome biogenesis 
The MYC–HCF-1 interaction controls the expression of genes involved in all stages of ribosome biogenesis and 
protein synthesis, including the rate-limiting transcription of ribosomal DNA (rDNA) and initiation of translation at 
the ribosome. Adjustment of this interaction in response to the cellular metabolic state means that these 
processes are altered accordingly. However, the independence of the MYC–WDR5 interaction means that 
production of ribosomal proteins is unaffected, leaving levels of these necessary components high and available 
for rapid induction of ribosome biogenesis when conditions allow. 
8-3: Coordinated regulation of ribosome biogenesis 
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The MYC–HCF-1 interaction as an anti-cancer target 

The potential of targeting MYC directly is limited by its intrinsically disordered structure. By instead 

interrogating MYC cofactors, we can create opportunities to indirectly disrupt MYC function. Here, I 

have pursued HCF-1 for this purpose, presenting definitive evidence for the necessity of the MYC–

HCF-1 interaction in tumor growth and maintenance. Whilst this in itself is an exciting step towards the 

development of small-molecule inhibitors against MYC function, my work has additionally revealed a 

number of insights into the MYC–HCF-1 interaction that elevates it as a possible candidate. 

The MYC HBM is responsible for a relatively weak, but possibly tunable, interaction with HCF-1 that is 

perhaps more likely to have functional relevance when MYC is overexpressed, both due to the nature 

of their interaction and their target genes. If we assume that baseline function of HCF-1 is largely 

independent of MYC and instead relies on its other interactions, I propose that the contribution of MYC 

in the context of this interaction could be disabled using a small-molecule inhibitor with a relatively low 

binding strength, whilst leaving the majority of other HCF-1 cofactors and function intact (Figure 8-4B). 

Additionally, as mentioned above, the gene set I have established to be modulated by this interaction, 

as well as the interaction itself, may be a consequence of high levels of MYC (Figure 8-4A). And, as 

MYC is overexpressed in most cancers, this interaction may prove to be a therapeutic window for 

targeting MYC-driven cancers. 
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Figure 8-4: MYC–HCF-1 interaction is most relevant when MYC levels are high 
(A) As MYC levels in a cell increase, its chromatin binding pattern changes as it becomes associated with lower 
affinity binding sites, such as the NRF1 CATGCG motif. MYC overexpression may influence interaction with 
HCF-1 at two levels: first, the MYC transactivation domain-weakened interaction may be more likely to force a 
functionally relevant association with HCF-1 when MYC is overexpressed; second, co-localization of MYC and 
HCF-1 at non-canonical E-boxes on chromatin is more likely to occur when MYC is overexpressed, meaning that 
regulation of the MYC–HCF-1 target genes by this interaction primarily occurs when MYC levels are high. (B) The 
above aspects of the MYC–HCF-1 interaction create a therapeutic window in which their association could be 
impaired specifically when MYC is overexpressed, and use of a weak HCF-1VIC domain inhibitor enables 
prioritized disruption of the interaction with MYC due to its tempered association. Thus, the majority of HCF-1 
function and any baseline function of the MYC–HCF-1 interaction would be retained. 
8-4: MYC–HCF-1 interaction is most relevant when MYC levels are high 
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Future directions 

Within this chapter, I have mentioned in passing the direction that I would like to see research into the 

MYC–HCF-1 follow, but I will additionally summarize these here. Firstly, determining whether the MYC–

HCF-1 interaction is indeed regulated by nutrient status and OGT can be addressed rather simply in 

tissue culture by modifying the levels of glucose and/or glutamine in the media, and performing a co-

immunoprecipitation experiment. I have also created a Ramos cell line for inducible degradation of 

OGT to confirm the findings of Itkonen et al. [330] in this context. This is particularly interesting because 

it is an added vulnerability by which the MYC–HCF-1 interaction could be targeted using small-

molecule inhibitors, including against OGT itself or further upstream in the synthesis of UDP-GlcNAc.  

How its association with HCF-1 influences MYC-driven transcription, on a mechanistic and molecular 

level, will likely be more difficult to decipher, but a preliminary understanding could be obtained using 

proteomics of MYC or HCF-1 co-immunoprecipitates in the context of the MYC 4A or VP16 HBM 

mutants. In this discussion I proposed both HCF-1- and MYC-centric models of how this interaction 

may favor the formation of specific trimeric complexes, with the third protein interacting either through 

HCF-1 or through MYC. While many cofactors have been examined for their role in promoting MYC-

driven transcriptional activation, there are also a slew of associated proteins that are not understood to 

any degree [15]. By addressing the formation of a MYC–HCF-1 trimeric complex, we may 

simultaneously determine the contribution of these cofactors to MYC function and tumorigenesis.  

To determine the baseline function, including extent of co-binding on chromatin and direct target genes, 

of the MYC–HCF-1 interaction in the absence of MYC overexpression, we would need to utilize the 

switchable MYC allele in a different cell line. Indeed, this type of interrogation could be enhanced using 

an inducible expression system, such as Tet-On, as the consequences of low and high MYC levels 

could be addressed in the same context, and ideally in the absence of endogenous MYC. The specific 

goal of this experimental approach would be to determine if the MYC–HCF-1 interaction is still 

responsible for regulating the expression of genes involved in ribosome biogenesis, translation, and 
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mitochondrial function, as I have identified here, and to determine if overexpression of MYC would be 

provide therapeutic specificity for targeting this interaction. 

Finally, for the development of small-molecule inhibitors against the HCF-1VIC domain, we must first 

procure a structure of this region. This depends on expression of folded and functional recombinant 

HCF-1VIC, which has not been achieved in the thirty years since HCF-1 was first discovered. The recent 

development of chaperone systems to promote protein folding and solubility in E. coli, (for example, 

[392]) may provide reprieve in this process. However, alternative systems that rely on eukaryotes, such 

as baculovirus, may instead be a necessary approach, particularly with the post-translational 

modifications we know afflict HCF-1. 
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