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1. Introduction 

 

1.1 Using temporally-variable changes in the environment as a systems biology 

method to study cell biology 

 

1.1.1 Systems biology as an approach to understand biology 

 

Biology is very complex and despite the fact that we are constantly aiming to improve our 

understanding about how cells work, biological responses are yet mostly unpredictable.  

Systems biology is a field in biology that seeks to combine data analysis with principles 

of engineering, computer science and other quantitative fields to understand biological 

function (Kitano 2002a; Lim, Meyer, and Pawson 2014). These influences are a natural 

development furthered by the increase in computing speed and capacities, the 

accumulation of data and the advancement of high-throughput technologies (Kitano 

2002b). While biochemical and molecular biological approaches seek to reduce 

complexity to understand each component of a living system, systems biology, leverages 

complexity of big data sets and interdisciplinary approaches to generate new perspectives 

on living systems. Systems biology aims to look at the cell or a biological system as a 

whole and aims to quantify new properties about this system to characterize and 

understand it (Kitano 2001). 

 

To understand a biological system, it is particularly important to characterize its 

responses dynamically over time as opposed to assume a constant static state. Changes 

in the environment can control life and death of a cell (Alberts et al. 2015). Correctly 

sensing and interpreting changes in the environment is critical for the survival of the cell. 

To improve our understanding of biological systems it is necessary to carefully consider 

the impact of each aspect of an environmental change. There are three aspects of 

environmental change: (1) type of and composition of the environmental stimulus, (2) 

concentration of the stimulus and (3) concentration change over time of stimulus 

composition and concentration. The effect of the stimulus type and of its concentration 
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are extensively studied for many possible environments (Alberts et al. 2015; Voet and 

Voet 2011), but how concentrations change over time is understudied. 

 
 

Making biological behavior predictable is a core aim of systems biology (Kitano 2001). 

It is therefore important to obtain a quantitative understanding of cell decision changes in 

the environment over time and of how this translates to changes in cellular behavior. By 

precisely controlling these temporal changes we can improve our understanding of 

cellular behavior. Changes in a stimulus can occur slowly or acutely over time. Naturally, 

a cell needs to be prepared for both instances and mount adequate responses. Cells in 

the human body are usually protected from large acute changes of most exogenous 

stimuli by buffers and homeostatic processes (Cannon 1932). Most physiologic changes 

in the human body are slow and minor. However, under certain physiological and 

pathological conditions these changes can become more severe. Local concentrations of 

cytokines, morphogens, osmolytes or drugs can change rapidly and differentially affect 

cellular behavior. Such changes can manifest themselves in the body through spatial 

gradients or temporal patterns, such spatial zonation in the kidney and temporal changes 

of osmolyte concentrations over time during diuresis. Another physiological example is 

the development of an embryo, during which spatial gradients of morphogens are used 

to differentiate the embryonal stem cells into different organs. During an inflammation or 

injury there are local spikes in cytokines and osmolytes causing a challenge to the local 

tissue. In addition, immune cells invade these tissues and are exposed to these stimuli at 

various profiles over time. 

 

It is important to consider how the changes in the environment are a) used by the body 

to control cellular fate and b) how temporal changes can be used to manipulate cells. 

Once such an understanding is obtained, this paves the way for predictive models of cell 

behavior. Currently, in vitro cell line-based studies are often performed under the 

assumption that exposing cells instantly to final concentrations of a stimulus represents 

true physiology. Unfortunately, this may not be the case as temporal changes of the 

stimulus can affect how cells respond to a stimulus. Therefore, the conclusion of results 

should be cautiously considered. 
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1.1.2 Understanding the cell as a black box system 

 

A cell can be seen as enclosed system whose inputs can be controlled and whose 

outputs can be measured. This perspective allows to modulate and use inputs to study 

the system while being momentarily ignorant of the mechanisms inside of the system. In 

particular to obtain predictive mathematical models of biology, biological science has 

employed tools of control theory. Control theory, a subdiscipline in engineering, seeks to 

use simple engineering principles to construct a model of a dynamically changing system. 

(Baetica, Westbrook, and El-Samad 2019). With the help of these tools, scientists can 

determine thresholds of activation and response frequencies of a system. Therefore, 

control theory is well suited to be applied to pathway signal transduction and to sensory 

systems. 

 

A way to perturb a system is to use oscillatory signals. These perturbations are 

characterized by defined wave inputs. By modulating the frequency of these waves, the 

dynamics of a biological system can be characterized. For example, by applying this 

approach to the osmostress response in yeast, it was found that there are two kinds of 

negative feedback that operate at different speeds (Mettetal et al. 2008; Hersen et al. 

2008). Other studies used this approach to characterize the differences in the metabolic 

gene regulation in different yeast species (Bennett et al. 2008) or to understand bacterial 

chemotaxis (Shimizu, Tu, and Berg 2010). Perturbing cells with different input patterns 

governed by engineering principles opens up the possibility of exploiting the pathway 

topologies to encode new information. Using these approaches extends classical 

perturbation approaches such as mutations, or over- or underexpression of pathway 

components. Different stimuli and the temporal patterns through which they are delivered 

to a cell can function as a code, that results in specific cellular responses (P. Li and 

Elowitz 2019). 
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1.1.3 Perception of temporally variable changes, fold change vs. absolute change 

detection 

 

The way we sense our environment follows physical laws. One of these laws involves the 

perception of signal strength. Signal strength and our ability to sense this strength and its 

change depend on how strong this signal is relative to baseline or background signal. 

Therefore, how we sense our environment depends not only on the strength of a stimulus 

but also on how it changes. For instance, a constant noise will cause adaptation, a rapidly 

pulsing noise will cause alertness. Distinguishing between lifting a weight of 100 lbs. vs. 

105 lbs., is not as easy as to distinguish the difference between a weight of 5 lbs. vs.10 

lbs. These examples show on an organismal level that the way a stimulus is applied 

matters. There have been theoretical laws formulated that try to explain these 

phenomena. One is the Weber-Fechner law which states that a system senses the fold 

change of a stimulus and not the absolute change in the stimulus (Weber 1850; Fechner 

1860). Psychophysics is a field in psychology that tries to describe and understand these 

relationships on the level of sensory physiology (Kandel 2013). On a cellular level fold-

change detection has been proposed to underlie observations of signaling dynamics 

(Adler and Alon 2018; Ferrell 2009). Because the sensed change in stimulus intensity is 

proportional to the logarithm of the stimulus, these systems are described as log sensing. 

 

1.1.4 Pathway network configurations in linear and adaptive pathways 

 

Signaling pathways are believed to be the main conductors of information from sensors 

of the environment to the execution of a response in the cell. Signaling pathways usually 

consist of multiple proteins or second messengers that function in a functional cascade.  

A linear or analogue pathway is a signaling pathway that transduces information from a 

sensation to a response in direct correlation with the stimulus strength (Behar et al. 2008). 

The stronger the input signal, the stronger is the output signal. This relationship is only 

limited by a detection limit and by saturation of the transmission potential of the pathway 

components (saturation). Between these limits such a hypothetical pathway responds 

linearly. 
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An adaptive pathway, on the other hand, is activated upon a stimulus signal and adapts 

to a level of activity below the maximum activation, even if the stimulus is still present. 

Many pathways that control homeostatic processes have evolved to be adaptive. If the 

mechanisms that ensure adaptiveness break, the underlying response that is regulated 

by the pathway can get out of control. Cancer cells, for example, integrate growth signals 

differently than healthy cells. Instead of arresting growth when a setpoint is reached, they 

pass this setpoint and keep growing. Underlying these changes are commonly alterations 

in growth signaling pathways that prevent the deactivation of a pathway component by a 

mutation in this component. 

Perfect adaptation, is the property of a system to return to its baseline level after 

stimulation and often observed in adaptive pathways (Ferrell 2016). A study in 2009 tried 

to understand what the minimal network topology for perfect adaptation is (W. Ma et al. 

2009). They found that there are only two general network configurations that can achieve 

perfect adaptation, the negative feedback loop (NFL) and the incoherent feedforward loop 

(IFFL). The NFL is characterized by a node in the network that gets activated upon 

stimulation of the network and then suppresses the activation of the network output by 

inhibiting an upstream component in the network. The IFFL is characterized by a forward 

activating and suppressing transmission after activation, hence the name ‘incoherent’ 

(Goentoro et al. 2009). 

 

One of the first and best studied examples of fold change detection in cell biological 

systems is chemotaxis in bacteria. E. coli are able to move in liquid media and sense the 

presence of nutrients. Certain nutrients, such as L-serine, function as ligands to sensors 

at the bacteria and trigger a signal transduction pathway that then enables the bacteria 

to swim towards the nutrient (Block, Segall, and Berg 1983). The response to an instant 

concentration change of such a nutrient results in a transient response of directed 

movement towards the nutrient and depends on the change of the concentration relative 

to the media (Shoval et al. 2010; Kalinin et al. 2009). Stimulation of Xenopus oocytes with 

Wnt ligand results in beta-catenin accumulation in the cells. This response follows the 

fold change detection principle by responding logarithmically to changes in Wnt ligand 

(Goentoro and Kirschner 2009). Smad3 does not respond to an absolute level of Tgf-beta 
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stimulation, but to the change in its concentration relative to the baseline concentration 

(Frick et al. 2017; Sorre et al. 2014). When HEK293 cells are exposed to carbachol, the 

cell responds with pulses of intracellular Ca2+ spikes. These responses depend on the 

fold change of the stimulus (Thurley, Wu, and Altschuler 2017). After stimulating HeLa 

cells with TNF, NF-κB RelA translocates to the nucleus in a fold change dependent 

manner. Upon stimulation with EGF, ERK signaling has a fold change response (Cohen-

Saidon et al. 2009). The environment changes over time and can do so slowly, fast or in 

different patterns. It is a long-standing question, if the concentration of a compound itself 

is determining the response or rather the change of this compound relative to its previous 

concentration. 

 

1.1.5 Applying Ramp-like temporal changes to stimulate cells 

 

One way to query the response of a cellular system is to apply a stimulus gradually over 

time. A linear increase of the stimulus concentration in the environment is commonly 

referred to as a ‘Ramp’. In this stimulation, a stimulus increases slowly at a constant rate 

over time. Previous studies used this approach to better understand the properties of 

bacterial stress signaling (Jonathan W. Young, Locke, and Elowitz 2013) and chemotaxis 

(Block, Segall, and Berg 1983; Shimizu, Tu, and Berg 2010) in bacteria. The speed of 

morphogen detection was represented by gradual increases of morphogens over time in 

vitro (Sorre et al. 2014). Glucose is known to gradually increase in the blood after a meal. 

Due to the importance of diabetes and the changes in glucose accumulation dynamics in 

this condition, some experiments have used ramps to understand the effect of slowly 

rising insulin concentrations on the signaling (Sano et al. 2016). 

In summary, the ramp stimulation is a useful and non-invasive way to perturb a 

biological system and recapitulate physiology for the purpose of better characterizing its 

properties. 

 

1.1.6 Current approaches and methods for kinetic stimulation 
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Applying temporally variable environments in a well-controlled manner is a substantial 

challenge in biological experiments. Applying different input profiles to cells is often 

equated with a change in the cell culture conditions. Previous studies on investigating the 

effect of temporally variable environments on cells heavily relied on microfluidic setups 

(Y. Zhang et al. 2013; Caen et al. 2017; Mokashi et al. 2019). While these systems offer 

a good control over the environment, they function at a small scale with a few cells, 

represent a more artificial condition relative to normal cell culture conditions, are 

complicated to set up and require fancy instrumentation. In addition, many common 

assays are not possible to be combined with these approaches. To address these issues 

we developed a simple and precise method to apply stimuli to cells under normal cell 

culture condition, as described in Chapter 2 (Thiemicke et al. 2019). 

 

1.2 The relevance of temporally-variable changes in human physiology 

 

1.2.1 Temporal dynamics of morphogens during development 

 

A good example in which the temporal dynamics of the environment are important for cell 

fate is the development of the cell. Morphogens, molecules that determine cell 

differentiation decisions, are secreted to form concentration gradients that are crucial to 

provide an axis during polarization. Previous studies have established thresholds of 

morphogens critical in development and relevant for diseases of failed morphogenesis 

(Sorre et al. 2014; P. Li et al. 2018). For example, the Tgf/Smad pathway has been 

studied in the context of temporal dynamics. Another example is the Wnt pathway, in 

which the Wnt ligand is known to change dynamically and encode different output 

(Goentoro and Kirschner 2009). These signaling pathways respond to a time variable 

code of stimulation. 

 

1.2.2 Temporal dynamics of Glucose and Insulin in the body  

 

A well-known example in physiology are the dynamics of glucose and insulin. Both are 

known to oscillate in a negative feedback cycle. Determining these dynamics has been 
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easier than in other systems as the concentration of glucose and insulin can be 

determined from the blood of patients. In addition, diabetes, the most common associated 

chronic disease, is a growing epidemic that affects a substantial portion of the world 

population (Kharroubi 2015). In particular, the dynamical changes of insulin secretion 

depend on glucose application. Oral application, eating, causes a ramp like increase of 

insulin in blood (Rosenqvist, Licko, and Karam 1976). Intravenous application of glucose 

causes a step like increase in insulin (Lundbaek 1962). The different ways of increasing 

glucose have been shown to affect how the body responds to glucose concentrations 

metabolically by triggering glycolysis, gluconeogenesis or glycogenesis (Noguchi et al. 

2013). Therefore, stimulating cells with ramps provided insights into the response 

dynamics of insulin secretion. For example it was determined that the speed by which 

insulin is secreted affects the expression of genes (Sano et al. 2016). Researchers also 

applied ramps of glucose increase to pancreatic beta cells to determine thresholds of 

activation for insulin secretion (C. Li et al. 2004; Lu and Li 2018). Glucose ramps are 

routinely used as a physiologic representation of glucose concentration dynamics to 

elucidate the responses of pancreatic cells in the context of drugs, mutations and disease 

(Bansal et al. 2019; Grespan et al. 2018; Deng et al. 2004; Jaeckle Santos et al. 2014; 

Douros et al. 2019). In addition, this research contributed to the development of methods 

and devices to apply stimulation ramps to cells such as to measure pancreatic islet 

function (Adewola et al. 2010). 

 

1.2.3 Temporal dynamics of stressors in the cellular environment 

 

There are many physiologic examples in which temporal changes of extracellular stimuli 

are already known to be important for cell fate decisions. One such example is the kidney 

which harbors one of the most extreme environments in the human body (Neuhofer and 

Beck 2005; Kwon, Lim, and Kwon 2009; Burg, Ferraris, and Dmitrieva 2007). Renal tissue 

is classified by zones (Koepsell et al. 1974). Of these the most inner zones also have 

regularly higher levels of osmolarity. The most inner region which has the highest 

osmolarity is called papillary tip. Depending on the species and the conditions, 

osmolarities can reach up to 9370 mosmol/l as measured in the urine of the Australian 
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desert mouse (MacMillen and Lee 1967) and at least 1200 mosmol/l in humans, four 

times the level found in plasma (Atherton, Hai, and Thomas 1968; Hai and Thomas 1969; 

Schmidt-Nielsen, Graves, and Roth 1983). It has been a question, how kidney cells are 

able to survive these extreme conditions (Neuhofer and Beck 2005). The osmolyte 

concentrations in the kidney change dynamically over time and follow circadian rhythms 

(Hara et al. 2017). If these rhythms are disrupted they can contribute to the development 

of several kidney pathologies (Firsov and Bonny 2018; Johnston and Pollock 2018; Hara 

et al. 2017), indicating that the temporal patterns of osmolyte changes may be relevant 

for cell survival. Surprisingly, the same cell types that are able to function properly in vivo, 

die in culture when exposed to sudden increases to the same osmolarity. A study by the 

Burg lab in 2002 examined the effect of slowly increasing osmolarities on cell survival 

(Cai et al. 2002b). The authors found that a slow increase of osmolarity drastically 

improves cell survival of a human kidney cell line when compared to a step increase. A 

follow-up study identified gene expression differences in several osmoprotective genes 

as the reason for the improved survival during the gradual increase (Cai, Ferraris, and 

Burg 2004). Kidney cells are widely recognized as cells particularly well-adapted to 

extreme hyperosmolar environments.  

However, recent studies create an image of great cellular diversity in the kidney. 

Recent studies show that the inner medulla and the papillary tip are also populated by 

immune cells (Stewart et al. 2019; Allison 2019; Weisheit, Engel, and Kurts 2015; Van 

Beusecum et al. 2019). How these cells survive in this environment is not understood. It 

is particularly interesting that the immune cell levels are elevated in pathological 

conditions suggesting a role of the kidney and its particular environment in various 

disease contexts (Chevrier et al. 2017; Weisheit, Engel, and Kurts 2015; Wilck et al. 2019; 

D. N. Müller et al. 2019) 

 

1.3 The effect of hyperosmotic stress on mammalian cells 

 

1.3.1 Hyperosmotic stress response in eukaryotes 
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In order for a cell to survive and grow it needs to sense and adjust to changes in its 

environment. One of the most common changes any cell can be exposed to is the 

concentration change in the osmotically active compounds in its local environment (Else 

K. Hoffmann and Pedersen 2006; Else K. Hoffmann, Lambert, and Pedersen 2009). 

These changes can affect the osmotic pressure and subsequently the cell volume. 

Maintenance of the cell volume is critical for most cellular components to function 

correctly and for the cell to survive. Cells, therefore, had to evolve to properly sense and 

respond to osmotic changes to maintain their volume (Else K. Hoffmann, Lambert, and 

Pedersen 2009; Larsen and Hoffmann 2016; Burg, Ferraris, and Dmitrieva 2007).  

The intracellular fluid is in an electrochemical equilibrium with the extracellular 

environment. The Gibbs-Donnan equilibrium (1.1) states that dissolved ions are in an 

equilibrium across a semipermeable membrane. 

 

 (CNa
i + CK

i ) ∗ CCl
i = (CNa

o + CK
o) ∗ CCl

o  (1.1) 

 

This relationship states electroneutrality which results in electrochemical gradients that 

dictate the flow of ions. Cells contain higher concentrations of K+ and lower concentrations 

of Na+ inside the cell. Negatively charged macromolecules, organic acids and phosphates 

are major components of cells. For example, 70% of all proteins have a negative net 

charge at physiological pH (Gianazza and Giorgio Righetti 1980) and thereby contribute 

to an excess of negatively charged molecules that cannot cross the cell membrane. The 

extracellular environment contains high levels of Cl- and Na+ and has only a low 

concentration of non-diffusible ions (Figure 1.1). Overall, electroneutrality is always 

maintained on both sides of the membrane.  

Water and small non charged molecules can pass through the membrane. Especially 

due to the presence of aquaporins, water can travel across the cell membrane rather 

easily. This fact results in the risk for the cell to accumulate osmolytes and water and to 

burst. This is prevented by mechanisms described under the “pump and leak” concept 

(E. K. Hoffmann 2001; Ussing 1960; Leaf 1959). Under this concept, the cell maintains 

the equilibrium by constantly removing sodium from the cell through the activity of the 

Na+/K+ ATPase, which ensures the expulsion of sodium and the maintenance of the 
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electrochemical gradient. Maintaining this equilibrium is extremely energy intensive using 

20-70% of the oxygen expenditure of a cell (Wheaton and Chandel 2011; Milligan and 

McBride 1985). Other organisms found other ways to control for osmotic pressure, such 

as a cell wall in plants and yeasts or the pulsatile vacuole in unicellular organisms (Allen 

and Naitoh 2002). The electrochemical gradient results in osmotic pressure on the cell 

that is defined by the Boyle-van’t Hoff equation (1.2). 

 

 Π = RT ∗ ∑Cj (1.2) 

 

The osmotic pressure (𝛱) depends on the gas constant R, the temperature T and the 

sum of the osmolyte concertation (∑𝐶𝑗).  

Hypothermia and inhibitors of the Na+/K+ ATPase, such as ouabain, can disturb this 

process and can potentially result in osmotic lysis of the cell (Russo, van Rossum, and 

Galeotti 1977). Homeostatic processes control the intracellular environment to ensure the 

maintenance of these conditions. A change in this equilibrium on either side by osmotic 

alterations in the envrionment can be stressful to the cell. A resulting osmotic stress is 

either characterized by an increase in extracellular osmolytes (hyperosmotic stress) or a 

decrease in extracellular osmolytes (hypoosmotic stress). A special case of hyperosmotic 

stress is hypertonic stress that is characterized by an increase of osmolytes that cannot 

easily penetrate the cell membrane. Increasing the extracellular concentration of an 

osmolyte (e.g.: NaCl by 150 mM) changes the electrochemical equation substantially.   

The instant effect on a cell to a step change of hypertonic addition of NaCl is an outflow 

of water out of the cell and a reduction in cell size. This process poses a challenge to the 

molecules in the cell which function best under homeostatic conditions. An early response 

by the cell to the shrinkage is opening K+ channels, upon which K+ ions enter the cell and 

attract water back into the cell resulting in regulatory volume increase (RVI). How long 

exactly each of these processes takes is difficult to determine as the cell quickly counters 

the outflow of water and the two processes overlap in time. Both processes have been 

reported to occur in the range of minutes (Else K. Hoffmann, Lambert, and Pedersen 

2009). For the initial RVI, the cell opens several ion channels (Figure 1.1), such as 

Sodium-Potassium-Chloride-transporters (NKCC), the Sodium-hydrogen-Antiporter 1 
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(NHE1), Sodium-Calcium-Exchangers (NCX) and Epithelial Sodium Channels (ENaC), 

and other non-selective cation channels (HICC). The cell shrinkage results in several 

immediate consequences for the cell, as outlined below. A main consequence of cell 

shrinkage is molecular crowding. Cells are filled with macromolecules such as proteins 

and nucleic acids that are tightly packed into the cell (Katherine Luby-Phelps 1999; Kate 

Luby-Phelps 2013). Cell shrinkage causes molecular crowding which describes the 

increased concentration of these macromolecules in the cell (Miermont et al. 2013; 

Babazadeh et al. 2013). Recent findings indicate that molecular crowding reduces the 

motility of proteins (Nunes et al. 2015; Miermont et al. 2013) and diffusion (Konopka et 

al. 2009; Nunes et al. 2015; Mourão, Hakim, and Schnell 2014; Okumus et al. 2016) of 

cellular components and slows down signaling and other reactions in the cell. 
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Figure 1.1: Cell volume and osmolyte changes in hypertonicity 

Represented on the left is a cell in physiological isotonic conditions. The values given are 

osmolarities for different osmolytes inside and outside of the cell (Guyton and Hall 2000; 

Nguyen and Kurtz 2006). On the right side are volume relevant changes that occur after 

exposure to hypertonicity of additional 300 mosmol/l NaCl. 

 

Another consequence is the increase of ionic strength in the cell (Else K. Hoffmann, 

Lambert, and Pedersen 2009; Orlov et al. 2018) which can have immediate effects on 

protein structure (Kumar et al. 2020) and metabolic functions (Yancey et al. 1982). Since 

the beginning of life, these changes must have occurred, and cells must have evolved to 

protect themselves from this stress in order to survive. Non-hypertonic hyperosmotic 

stress occurs when cells are in an environment that is high in compounds able to cross 

the cell membrane. A common example for this is urea. Urea concentrations are high in 

some tissues such as the kidney. Urea in the kidney microenvironment buffers the high 

levels of NaCl (Kwon et al. 2009), but has toxicity on its own (Z. Zhang et al. 2004; 

Wahiduzzaman et al. 2019). While high osmolarities by a combination of urea and NaCl 
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are better tolerated than each osmolyte on its own at that osmolarity, adding either one 

of the two does not improve viability over the other alone (Santos et al. 1998). 

Hypertonicity and subsequent shrinkage have profound effects on the cell. Cell shrinkage 

is rapid (Bustamante et al. 2003) and may have immediate effects on protein folds. Recent 

studies report, that some proteins are able to undergo phase separation (Jalihal et al. 

2019; Alexandrov et al. 2019) and thereby functionally sense the volume change. Another 

study identified a sensor for sodium, Na+/Ca2+ exchanger 1 (NCX1), through which 

sodium enters the cell and contributes to NFAT5 activation (Neubert et al. 2020). 

 

Hypertonic shrinkage has been reported to disrupt the electron transport chain, to 

cause mitochondrial failure (Lee, Chandel, and Simon 2020) and oxidative stress (Netzer 

et al. 2015). A conductor of the hypoxic stress response, Hif1a, is overexpressed 

(Farabaugh et al. 2020; Neubert et al. 2019) and functionally important in the autophagic 

response to NaCl (Neubert et al. 2019). How the cellular energy metabolism and the 

partial pressure of oxygen are dynamically affected by the direct effects of hypertonicity 

is yet not fully understood. Before this study it was not known how the levels ATP content 

change upon hypertonic stress (Figure 1.1). However, it has been found that hypertonic 

stress causes a shift in metabolism from oxidative phosphorylation to glycolysis (Hamraz 

et al. 2020). There is evidence that increased NaCl causes oxidative stress in kidney cell 

lines (Z. Zhang et al. 2004) and that there is oxidative stress in the kidney (Zou, Li, and 

Cowley 2001). Mild oxidative stress may also contribute to osmoprotection (Zhou, 

Ferraris, and Burg 2006).  

 

Hypertonicity has been found to be correlated with DNA breaks in cells, even under 

normal physiologic conditions and in tissue such as the kidney that is commonly exposed 

to hypertonicity (Dietmar Kültz and Chakravarty 2001; D Kültz et al. 2001). Interestingly, 

cells can tolerate this damage and survive and proliferate (Dmitrieva, Cai, and Burg 2004; 

Dmitrieva and Burg 2004). There are factors that maintain genomic integrity (Dmitrieva et 

al. 2005) and DNA damage may only be repaired once cells are back in an isotonic 

environment (Burg, Ferraris, and Dmitrieva 2007). 
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Two other aspects further complicate a general understanding of the mammalian osmotic 

stress response. One is the fact that there are adherent cells, such as epithelial cells, that 

are attached to a matrix and get inputs through the contacts to that matrix about their 

volume and then there are suspension cells that usually do not have this potential input. 

Another is the fact that mammalian cells are part of an organism and different cell types 

may have evolved to respond differently to osmotic stress to benefit the organism as part 

of their tissue context. 

 

In conclusion, there are many processes in the cell that are directly affected by the 

consequences of hyperosmotic stress. The cell likely responds to each of these different 

processes with dedicated response pathways. Unlike in bacteria (Wood 1999) and yeast 

(Saito and Posas 2012; J. L Brewster et al. 1993; Jay L Brewster and Gustin 2014) that 

have a cell wall and osmotic stress sensors in their membrane, a dedicated osmotic 

sensor was not found in mammalian cells (Orlov et al. 2018; Joan D. Ferraris and Burg 

2006).  

 

1.3.2 Hypertonic Stress activated protein pathways 

 

Hypertonic stress activates several stress pathways. Often, it is not clear how exactly the 

abovementioned direct consequences of hypertonic shrinkage relate to signaling 

activation. There have been many pathways described to be activated under hypertonic 

stress conditions. One of the most prominent pathways that is known to be activated by 

hypertonic stress are Mitogen Activated Protein Kinase (MAPK) pathways (J. M. J. 

Kyriakis and Avruch 2012). The MAPKs p38 and c-Jun N-terminal kinase (JNK) proteins 

are homologs of the MAPK Hog1 in the yeast S. cerevisiae, one of the most studied stress 

response pathway proteins, and therefore are functionally and structurally conserved for 

over 1 billion years of evolutionary pressure (Levin-Salomon et al. 2009; Cano and 

Mahadevan 1995; Han et al. 1994; Saito and Posas 2012; J. M. J. Kyriakis and Avruch 

2012; J. M. Kyriakis et al. 1994; Cuadrado and Nebreda 2010). MAPKs are Ser/Thr 

kinases and get activated by dual phosphorylation at a Tyr and a Thr residue, that is 

conserved to occur as a Thr-X-Tyr motif. A hallmark of MAPK pathways is a three-
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component core signaling cascade of kinases that transmit a signal linearly from the 

MAP3K to the MAPK (J. M. J. Kyriakis and Avruch 2012). Extracellular signal-regulated 

kinase (ERK), another MAPK, is sometimes reported to respond to hypertonic stress 

(Chou et al. 2011) and sometimes reported to be downregulated (Nielsen, Christensen, 

and Hoffmann 2008). However, it is generally not considered a typical stress response 

pathway (Else K. Hoffmann, Lambert, and Pedersen 2009). There are 4 isoforms of p38 

and 3 isoforms of JNK in mammalian cells that differ in their tissue specific expression 

and may differ in their function. In general these 7 isoforms overlap in the stimuli they are 

activated by, the targets they activate and the processes they control (J. M. J. Kyriakis 

and Avruch 2012). The most highly expressed p38 isoform, p38, is usually referred to 

when no isoform is specified and gets transiently activated in instant additions of 

hypertonic stress by double phosphorylation (Saito and Posas 2012; J. M. J. Kyriakis and 

Avruch 2012). While all isoforms may be activated in hypertonic stress, they may actually 

carry out opposing functions (Zhou et al. 2008). P38 phosphorylates many different 

targets (Trempolec, Dave-Coll, and Nebreda 2013) that are important in the hyperosmotic 

stress response, such as sodium transport (Wang et al. 2014) and actin remodeling 

(Bustamante et al. 2003). Another isoform, p38, has been reported to contribute to 

apoptosis (O’Callaghan, Fanning, and Barry 2014; Gonçalves et al. 2018; Zhou et al. 

2008) and thereby to counteract the protective effects of p38 in hypertonic stress (Zhou 

et al. 2008). 

 

Unfortunately, almost all of these studies have been performed by stimulating cells by 

an instant addition of hypertonicity. As MAPKs often have a transient response dynamic, 

the dynamic response in tissue may be different than what has been found in these cell 

culture experiments. 

 

Nuclear Factor of Activated T Cells 5 (NFAT5) or TonEBP/OREBP is one of the most 

important osmostress response signaling proteins in mammalian cells (Jeon et al. 2006; 

Dahl, Handler, and Kwon 2001; Ho 2003; Aramburu et al. 2006; Cheung and Ko 2013; 

Trama, Go, and Ho 2002). It belongs to the Nuclear Factor of Activated T cells 

transcription factor family and upon osmotic stress gets phosphorylated and translocates 
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to the nucleus (Dahl, Handler, and Kwon 2001; CHA et al. 2001; López-Rodríguez et al. 

2001). It recognizes an osmotic response DNA sequence element (J D Ferraris et al. 

1996; Burg, Kwon, and KÜltz 1997) in promoter regions of many osmoprotective genes, 

such as Heat shock protein 70 (HSP70), Aldose reductase (AR) and several amino acid 

transporters. How exactly the sensation of osmotic change is transduced to NFAT5 

activation is not fully understood. A range of proteins, such as p38 (Dahl, Handler, and 

Kwon 2001) and Fyn (Ko et al. 2002) have been suggested to contribute to NFAT5 

activation (Zhou 2015). NFAT5 is also activated by membrane stretch (Scherer et al. 

2014). Recent results indicate that NFAT5 activation may be mediated by structural 

changes induced by intracellular ionic strength (Kumar et al. 2020). This complex 

upstream regulation suggests that the cell can modulate the activation of NFAT5 very 

finely and ensure the transcription of its downstream gene targets under different stress 

conditions. 

 

Other pathways that have been found to be relevant in hypertonic stress are the NFκ-

B, COX2, FAK, Rac/Rho and PI3K pathways. In some cells NFκ-B may be activated 

downstream of NFAT5 (Roth et al. 2010) and contribute to inflammatory phenotypes at 

lower hypertonic concentrations (Farabaugh et al. 2017, 2020). Accumulation of 

osmolytes in the kidney has been found to be cyclooxygenase 2 (COX2) dependent 

(Moeckel et al. 2003). Hypertonicity has effects on the cytoskeleton (Bustamante et al. 

2003; Ciano-Oliveira et al. 2003; Mountian and Van Driessche 1997; Ciano et al. 2002) 

that result in activation of associated pathways. For example, it is known that hypertonicity 

causes rapid reorganization of actin likely to counteract the strong mechanical forces due 

to the cell shrinkage after water loss. Actin usually forms a cortical ring along the cell 

membrane. In hypertonic stress, this cortical ring is depolymerized and repolymerized 

into a diffuse network of actin bundles. This structural change improves the cells changes 

to counteract the strong physical forces of the hypertonicity induced water loss induced 

cell shrinkage. The outflow of water also shifts the equilibrium from globular actin to 

polymerized actin (Fuller and Rand 1999). Rac/Rho, two G proteins, are attached to the 

cytoskeleton and can instantly signal changes in cytoskeletal reorganization (Ciano et al. 

2002; Lunn and Rozengurt 2004). A special case are cells that are attached to the 
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extracellular matrix through integrins. Integrins are linked to the cytoskeleton via focal 

adhesions (FA) and there is evidence that the changes in volume can be detected through 

these structural elements (Lunn and Rozengurt 2004). Focal adhesion kinase (FAK) and 

Src are recruited to FAs upon integrin stimulation and subsequently phosphorylated 

(Rasmussen et al. 2015). In particular in adherent cells, the phosphatidylinositol 3-kinase 

(Pi3K) plays a role in osmoregulation and gets activated upon interaction with integrins 

(Low and Taylor 1998).  

 

In conclusion, there are several different pathways that have been reported to respond 

to hypertonic stress. While most of the components likely have been identified, their 

activation dynamics, crosstalk and relative importance across different cells is not fully 

understood. In comparison to simple unicellular organisms, cells in multicellular 

organisms had to evolve under two evolutional pressures, their own cellular survival to 

the stress and the benefit of the organism. 

 

1.3.3 Cell death in hyperosmotic stress 

 

Cell Death is defined as the moment when a cell ceases to function. It is generally 

classified into regulated and unregulated cell death (Galluzzi et al. 2018). The 

predominant regulated cell death pathway is apoptosis (Galluzzi et al. 2018). The main 

signaling conductors of apoptotic signals are pathways involving the cleavage of 

caspases (McIlwain, Berger, and Mak 2013; Lamkanfi et al. 2007). Caspases are cysteine 

proteases that exist as zymogens and have to be cleaved to become active (Lamkanfi et 

al. 2002). They are grouped into initiator caspases (caspase 2, 8, 9, 10) and effector 

caspases (3, 6, 7). The “extrinsic apoptosis” pathway involves the activation of caspase 

8 and 10 and the “intrinsic apoptosis” pathway that involves caspase 9 (Ramirez and 

Salvesen 2018). Initiator caspases proteolytically cleave executioner caspases to activate 

them, amplify the apoptotic signal and to commit the cell to apoptosis (Kesavardhana, 

Malireddi, and Kanneganti 2020). 
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As outlined in chapter 1.2.3, the kidney and the cells occupying this tissue experience 

drastic changes in osmolarity. Therefore kidney cell have been a focus in the research on 

cell death in hypertonic environments. Previous studies argued that cell proliferation and 

slow increases in osmolarity contribute to the cell survival (Cai et al. 2002b; Cai, Ferraris, 

and Burg 2004). While previous studies identified the activation of both the intracellular 

and extracellular caspase pathways in kidney cells under hypertonic stress, the temporal 

order and the stimulus of their activation were not clear (S. Y. Choi et al. 2013; Moeckel 

2013). It is relevant to note that cell shrinkage is correlated with apoptosis (Lang and 

Hoffmann 2013). This process is called apoptotic volume decrease (AVD) and is 

considered an early marker of apoptosis (Maeno et al. 2000; Lang et al. 1999; Okada et 

al. 2001). 

 

In conclusion, there is a lot known about different cellular components and pathways 

that play a role in hypertonicity induced cell death. However, the processes are not yet 

fully understood and their physiologic relevance in different tissues has not been 

elucidated. Especially dynamical aspects are underexplored. In addition, the cell death 

field is continuing to expand with the discovery and characterization of new cell death 

pathways (Gudipaty et al. 2018; Galluzzi et al. 2018). 

 

1.3.4 Hyperosmolarity in human physiology and disease 

 

An important question underlying this dissertation is how physiologically relevant elevated 

NaCl concentrations and hypertonic environments are in human tissues. What are the 

maximum concentrations of NaCl in tissue? In which tissues do they occur? How long do 

they persist and what are the temporal profiles by which these concentrations change? 

 

A long-held assumption was that homeostasis ensures that hypertonicity does not 

persist in the human body (Bernard 1859; Ludwig 1861) and that consumed sodium is 

quickly excreted by the kidney through the production of urine in proportionate levels to 

its consumption. This sodium retention was long believed to require retention of adequate 
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amounts of water for the sodium to be osmotically inactive or neutral. Only since about 

20 years, the view on sodium retention has shifted.  

 

After initial findings in a small number of humans (Heer et al. 2000, 1993), studies on 

astronauts simulating a flight to mars on a terrestrial space station enabled the precise 

analysis of intake and output of sodium in the human body for an extended period (Titze, 

Maillet, et al. 2002; Rakova et al. 2017). It was revealed that sodium excretion is not 

perfectly correlated with sodium intake at any given day. Instead, it was found that sodium 

is retained in the body for longer periods depending on hormone levels in the body. Most 

interestingly, the sodium retention occurred absent water retention and weight increase, 

which was a surprising finding, shifting physiological paradigms. It was further surprising 

that the kidney for centuries the sole focus of fluid and sodium balance regulation of the 

human body, was not the organ in which excess sodium was retained and not the only 

organ controlling the sodium levels. It followed a search for the organ(s) in which sodium 

was retained. Initially, a focus for the sodium retention was the bone, which functions as 

a sodium reservoir (Titze, Krause, et al. 2002). While there was anecdotal evidence that 

sodium can be stored in the skin (Ivanova, Archibassova, and Sterental 1978), it is only 

since the development of 23Na-magnetic resonance imaging (Sodium MRI) that sodium 

contents in the human body can be determined in a reproducible and non-invasive 

fashion. The development and application of Sodium MRI in human patients (Kopp, Linz, 

Hammon, et al. 2012; Kopp, Linz, Wachsmuth, et al. 2012) has revealed that sodium 

accumulates in the body during disease (Kopp et al. 2013a, 2016; Kopp, Linz, Hammon, 

et al. 2012) and during aging (Kopp et al. 2013a). These findings show that several 

organs, in particular the muscle and the skin (Wiig et al. 2013; Nikpey et al. 2017) and to 

a smaller extent the brain (Inglese et al. 2010) and other interstitial spaces (Helge Wiig, 

Friedrich C Luft 2017) are responsible for sodium retention. A recent study suggests that 

increased sodium levels could also be explained by the occurrence of edema with high 

extracellular volume (rich in sodium), a loss in cellularity and a subsequent isotonic shift 

from K+ (high in cells) to Na+ (Rossitto et al. 2020). However, this study does not explain 

why there would be a reduction in cellularity in tissues which would be necessary to 

explain an isotonic shift to Na+ in their model. The study also does not determine K+ 
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excretion which would have to occur to comply with their model of isotonic sodium 

accumulation. 

 

In parallel to these fascinating studies, other groups discovered that NaCl can stimulate 

and activate human immune cells. Hypertonic levels of sodium have been found to be 

able to activate and stimulate innate (Chou et al. 2011; Shapiro and Dinarello 1995; S. 

Müller et al. 2013; Schatz et al. 2016; Berry et al. 2017; Jantsch et al. 2015; Barbaro et 

al. 2017) and adaptive immune cells (D. N. Müller et al. 2019; Kleinewietfeld et al. 2013; 

Haase et al. 2018; Jörg et al. 2016; Norlander et al. 2017; Wu et al. 2013). High sodium 

may be functionally important to strengthen the antimicrobial defense in the skin (Jantsch 

et al. 2015) and in the kidney (Berry et al. 2017).  

 

A positive correlation of sodium consumption and high blood pressure has been 

observed since thousands of years. In the 1960s, it was observed that the immune system 

may play a role in hypertension (White and Grollman 1964; Okuda and Grollman 1967). 

In 2007, Guzik et al. discovered that mice lacking adaptive immune cells (Rag-/-) have 

blunted hypertension when injected with Angiotensin II or fed a high salt diet and that 

transfer of T cells, but not B cells can restore the hypertension phenotype as seen in 

wildtype mice (Guzik et al. 2007). While recent reports may indicate these mice have 

changed their characteristics (Seniuk et al. 2020; Madhur et al. 2020; Ji et al. 2017), a 

substantial body of literature has now manifested the hypothesis that T cells are critical 

in causing hypertension (Foss, Kirabo, and Harrison 2016; Madhur et al. 2020). It was 

found that NaCl can activate monocytes and contribute to their differentiation to dendritic 

cells, which are then able to activate T cells (Barbaro et al. 2017; Kirabo et al. 2016; 

Loperena et al. 2016). A critical role in this process is held by isoketal-adducted proteins 

that accumulate in dendritic cells upon oxidative stress (Kirabo et al. 2014, 2016). Other 

studies have shown, that a sodium rich diet causes an increase in circulating monocytes 

(Yi et al. 2015) contributing to inflammatory phenotypes. Another recent study suggests 

that B cells may be initially activated by NaCl and then dampened in their response 

(Cvetkovic et al. 2019). 
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An organ in which the existence of a hypertonic environment is a well-established fact 

since a long time, are cerebral discs and cartilage tissue (Finan and Guilak 2009; 

Erickson, Alexopoulos, and Guilak 2001). These tissues constantly have to cope with 

excessive pressure (Urban 1994). When lifting weights or other strenuous use of joints, 

pressure compresses these cells resulting in dispelling of water from tissues and cells 

and extreme osmolarities (Urban, Hall, and Gehl 1993; Urban 1994). The base osmolarity 

in cartilage tissue is about twice the homeostatic concentration of 140 mM NaCl in serum 

and on other organs (Finan and Guilak 2009). If these cells are transferred to and cultured 

at normal osmolarities, they die (Bush et al. 2005). It is notable that these tissues have 

the highest concentration of collagen (proline) in the body and that collagen is degraded 

by enzymes secreted from the cells in the tissue upon high pressure. Rheumatoid arthritis 

is a common and hard to treat disease of this tissue that is characterized by chronic 

inflammation (Scrivo et al. 2017; Mocholi et al. 2018). A mediator of inflammation, p38, 

has been a key therapy target (Genovese 2009; Jones et al. 2018; Hammaker and 

Firestein 2010). The low tolerance of these therapies might be explained by the additional 

function of p38 in activating NFAT5 and osmoprotection, potentially critical in the joint 

microenvironment.  

 

Pressure is an important determinant for hyperosmolarity and another example in 

which pressure plays a role are solid tumors. Cancers are characterized by unregulated 

growth. This rapid growth poses the threat of pressure in their microenvironment which is 

accompanied by hypoxia and metabolic changes (Hamraz et al. 2020). Interstitial fluid 

pressure is increased in tumors (Heldin et al. 2004). Adipocytes may even dedifferentiate 

and redifferentiate into myocytes in the hypertonicity caused by tumor induced pressure 

(Y. Li et al. 2020). Tumor tissue has been found to have high sodium levels (Barrett et al. 

2018; Deen et al. 2019; Leslie et al. 2019). However, it is not fully clear, if the high sodium 

that has been observed is due to an increased extracellular space or if there is constant 

NaCl hypertonicity (Barrett et al. 2018; Deen et al. 2019).  

 

Other tissues that have reported to be at least for some time periods hypertonic are 

the eye (Lemp et al. 2007; Mathers 2004), the intestine (Overduin et al. 2014), the mouth 



 23 

(Yang et al. 2020) and the brain (Niswander and Dokas 2007, 2006). Several diseases 

are a direct or indirect result of increased hypertonicity induced immune cell activation, 

such as dry eye disease (Lemp et al. 2011), diabetes (Stookey, Pieper, and Cohen 2004), 

inflammatory bowel disease (Monteleone et al. 2016). 

 

In conclusion, recent findings were able to demonstrate the relevance of hypertonic 

environments in physiologic contexts. Especially increased NaCl levels, can modulate the 

function of innate and adaptive immune cells and manifest chronic diseases. While there 

has been great progress on the determination of sodium levels in different tissues, these 

values only represent averages and only for a given timepoint. How different conditions 

change local concentrations and how fast sodium concentrations change over time is not 

sufficiently understood. What role potential hypertonicity may have in many physiological 

processes and in various different diseases is still investigated. 

 

1.4 Goals of this Thesis 

 

The aims of this dissertation were to understand the effect of hypertonicity in the context 

of the speed of addition of hypertonicity to cells on the level of molecular and metabolic 

changes in the cells. In particular, it has been an aim to expose cells to physiologically 

relevant profiles of hypertonicity and translate these temporal (kinetic) inputs to 

phenotypic changes, such as cell viability. To better understand the molecular 

mechanisms that cells undergo during these kinetic inputs, we also aimed to capture the 

dynamic changes of signaling molecules and the effects on cellular metabolism. To 

achieve this, we aimed to develop our own experimental setup and our own data analysis 

software. 
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2 Generating kinetic environments to study dynamic cellular processes in single 

cells  

 

Adapted from: 

Thiemicke A, Jashnsaz H, Li G, Neuert G. Generating kinetic environments to study 

dynamic cellular processes in single cells. Sci Rep. 2019;9(1):10129. Published 2019 Jul 

12. doi:10.1038/s41598-019-46438-8 

 

2.1 Abstract 

 

Cells of any organism are consistently exposed to changes over time in their environment. 

The kinetics by which these changes occur are critical for the cellular response and fate 

decision. It is therefore important to control the temporal changes of extracellular stimuli 

precisely to understand biological mechanisms in a quantitative manner. Most current cell 

culture and biochemical studies focus on instant changes in the environment and 

therefore neglect the importance of kinetic environments. To address these shortcomings, 

we developed two experimental methodologies to precisely control the environment of 

single cells. These methodologies are compatible with standard biochemistry, molecular, 

cell and quantitative biology assays. We demonstrate applicability by obtaining time 

series and time point measurements in both live and fixed cells. We demonstrate the 

feasibility of the methodology in yeast and mammalian cell culture in combination with 

widely used assays such as flow cytometry, time-lapse microscopy and single-molecule 

RNA Fluorescent in-situ Hybridization (smFISH). Our experimental methodologies are 

easy to implement in most laboratory settings and allows the study of kinetic 

environments in a wide range of assays and different cell culture conditions.  
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2.2 Introduction 

 

In a human body, cells are constantly exposed to diverse physiological environments that 

change over time and space. For example, it has long been known that external or internal 

stressors (Hai and Thomas 1969; Muzzey et al. 2009; Fujita et al. 2010; Cai, Ferraris, 

and Burg 2004), morphogen concentrations (Sorre et al. 2014; Cao et al. 2016), drugs 

(pharmacokinetics) or hormone concentrations (Norstedt and Palmiter 1984; Steiner, 

Bremner, and Clifton 1982; Hegemann et al. 2015) change over time (Figure 2.1a, b).  

Therefore, cells must have developed mechanisms to integrate kinetic changes as well 

as spatial gradients in the environment and respond to these in a manner benefitting the 

organism.   

Precisely how a single cell integrates kinetic changes in the environment is often not 

understood.  Many previous and current biomedical studies have focused on how cells 

are affected by sudden or instant kinetic changes of the environment (Figure 2.1b).  The 

underlying assumption made in these types of experiments is that rapid changes in the 

environment serve as an adequate representation of a given physiologic or 

pathophysiologic cellular environment (Figure 2.1b).  For example, physiologic changes 

in concentrations over time of stresses (Hai and Thomas 1969; Muzzey et al. 2009; Fujita 

et al. 2010; Cai, Ferraris, and Burg 2004), drugs or hormone levels (Norstedt and Palmiter 

1984; Steiner, Bremner, and Clifton 1982; Hegemann et al. 2015) may be drastically 

different from instant changes and may result in a different cellular response (Figure 

2.1b). 

Recent pioneering studies have provided insights into how molecular processes differ 

in kinetic environments in comparison to instant changes in the environment (Fujita et al. 

2010; Cai, Ferraris, and Burg 2004; Purvis and Lahav 2012; Goulev et al. 2017; Jonathan 

W Young, Locke, and Elowitz 2013; Cai et al. 2002b; Mitchell, Wei, and Lim 2015; Rahi 

et al. 2017; Sorre et al. 2014; Muzzey et al. 2009). These studies have often relied on two 

main approaches to deliver the desired kinetic perturbations on the cells.  One is the use 

of specialized, small-scale and custom designed microfluidic setups (Shin et al. 2012; 

Caen et al. 2017; Crane et al. 2014; Rafael Gómez-Sjöberg et al. 2007; Bunge, Driesche, 
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and Vellekoop 2017).  But fabricating these devices is often complex, may require 

specialized equipment to produce, may take significant time to set up and are limited in 

the compatibility with and application of many common biological assays (Shin et al. 2012; 

Caen et al. 2017; Crane et al. 2014; Rafael Gómez-Sjöberg et al. 2007).  On the other 

hand, simpler approaches implemented the use of syringe pumps and flow chambers that 

avoid the complexity of microfluidics (Mettetal et al. 2008). Although these are state of the 

art methods to observe single cells in small volumes under the microscope, these 

methods are not compatible with standard molecular and cell biology assays.  

Furthermore, currently published methods generate only an approximate kinetic 

perturbation while they lack in validation and detailed description in how to generate 

kinetic environments when concentration and volumes changes over time.  Therefore, a 

simple and precise methodology of generating a variety of kinetic environments in regular 

and microfluidic cell culture do not exit. 

Here we provide a simple, precise and versatile methodology to generate a variety of 

kinetic perturbations for many common bulk and single cell assays by avoiding the 

complexity of common microfluidic devices.   To the best of our knowledge there is no 

other method yet that enables the study of cells with many biological assays after 

exposure to a kinetic environment.  We describe two methodologies to generate gradually 

changing environments that are compatible with standard molecular biology and cell 

culture conditions (Figures 2.1-2.3).  We demonstrate our methodologies in yeast and a 

human cell line and demonstrate its applicability in combination with standard laboratory 

assays of signal transduction and gene regulation in population or single cell experiments 

(Figures 2.1d, 2.4). We believe our simple yet general methodology to precisely control 

the environment will enable new biological insights in how single cells respond to kinetic 

changes in the environment. 
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Figure 2.1: Kinetic cell culture environments mimic physiologically relevant cell 

environments. 

(a) Examples of different types of cellular environmental perturbations.  (b) Temporal profile of 

physiological relevant environment that may fluctuate over time as experienced by cells in 

humans (left).  In contrast, the majority of cell culture-based experiments are performed in 

constant environments over time and may neglect physiologically relevant conditions (right).  (c) 

We propose alternative profiles to study cells in precisely controlled kinetic cell culture 

environments.  (d) The power of this approach is demonstrated on measurements of single cell 

volume changes (cyan), changes in signal transduction (magenta) and gene regulation (green) in 

cell population (middle) and single cell experiments (right) in yeast and human cells. 
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2.3 Results 

 

2.3.1 Proof of feasibility using cell lines  

 
To demonstrate our approach, we compare rapidly changing environments to gradually 

changing environments of increasing concentrations of a stimulus (Figures 2.1c, 2.2a).  

We use osmotic stress to activate the high osmolarity glycerol (HOG) Mitogen Activated 

Protein Kinase (MAPK) pathway in S. cerevisiae yeast cells and the c-Jun N-terminal 

kinase (JNK) MAPK pathway in a human monocytic cell line.  We chose different NaCl 

concentrations to represent a change in the cellular environment.  NaCl is a well-studied 

stressor in yeast cells and is relevant in human cells in the context of immune cell 

activation (Kleinewietfeld et al. 2013; Wu et al. 2013; Barbaro et al. 2017; Brocker, 

Thompson, and Vasiliou 2012; Tropini et al. 2018)  and cell death(Cai et al. 2002b).  We 

have developed two cell culture methodologies for time point (TP) measurements from 

continuously growing cells (Figure 2.2b) or time series (TS) measurements on the same 

cells over time in a simple microfluidic chamber (Figure 2.2c).  Both methodologies 

require the use of syringe pumps.  We have developed software to accurately compute 

the pump profiles for a desired experimental design and validated these profiles 

experimentally (Figure 2.3).  Finally, we demonstrate the feasibility of our methodology 

on live-cell time-lapse microscopy experiments of cell volume change over time (Figure 

2.4b), dynamic changes in signal transduction in single cells over time (Figures 2.2d (left), 

2.4c), dynamic changes in protein phosphorylation in human cells using phospho-specific 

flow cytometry (Figure 2.4d) and single-molecule RNA fluorescent in-situ hybridization 

quantification of transcription in single cells (Figures 2.2d (right), 2.4e).  
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Figure 2.2: Experimental setup to generate kinetic environmental profiles in the 

laboratory. 

(a) Three possible kinetic environmental profiles: Step (red), linear gradient (green) and quadratic 

gradient (blue). (b) Experimental setup to generate temporal gradients and measure cells at 

specific time points. A high concentration of stimulus is added through Pump 1 at constant stirring 

condition and samples are collected at predefined time points and sample volumes (Time Point 

(TP) data collection). (c) Experimental setup to follow single cells over time in a microflu idic flow 

chamber on a microscope. Cells are exposed to normal media (Beaker 2) or to a temporal gradient 

generated in Beaker 1.  Pump 1 adds a concentrated substance to Beaker 1 at constant stirring.  

Pump 2 allows to adjust the flow rate. Time series (TS) data collection is done by tracking cells in 

the flow chamber using bright field and fluorescent microscopy.    (d) Application images of single 

cell signal transduction and gene regulation measured over time using the Time Series (TS) data 

collection protocol (left) and of single cell transcription snapshots measured using the Time Point 

(TP) data collection protocol (right). 
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2.3.2 Computational pipeline to generate the pump profiles 
 
Concentrated stimulus is added over time to a flask containing media and samples are 

taken out of the flask for time point (TP) measurements or media is removed in time series 

(TS) experiments resulting in changes over time of the concentration and volumes in the 

mixing flask. These changes need to be considered to accurately compute the desired 

pump profile and failure to do so can result in significant error in the pump profile as 

plotted in Figure 2.3.  

The desired concentration profile consists of a maximum number of discrete time 

points set by the programmable pump.  We construct any arbitrarily concentration profile 

by combining several short segments with linear concentration profiles.  From the 

beginning of each interval to the end of that interval we increase the concentration linearly 

with a fixed rate 𝑑𝑟𝑖 as shown in Figure A1.  However, the rate from each phase to the 

next could be changed to produce any arbitrary profile over the whole treatment time 

(𝑑𝑟𝑖 ≠ 𝑑𝑟𝑖+1).  During each interval, stimulus over time is delivered continually by adding 

appropriate amount (𝑑𝑣𝑖) of concentrated stimulus (𝐶𝑚𝑎𝑥) to the total volume of growth 

media in a flask.  The pump profile is then computed using the following considerations: 

1) During each time interval, a defined volume of concentrated stimulus is being added 

to the total flask volume using Pump 1.   

2) At each time intervals, a fixed volume is taken out of the flask.  In the case of TP 

experiment, we sample a fixed volume of cells (Figure 2.2b) or in case of TS 

experiments Pump 2 delivers media with a defined stimulus concentration to cells in 

a flow chamber (Figure 2.2c).  

Removing volume and adding stimulus to the flask result in a concentration change that 

needs to be accounted for in the pump profile calculation, which is not done by any other 

published method.  In Figure 2.3 we demonstrate that not taking these considerations into 

account result in large errors specifically at high stimulus concentrations.  

 

2.3.3 Algorithm to compute pump profiles 
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We calculate the stimulus concentration profile for discrete time points as depicted in 

Figure A1.  First, we calculate the theoretical values of any given stimulus concentration 

profile, 𝑚(𝑡), at a fixed number of time points, [𝑡1, 𝑡2, 𝑡3, …  𝑡𝑁], with time intervals 

[𝑑𝑡1, 𝑑𝑡2, 𝑑𝑡3, …  𝑑𝑡𝑁].  The time intervals could be chosen either uniformly or variable.  We 

increase the stimulus concentration 𝑚𝑖−1 linearly from the beginning of the 𝑖𝑡ℎ interval at 

𝑡𝑖−1 to 𝑚𝑖 at the end of the 𝑖𝑡ℎ interval at 𝑡𝑖 .  Pump 1 adds fixed volume 𝑑𝑣𝑖 of concentrated 

stimulus to the mixing Beaker1 during interval 𝑑𝑡𝑖 at a fixed pump rate of 𝑘𝑖 =  𝑑𝑣𝑖/𝑑𝑡𝑖.  

The beaker has an initial volume of 𝑉0 and an initial stimulus concentration of 𝑚0 = 0 at 

𝑡 = 0. The stimulus concentration profile at any given time point (𝑚𝑖) is then calculated 

by equation (2.1)  

 

 
𝑚𝑖 = 𝑚𝑖−1 +

𝐶𝑚𝑎𝑥𝑑𝑣𝑖 − 𝑚̅(𝑑𝑢𝑖 + 𝑑𝑤𝑖)

𝑉𝑖 + 𝑑𝑣𝑖 − (𝑑𝑢𝑖 + 𝑑𝑤𝑖)
 

(2.1) 

 

where 𝐶𝑚𝑎𝑥 is the concentrated stimulus (in mM), 𝑚̅ is the average of 𝑚𝑖  and 𝑚𝑖−1 (in 

mM), and 𝑑𝑣𝑖 (in mL) is the dispensed volume of concentrated stimulus during the time 

interval 𝑑𝑡𝑖. 𝑑𝑢𝑖  (in mL) is the volume taken out by Pump2 (in TS experiment), and 𝑑𝑤𝑖  

(in mL) is the volume taken out due to sampling (in TP experiments), both during the 

interval 𝑑𝑡𝑖.  Finally, 𝑉𝑖 is the total flask volume (in mL) at 𝑡𝑖.  Once we computed 𝑑𝑣𝑖, then 

we compute the pump rate as 𝑘𝑖 = 1000*𝑑𝑣𝑖/𝑑𝑡𝑖 in µL/min.  We operate Pump2 at a fixed 

rate of 𝑘̅, therefore 𝑑𝑢𝑖 =  𝑘̅ ∗ 𝑑𝑡𝑖, for TS experiments, while we don’t need Pump2 for TP 

experiment and 𝑑𝑢𝑖 = 0.  We round the calculated values of 𝑑𝑣𝑖 in the specified unit to 3 

digits after the decimal which is the functional value for the syringe pumps.  This 

calculation is what we refer to setup2 in Figure 2.3.  In setup1, the desired profiles are 

calculated by setting Pump2 rate equal to that of Pump1 over the treatment duration, 

which results even in larger errors in the generated profiles.  Examples of corrected and 

uncorrected concentration profiles are shown in Figure 2.3.  Our methodology, once 

corrected for the volume and concentration changes properly, generates stimulus profiles 

within 1% error of the theoretical desired profiles (Figure 2.3).  

 

The profiles are generated under the following conditions: 
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a) The concentrated stimulus concentration 𝐶𝑚𝑎𝑥 = 4 𝑀.  

b) The total flask volume 𝑉0 = 50 𝑚𝐿 at t = 0. 

c) Pump2 rate was set to 𝑘̅ = 0.1 𝑚𝐿/𝑚𝑖𝑛 for TS and 𝑘̅ = 0 for TP experiment.  

d) Samples taken out at the fixed volumes of 𝑑𝑤𝑖 = 1 𝑚𝐿 at the time points 

[1,2,4,6,8,10,15,20,25,30,35,40,45,50] minutes for TP, while no sampling done for 

TS.  

e) Both TP and TS profiles are generated over 50 minutes. TS in 40 intervals and TP 

profile in 34 intervals set optimally by the programmable syringe pump.  

 

The calculation results are shown in Tables A1 and A2 for TS and TP profiles.  
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Figure 2.3: Calculated and experimentally verified pump profiles.  

(a-e) Calculation of pump profile generation for Time Point (TP, left) and Time series (TS, 

right) data collection.  In the TP experiment (left), pump profiles are uncorrected (red), 

corrected for volume removal during sampling (blue), corrected for volume removal and 

therefore change in stimulus concentration (black).  In the TS experiment (right), two 

pumps are used.  In Setup 1 mixing flask volume (V0) is kept constant by setting Pump 2 

rate equal to that of Pump 1 (magenta).  In Setup 2, the pump rate for Pump 1 is 

uncorrected and the pump rate for Pump 2 is kept constant (red).  In Setup 2 - correction 

1, the pump profile is corrected for volume taken out by Pump 2 (blue).  In Setup2 - 

correction2, the pump profile is corrected for volume removal and therefore change in 

stimulus concentration (black).  (a) Proposed linear pump concentration profile of 0.4 M 

NaCl.  (b) Computed and instrument adapted syringe dispense volume.  (c) Computed 

pump rate profile over time.  (d) Computed concentration profiles over time.  (e) Error 

comparisons between pump profiles.  (f-g) Experimentally verified pump profiles.  (f) The 

delivered molarities constructed from cumulative dispensed volume measurements via 

Pump 1 using the setup in Figure 2.1c in three experiments (red, green, blue) compared 

to the calculations (black) and theory (cyan).  Insert comparing different profiles.  (g) The 

corresponding errors from experiments and the calculations compared to the theory. 

 

2.3.4 Experimental validation of pump profiles 

 
We experimentally verify the specific profile presented in Figure 2.3 (right, linear 

gradient of 0.4 M over 50 min for TS experiment).  In order to illustrate the high accuracy 

and precision of the profiles applied to the cells, we experimentally instrument-proof our 

calculations.  We measure the total dispense volume via Pump 1 delivered using the 

setup in Figure 2.1c by measuring the weight of the Beaker 1 over the treatment time on 

a digital balance.  As shown in Figure 2.3f, we calculate the molarity profiles resulting 

from these measurements and compare them to our calculation and theoretical profiles.  

In Figure 2.3g, we show the corresponding errors from experiments and the calculations 

compared to the theory.  These results (errors within 2% of the theoretical values and 

standard deviation out of 3 experiments is below 1%) show that our setup applies the 
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calculated profiles to the cells with high accuracy and precision.  Importantly, these 

corrections ensure that the pump profiles are accurate over the full-time courses 

correcting for any nonlinear artefacts as validated experimentally (Figure 2.3e). 

 

2.3.5 Time Point (TP) Measurements for cell population and single cell experiments 

 
In the Time Point (TP) Measurement setup, cells are grown in cell culture flasks in a cell 

culture incubator (Figure 2.2b).  The concentrated stimulus is pumped into the flask 

through the computer programmable syringe Pump 1 (Figure 2.2b).  In case of the 

experiments with microbial cultures, cells are mixed with a magnetic stir bar.  The mixing 

speed is optimized to ensure fast mixing of the continuously added concentrated stimulus 

and at the same time cause little perturbation to the cells.  In case of the human cell 

experiments and some of the yeast experiments, cell culture flasks sit on an orbital shaker 

that mixes fast enough to ensure rapid mixing but does not interfere with cell growth.  At 

a number of predefined time points, a fixed volume of cells is removed manually with a 

syringe and collected for further analysis in cell population or single cell assays (Figures 

2.2b, 2.4d, 2.4e).  For each experiment, the dispensed volume, the number and volume 

of samples for each time point is defined before the experiment.  Based on these 

experimental parameters, the pump profile is calculated, and the pump is programmed.  

Several considerations are important to ensure correct generation of stimulus profiles 

(Figure 2.3): First, the pump program must adjust for the reduction in volume in the flask 

during sample removal.  Second, the pump rate has to decrease over time due to an 

increase in volume caused by continuous addition of concentrated stimulus.  Figure 2.3a 

(left) presents an example in which cells are exposed to a linear gradient for 50 minutes 

to a final concentration of 0.4 M NaCl.  When cells are sampled from the cell culture flask 

for downstream assays (dashed black lines), the cell culture volume and the total amount 

of NaCl in the culture changes.   

To better illustrate this point, we computationally compared three possible pump 

profiles.  These are uncorrected pump profiles (red), pump profiles corrected for volume 

removal during sampling (blue), and the correct pump profiles which are corrected for 

volume removal and therefore change in total NaCl amount in the flask (black).  For each 
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of these cases, we compared the dispensed volume of highly concentrated NaCl solution 

in ml (Figure 2.3b), the pump rate in µl per minute (Figure 2.3c), the computed 

concentrated profiles (Figure 2.3d) and the percent of error for each condition (Figure 

2.3e).  Initially, the corrections are small, because cells are sampled rapidly within the first 

10 minutes.  But if the sampling time is not frequent, then corrections have a significant 

impact on the dispensed volume (Figure 2.3b) and the pump rate (Figure 2.3c).  The 

result is that as time progresses, the corrections have a significant nonlinear effect over 

time on the accuracy of the pump profile (Figure 2.3d, e).  

 

2.3.6 Time Series (TS) Measurements in single cell time-lapse microscopy 

experiments 

 
In the Time Series (TS) Measurements, cells can be grown in a microfluidic flow chamber 

and simultaneously imaged on an inverted microscope (Figure 2.2c).  This experimental 

setup consists of syringe Pump 1 that pumps concentrated stimulus into Beaker 1 

containing growth media and a magnetic stir bar for rapid mixing (Figure 2.2c).  

Connected to Beaker 1 is the microfluidic flowcell and a syringe Pump 2 that pulls liquid 

from Beaker 1 and over the cells in the flow chamber, generating a temporal gradient of 

the stimulus.  The cells are adhered to the concanavalin A-coated coverslip in the flow 

chamber, allowing for rapid media exchange over time.  To better illustrate how the two 

pumps work in concert, we simulate the addition of a linear gradient for 50 minutes to a 

final concentration of 0.4 M NaCl (Figure 2.3a (right)).  Because Pump 2 removes media 

over time, the volume and concentration changes in Beaker 1 need to be accounted for.  

Instead of experimentally testing these effects, we first computationally compared four 

possible pump profiles which are Setup1 – uncorrected in which the mixing flask volume 

(V0) in Beaker 1 is kept constant by setting pump rate of Pump 2 equal to that of Pump 1 

(magenta).  In Setup2 – uncorrected, the pump rate for Pump 1 is uncorrected and the 

pump rate for Pump 2 is kept constant (red).  In Setup 2 - correction 1, the pump profile 

is corrected for volume taken out by Pump 2 (blue).  In Setup2 – correction 2, the pump 

profile is corrected for volume removal and therefore change in stimulus concentration 

(black).  For each setup, we compare the dispensed volume of highly concentrated NaCl 
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solution in ml (Figure 2.3b), the pump rate in µL per minute (Figure 2.3c), the computed 

concentration profiles (Figure 2.3d) and the percent of error after for each condition 

(Figure 2.3e).  As time progresses, the corrections become more significant for the 

dispensed volume and the pump rate for setup 2 uncorrected and setup 2 with correction 

2. These differences can be seen in the constructed profiles (Figure 2.3d).  From these 

computational profiles, it became apparent that the corrections are important as they 

reduce errors in the pump profiles significantly (Figure 2.3e). 
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Figure 2.4: Application of different pump profiles and quantitative assays.  

(a) Overview of cell processes that have been investigated in kinetic environments. (b) 

Quantifying volume and (c) signal transduction of Hog1 nuclear localization over time in 

live single S. cerevisiae yeast cells exposed to instant increase to 0.4 M NaCl (dashed 

line, 79 cells) or to linear gradient of 0.4 M NaCl in 10 minutes (solid line, 90 cells). (d) 

JNK phosphorylation over time measured with flow cytometry in human THP1 cells after 

exposure to instant increase to 0.1 M NaCl (solid line, 636,628 cells) or to linear gradient 

of 0.1 M in 60 minutes (dashed line, 1,599,923 cells). (e) Single cell distributions of single-

molecule RNA FISH measurements of STL1 mRNA in S. cerevisiae yeast cells exposed 

to instant increase to 0.4 M NaCl (solid line, 3269 cells) or a linear gradient of 0.4 M in 10 

minutes (dashed line, 2164 cells). Thick lines are the mean and shaded area are the 

standard deviation from two or three biological replica experiments single cells.   

 

2.3.7 Application of kinetic cell perturbation to study dynamic cell shape, cell 

signaling and gene regulation in single and populations of cells 
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To demonstrate the power of our approach, which is the ability to precisely control the 

kinetic environment of a cell, we focused on three levels of cellular response: cell shape, 

signal transduction and gene regulation (Figures 2.1, 2.4a).  As physiologically relevant 

environment, we chose different kinetic gradients of osmotic stress and applied these to 

S. cerevisiae yeast cells and the human monocytic THP1 cell line.  In yeast, the High 

Osmolarity Glycerol (HOG) pathway belongs to the class of Mitogen Activated Protein 

Kinase (MAPK) that enables cells to respond to changes in external osmolarity (Hersen 

et al. 2008).  The terminal kinase, Hog1, is evolutionary conserved between yeast and 

human and is a functional ortholog kinase to JNK in human cells (Galcheva-Gargova et 

al. 1994).  In humans, JNK is involved in many pathophysiological conditions (Yarza et 

al. 2015; Wagner and Nebreda 2009), and JNK can rescue Hog1 function in yeast cells 

(Galcheva-Gargova et al. 1994).  Upon osmotic stress, yeast cells are osmotically 

compressed resulting in significant volume decrease as measured in our time series (TS) 

measurements (Figure 2.4b).  In comparison to instantly changing environments where 

volume decreases rapidly (Muzzey et al. 2009), slowly changing environments such as a 

linear increase to 0.4 M NaCl in 10 minutes result in slowly changing volume (Figure 

2.4b).  Simultaneously, we measured Hog1 nuclear localization under the same 

conditions resulting in maximum signaling at 8 minutes after linear osmotic stress in 

comparison to a maximum in Hog1 nuclear localization after 2 minutes upon an instant 

change in osmolarity (Figure 2.4c).  Next, we tested our Time Point (TP) measurement 

protocol on cells that are sampled at different time points after osmotic stress.  We 

exposed human THP1 suspension cells to instant increase of 0.1 M NaCl and a linear 

gradient increase of 0.1 M NaCl in 60 minutes.  We sampled cells between 0 and 150 

minutes in intervals of 2, 5, 10, or 30 minutes and fixed cells with formaldehyde.  Cells 

are subsequently permeabilized and then stained with an antibody for phosphorylated 

form of JNK (Dreskin et al. 2001).  From single cell distributions, the average JNK 

phosphorylation level were computed for three independent biological replica 

experiments (Figure 2.4d).  Finally, we applied Time Point (TP) measurement protocol to 

S. cerevisiae yeast cells to measure mRNA expression of the osmotic stress response 

gene STL1 in single cells.  We exposed cells to an instant increase of 0.4 M NaCl and a 
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linear gradient with a final concentration of 0.4 M NaCl in 10 minutes. Figure 4e depicts 

single cell distributions of single-molecule RNA FISH data 6 minutes after NaCl stress.  

 

2.4 Discussion 

 

We describe methodologies that allows the generation of physiologically relevant 

environmental changes in cell culture.  We demonstrate in Figure 2.3 that it is critical to 

consider the specific sampling time, sampling volume, number of samples and volume 

change caused by the addition of stimulus.  Because sampling changes the total number 

of cells in the flask, the total stimulus and the volume, these conditions need to be 

reflected in the programed pump profiles.  Failure to do so result in wrong pump profiles 

with non-linear errors over time.  We demonstrate in several examples that we generate 

gradual changes in the environment over time. Our methodology aids in the application 

of profiles that might more closely represent physiological conditions than rapidly 

changing environments (Figure 2.1).  We developed two experimental methodologies to 

measure cells at specific time points, labeled Time Point (TP) and Time series (TS) 

measurements, that can be combined with standard cell population experiments and 

single-cell experiments (Figure 2.2). In contrast to the vast amount of microfluidic 

approaches that are available, our methodology allows a quick and easy setup that can 

be established in any biological laboratory setting. Further, because our method is 

scalable to large volumes of cell culture, it can be combined with microfluidic/live cell 

microscopy, gene expression analysis, flow cytometry and many other biological and 

biochemical assays. From these experiments we observe that cell volume and Hog1 

signaling changes slowly if the kinetic osmolyte profiles changes rapidly. This is 

consistent with previous reports on Hog1 signaling during osmotic stress (Granados et al. 

2017; Johnson et al. 2020). Mean JNK phosphorylation is delayed and non-adaptive in 

cells exposed to a gradient in comparison to a step of NaCl. This result indicates that the 

JNK activation dynamics respond is NaCl threshold dependent. Finally, RNA-FISH data 

in yeast indicate that STL1 mRNA expression is delayed if cells are exposed to gradual 

changing environments.  
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2.5 Conclusion 

 

We developed algorithms that generate precise kinetic perturbations by accounting 

and correcting for the changes in cell culture volume and concentration profiles caused 

by the stimulus application and sample removal.  We demonstrate the wide applicability 

of this approach to study cell response in terms of changes in cell volume, cell signaling 

and gene expression in cell population averages and in single cells experiments. These 

results demonstrate how environments that change over time can change key biological 

processes distinct from traditional approaches.  Our results underscore the importance of 

experimental design to generate precise environmental perturbations that differ from 

rapidly changing environments.  This simple yet general methodology to precisely perturb 

the cells will enable new understanding and insights into biological processes. 

 

2.6 Methods 

 
Human Cell Culture and Materials 

THP1 (ATCC® TIB-202™) cells were cultured at 0.5-1x 106 cells/ml in RPMI 1640 media 

(Corning, Catalog#: 15-040-CV) containing 10% Heat inactivated FBS (Gibco, Catalog#: 

16140-071), 100 U/ml Penicillin-Streptomycin (Gibco, Catalog#: 15140-122), 2 mM L-

alanyl-L-glutamine dipeptide (GlutaMAXTM, Gibco, Catalog#: 35050-061) and 0.05 mM 2-

Mercaptoethanol (Sigma, Catalog#: M3148) at 37 °C in a 5% CO2 humidity controlled 

environment. 

 

Yeast strain and cell culture  

Saccharomyces cerevisiae BY4741 (MATa; his3Δ1; leu2Δ0; met15Δ0; ura3Δ0) was used 

for time-lapse microscopy and FISH experiments.  To assay the nuclear enrichment of 

Hog1 in single cells over time in response to osmotic stress, a yellow-fluorescent protein 

(YFP) was tagged to the C-terminus of endogenous Hog1 in BY4741 cells through 

homologous DNA recombination.  Three days before the experiment, yeast cells from a 

stock of cells stored at −80 °C were streaked out on a complete synthetic media plate 

(CSM, Formedia, UK).  The day before the experiment, a single colony from the CSM 
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plate was picked and inoculated in 5ml CSM medium (pre-culture).  After 6-12 hours, the 

optical density (OD) of the pre-culture was measured and diluted into new CSM medium 

to reach an OD of 0.5 the next morning. 

 

Experimental procedure for human cells upon step and linear gradient stimuli application 

A programmable pump (New Era Syringe Pump Systems, NE-1200) was used to apply 

gradually increasing (linear gradients) profiles. In brief, pumping rate and dispensed 

volume per interval were calculated as described in the pump profile calculation section 

and uploaded to the pump via a computer. A syringe pump driving a syringe (BD™, 

Catalog#: 309628) filled with 5 M NaCl (Corning, Catalog#: 46-032-CV) solution was 

connected to a needle (Jensen Global, Catalog#: JG21-1.0x) with tubing (Scientific 

Commodities, Catalog#: BB31695-PE/4). The tubing was inserted into a foam stopper on 

an autoclaved glass flask (Pyrex, Catalog#: 4980-500) holding the suspension cells. To 

ensure proper mixing cells were shaken at 100 rpm during the entire experiment using a 

CO2 resistant shaker (Thermo Fisher Scientific, Catalog#: 88881101).  For step 

stimulation, appropriate amount of 5 M NaCl solution was added by a syringe within 5 

seconds to reach the desired final concentration. 5 ml of cells were removed with a 

syringe (BD™, Catalog#: 309628) through autoclaved silicone tubing (Thermo Scientific, 

Catalog#: 8600-0020) to collect time point samples. Cell are sampled at 2, 5, 10, 15, 20, 

30, 35, 40, 45, 50, 60, 65, 70, 80, 90, 120, and 150 minutes after the start of the 

experiment.  

 

Flow Cytometry 

Cells were fixed with 1.6% formaldehyde (Fisher, Catalog#: F79-4) in a 15 ml falcon tube. 

Fixation was quenched by adding 200 mM Glycine after 8 minutes. Cells were washed 

with PBS (Corning, Catalog#: 46-013-CM) and permeabilized with Methanol (Fisher, 

Catalog#: A454-4) for 15 minutes on ice. Cells were washed with PBS and blocked with 

5% BSA (Rpi, Catalog#: A30075-100.0) in PBS. Cells were then washed and stained with 

a primary monoclonal antibody conjugated to Alexa Fluor 647 recognizing phosphorylated 

JNK (Cell Signaling Technologies, Cat.#: 9257) overnight at 4 °C. Flow cytometry was 

performed on BD LSRII (five lasers). 
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Flow Cytometry Analysis 

Flow Cytometry data was analyzed with custom R software. The main cell population was 

gated on FSC-A vs. SSC-A by using the flowcore package (Meur, Hahne, and Ellis 2007). 

Means and standard deviations of mean fluorescent intensity were calculated for 2-3 

replicates and plotted over time. 

 

Time-lapse microscopy 

1.5 ml of yeast cells (Hog1-YFP) in log-phase growth (OD=0.5) were pelleted, re-

suspended in 20 µl CSM medium and loaded into a flow chamber. The flow chamber 

consist of an 1/8" Clear Acrylic Slide with three holes (Grace Bio-labs, 44562), a 0.17µm 

thick T-shape SecureSeal Adhesive spacer (Grace Bio-labs, 44560, 1L 44040, R&D), a 

Microscope Cover Glasse (Fisher Sci., 12545E, No 1 22 x 50 mm) and Micro medical 

tubing (Scientific Commodities Inc., BB31695-PE/4, 100 feet, 0.72mm ID x 1.22mm OD). 

The cover glass is coated with 0.1mg/ml Concanavalin dissolved in H2O.  Hyperosmotic 

perturbations were created using Syringe Pumps as described in the main text (TS 

experiments) (New Era Pump Systems).  On the input of the flow chamber, a three-way 

valve was connected to switch between a beaker that was used to generate osmolyte 

concentration profiles and a beaker with media (Beakers 1 and 2, Figure 1c).  A syringe 

pump (Pump 2) at the exit of the flow chamber was used to deliver the specific osmolye 

profile through the flow chamber with a constant rate.  For step-like osmotic perturbation, 

Beaker 1 had CSM medium with a fixed concentration of 0.4 M NaCl.  For the linear 

gradient perturbation, Beaker 1 only contained media without NaCl at time zero.  Using a 

second syringe pump (Pump 1), profiles of increasing linear osmolyte concentration were 

generated through pumping 4 M NaCl CSM media into Beaker 1 under constant mixing 

on a magnetic stir plate (Table A1).  

 

Image acquisition 

The Micro-Manager program (Edelstein et al, 2014) was used to control the microscope 

(Nikon Eclipse Ti) which is equipped with perfect focus (Nikon), a 100x VC DIC lens 

(Nikon), a fluorescent filter for YFP (Semrock), an X-cite fluorescent light source 
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(Excelitas) and an Orca Flash 4v2 CMOS camera (Hamamatsu).  For step input a pump 

rate of 0.1 ml/minute was used. 

 

Single molecule RNA-FISH 

Yeast cell culture (BY4741 WT) in log-phase growth (OD = 0.5) was concentrated 10x 

times (OD = 5) by a glass filter system with a 0.45 μm filter (Millipore). For osmolyte step 

experiments, cells are exposed to a final osmolyte concentration 0.4 M NaCl, and then 

fixed in 4 % formaldehyde at specific time points. For linear gradient experiments, 

concentrated cells are exposed to a linear osmolyte of final concentration of 0.4 M NaCl 

over 10 minutes, and then fixed in 4 % formaldehyde at specific time points.  As described 

in the main text (TP experiments), a pump was used to inject 4 M NaCl into the beaker 

with yeast cells (Table A2). Cells are constantly shaken at 250 rpm in a 30 °C incubator 

to ensure homogenous mixing. 

 

Fixation, spheroplasting and RNA-FISH probe hybridization 

Cells were fixed at 0, 2, 4, 6, 8, 10, 12, 14, 16, 20 minutes after the beginning of applying 

a linear gradient NaCl of 0.4 M in 10 minutes.  Beyond 10 minutes cells were exposed to 

the fixed 0.4 M NaCl osmolyte. At each time point, 5ml cells are sampled and poured into 

a 15 ml falcon tube containing formaldehyde resulting in cell fixation at 4% formaldehyde.  

Cells are fixed at RT for 30 minutes, then transferred to 4 °C and fixed overnight on a 

shaker.  After fixation, cells are centrifuged at 500 x g for 5 minutes, and then the liquid 

phase was discarded.  Cell pellets were resuspended in 5 ml ice-cold Buffer B (1.2 M 

sorbitol, 0.1 M potassium phosphate dibasic, pH 7.5) and centrifuged again.  After 

discarding the liquid phase, yeast cells were resuspended in 1 ml buffer B, and transferred 

to 1.5 ml centrifugation tubes.  Cells were then centrifuged again at 500 x g for 5 minutes 

and the pellet was resuspended in 0.5 ml Spheroplasting Buffer (Buffer B, 0.2% ß-

mercaptoethanol, 10 mM Vanadyl-ribonucleoside complex).  The OD of each sample was 

measured and the total cell number for each sample was equalized.  10 μl 2.5 mg/ml 

Zymolyase (US Biological) was added to each sample on a 4 °C block.  Cells were 

incubated on a rotor for ~20-40 minutes at 30 °C until the cell wall was digested.  The 

cells turn from an opaque to a black color, if they are digested.  Cells are monitored under 
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the microscope every 10 minutes after addition of Zymolyase and when ~90 % of the cells 

turned black, cells are transferred to the 4 °C block to stop Zymolyase activity.  Cells are 

centrifuged for 5 minutes, then the cell pellet was resuspended with 1 ml ice-cold Buffer 

B and spun down for 5 minutes at 500 x g.  After discarding liquid phase, the pellet was 

gently re-suspended with 1 ml of 70 % ethanol and kept at 4 °C for at least 12 hours or 

stored until needed at 4 °C.  Hybridization and microscopy condition were applied as 

previously described (Neuert et al. 2013). 

 

Image analysis 

Image segmentation was performed in a two-step process.  First, the fluorescent tagged 

Hog1-kinase (Hog1-YFP) image was smoothed, background corrected and automatically 

thresholded to identify the brightest pixels for each cell.  The region of brightest pixels 

was then used as an intracellular marker.  Second, the bright field image was smoothed, 

background corrected and then overlaid with the previously processed YFP image. On 

this new image a watershed algorithm was applied to segment and label the objects.  After 

segmentation, objects that are too small, too large or on the border of the image are 

removed resulting in an image with segmented cells.  This process was repeated for each 

image.  After segmentation, the centroid of each cell was computed and stored.  Next, 

the distance between each centroid for each of the two consecutive images was 

compared.  The cells in the two images that have the smallest distance are considered 

the same cell at two different time points.  This whole procedure is repeated for each 

image resulting in single cell trajectories.  For each cell the average per pixel fluorescent 

intensity of the whole cell (Iw) and of the top 100 brightest fluorescent pixels (It) was 

recorded as a function of time.  In addition, fluorescent signal per pixel of the camera 

background (Ib) was reported.  The Hog1 nuclear enrichment was then calculated as 

Hog1(t) = [(It(t) - Ib) / (Iw(t) - Ib)].  The single cell traces are smoothed and subtracted by 

the Hog1(t) signal on the beginning of the experiment.  Next, each single cell trace was 

inspected and cells exhibiting large fluctuations are removed.  Bright field images are 

taken every 10 s with an exposure time of 10 ms and the YFP fluorescent images are 

taken every 1 minute with an exposure time of 20 ms.  During the time points when no 

fluorescent images are taken, the fluorescent signal from the previous time point was 
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used to segment the cell.  Taking images every 10 s with an exposure time of 10 ms using 

bright field imaging does not result in photo bleaching of the fluorescent signal and 

ensures better tracking reliability because cells have not moved significantly since the 

previous image.  For cell volume measurements, each time trace was removed of outlier 

points resulted from segmentation uncertainties.  Volume change relative to the volume 

at the beginning of the experiment was calculated to compare cells of different volumes.  

For both, the single cell volume and Hog1(t) fluorescent traces, the median and the 

average median distance were computed to put less weight on sporadic outliers due to 

the image segmentation process.  
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3 Kinetics of osmotic stress regulates a cell fate switch of cell survival 

 

Adapted from: 

Thiemicke A and Neuert G. Kinetics of osmotic stress regulate a cell fate switch of cell 

survival. in revision 

https://www.biorxiv.org/content/10.1101/2020.07.10.197871v1  

 

Thiemicke A and Neuert G. 2020 A comprehensive time-course flow cytometry data set 

on stress response in human cells for 35+ cellular markers. in preparation 

 

3.1 Abstract 

 

Exposure of cells to diverse types of stressful environments differentially regulate cell 

fate. Although many types of stresses causing this differential regulation are known, it is 

unknown how changes over time of the same stressor regulate cell fate. Changes in 

extracellular osmolarity are critically involved in physiological and pathophysiological 

processes in several tissues. We observe that human cells survive gradual but not acute 

hyperosmotic stress. We find that stress, caspase, and apoptosis signaling do not activate 

during gradual stress in contrast to acute treatments. Contrary to the current paradigm, 

we see a substantial accumulation of proline in cells treated with gradual but not acute 

stresses. We show that proline can protect cells from hyperosmotic stress similar to the 

osmoprotection in plants and bacteria. Our studies found a cell fate switch that enables 

cells to survive gradually changing stress environments by preventing caspase activation 

and protect cells through proline accumulation. 

 

3.2 Introduction 

 

All cells employ signal transduction pathways to respond to physiologically relevant 

changes in extracellular stressors, nutrient levels, hormones, and morphogens. These 

environments vary as functions of both concentration and time in healthy and diseased 

states (Lim, Meyer, and Pawson 2014). Cell signaling and cell fate responses to the 

https://www.biorxiv.org/content/10.1101/2020.07.10.197871v1
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environment are commonly studied using acute concentration changes (Lim, Meyer, and 

Pawson 2014). Only a few pioneering studies have explored the effects of the 

concentration and time, which is a gradual change of stimuli as a function of time on cell 

signaling in microbes (J. W. Young, Locke, and Elowitz 2013; Goulev et al. 2017; 

Granados et al. 2017; Johnson et al. 2020) and in mammalian cells (Sorre et al. 2014; 

Heemskerk et al. 2019; Sasagawa et al. 2005; Fujita et al. 2010; Cai, Ferraris, and Burg 

2004). Thus, the impact of the rate of environmental change on cell signaling and cell fate 

is a fundamental and poorly understood cell biological property (Fig. 1a). We address this 

lack in knowledge, by thoroughly measuring molecular changes in cells exposed to 

gradual environmental changes in this study. 

 To begin to understand how the rate of environmental change regulates human cell 

fate decisions, we expose cells to varying temporal profiles of increasing NaCl 

concentrations. NaCl is a ubiquitous osmolyte in the human body and causes cells to 

experience hypertonic stress at concentrations that change over time (Burg, Ferraris, and 

Dmitrieva 2007; Stewart et al. 2019; Wilck et al. 2019). While all tissues can experience 

increased NaCl concentrations in their microenvironment, measurements of osmolytes in 

the kidney have revealed very high physiological NaCl concentrations (Cai et al. 2002a; 

Hai and Thomas 1969). In the kidney, spatial gradients of different osmolytes exist that 

change over time under normal and pathophysiological conditions (Ullrich et al. 1963; 

Neuhofer and Beck 2005; Firsov and Bonny 2018). Hypertonicity changes over time are 

also known to occur in the intestinal system (Overduin et al. 2014; Hallbäck et al. 1991), 

the cerebrovascular discs (Jiang et al. 2015; Urban and Maroudas 1979), and the skin 

(Jantsch et al. 2015).  In many of these high osmolarity tissues, resident immune cells 

provide basal protection or require migration upon an immune response of additional 

immune cells (S. Müller et al. 2013). Therefore, immune cells need to have the ability to 

survive such harsh high osmolarity environments that change over time. We choose 

immune cells as a model system to study how rapidly and slowly increasing hypertonic 

environments impact cell survival, signaling, and metabolism. 
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3.3 Results 

3.3.1 The rate of environmental change regulates cellular phenotype. 

 
We compared cell viability, cell signaling, and metabolism in cells exposed to either linear 

(ramp) or acute (step) concentration changes in the environments in which the final 

concentration and the total amount of osmotic stress (Area Under the Curve - AUC) is 

identical (Figure 3.1a, Figure 3.2). We identify the dynamic range of cell viability by 

determining the tolerance of monocytes (THP1 cell line, male, acute monocytic leukemia), 

T-cells (Jurkat, male, acute T cell leukemia), and cervical cells (HeLa, female, cervical 

adenocarcinoma (Dmitrieva and Burg 2008)) to step increases in NaCl concentrations 

(Figure 3.1b). In the non-stress control condition, cells grow in culture under physiological 

NaCl concentrations of about 280 mosmol/l NaCl to which we add the hypertonic 

osmolytes NaCl and mannitol. To stress the cells and mimic in vivo osmolyte changes, 

we add up to 400 mosmol/l NaCl to the cells (Figures 3.1, Figure 3.3). We observe that 

the viability decreases with an increased NaCl concentration of up to 300 mosmol/l. At 

and above of 300 mosmol/l NaCl, the viability is below 15% for all cell lines. Our results 

in the abovementioned cell lines are consistent with previous studies in HeLa cells (Figure 

3.1b) (Dmitrieva and Burg 2008), indicating that different cell types respond similarly to 

hypertonic stress. 

 

 



 50 
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Figure 3.1: Human cell fate decisions are regulated differently upon step or ramp 

treatment conditions.  

a) Kinetic environments such as concentration ramps, as observed in different 

physiological relevant conditions, may differentially modulate cell signaling, cell fate, and 

phenotype even if the final concentration and total amount of stress are identical. Step 

experiments finish earlier than ramp experiments to account for the same total exposure 

or Area Under the Curve (AUC). b) We measured relative cell viability after exposure to 

instant hyperosmotic stress (NaCl for 5h for Jurkat, THP1) or 24h (HeLa cells). Cell 

viability was determined by measuring intracellular ATP (Jurkat, THP1) or cell counts 

(HeLa). The shaded area represents the standard deviation (SD) (Jurkat, THP1) or 

Standard Error (SE) (HeLa) (25)  c,d) Relative cell viability was determined for step (c,d) 

and 10h ramp (d) treatment (see insert) after addition of (c) 300 mosmol/l or (d) 200 and 

400 mosmol/l osmolyte. We determined viability at the end of the experiment after 

reaching the same cumulative exposure of additional NaCl. Bars represent data from at 

least 3 independent experiments for each condition. Error bars represent SD.  two-sided 

unpaired student’s t-test: **p<0.01, ***p<0.001, ****p<0.001.  
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Figure 3.2: Kinetic environment input profiles applied for different step and ramp 

treatments.  

Black lines represent the change of added NaCl osmolarity concentration over time. Cells 

exposed to a step or 3 and 6h ramp treatment are incubated at the final NaCl 

concentration until the cumulative exposure is identical between the different conditions. 
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Figure 3.3: Viability improvement in hypertonic stress during a ramp vs. a step is a 

general cell biological feature independent of the cell line or osmolyte.  

a) Viability for THP1 cells measured by intracellular ATP for step addition of NaCl (0), and 

ramps of 3,4,5,6,10h to indicated concentrations in mosmol/l. We determine viability at 

the end of the experiment at the same cumulative exposure of additional NaCl. Boxplots 

represent data from at least 3 independent experiments for each condition. b,c) Viability 

for Jurkat cells by measuring intracellular ATP for instant addition of mannitol (0), and 

ramps of 3,6,10h to indicated concentrations in mosmol/l for mannitol (b) and NaCl (c). 

We determine viability at the end of the experiment at the same cumulative exposure of 

additional mannitol. Boxplots represent data from at least 3 independent experiments for 

each condition.  
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 We then quantified the response of different cell lines (Jurkat and THP1) to different 

rates and final NaCl concentrations (Figure 3.1c-d, Figure 3.3). To compare the different 

conditions for the same final NaCl concentration, we exposed cells to the same 

cumulative exposure by integrating the total amount of NaCl over the entire profile (AUC). 

We perform experiments for each NaCl concentration for ramp durations of up to 10h. 

For experiments with ramp durations of less than 10h, cells stay at the final NaCl 

concentration until the AUC is identical to the 10h ramp experiment (Figure 3.2). When 

we expose Jurkat cells to 300 mosmol/l hypertonic osmolyte, the viability improves from 

15% to 40% for a ramp duration of 10h (Figures 3.1c,(black), Figure 3.3c cyan). In 

comparison, a step increase of 200 mosmol/l NaCl to the media for 5h reduces viability 

to around 50% and shows only minor improvement with increases in ramp duration 

(Figures 3.1d (black), Figure 3.3c, magenta). For the step condition of added 400 

mosmol/l NaCl for 5 h, the viability is below 5% and shows only minor improvement with 

increasing ramp durations (Figures 3.1d (black), Figure 3.3, green and yellow). These 

observations are consistent in THP1 cells, indicating that this effect is reproducible in a 

different cell line and cell type (Figures 3.1c-d (light grey), 3.3a). To distinguish the effect 

of cell viability between NaCl toxicity and changes in external osmolarity, we repeated the 

experiments with mannitol in the Jurkat cell line at the same osmolar concentrations 

(Figures 3.1c-d (dark grey), Figure 3.3b). Mannitol is not able to easily pass through the 

cell membrane and is known to have low cell toxicity. When we add 300 mosmol/l 

Mannitol to the medium, Jurkat cells survive better during the ramp compared to the step 

treatment. This comparison shows no difference between cells treated with NaCl or 

Mannitol, indicating extracellular hypertonicity and not NaCl-specific toxicity drive these 

effects. These results strongly suggest that cell viability improvements, while slowly 

increasing NaCl concentration, are a robust cell type- and cell line-independent 

hypertonic stress response. We further tested our hypothesis in human primary blood 

mononuclear cells (PBMCs). We observe very similar levels of viability after the step and 

10h ramp treatments (Figure 3.4). However, there we observe more variability between 

the cells of the 3 different donors we tested than there is between Jurkat and THP1 cells 

which could indicate a different response to NaCl hypertonicity between different donors. 
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Figure 3.4: Viability in hypertonic stress during a ramp vs. a step in PBMCs.  

a) Viability for THP1 cells measured by intracellular ATP for step addition of NaCl (0), and 

10h ramps 300 mosmol/l. We determine viability at the end of the experiment at the same 

cumulative exposure of additional NaCl. Boxplots and symbols represent data from at 3 

donors.  

 

 

3.3.2 A functional temporal screen identifies regulators of cell viability in step and 

ramp conditions. 
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Authors of previous studies argued that upregulation of genes encoding proteins 

responsible for the accumulation of cell internal osmolytes such as taurine (TauT), betaine 

(BGT1), sorbitol (AR) and inositol (SMIT) are the cause for improved viability in kidney 

cells exposed to a linear increase in osmolarity (Cai, Ferraris, and Burg 2004). To address 

if indeed these osmolytes are increased in our experiments, we determined the change 

in osmolyte levels in the cells by mass spectrometry measured in 5h step and 10h ramp 

conditions both to a final osmolarity of additional 300 mosmol/l NaCl. We find that sorbitol, 

inositol, betaine, taurine, and urea do not change compared to unstimulated cells (Figure 

2a).  
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Figure 3.5: Temporal functional flow cytometry screen identifies differential 

regulation of stress and caspase signaling during step and ramp hyperosmotic 

stress conditions.  

a) Mean response ratio of cellular osmolytes relative to media measured in Jurkat cells 

exposed to an additional 300 mosmol/l NaCl and determined by Mass spectrometry. Two-

sided unpaired student’s t-test: **p<0.01, ns=not significant.  b) Overview of protein 

markers representing four cellular processes affecting viability. Each box lists the proteins 

representing each process. c) Multiplex flow cytometry workflow to quantify dynamic 

changes in protein activity over time: (I) Each time point is barcoded with a different 

combination of dyes. (II) Barcoded cells are pooled and split into different tubes for 

pairwise antibody staining. (III) We measured cells by flow cytometry and then 

computationally demultiplexed the different time points for further analysis. d) A single-

cell distribution obtained by flow cytometry is threshold-gated (red line) to determine an 

ON-fraction. e) Representative flow cytometry single-cell distributions for cleaved PARP 

(cPARP) at selected time points for step (black) and 10h ramp (magenta) conditions (left).  

We quantified the fraction of cPARP positive cells (On-cells) as a function of time (right, 

top) or cumulative NaCl exposure (right, bottom). We plotted mean (solid line) and 

standard deviation (shaded area) of 3 – 10 biological replicas. f) We used endpoint 

measurement (magenta box in e) to determine ON-fraction to compare changes for step 

and ramp conditions. g,h) Comparison of endpoint measurement of mean ON-fraction 

between steps and ramps measured for individual markers of (g) caspase signaling 

(magenta), stress signaling (blue), and (h) DNA damage (orange), Growth/survival & 

Inflammation (green) in Jurkat cells in response to hypertonic stress. Circles represent 

the mean of 3-10 replicates per condition. ON-fraction at the final time point of cells 

exposed to 300 mosmol/l NaCl by a step (5h) or a 10h ramp (10h). Colored lines represent 

the SD. Black lines indicate linear regression fit lines. The shaded area represents 95% 

confidence interval. 
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Figure 3.6: Markers for stress signaling.  

a-i) Markers for stress signaling in Jurkat cells exposed to 300 mosmol/l NaCl by a step 

(black) or a 10h ramp (blue). The left panel shows single-cell distributions over the 

cumulative exposure with individual lines representing independent experiments. The 

Red line indicates the threshold for determining the ON-fraction. Right panels represent 

the mean and standard deviation of 3-10 independent experiments over time (top panel) 
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and cumulative exposure (lower panel). 

 

Figure 3.7: Markers for growth and proliferation.  

a-h) Markers for growth/proliferation in Jurkat cells exposed to 300 mosmol/l NaCl by a 

step (black) or a 10h ramp (green). The left panel shows single-cell distributions over the 

cumulative exposure with individual lines representing independent experiments. The 

Red line indicates the threshold for determining the ON-fraction. Right panels represent 

the mean and standard deviation of 3-10 independent experiments over time (top panel) 

and cumulative exposure (lower panel). 
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Figure 3.8: Markers for DNA damage.  

In a-e) Markers for DNA damage in Jurkat cells exposed to 300 mosmol/l NaCl by a step 

(black) or a 10h ramp (yellow). The left panel shows single-cell distributions over the 

cumulative exposure with individual lines representing independent experiments. The 

Red line indicates the threshold for determining the ON-fraction. Right panels represent 

the mean and standard deviation of 3-10 independent experiments over time (top panel) 

and cumulative exposure (lower panel).  

 

 To understand which cellular mechanisms, contribute to improved viability during the 

slow ramp, we performed a temporal functional screen using a selected set of 27 well-

established key markers of cell state and signaling that contribute to cell viability (Figure 

3.5b). We grouped these into four cellular processes known to have an impact on cellular 

viability: stress signaling (blue), caspase signaling (magenta), DNA damage (orange) and 

growth/survival & inflammation (green) (Figure 3.5b). Each of these processes is known 

to be affected by increased NaCl concentrations (Burg, Ferraris, and Dmitrieva 2007). 

The process ‘stress signaling’ (blue) consists of markers belonging to stress/mitogen-

activated protein kinases (SAPK/MAPK) pathways such as phosphorylated proteins p38 

(Kleinewietfeld et al. 2013; Ko et al. 2002), JNK (Luo, Li, and Pflugfelder 2007), MK2 

(Soni, Anand, and Padwad 2019), ASK1 (Takeda et al. 2008), MKK4 (Brancho et al. 

2003), HSP27 (Niswander and Dokas 2006), CREB (Sulen et al. 2016), ATF2 
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(Humphreys et al. 2013), as well as total protein levels of HSP70 (Woo et al. 2002) and 

NFAT5/TonEBP (Jeon et al. 2006; Cheung and Ko 2013). MAPK pathways are known to 

convey stress signals to alter gene expression and cell phenotype (J. M. J. Kyriakis and 

Avruch 2012). Proteins in the ‘caspase signaling’ group are initiator caspases (Slee et al. 

1999), such as activated caspase 8 (extrinsic pathway) (S. Y. Choi et al. 2013) and 

caspase 9 (intrinsic pathway) (S. Y. Choi et al. 2013), effector caspase 3 (McComb et al. 

2019; Lazebnik et al. 1994), cleaved PARP(Kaufmann et al. 1993; Lazebnik et al. 1994) 

(cPARP) as a substrate of caspase 3 and γH2AX, as a marker for the excessive DNA 

damage caused by DNA degradation during apoptosis (Kuo and Yang 2008). The 

markers of ‘growth/survival & inflammation’ contain proteins that counteract apoptotic 

responses or indicate growth, proliferation, and inflammatory stimulation. The group 

contains phosphorylated forms of Bad (Grethe and Pörn-Ares 2006), Bcl2 (Pihán, 

Carreras-Sureda, and Hetz 2017), two anti-apoptotic proteins, mTOR (Peña-Oyarzun et 

al. 2017), a key node in the cell growth pathway, S6 (Magnuson, Ekim, and Fingar 2012), 

a marker for active translation, and phosphorylated ZAP70 (Fischer et al. 2010; Chan et 

al. 1992), a marker for activated inflammatory signaling. The group also contains total 

proteins Bcl-XL (Chao et al. 1995; Clem et al. 1998), an anti-apoptotic protein, Ki67 (Miller 

et al. 2018), a general marker of a cell proliferative activity, and NLRP3 (P. Ma et al. 2019; 

Abderrazak et al. 2015), a marker for the inflammasome, and intracellular IFNγ (Lawrence 

and Chow 2012), a marker for inflammatory cytokine production. In response to DNA 

damage (Dmitrieva, Cai, and Burg 2004) proteins such as Noxa (Flinterman et al. 2005; 

Fei, Bernhard, and El-Deiry 2002; Roos and Kaina 2006), Fas-L (Kasibhatla et al. 1998; 

Roos and Kaina 2006), and BAX (Fei, Bernhard, and El-Deiry 2002) are expressed and 

fall into the group DNA damage.  
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Figure 3.9: Differential caspase signaling regulates cell viability.  

a-d) Differential regulation of (a) cleaved Caspase 3, (b) cleaved Caspase 8 and (c) 

cleaved Caspase 9, (d) cleaved PARP, (e) H2AX in Jurkat cells exposed to 300 mosmol/l 

NaCl by a step (black) or a 10h ramp (magenta). The left panel shows selected single-

cell distributions over the cumulative exposure with individual lines representing 

independent experiments. Redline indicates the threshold for determining the ON-

fraction. Right panels represent ON-fraction mean and standard deviation of 3-10 

independent experiments as a function of cumulative exposure of NaCl. f) ON-fraction 

kinetics of caspase signaling markers over time indicate early (Caspase 3 and cPARP) 

and late (Caspase 8 and 9) activation. Lines indicate mean and SD of 3-10 independent 

experiments.  
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Figure 3.10: Differential caspase signaling regulates cell viability.  

a-d) Differential regulation of (a) cleaved Caspase 3, (b) cleaved Caspase 8 and (c) 

cleaved Caspase 9, (d) cleaved PARP, (e)  H2AX in Jurkat cells exposed to 300 

mosmol/l NaCl by a step (black) or a 10h ramp (magenta). The left panel shows selected 

single-cell distributions over the cumulative exposure with individual lines representing 

independent experiments. The Red line indicates the threshold for determining the ON-

fraction. Right panels represent ON-fraction mean and standard deviation of 3-10 

independent experiments as a function of time (top panel) or cumulative exposure of NaCl 

(lower panel). 

 

 We use Fluorescent Cell Barcoding for multiplex flow cytometry to identify differentially 

regulated markers over time in step or ramp conditions (Krutzik and Nolan 2006; Earl et 

al. 2018). This functional temporal screen allows us to uniquely encode each time point 

sample with a combination of two dye concentrations (Figure 3.5c). We pooled barcoded 
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samples and then split them again into different tubes to stain each split sample with 

antibodies. The advantages of barcoding and then sample splitting is reduced variability 

between samples, increased throughput, and reduced cost for different markers. Using 

this approach, we screened protein markers in Jurkat cells for their change over time in 

step versus 10h ramp experiments to an additional concentration of 300 mosmol/l NaCl. 

After data collection, we demultiplexed each sample with one or two protein markers to 

extract the individual time points (Figure 3.5c, d). To quantify each marker’s response, 

we next computed the fraction of positive cells for this marker and called this population 

‘ON-fraction’ (Figure 3.5e). We then plot the ON-fraction of each marker at the end of the 

time course experiment between the ramp and the step treatment to understand the 

correlation between the markers in each group (Figure 3.5f). This analysis revealed 

several distinct response patterns: (a) We observed strong activation in step but not ramp 

condition in cells with phosphorylated proteins of the caspase signaling group and p38 of 

the stress signaling group (Figure 3.2g, 3.6). (b) We observed minimal activation in step 

but strong activation in ramp conditions for some markers of stress response (pASK, 

NFAT5, and HSP70) (Figure 3.5g (blue), 3.6), growth (Ki67), anti-apoptotic (Bcl-XL), and 

inflammation (IFNγ, NLRP3) (Fig. 3.5h (green), 3.7), and markers of DNA damage (Figure 

3.5h (orange), 3.8). (c) A screen for other markers of cell survival, growth, and DNA 

damage reveals no significant differential changes over time. Based on this temporal 

functional screen, we focused on protein markers of the caspase signaling group. 

 

3.3.3 Caspases differentially regulate step and ramp conditions.  

 
Activated caspases 3, 8, 9, cleaved PARP and γH2AX all showed strong activation (ON-

fraction) during the 300 mosmol/l NaCl step treatment (Figure 3.9a-e (black), 3.10). 

Strikingly, caspase, and γH2AX activation, as well as PARP cleavage, are negligible 

during the 10h ramp treatment condition to the same final concentration (Figure 3.9a-e 

(magenta), 3.10). Phosphorylation of γH2AX is also entirely prevented when caspase 

activity is inhibited during step NaCl treatment by a pan-caspase inhibitor (Figure 3.13), 

which suggests prevention of apoptosis-associated destruction of DNA. Next, we 

investigated the contributions of caspases 3, 8, and 9 to the cell viability phenotype by 
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quantifying the time course of activation for each member of the caspase signaling group 

relative to cleavage of PARP (Figure 3.9f).  We found that caspase 3 (grey) is activated 

slightly before its target cPARP (purple), as expected (Figure 3.9f). Surprisingly, we found 

activation of the initiator caspases 8 (magenta) and 9 (cyan) after caspase 3 and cPARP. 

These results suggest that caspase 3 contributes to the induction of apoptosis, but not 

cleaved caspase 8 and 9. To understand if these population-level effects are indeed 

observable in the same cell, we co-stained cells with antibodies for activated caspase 9 

and cPARP (Figure 3.11a). We found that single cells that are negative for cPARP are 

never positive for activated caspase 9 at any point during the treatment (Figure 3.11a, b). 

Cells positive for activated caspase 9 already have a high level of cPARP, suggesting 

that caspase 9 cleavage is not causative for apoptosis induction in single cells. Similarly, 

single cells co-stained for cPARP and activated caspase 8 are never negative for cPARP 

and positive for activated caspase 8, at the same time throughout the time course (Fig. 

3.11c). These results indicate no activation of caspase 8 before apoptosis induction 

(Figure 3.11d). In summary, these results suggest that activated caspase 3, but not 

activated caspase 8 and 9 contribute to PARP cleavage and subsequent induction of 

apoptosis (Figure 3.11d).  

 

3.3.4 Caspase signaling is the main contributor to cell death in step conditions. 
 
 We next tested if these different caspases contributed to cell viability and addressed 

their mechanism in an attempt to link dynamics in caspase activation to apoptosis and 

cell phenotype (Figure 3.11e). In our ramp treatment condition to additional 300 mosmol/l 

NaCl in 10h, we find that cell viability increases to 40% in comparison to 15% in step 

treatment of the same final concentration and the total amount of NaCl relative to cells 

grown in control conditions (100% viability) (Figure 3.11e, magenta area). We asked if 

this increase in viability is entirely related to the lack of caspase activation and PARP 

cleavage, as observed in Figures 3.9 & 3.10. To test this idea, we treated cells with a step 

of 300 mosmol/l NaCl in the presence of potent and different pan-caspase inhibitors 

(panCas-i-a = Z-VAD-FMK (Slee, E. Cohen 1996); panCas-i-b = Q-VD-OPH (Caserta et 

al. 2003)) (Figure 3.11e). We observed an increase in cell viability to 40%, which is the 

same as for the ramp treatment. This result suggests that caspase activation and 



 67 

caspase-mediated apoptosis are necessary to explain the reduction in viability during the 

step treatment relative to the ramp treatment. Therefore, we hypothesize that caspase-

dependent apoptosis is the main contributor to the difference in viability between the step 

and the long ramp treatment conditions.  

 We predicted that early caspase 3 activation triggers PARP cleavage and apoptosis 

compared to late caspase 8 and 9 activation (Figures 3.10, 3.11a-d). To test this 

prediction, we exposed cells to inhibitors of caspase 8, caspase 9, or both of them. We 

found that inhibitors for caspase 8 and 9 do not substantially improve viability after step 

exposure to 300 mosmol/l NaCl (Figure 3.11e). As expected, we found that pan-caspase 

inhibition prevents the cleavage of caspase 3 during the step treatment (Figure 3.11f). 

We also tested if necroptosis may be activated during the step treatment by inhibiting the 

process with necrostatin. We did not see an improvement in viability, when adding 

necrostatin alone (Figure 3.12). When added in combination with Z-VAD-FMK, pan-

caspase inhibitor, we did not observe an improvement in viability above Z-VAD-FMK 

addition alone (Figure 3.12). This suggests that Necroptosis does not mediate cell death 

during the step treatment. We also added Bid inhibitor BI-6C9 to test the dependence of 

cell death on Bid cleavage. We observe that viability is improved to the same level as in 

pan-caspase inhibition (Figure 3.12), suggesting that Bid cleavage is critical for cell death 

in the step treatment. 
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Figure 3.11: Activated Caspase 8 or 9 are not initiating apoptosis in hyperosmotic 

stress.  

a, Single-cell scatter plots of Jurkat cells co-stained with antibodies for cPARP and 

activated Caspase 9 measured by flow cytometry after exposure to 300 mosmol/l NaCl 

for 5h.  Black lines indicate thresholds to determine individual fractions of low aCaspase9 

and low cPARP (black), low aCaspase9, and high cPARP (magenta), high aCaspase9 

and high cPARP (purple) and high aCaspase9 and low cPARP (cyan). Circles represent 

single cells. b, Quantification of fraction of cells stained for Caspase 9 activation and 

PARP cleavage over the time course using the thresholds indicated in a c) Single-cell 

scatter plots of Jurkat cells co-stained with antibodies for cPARP and activated Caspase 

8 measured by flow cytometry after exposure to 300 mosmol/l NaCl for 5h.  Black lines 

indicate thresholds to determine individual fractions of low aCaspase8 and low cPARP 

(black), low aCaspase8, and high cPARP (magenta), high aCaspase8 and high cPARP 

(purple) and high aCaspase8 and low cPARP (cyan). d) Quantification of fraction of cells 

stained for Caspase 8 activation and PARP cleavage over the time course using the 

thresholds indicated in c. e) Relative viability of untreated cells (grey), cells exposed to a 

10h ramp (magenta) or 5h step treatment both to 300 mosmol/l NaCl (white) exposed to 

different inhibitors. Inhibitors were added 30 min before NaCl at concentrations as follows: 

“panCas-i-a” (pan-caspase inhibitor Z-VAD-FMK, 100 M), “panCas-i-b” (pan-caspase 

inhibitor Q-VD-OPH, 100 M), “Cas8-i” (Caspase 8 inhibitor Z-IETD-FMK, 100 M), 

“Cas9-i” (Caspase 9 inhibitor Z-LEHD-FMK, 100 M). Bars indicate the mean and SD of 

at least 3 replicates. Two-sided unpaired student’s t-test: **p<0.01, ***p<0.001, 

****p<0.001, ns=not significant. f) Activated Caspase 3 (aCasapse 3) in Jurkat cells 

exposed to 300 mosmol/l NaCl step in presence (black) or absence (magenta) of pan-

caspase inhibitor (Z-VAD-FMK, 20 M). The left panel shows single-cell distributions over 

the cumulative exposure with individual lines representing independent experiments. The 

Red line indicates the threshold for determining the ON-fraction. Right panels represent 

the mean and standard deviation of 1-4 independent experiments as a function of 

cumulative exposure.   
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Figure 3.12: Inhibtion of other cell death pathways. 

Jurkat cells were pretreated with inhibitors for Bid (50 M), Z-VAD-FMK (100 M), 

Necrostation (5 M) or a combination of them for 30 minutes after which 300 mosmol/l 

NaCl were added to the cells by a step treatment. Viability was determined by measuring 

intracellular ATP by the CellTiterGlo assay. 
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Figure 3.13: Caspases and p38 mediate γH2AX phosphorylation during 

hyperosmotic stress.  

γH2AX phosphorylation in Jurkat cells exposed to 300 mosmol/l NaCl as a step without 

(blue), with inhibitor pan-Cas-I (Z-VAD-FMK, yellow), with inhibitor pan-p38-I (BIRB796, 

green), or as a ramp for 10h (purple) Left panel shows single-cell distributions over the 

cumulative exposure with individual lines representing independent experiments. The 

Red line indicates the threshold for determining the ON-fraction. Right panels represent 

the mean and standard deviation of 1-10 independent experiments over time (top panel) 

and cumulative exposure (lower panel). Z-VAD-FMK (panCas-i) was added 30 min before 

NaCl at 20 M.  

 

 Through our functional temporal screen, we also observed that p38 is strongly 

activated in NaCl step treatment condition, as previously reported to occur in other 

mammalian cells (Figure 3.14a) (Han et al. 1994; Ip et al. 2015). However, during a 10h 
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ramp treatment, we find that p38 is only slightly activated, perhaps playing a role in the 

decreased cell viability phenotype following step stimulation relative to the ramp 

stimulation. To understand how phospho-p38 and cPARP are expressed in single cells 

over time, we costained cells with antibodies for both proteins. We observed a correlation 

of p38 phosphorylation and PARP cleavage and at later timepoints an anticorrelation of 

positive cPARP and negative phospho-p38 (Figure 3.15-3.16). This could suggest a role 

for p38 in mediating cell death. However, when we inhibited all p38 isoforms by using a 

pan-p38 inhibitor (BIRB 796) (Pargellis et al. 2002), we found that it had a statistically 

significant, but biologically small effect on cell viability following step treatment condition 

(Figure 3.14b). From these results, we conclude that the rate of hypertonic stress addition 

differentially regulates p38, but that p38 activity is not essential for the reduction in cell 

viability following step treatment. 

 Compared to p38, NFAT5, pASK, and HSP70 signals are reduced in step but not in 

ramp conditions shortly after osmotic stress (Figure 3.6c, d, e). Followed by this initial 

drop are similar temporal profiles for step and ramp conditions. These results 

demonstrate that the dynamics of NFAT5, pASK, and HSP70 are not differentially 

regulated. We also observed similar dynamics for markers of the growth (Ki67), anti-

apoptosis (Bcl-xL), inflammation (IFN, NLRP3), and the DNA damage (BAX, NOXA, and 

Fas-L) signaling groups (Figure 3.6-8). Markers that did change over time but not strongly 

between step and ramp conditions are the proliferation markers p-S6 and p-mTOR and 

pro-apoptotic protein p-BAD (Figure 3.7a, g, h). We observed no change given the error 

in the measurements between step and ramp conditions for selected markers of stress 

signaling (p-MK2, p-JINK, p-MKK4, p-HSP27, p-ATF2, and p-CREB), and anti-apoptotic 

protein p-Bcl2 (Figures A3.6a, b, f, g, h, p). 
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Figure 3.14: Contribution of p38 to apoptosis in hypertonic stress is minimal.  

a) Phosphorylation of p38 in Jurkat cells exposed to 300 mosmol/l NaCl by a step (black) 

or a 10h ramp (blue). The left panel shows selected single-cell distributions over the 

cumulative exposure with individual lines representing independent experiments. The 

Red line indicates the threshold for determining a cell that is p38 phosphorylation positive 

(ON-fraction). The right panel represents the ON-fraction mean and standard deviation of 

3-10 independent experiments as a function of cumulative exposure. b) Viability of Jurkat 

cells relative to untreated cells (control) exposed to an additional 0 (grey) or 300 mosmol/l 

(white) NaCl for 5h (step) or 10h (ramp, purple), respectively. Pan p38 inhibitor (pan-p38-

I, BIRB796) was added 30 min before NaCl at concentrations at 10 M. Inhibitor was 

added 30 min before NaCl at concentrations for pan-p38-i (BIRB796, 10 M). Circles 

represent single experiments. Bars indicate the mean and SD of at least 3 replicates. 

Two-sided unpaired student’s t-test: **p<0.01, ****p<0.001. 
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Figure 3.15: Phosphorylation of p38 is correlated with PARP cleavage. 

Jurkat cells costained for p-p38 and cPARP antibodies after a step treatment to additional 

300 mosmol/l NaCl measured by Flow cytometry. Black lines indicate thresholds to 

classify each population. Colors represent the different populations. 
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Figure 3.16: cPARP+/p-p38+ fraction precedes appearance of cPARP+/p-p38- 

fraction 

Jurkat cells costained for p-p38 and cPARP antibodies after a step treatment to additional 

300 mosmol/l NaCl measured by Flow cytometry. Fractions were quantified using the 

thresholds indicated in Figure 3.15. Lines represent meand and SD of 3 biological 

replicates. 

 

3.3.5 Intracellular proline levels improve viability in ramp stress conditions 

 

 To better understand the protective mechanisms contributing to improved viability 

during the ramp condition, we analyzed the abundance and fold changes of metabolites 

that may function as cell internal osmolytes (Figure 3.17, 3.18). We found that the most 

abundant metabolites are the amino acid proline, glutamic acid, and arginine. In 

comparison, traditional osmolytes such as betaine, inositol, sorbitol, taurine, or urea are 

significantly less abundant in the cell (Figure 3.18). Interestingly, of these amino acids, 

only proline is differentially regulated in step and ramp conditions, rejecting the possibility 

that these amino acids are only byproducts of protein degradation (Figure 3.17a). This 
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result suggests that proline may act as an osmoprotective molecule in human cells in 

ramp treatment conditions. The increase in abundance of cell internal proline levels 

relative to other amino acids and organic molecules suggests that cells import proline 

from the growth media. Elevated protein degradation in the cell, would presumably result 

in an equal distribution of increased amino acid abundance. We then tested if intracellular 

proline levels are independent of the activation of the caspase pathway or if preventing 

caspase-mediated cell death results in higher levels of proline in the cells. In these 

experiments, we exposed cells to a step treatment of NaCl with or without pan-caspase 

inhibitor Z-VAD-FMK (Fig. 3.17b). As in all previous experiments, we exposed cells to the 

same cumulative exposure of NaCl for the same final NaCl concentration and compared 

the results. We found that regardless of pan-caspase inhibition, cells accumulated 

significantly less proline during the step treatment than cells exposed to the ramp 

treatment (Figure 3.17b). We conclude that caspase inhibition during hypertonic stress 

does not result in additional proline accumulation during the step treatment. This result 

indicates that caspase activation and proline accumulation are independent. To test if 

extracellular levels of proline can improve cell viability in the step treatment to 300 

mosmol/l NaCl, we added free L-proline to the media of the cells before applying 

hypertonic stress (Figure 3.17c). We found a significant increase in viability due to added 

proline, in comparison to cells were no additional proline was added (Figure 3.17c). This 

result suggests that proline is transported into the cells and can protect mammalian cells 

from hypertonic stress. It is well established that hyperosmotic stress upregulates 

transporters for glutamine (Izumi et al. 2015). Therefore, we tested if additional external 

L-glutamine, a precursor of proline (H. Li et al. 2016), can also improve viability.  When 

we added additional L-glutamine to the media before adding NaCl, we observed a 

significant improvement in cell viability, similar to adding proline. Because proline is a yet 

unidentified compound in the mammalian response to hyperosmotic stress, we tested the 

effect of typical mammalian osmolytes on cell viability (James Ming Phang et al. 2012b; 

James M. Phang, Liu, and Zabirnyk 2010). When we added compounds identified as 

physiological osmoprotectants to the media, such as taurine, sorbitol, or betaine, we 

observe that these compounds seem to provide less or the same protection as proline or 

glutamine, during hypertonic stress. These results demonstrate that proline and glutamine 
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are as effective as traditional osmolytes in protecting the cell from osmotic stress (Figure 

3.19). In addition, we analyzed publicly available data on gene expression under step 

hypertonic stress in murine embryonic fibroblasts (Ferreiro et al. 2010; Farabaugh et al. 

2020). These data suggest that gene expression changes to benefit the transport and 

biosynthesis of proline in the cell (Figure 3.20). 

  

Figure 3.17: Intracellular proline protects human cells during ramp stress 

conditions.  

a) Fifteen most abundant metabolites detected in Jurkat cells without stimulation (control 

media, black), after treatment with step (magenta) or 10h ramp (cyan) to 300 mosmol/l 

NaCl. Bars represent the mean and standard deviation of the fold change of each 

metabolite to the average metabolite concentration in the control condition (yellow line) 

with circles representing individual replicates. b) Change of proline levels in Jurkat cells 

relative to control (no additional NaCl) in 0 (black) or 300 mosmol/l NaCl for 5h without 

(step, magenta) or with pan-caspase inhibitor “a” (Z-VAD-FMK, 100 M)(purple) or a 300 

mosmol/l NaCl ramp for 10h (cyan). Boxplots represent data of 4-10 replicates with circles 
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represent individual replicates as determined by Mass spectrometry. c) External amino 

acid treatment impacts viability relative to untreated cells (control, grey) in Jurkat cells 

exposed to an additional 0 or 300 mosmol/l NaCl for 5h (step) or 10h (10h ramp, blue 

shade), respectively. Amino acids were added 60 min before NaCl at indicated 

concentrations. Pan-caspase inhibitor (Q-VD-OPH) was added 30 min before NaCl at 100 

M. Bars indicate the mean and SD of at least 3 replicates. Two-sided unpaired student’s 

t-test: *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001, ns=not significant. d) Model 

summarizing how instant stress conditions cause activation of caspase signaling and cell 

death (left, magenta) whereas the gradual increase of the same stress to the same final 

concentration does not activate caspase signaling but instead increases intracellular 

proline as an osmolyte to protect cells against increasing stress (right, cyan). 
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Figure 3.18: Metabolite distribution changes in hypertonic stress.  

a-d) All metabolites detected in Jurkat cells (a) without stimulation, (b) after treatment with 

300 mosmol/l NaCl as a step, (c) a 10h ramp, and (d) step preincubated with Pan-

Caspase inhibitor (PanCas-I = 100 M Z-VAD-FMK). Bars represent the mean and 

standard deviation of the fold change of each metabolite to the average metabolite 

concentration in the control condition. The Red line is a visual aid to identify metabolites 

that are above and below the average concentration in the control condition and indicates 

the relative average amino acid concentration. 
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Figure 3.19: External proline and glutamine improve viability in step treated cells 

similarly to ramp treated cells without external proline or glutamine in comparison 

to established osmolytes.   

Viability relative to untreated cells (control) in Jurkat cells exposed to additional 0 or 300 

mosmol/l NaCl for 5h (step) or 10h (10h ramp), respectively. Bars indicate mean and SD 

of at least 3 replicates. Osmolytes were added 60 min before NaCl at indicated 

concentrations. Error bar represent SD. t-test: *p<0.05, **p<0.01, ***p<0.001, 

****p<0.0001, ns=not significant. 
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Figure 3.20: Gene expression changes in MEFs is indicative of proline 

accumulation. 

Publicly available data on gene expression of Murine embryonic fibroblasts from RNA 

Microarray (Ferreiro et al. 2010) and RNAseq (Farabaugh et al. 2020) was analyzed to 

show changes in genes affecting proline concentration in cells. Bars represent log2 fold 

change for each gene after 2h step treatment to 200 mosmol/l Nacl (Ferreiro_2010) or 3h 

step treatment to 200 mosmol/l sucrose (Farabaugh_2020). 

 

3.4 Discussion 

 

 Previous studies have established that acute changes in environmental stimulus 

concentrations can control cell fate. However, cells in physiological environments may 

not necessarily experience such acute concentration changes. It is conceivable that 

typical solute concentration changes are gradual over time with different kinetics 

(Neuhofer and Beck 2005; Ullrich et al. 1963; Gottschalk and Mylle 1959; Thiemicke et 

al. 2019). However, there is a limited understanding of how a gradual change of stimulus 

concentrations affect cellular responses. We investigated stress responses of human 

immune cells to ramp increases in the concentrations of different osmolytes to address 

the key question of how varying the kinetics of stimulation affect cellular responses.  We 
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found that in comparison to instantly changing osmolyte concentrations, slow changes 

protect human immune cells from otherwise deadly insults (Figures 3.1b-d, 3.3). These 

results indicate that sensitivity to the rate of change of external osmolyte concentrations 

is a fundamental feature of human cells. These results are important because they 

demonstrate that immune cells that migrate into and through hypertonic tissues such as 

renal, intestinal, or epidermal tissue can survive hypertonic conditions better if these 

changes occur at a low rate over time. These results are consistent with pioneering 

studies indicating partial protection of renal medullary cells from slowly increasing 

external osmolytes (Cai, Ferraris, and Burg 2004; Cai et al. 2002a). The authors of these 

pioneering studies postulate an increase in cell internal organic osmolytes is responsible 

for protecting cells exposed to gradually increasing osmolyte gradients (Cai, Ferraris, and 

Burg 2004). Perhaps surprisingly, we found that well-established osmolytes such as 

betaine, inositol, sorbitol, taurine, or urea do not increase at the end of our experiments 

(Figure 3.5a). One reason for this observation is likely that kidney cells respond differently 

to hypertonic stress than immune cells. Another reason is that we quantify cell internal 

osmolytes at the end of the 10h ramp experiment, whereas the previous study analyzed 

the response of cells 24h after the ramp treatment. We hypothesize that increases in 

traditional cell internal osmolytes after 24h may function as a secondary and long-term 

protection against osmotic stress but are not significant for short term protection. Because 

the step and ramp conditions do not differentially regulate the concentrations of these 

osmolytes (Figure 3.5a), we studied the cellular pathways that are important in the 

regulation of cell viability during hyperosmotic stress. We discovered differential 

regulation between ramp and step conditions of caspases 3, 8, and 9 (Figure 3.10a-c). In 

step conditions a large fraction of cleaved caspases is observed, whereas in ramp 

conditions only a small fraction of cells show cleaved caspases (Figure 3.10a-c). This 

mechanism enables a population of cells to respond gradually to stresses that change 

over time without changing the individual cell’s ability to undergo apoptosis. It is 

conceivable that in the kidney or the intestine, immune cells need to adjust not only to the 

absolute change but also to the rate of change in hypertonicity to avoid apoptosis. A 

property of an adapting system is to distinguish between a rapid and a slow increase of 

a stimulus. It has been studied in several important model systems, such as in yeast 
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osmotic stress response signaling (Muzzey et al. 2009; Granados et al. 2017; Johnson et 

al. 2020; Goulev et al. 2017), chemotaxis signaling in bacteria (Alon et al. 1999; J. W. 

Young, Locke, and Elowitz 2013), and mitogen(Albeck, Mills, and Brugge 2013; 

Sasagawa et al. 2005; Fujita et al. 2010), as well as developmental(Sorre et al. 2014) 

signaling. These studies demonstrate that differential regulation of cell signaling between 

step and ramp stimulation might be a universal feature of signal transduction pathways 

by determining the presence or absence of a response to changes in the environment 

over time.  

 To better understand the mechanism of this observation, we analyzed the timing of 

caspase activation in single cells. We discovered that activated caspase 3 and cleaved 

PARP increase before activated caspase 8 and 9 (Figure 3.9f). These findings support 

previous studies demonstrating that activated caspase 3 cleaves PARP (Lazebnik et al. 

1994; Kaufmann et al. 1993). This observation is consistent with published studies of 

apoptosis induction through caspase 9 protein recruitment, but not its cleavage. Recruited 

caspase 9 then cleaves caspase 3, which subsequently cleaves PARP (Slee et al. 1999; 

McComb et al. 2019; S. Y. Choi et al. 2013). However, these cell population experiments 

cannot determine if indeed in a single cell, caspase 3 cleaves PARP and not caspase 8 

or 9 (Figure 3.11a-d). To test if indeed caspase 3 cleaves PARP in single cells, we 

quantified co-stained cells for cleaved caspase 3 and cleaved PARP. Our single-cell 

analysis demonstrates that PARP gets cleaved before caspase 8 or 9, supporting our 

results and are consistent with previous cell population studies (Slee et al. 1999; McComb 

et al. 2019). From these single-cell time-course experiments, we predict that inhibition of 

caspase signaling in step conditions increases cell viability similar to ramp conditions in 

single cells (Figure 3.11e). Because PARP activates before caspases 8 and 9, we predict 

that these caspases do not contribute significantly to cell death. We indeed find that 

inhibiting caspase 8 or 9 or both together does not improve viability (Figure 3.11e).  

 To better understand which proteins contribute to differential caspase activation and 

cell survival, we analyzed changes in protein levels or phosphorylation states of upstream 

markers for proteins contributing to and indicating stress, growth, pro-apoptosis, anti-

apoptosis, inflammation, and DNA damage. We separate these proteins into three 

groups. In the first group of protein markers of stress (NFAT5, pASK, and HSP70), growth 
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(Ki67), anti-apoptosis (Bcl-xL), inflammation (IFNg, NLRP3), and DNA damage (BAX, 

NOXA, and Fas-L) drop rapidly in step but not ramp conditions. These results could 

indicate that these markers can sense the difference in the type of stress gradient in a 

switch-like manner, although the dynamics of their distributions do not change overall. 

The second group of markers, such as proliferation markers p-S6 and p-mTOR and pro-

apoptotic protein p-BAD, decrease over time but show no differences between step and 

ramp conditions relative to the cumulative osmolyte exposure. These results indicate that 

a strong reduction of these markers is independent of the stress kinetics. The third group 

of proteins, such as stress signaling (p-MK2, p-JINK, p-MKK4, p-HSP27, p-ATF2, and p-

CREB), and the pro-apoptotic protein p-Bcl2 do not show a clear difference between step 

and ramp treatments given the experimental constraints.  

 

 We also investigated the well-established link between osmotic stress and p38 

signaling. We observed that p38 phosphorylation and phosphorylation of its target H2AX 

are also differentially regulated in ramp and step conditions (Figures 3.10e, 3.14). 

However, inhibition of p38 does not contribute to cell viability improvement as much as 

caspase inhibition (Figure 3.14b). These results are consistent with previous studies in 

macrophages where inhibition of stress response pathways such as p38 or JNK does not 

contribute to caspase signaling (Ip et al. 2015). This large temporal functional screen 

establishes caspase signaling as the main contributor to differential regulation in step 

versus ramp stress condition compared to alternative signaling pathways of stress, 

proliferation, anti-apoptosis, pro-apoptosis, inflammation, and DNA damage. 

 Together these results indicate that human immune cells can survive shallow 

gradients to high osmolarity. This protective capability might be important because 

monocytes need to migrate inside the kidney from the low osmolarity cortex, to the very 

high osmolarity medulla to prevent bacterial infection (Berry et al. 2017). These results 

then beg the question of how do cells survive gradients of osmotic stresses that would 

otherwise be deadly? 

 We extended our initial analysis of cell internal organic osmolytes to a wide range of 

metabolites measured in step and ramp conditions. Although we can detect many well-

established osmolytes, their concentration is significantly lower than many other 
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metabolites that we detected (Figures 3.5a, 3.18). Also, none of these osmolytes change 

significantly in step and ramp conditions (Figure 3.5a, 3.18). Instead, from this analysis, 

we discovered disproportional proline increases compared to the other amino acids. This 

disproportional increase for one amino acid excludes differential global protein 

degradation as a mechanism to increase proline levels (Figure 3.17a, b). Supplementing 

external proline or one of its precursors, glutamine, protected cells from acute hypertonic 

stress, similar to stress protection in ramp conditions (Figure 3.17c). Although not well 

established in mammalian cells, in plants, proline acts as an osmoprotective molecule, 

and its accumulation is a well-described mechanism applied by plants to endure droughts 

and other stresses (Szabados and Savouré 2010; Liang et al. 2013). Our results strongly 

suggest that the accumulation of intracellular proline plays a role in the protection of 

human immune cells from slowly increasing hypertonicity and the prevention of apoptosis 

(Figure 3.17c, 3.18). 

 In summary, we propose a model (Figure 3.17d) in which step increases in 

hypertonicity activate caspase signaling, PARP cleavage, and cause cell death. Whereas 

slowly increasing hypertonicity does not activate caspase signaling, but instead causes 

accumulation of intracellular proline. Proline is known to be upregulated during hypertonic 

stress in plants and bacteria and to have an osmoprotective function. Proline functions as 

an organic osmolyte, molecular chaperone, metal chelator, and ROS scavenger 

independent of caspase activation (Hare and Cress 1997; Szabados and Savouré 2010; 

Rudolph and Crowe 1985; Csonka 1989). These properties make proline an efficient 

stress response molecule. We argue that proline may have a yet underestimated critical 

role in protecting human cells from cell death in hypertonic conditions and could explain 

how immune cells can survive in microenvironments within the body that have extreme 

osmolarities that change over time such as the renal papilla or the intestine. 

 

3.5 Methods 

 

Human cell culture  

THP1 (ATCC® TIB-202™) cells were cultured at 0.5–1 × 10^6 cells/ml in RPMI 1640 

media (Corning, Catalog#: 15-040-CV) containing 10% Heat inactivated FBS (Gibco, 
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Catalog#: 16140-071), 100 U/ml Penicillin-Streptomycin (Gibco, Catalog#: 15140-122), 2 

mM L-alanyl-L-glutamine dipeptide (GlutaMAXTM, Gibco, Catalog#: 35050-061) and 

0.05 mM 2-Mercaptoethanol (Sigma, Catalog#: M3148) at 37 °C in a 5% CO2 humidity 

controlled environment. Jurkat cells (Clone E6-1, ATCC® TIB-152™) and PBMCs 

(Stemcell technologies, Catalog # 70025.1) were cultured at 0.5–1.5 × 10^6 cells/ml in 

RPMI 1640 media (Corning, Catalog#: 15-040-CV) containing 10% Heat inactivated FBS 

(Gibco, Catalog#: 16140-071), 100 U/ml Penicillin-Streptomycin (Gibco, Catalog#: 

15140-122) and 2 mM L-alanyl-L-glutamine dipeptide (GlutaMAXTM, Gibco, Catalog#: 

35050-061) at 37 °C in a 5% CO2 humidity controlled environment. Experiments with 

PMBCs were carried out 30 min after thawing. 

 

Experimental procedure for step and ramp stimuli application 

We used a programmable pump (New Era Syringe Pump Systems, NE-1200) to apply 

gradually increasing (ramp) profiles. In brief, the pumping rate and dispensed volume per 

interval were calculated as described (Thiemicke et al. 2019) and uploaded to the pump 

via a computer. A syringe pump driving a syringe (BD™, Catalog#: 309628) filled with 

5 M NaCl (Corning, Catalog#: 46-032-CV) solution connected to a needle (Jensen Global, 

Catalog#: JG21-1.0x) with tubing (Scientific Commodities, Catalog#: BB31695-PE/4). 

The tubing was inserted into a foam stopper on an autoclaved glass flask (Pyrex, 

Catalog#: 4980-500) holding the suspension cells. Cells were shaken at 100 rpm during 

the entire experiment using a CO2 resistant shaker, ensuring proper mixing (Thermo 

Fisher Scientific, Catalog#: 88881101). For step stimulation, appropriate amount of 5 M 

NaCl (Corning® 500 mL 5M Sodium Chloride, #46-032-CV) solution was added by a 

syringe within 5 seconds to reach the desired final concentration. 5 ml of cells were 

removed with a syringe (BD™, Catalog#: 309628) through autoclaved silicone tubing 

(Thermo Scientific, Catalog#: 8600-0020) to collect time point samples.  

 

Cell viability assay 

We measured cell viability with CellTiterGlo (Promega, Cat.#: G7571). Cells were 

transferred to a white 96 well plate according to the manufacturer’s instructions and 

equilibrated to room temperature for 10 minutes. We added CellTiterGlo reagent in a ratio 
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1:8 to cell suspension. Luminescence was measured using a plate reader (Promega, 

GloMax Discover plate reader, GM3000). Relative viability was calculated by dividing 

luminescence values for each replicate by mean luminescence of media control for each 

experiment. 

 

Flow cytometry 

We fixed cells with 1.6% formaldehyde (Fisher, Catalog#: F79-4) in a 15 ml falcon tube. 

We quenched fixation by adding 200 mM Glycine after 8 minutes. Cells were washed with 

PBS (Corning, Catalog#: 46-013-CM) and permeabilized with Methanol (Fisher, 

Catalog#: A454-4) for 15 minutes on ice. Cells were washed with PBS and stained with 

Pacific-Blue NHS ester (Pacific Blue™ Succinimidyl Ester, Thermo Fisher Scientific, 

#P10163) and Pacific-Orange NHS ester (Pacific Orange™ Succinimidyl Ester, 

Triethylammonium Salt, Thermo Fisher Scientific, #P30253) for 30 minutes. We blocked 

cells with 1% BSA (Rpi, Catalog#: A30075-100.0) in PBS. We washed and stained cells 

with a primary monoclonal antibody for 60 minutes at room temperature. We performed 

flow cytometry on BD LSRII (five lasers). We listed all antibodies used in this study in 

Table 3.1. 

 
 

Antibody target Site Manufactur

er 

Catalog# Lot 

aCasp3 
 

BD 561011 8130555 

aCasp9 D315 Cell 

Signaling 

31245S 1 

cPARP D214 BD 558710 5253919 

FASL 
 

BD 564261 8174746 

IFN 
 

BD 561024 7201908 

Ki67 
 

BD 561277 7349946 

p-Bcl2 S70 BD 562532 8043559 

p-CREB S133 BD 558434 7130853 
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p-H2Ax S139 BD 560446 7125854 

p-mTOR 
 

BD 563489 8116629 

p-S6 S235 236 BD 560435 7160990 

p-ZAP70 Y292 BD 558515 7282572 

aCasp8 D391 Cell 

Signaling 

12602S 4 

BclXl 
 

Cell 

Signaling 

54H6 2 

p-ATF2 T71 Cell 

Signaling 

13850S 1 

p-BAD S112 Cell 

Signaling 

11865S 2 

p-HSP27 S82 Cell 

Signaling 

11892S 3 

p-JNK T183/Y185 Cell 

Signaling 

9257 29 

p-MK2 T334 BD 562472 8156894 

p-MKK4 S257 Cell 

Signaling 

59056S 1 

p-p38 T180/Y182 Cell 

Signaling 

8632S 3 

NLRP3 
 

RD IC7578N Adoro11805

1 

BAX 
 

Santa Cruz Sc-20067 J1316 

HSP70 
 

Santa Cruz Sc-32239 K2818 

NFAT5 
 

Santa Cruz Sc-

398171 

F0518 

NOXA 
 

Santa Cruz Sc-

515840 

D0819 
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Table 3.1: Antibodies used in this study.  

This table lists the antibodies used in this study, binding site of the antibody (if known), 

the manufacturer of the antibody, the product catalog number and the lot number of the 

product that was used.  

 

 

Flow cytometry analysis 

We analyzed flow cytometry data with custom R software. We gate the primary cell 

population on FSC-A vs. SSC-A by using the ‘flowcore’ package (Meur, Hahne, and Ellis 

2007). We debarcoded the cell populations automatically and analyzed the resulting data 

using custom software in R applying the following packages: ‘ggplot2’, ‘data.table’, ‘plyr’, 

‘dplyr’, ‘flowViz’, ‘flowCore’, ‘flowStats’, ‘ggcyto’, ‘RcppEigen’, ‘fields’, ‘ggridges’, ‘viridis’, 

‘scales’ and ‘xml2’. The distributions between independent experiments with similar 

shapes are aligned for their 0 minute time point so that their means are identical. We 

applied this offset to all the distributions in each experiment. We performed experiments 

so that the total exposure to NaCl is identical between step and ramp experiments. We 

p-ASK S83 Santa Cruz Sc-

166967 

D1219 
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plotted the distributions, and ON-fraction as a function of the cumulative exposure. 

Plotting data as a function of the cumulative NaCl expose helps to distinguish between 

changes related to the total NaCl exposure compared to the temporal change in the NaCl 

concentration. 

 

Inhibitor studies 

We listed all inhibitors used in this study in Table 3.2. Inhibitors were dissolved in DMSO 

and added 30 min before the start of the experiment to the cell culture media at indicated 

concentrations. 

 

Inhibitor Manufacturer Catalog# target 

Z-VAD-FMK Selleckchem S7023 pan-caspase 

Z-IETD-FMK, Calbiochem 218759-1mg Caspase8 

Z-LEHD-FMK BD 550382 Casaspe9 

BIRB 796 Sigma-Aldrich 506172-10MG pan-p38 

Q-VD-OPH BD 563828 pan-caspase 

SB 203580 Sigma-Aldrich 559395-10MG p38/ 

Necrostatin-1 Calbiochem CAS 4311-88-0 RIPK 1 

BI-6C9 Santa Cruz CAS 791835-21-7 BID 
 

 

Table 3.2: Inhibitors used in this study.  

This table lists the inhibitors used in this study, the manufacturer of the inhibitor, the 

product catalog number and the targeted protein of the inhibitor.  

 

 

Targeted Metabolomics Methodology 

5 ml of cell suspension were pelleted, the supernatant was removed and resuspended in 

90% Methanol. Analysis of metabolites was performed at the Vanderbilt University Mass 

Spectrometry Research Center using an Acquity UPLC system (Waters, Milford, MA) 

interfaced with a TSQ Quantum triple-stage quadrupole mass spectrometer (Thermo 

Scientific, San Jose, CA), using heated electrospray ionization operating in multiple 
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reaction monitoring (MRM) mode. 500 l of each cell lysate sample was blown to dryness 

with N2 and reconstituted with 150 ul of an Acetonitrile/H2O (2:1) solution containing stable 

isotope-labeled internal standards: tyrosine-d2 and lactate-13C3 (Cambridge Isotope Lab, 

Tewksbury, MA). Centrifuged the cell lysate at 10,000 g for 20 minutes, and injected 90 

l supernatant into UPLC. We separated the supernatant chromatographically with a Zic-

cHILIC column, 3 m, 150 x 2.1 mm (Merck SeQuant, Darmstadt, Germany) at a flow 

rate of 300 l/min. The mobile phases were A) 15 mM ammonium acetate with 0.2% 

acetic acid in water/acetonitrile (90:10, v/v), and B) 15 mM ammonium acetate with 0.2% 

acetic acid in acetonitrile/water/methanol (90:5:5, v/v). The gradient was as follows: 0 min, 

85%B, 2 min, 85%B, 5 min, 30%B, 9 min, 30%B, 11 min, 85%B, 20 min, 85%B. We set 

the spray voltage to 5 kV and the capillary and vaporizer temperatures to 300℃ and 

185℃, with sheath gas and auxiliary gas set to 60 and 45 psi, respectively. The skimmer 

offset was -10 V, and the collision energy varied for each transition. Metabolites were 

identified based on predetermined peaks and elution times. We calculated the response 

ratio for each detected metabolite relative to the internal standard. 
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4 FCBapp: An interactive application to automatically debarcode multiplexed flow 

cytometry datasets 

 

Adapted from: 

Thiemicke A and Neuert G. FCBapp: An interactive application to automatically 

debarcode multiplexed flow cytometry datasets. 2020, in preparation. 

 

4.1 Abstract 
 

Flow cytometry is a powerful method to analyze protein levels in single cells through 

fluorescently-labeled molecules, such as antibodies. The spectral properties of Flow 

cytometers allow the measurement of several molecular events simultaneously. In 

addition, a new powerful method has been developed that allows the parallel analysis of 

different samples of cells by barcoding them first with dye dilutions unspecifically binding 

to proteins. The data of these experiments can be complex and demand the investment 

of significant amounts of time using conventionally available commercial flow cytometry 

software that often use manual gating. To address these issues, we developed an 

automated software application that allows the user to load barcoded flow cytometry data 

into an application, which then automatically debarcodes the data, visualizes the resulting 

distributions and, enables a threshold-based determination of positive fractions. Thereby, 

the software makes the data analysis faster than manual gating and results in more 

objective and reproducible gating. The application can be accessed online through a web 

browser or can be installed locally as an R package. In conclusion, we present one of the 

first debarcoding software applications that will improve data analysis of debarcoded flow 

cytometry data significantly. 

 

4.2 Introduction 

 

Fluorescent cell barcoding (FCB) is a method that was developed to facilitate the use 

of flow cytometry, to scale it, to reduce variability between samples and to reduce the cost 

of experiments by using reagents more effectively (Krutzik et al. 2011; Krutzik and Nolan 
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2006). It was pioneered in the field of phospho-specific flow cytometry (Davies et al. 2016; 

Skånland 2018; Tsai et al. 2019) and later adapted in immunophenotyping (Giudice et al. 

2017; Lekishvili and Campbell 2018; Stam et al. 2011) and intracellular cytokine 

detection. Recently, it has been used in drug screening (Earl et al. 2018; Krutzik et al. 

2008; Spurgeon et al. 2014) and time course studies (Kalland et al. 2011). The strength 

of FCB is a reduction in variability from antibody staining. Additionally, the time of 

measuring one sample is significantly reduced, which allows to measure several markers 

or several samples in parallel.This high-throughput process results in large amounts of 

data. While flow cytometry is one of the first large scale single cell assays in biomedical 

research, analysis is still mostly done with software that requires subjective manual input 

(Aghaeepour et al. 2013; Saeys, Gassen, and Lambrecht 2016). Current manually 

controlled flow cytometry software requires a lot of time for user input, which subtracts 

from the time advantage gained by high throughput FCB and potentially introduces 

human bias (Saeys, Gassen, and Lambrecht 2016).  

In the past, several research groups have developed software to computationally analyze 

flow cytometry data. These studies are foundational for the development of new software, 

including machine learning algorithms, to identify new populations (Qiu et al. 2011). 

Despite the more widespread use of FCB, there is so far no complete software that allows 

automatic computational debarcoding (Tsai et al. 2019).  

 

A similar method to flow cytometry is mass cytometry. Due to the reduction in spectral 

overlap and fine detection peaks the method can be scaled to measure many more 

different markers simultaneously even without barcoding. If barcoding is added, the 

resulting datasets become excessively large and require a lot of processing. It is no 

surprise that in this younger technology some computational analysis pipelines for 

barcoding have been developed (Zunder et al. 2015; Hartmann, Simonds, and Bendall 

2018). However, these software pipelines are not readily applicable to flow cytometry. 

To address this shortcoming, we developed a debarcoding software that provides a 

graphic user interface on a webhosted server. The software automatically gates for the 

main population of cells, debarcodes cells stained with two fluorescent labels, plots the 

debarcoded single cell distributions and enables the determination of an optimal threshold 
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for the positive population for all timepoints simultaneously to quantify the fraction of 

activated proteins. 

 

4.3 Implementation and Results 

 

FCBapp is developed in R with Shiny (Winston Chang, Joe Cheng, JJ Allaire , Yihui Xie 

2020). It has been deployed at the RStudio Shinyapps.io cloud server and can be easily 

accessed through the internet accessed using any operating system or browser 

(https://alexanderthiemicke.shinyapps.io/deploy9). In addition, the app can be used 

locally by installing it as an R package. To install the app locally, one can simply run the 

following command in R:  devtools::install_github("alexthie/FCBapp5"). This will try to 

install all the necessary underlying dependent packages and the complete app and allow 

the same functionality as the web based interactive browser interface, when installed. 

 

The FCBapp allows users to upload data into the FCBapp, adjust gating parameters 

and visualize the data within the app. The debarcoded data can be downloaded as a .csv 

file for further analysis. It uses packages such as the flowcore package (Meur, Hahne, 

and Ellis 2007). The user needs to provide a ‘key’, which is a simple ‘.txt’ file stating the 

conditions used in the experiment separated by a space. The flow cytometry data should 

be an ‘.fcs’ file. Figure 4.1 illustrates the workflow and the layout of the user input of the 

FCBapp.  

The software has been tested using Flow Cytometry data from Jurkat cells that we 

generated ourselves. In a first step, we uploaded the ‘.fcs’ file to the app and set the 

parameter for the determination of the main cell population (Figure 4.2). In a next step the 

barcoded fractions are plotted by the intensity of the stained fluorescent dyes. By 

adjusting the ‘bw’ parameter, one can control the gating process and the demultiplexing 

of the barcoded samples (Figure 4.3). In the next step, the populations are automatically 

assigned to the conditions supplied by the key file and shown in a similarly plotted way 

(Figure 4.4.) .Finally the distributions of each population are plotted over the conditions in 

the experiment and the positive population (On-fraction) is plotted as a bar plot on the 

right (Figure 4.5). 

https://alexanderthiemicke.shinyapps.io/deploy9
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Figure 4.1: Workflow of the FCBapp 

A) Upload of data and ‘key’ file, select parameters, visualize and download the processed 

data. B) User input interface of FCBapp. The app allows to set a threshold for the gate on 

the main population and for the determination of a positive fraction. 
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Figure 4.2: Gating using the FCBapp. 

After uploading data to the app, the main population can be gated by changing the 

standard deviation of the bivariate normal distribution. The events collected by the flow 

cytometer and stored in the ‘.fcs’ file are plotted for the forward vs. sideward scatter. The 

red circle indicates the gated cells and the number in the plot indicates the percentage 

gated relative to all events. 
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Figure 4.3: Debarcoding of fluorescently labeled cells using the FCBapp. 

Jurkat cells are plotted for the intensity of the fluorescent dye labels that were used to 

achieve the barcoding. The red circles indicate the gates for the individual barcoded cell 

populations.  
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Figure 4.4: The debarcoded populations are assigned to the conditions used in the 

experiment. 

Jurkat cells measured by Flow cytometry are plotted for the intensity of Pacific-Blue and 

Pacific-Orange. The colors indicate the timepoint samples each population corresponds 

to. 
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Figure 4.5: Visualizing the distributions of the debarcoded fractions. 

The left panel shows the single cell distributions of the debarcoded flow cytometry data. 

Jurkat cells have been barcoded and stained with an antibody for cleaved PARP, exposed 

to add.  300 mosmol/l NaCl and fixed at timepoints indicated on the y-axis (min). The red 

line represents the threshold for the ‘OnFraction’ that can be controlled by the app. The 

right panel represents the ‘OnFraction’ as percentage of positively stained cells for each 

population. 
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Figure 4.6: Sample data from the Flowrepository debarcoded by the FCBapp. 

Screenshot of the FCBapp interface showing flow cytometry data of PBMCs deposited by 

the authors of Davies et al. (Davies et al. 2016) that has been automatically debarcoded 

using the FCBapp. 

 

 

Figure 4.7: Assigning conditions to the Sample data from the Flowrepository. 

Screenshot of the FCBapp interface showing the assignment of flow cytometry data of 

PBMCs deposited by the authors of Davies et al. (Davies et al. 2016) to the conditions 

used in the respective experiments as given in the uploaded key file. 
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We aimed to test the software with publicly available data. To demonstrate the 

feasibility of the FCBapp, we tested the software on a publicly available dataset (Davies 

et al. 2016) that was deposited to the flowrepository (Spidlen et al. 2012). We downloaded 

the data, uploaded it to the FCBapp and generated a key file giving the conditions used 

in the experiment. Figure 4.6 shows the debarcoding result of the PBMC data from the 

publicly available dataset (Davies et al. 2016). The debarcoded populations are then 

assigned to the treatment conditions used in the experiment (Figure 4.7). The debarcoded 

data can then be visualized as distributions in the app and downloaded as a ‘.csv’ file for 

further analysis. This approach shows that the FCBapp is able to debarcode new data 

from different cells (PBMCs vs. Jurkat cells) and a different number of barcoded 

populations (9 vs. 12).  

 

4.4 Discussion 

 

Big data flow cytometry data sets are more frequently generated due the development of 

methods such as FCB. Flow cytometry barcoding methods are more commonly used, but 

there is no software that automatically processes and deconvolutes the barcoded cell 

data. The software presented here was used in our own studies and provides a simple 

and accessible graphical interface. We expect the software to accelerate the analysis of 

Fluorescent cell barcoding in the application of various approaches of the method. 
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5 Conclusions and Future directions 

 

5.1 Conclusions 

 

In our approach we aimed to identify the response of human cells to additional NaCl 

concentrations and under which kinetic profiles cells are able to tolerate these. To do this, 

we developed a experimental setup that allows to grow cells under cell culture conditions 

and expose them to kinetic profiles of temporally-variable changes in osmolyte 

concentration. We identify a ramp duration above which human cells are able to survive 

high hypertonic NaCl concentrations. We elucidate the molecular response of many key 

markers of cell state and find that some markers are correlated with the cumulative 

exposure or the concentration, while others are differentially regulated between step and 

ramp exposure. We find that caspases 3, 8 and 9, as well as cPARP are only activated 

in step, but not in ramp exposure. We identify transient p38 activation in step but find that 

p38 does not get activated during a 10h ramp, despite reaching the same additional NaCl 

concentration. Lastly, we show for the first time that human cells accumulate proline 

during hypertonic stress and can be protected by proline. Exposure to a slow 10h ramp 

significantly increases the accumulation of proline. 
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5.2 Future directions 

 

5.2.1 Morphological changes and Protein aggregation in hypertonic stress in step 

and ramp 

 

Dehydration of proteins changes their conformation and can cause aggregation or phase 

separation (Boeynaems et al. 2018). Phase separation is a transient and reversible 

process, while protein aggregation may be more prolonged. Recent studies have found 

a link between cell shrinkage induced dehydration and a change in protein organization 

in the cell which results in a reversible phase separation of some proteins (Jalihal et al. 

2019; Alexandrov et al. 2019). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1: Response 

of proteins with and without posttranslational modifications 

Flow cytometry data on protein markers expressed in a step exposure to 300 mosmol/l 

NaCl. 
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Figure 5.2: Expression of proteins markers relative to non-modified proteins 

Flow cytometry data on protein markers expressed in a step exposure to 300 mosmol/l 

NaCl. 

 

Proteins are affected by the dehydration stress of the hypertonic shock. As data in Figure 

5.1 and 5.2 indicate the detected signal for the proteins generally decreases quickly after 

addition of the step NaCl. This decrease may be caused by a protein aggregation or 

phase separation that sterically prevents antibody binding. There is a difference in this 

decrease among the different proteins indicating a different response to dehydration. 

Further studies should test, if the supposed aggregation or phase separation is transient 

or prolonged. 
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5.2.2 Redefining the role and significance of proline in evolution, 
metabolism and disease 
 

Proline is a proteinogenic amino acid present in the proteins of all forms of life. It’s 

chemical properties as an imino acid have earned it a special role in structural biology as 

a helix breaker (Christgen and Becker 2019). Free L-Proline has particular properties that 

enable it to stabilize protein folds, chelate ions, scavenge ROS, stabilize the membrane 

and function as an organic osmolyte (Chattopadhyay et al. 2004; Yancey 2005; Krishnan, 

Dickman, and Becker 2008; Dandage et al. 2015; Ignatova and Gierasch 2006; Fisher 

2006). All of these properties qualify proline as an ideal osmostress protectant.  

It should therefore not be surprising that proline has been found to play a role in the 

osmotic stress response in many diverse species. Proline is important for the survival of 

bacteria in hyperosmotic stress (Brill et al. 2011) and has been found to play a role in the 

osmotic stress response in yeast (Takagi 2008). It also may be important in the virulence 

of bacteria (Christgen and Becker 2019; Wood 2011). Proline accumulates especially in 

plants as an adaptation to potential drought environments that plants evolved to survive 

in (Ashraf and Foolad 2007; Verbruggen and Hermans 2008). An interesting resulting 

question is, why did plants that accumulated proline, instead of a combination of or any 

other osmoprotective molecules did so much better throughout evolution? A possible 

reason is, that proline due its properties as a membrane and protein fold stabilizer, ROS 

and ion scavenger and, neutral osmolyte, is the best fit organic compound at the lowest 

metabolic cost to ensure the evolutionary advantage (Liang et al. 2013). 

Proline as a molecule and its biosynthetic enzymes are evolutionarily conserved  since 

the early stages of life (Fichman et al. 2015). In animals, proline has so far only been 

identified as a protective molecule during freezing stress (Rudolph and Crowe 1985). 

Animal cells did not have to adapt to survive extreme drought such as plants to confer an 

evolutionary advantage. The local changes in osmolarity are not as drastic and not as 

threatening as for an immobilized plant. Therefore, the level of proline needed to protect 

a cell from hypertonic stress is likely much lower. 
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As outlined in the introduction, chapter 1, the predominant opinion in human physiology 

has been that hypertonicity cannot persist in the human body. Studies investigating 

changes in osmolytes have therefore almost exclusively focused on kidney cells. Only 

recently, more studies are investigating the change of metabolite levels in other human 

tissues (Kitada et al. 2017; U. Y. Choi et al. 2020). For instance, it was recently found that 

proline becomes the most abundant amino acid in human cells infected with herpes virus 

(U. Y. Choi et al. 2020). The authors of this study argue that the virus is able to modify 

cellular metabolism to specifically accumulate proline. These changes then benefit the 

survival of their host and contribute to tumorigenesis.  

In our own study (Chapter 3), we can demonstrate that proline accumulates in the cells 

and that proline protects cells during hypertonic stress. That amino acids are needed as 

osmolytes in hypertonic stress has been suggested for murine embryonic fibroblasts 

(Farabaugh et al. 2020; Krokowski et al. 2015; Ferreiro et al. 2010; Garcia-Perez and 

Burg 1991). These data show, the amino acid transporter is one of the most strongly and 

consistently upregulated genes in hypertonic stress (Farabaugh et al. 2020; Ferreiro et 

al. 2010). In addition, the data in these studies show an upregulation of collagenases and 

proline biosynthetic enzymes. In combination, the expression of these proteins may cause 

an intracellular accumulation of proline. Hypertonic stress has been shown to activate 

JNK which in turn contributes to the expression of collagenases (D. Q. Li et al. 2004). 

Collagen is the main part of the extracellular matrix (ECM) and the most abundant 

protein (25% of all protein) in the body (James M. Phang et al. 2015). Proline and 

hydroxyproline in turn make up about 25% of the amino acid component of collagen. (W. 

Liu et al. 2015a), resulting in collagen-bound proline to make up about 6.25% of all amino 

acids in the body. This is in addition to free L-proline and proline bound in any other 

protein. This means there is a substantial amount of proline in the human body and It has 

been postulated that this proline storage is comparable in its relevance to the storage of 

glucose in glycogen and the storage of fatty acids in adipocytes (James M. Phang et al. 

2015). This indicates that proline is an important molecule for the body and that together 

with the evidence cited above, proline as a molecule can serve as an osmostress-

protectant in cells. It may be abundantly available in tissue through the degradation of 
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collagen and subsequently similarly effective as its function in bacteria and plant cells. 

Further studies need to test and confirm these relationships in vitro and in vivo. 

An additional example is the skin. With age, sodium content and hypertonicity may 

increase in the skin (Kopp et al. 2013b). The skin consists of different layers with varying 

sodium contents that create sodium gradients (Nikpey et al. 2017). At the same time skin 

collagen, a store of proline, is known to decrease with age (Varani et al. 2006; Baumann 

2007). Skin ageing is believed to be predominantly influenced by UV damage (Fligiel et 

al. 2003). The associated stresses contribute to the degradation of collagen. While this is 

a well-established anti-correlation, the same relationship is found in intrinsically aged (not 

damaged by UV light) skin (Jin et al. 2001). The effect of sodium deposition in the skin on 

collagen levels and skin aging is yet insufficiently understood but may reveal important 

insights on skin aging and the role of collagen in osmotic and stress protection in the skin. 

Proline is metabolized by proline oxidase (POX/PRODH) to Pyrroline-5-Carboxylate 

(P5C). POX/PRODH is inhibited by lactate (Kowaloff et al. 1977) which contributes to a 

systemic correlation of proline and lactate. Lactate accumulates in conditions where 

anerobic glycolysis is favored to oxidative phosphorylation, such as in active muscle 

tissue or in cancer. Cancer cells or the cells in cancerous tissue are often thought of as 

being hypoxic which contributes to a shift from oxidative phosphorylation to glycolysis, 

also known as the Warburg effect (Warburg 1956; Heiden, Cantley, and Thompson 2009; 

Hamraz et al. 2020). POX/PRODH is coupled to the electron transport chain by supplying 

reducing agents, NADH and FADH2. Under conditions of low oxygen and high lactate, 

this reaction is suppressed and contributes to an accumulation of proline. The metabolism 

and activity of proline metabolic enzymes have been attributed to play a role in human 

stress response and contribute to tumor cell growth and survival (James M. Phang, Liu, 

and Zabirnyk 2010; James M. Phang, Pandhare, and Liu 2008; James M. Phang 2019, 

1985; W. Liu et al. 2015b). An important function of these metabolic enzymes is that they 

regulate the redox balance in the cell (James M. Phang 1985). Several recent studies 

demonstrate that proline has several benefits to cancer cell growth (D’Aniello et al. 2020; 

Sahu et al. 2016). It can be imported and used as a nutrient (Y. Liu et al. 2020), play a 

role in metastasis formation (Elia et al. 2017) or in tumorigenesis in virus driven cancers 

(U. Y. Choi et al. 2020). A key regulator in establishing suppression of POX/PRODH 
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expression in cancer may be the oncogene MYC (W. Liu et al. 2012). The ECM or 

collagen, which serves as a proline reservoir, has also been found to be important to 

cancer survival (Gouirand and Vasseur 2018; Olivares et al. 2017).  

Recent evidence, including the ones provided in this study suggest that proline as a 

molecule plays a critical role in cancer survival, growth and progression. Proline can get 

imported through amino acid channels that are overexpressed in hypertonic stress 

(Farabaugh et al. 2020) and cancer (Lieu et al. 2020). 

 
 

 

Figure 5.3: Proline supply affects tumor growth in the microenvironment 

Collagen, proline, cancer axis outlines a potential future direction. In this model collagen 

serves as a reservoir for proline which is an osmoprotectant. A cancer growing in a 

hyperosmolar environment due to growth pressure and metabolism secretes 

collagenases, takes up proline (by overexpressed protein transporters) and uses proline 

as cytoprotectant and nutrient. Such a model suggests that proline metabolism is a key 

target for cancer therapy. 

 

This makes proline and its metabolism (James M. Phang et al. 2015; James Ming 

Phang et al. 2012a; Ding et al. 2020) a new focused target in cancer therapy (Tanner, 

Fendt, and Becker 2018). Current approaches on targeting the metabolism seem to be 

promising in preventing tumor growth (Luengo, Gui, and Vander Heiden 2017). A recent 

data based model suggests that inhibiting proline synthesis and lipogenesis could be 
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sufficient to suppress tumor growth as well (M. Liu et al. 2020). Unfortunately, there are 

no good drugs available yet that inhibit these enzymes. However, they are actively being 

developed (Tanner, Fendt, and Becker 2018; Zeng et al. 2017; Milne et al. 2019) 
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Figure A1: A diagram illustration of algorithm to compute the pump profiles.  

We calculate the stimulus concentration for any profile over discrete time points set by 

programmable pump by combining several short segments with linear concentration 

profiles. During each interval, we increase (Figure A2) or decrease (Figure A3) the 

concentration linearly with a fixed rate to achieve increasing or decreasing kinetics of any 

shape over time.  For linear gradient kinetics, the rates are fixed during all intervals (𝑘1 =

𝑘2 = ⋯ 𝑘𝑁). By changing the rate from one interval to the next, any arbitrary profile over 

the whole treatment time can be generated (𝑘1 ≠ 𝑘2 ≠ ⋯ 𝑘𝑁).  During each interval (𝑑𝑡𝑖), 

stimulus is delivered continually over time by adding appropriate amount (𝑑𝑣𝑖) of 

concentrated stimulus.  The profiles are corrected for the added (𝑑𝑣𝑖) and removal (𝑑𝑢𝑖 

and 𝑑𝑤𝑖) volumes therefore change in stimulus concentration.  
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Figure A2: Calculated pump profiles for increasing linear and nonlinear gradient 

kinetics 

(a-b) Calculation of pump profile generation for Time Point (TP, a) and Time series (TS, 

b) data collection.  In both TP and TS experiments, computed pump profiles (corrected 

for volume removal and therefore change in stimulus concentration) are linear increasing 

gradient to 0.60M (red), linear increasing gradient to 0.40M (black), quadratic increasing 

gradient to 0.40M (blue), and linear increasing gradient to 0.20M (green), all compared to 

their theoretical values (cyan).  (c-d) Error comparisons between computed pump profiles 

and their corresponding proposed concentration profiles for TP (c) and TS (d) 

experiments. The profiles are generated under the following conditions (the same 

conditions are used for  Figure A3); the concentrated stimulus concentration 𝐶𝑚𝑎𝑥 =

4 𝑀. The total flask volume is set 𝑉0 = 50 𝑚𝐿 at 𝑡 = 0. Pump 2 rate was set to 𝑘̅ =

0.1 𝑚𝐿/𝑚𝑖𝑛 for TS and 𝑘̅ = 0 for TP experiment. Samples are taken out at the fixed 

volumes of 𝑑𝑤𝑖 = 1 𝑚𝐿 at the time points [1,2,4,6,8,10,15,20,25,30,35,40,45,50] minutes 

for TP (dotted lines in a), while no sampling is done for TS. Both TP and TS profiles are 

generated over 50 minutes. TS is computed in 40 intervals and TP profile in 34 intervals 

set optimally by the programmable syringe pump.  

 



 160 

 

Figure A3: Calculated pump profiles for decreasing linear and nonlinear gradient 

kinetics 

(a-f) Calculation of decreasing pump profile generation for Time Point (TP, a,c,e) and 

Time series (TS, b,d,f) data collection.  In both TP and TS experiments, computed pump 

profiles (corrected for volume removal and therefore change in stimulus concentration) 

are linear decreasing gradient from 0.60M (red), linear decreasing gradient from 0.40M 

(black), quadratic decreasing gradient from 0.40M (blue), and linear decreasing gradient 

from 0.20M (green), all to 0.01M and all compared to their theoretical values (cyan). (a-

b) Computed and instrument adapted syringe dispense volume.  (c-d) Computed 

concentration profiles over time. (e-f) Error comparisons between computed decreasing 

pump profiles and their corresponding proposed concentration profiles for TP (e) and TS 

(f) experiments. 
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Interval Time 

points 

(min) 

Disp. 

Volume* 

(mL) 

Cumulative 

Disp. 

Volume 

(mL) 

Pump rate 

(µL /min) 

Molarity* 

(M) 

Error* % in 

molarity 

compared 

to theory 

1 1.25 0.125 0.125 100 0.01 0 

2 2.5 0.126 0.251 100.8 0.02 0 

3 3.75 0.126 0.377 100.8 0.03 0 

4 5 0.127 0.504 101.6 0.04 0 

5 6.25 0.127 0.631 101.6 0.05 0 

6 7.5 0.127 0.758 101.6 0.06 0 

7 8.75 0.127 0.885 101.6 0.07 0 

8 10 0.128 1.013 102.4 0.08 0 

9 11.25 0.128 1.141 102.4 0.09 0 

10 12.5 0.128 1.269 102.4 0.1 0 

11 13.75 0.129 1.398 103.2 0.11 0 

12 15 0.129 1.527 103.2 0.12 0 

13 16.25 0.129 1.656 103.2 0.13 0 

14 17.5 0.13 1.786 104 0.14 0 

15 18.75 0.13 1.916 104 0.15 0 

16 20 0.131 2.047 104.8 0.16 0 

17 21.25 0.131 2.178 104.8 0.17 0 

18 22.5 0.131 2.309 104.8 0.18 0 

19 23.75 0.131 2.44 104.8 0.19 0 
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20 25 0.132 2.572 105.6 0.2 0 

21 26.25 0.133 2.705 106.4 0.211 0.476 

22 27.5 0.132 2.837 105.6 0.221 0.455 

23 28.75 0.133 2.97 106.4 0.231 0.435 

24 30 0.134 3.104 107.2 0.241 0.417 

25 31.25 0.134 3.238 107.2 0.251 0.4 

26 32.5 0.134 3.372 107.2 0.261 0.385 

27 33.75 0.134 3.506 107.2 0.271 0.37 

28 35 0.135 3.641 108 0.281 0.357 

29 36.25 0.135 3.776 108 0.291 0.345 

30 37.5 0.136 3.912 108.8 0.301 0.333 

31 38.75 0.136 4.048 108.8 0.311 0.323 

32 40 0.137 4.185 109.6 0.321 0.312 

33 41.25 0.137 4.322 109.6 0.331 0.303 

34 42.5 0.137 4.459 109.6 0.341 0.294 

35 43.75 0.138 4.597 110.4 0.351 0.286 

36 45 0.138 4.735 110.4 0.361 0.278 

37 46.25 0.138 4.873 110.4 0.371 0.27 

38 47.5 0.139 5.012 111.2 0.381 0.263 

39 48.75 0.14 5.152 112 0.391 0.256 

40 50 0.14 5.292 112 0.401 0.25 

Table A1: Calculation results for TS experiment profile generation.  
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Interval Time 

points 

(min) 

Disp. 

Volume* 

(mL) 

Cumulative 

Disp. 

Volume 

(mL) 

Pump rate 

(µL/min) 

Molarity* 

(M) 

Error* % in 

molarity 

compared 

to theory 

1 1 0.1 0.1 100 0.008 0 

2 2 0.099 0.199 99 0.016 0 

3 3 0.097 0.296 97 0.024 0 

4 4 0.097 0.393 97 0.032 0 

5 5 0.096 0.489 96 0.04 0 

6 6 0.096 0.585 96 0.048 0 

7 7 0.095 0.68 95 0.056 0 

8 8 0.094 0.774 94 0.064 0 

9 9 0.094 0.868 94 0.072 0 

10 10 0.093 0.961 93 0.08 0 

11 11.667 0.154 1.115 92.4 0.093 0.357 

12 13.333 0.154 1.269 92.4 0.107 0.312 

13 15 0.156 1.425 93.6 0.12 0 

14 16.667 0.153 1.578 91.8 0.133 0.25 

15 18.333 0.154 1.732 92.4 0.147 0.227 

16 20 0.156 1.888 93.6 0.16 0 

17 21.667 0.152 2.04 91.2 0.173 0.192 

18 23.333 0.154 2.194 92.4 0.187 0.179 

19 25 0.155 2.349 93 0.2 0 

20 26.667 0.153 2.502 91.8 0.213 0.156 

21 28.333 0.154 2.656 92.4 0.227 0.147 
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22 30 0.155 2.811 93 0.24 0 

23 31.667 0.152 2.963 91.2 0.253 0.132 

24 33.333 0.153 3.116 91.8 0.267 0.125 

25 35 0.155 3.271 93 0.28 0 

26 36.667 0.152 3.423 91.2 0.293 0.114 

27 38.333 0.153 3.576 91.8 0.307 0.109 

28 40 0.154 3.73 92.4 0.32 0 

29 41.667 0.152 3.882 91.2 0.333 0.1 

30 43.333 0.153 4.035 91.8 0.347 0.096 

31 45 0.154 4.189 92.4 0.36 0 

32 46.667 0.151 4.34 90.6 0.373 0.089 

33 48.333 0.153 4.493 91.8 0.387 0.086 

34 50 0.154 4.647 92.4 0.4 0 

 

Table A2. Calculation results for TP experiment profile generation. 

 

*Note on rounding the values: We round the calculated values of 𝑑𝑣𝑖 (in mL) to 3 decimal 

places, which is required by the software of the syringe pump.  The resulting calculated 

pump rates for 𝑘𝑖  (in µL /min) are within the range of recommended minimum to maximum 

pump rate of the syringe pump.  The reconstructed molarities and their errors are plotted 

without rounding in Figure 3.3 and Figures A2-A3, while in Tables A1 and A2 we round 

them to 3 decimal places for illustration purposes.  
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