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Chapter 1 

Introduction 

 
Gregory Bateson said that “a bit of information is a difference that makes a difference” 

(Bateson, 1972). In the brain, changes in neuronal firing patterns are sensed by neighbors in order 

to, ultimately, align the organism onto its goals. Yet neuronal dynamics are complex and multi-

faceted; it is, as yet, unclear which specific variations in neuronal activity those self-same 

neighbors are sensitive to. To understand what may be conveyed by these fluctuating dynamics, 

it is thus instructive to consider the purpose of neurally-mediated information. One approach is 

to define a problem with a well-specified algorithmic solution, and then ask what information 

would help in the resolution of this problem (Marr, 1982). In so doing, we can determine 

specifically what differences in neural activation make a difference in goal-oriented behavior 

(Schall, 2004).  

 

A particularly salient problem for any higher organism is to learn which of the cornucopia 

of features in the world are relevant to their current goals, and to flexibility adapt to changing 

reward contingencies. Via trial and error, they can learn what features are highly predictive of 

harm or benefit. To achieve this, they must maintain a memory for the values of those features, 

sense the outcomes arising from choices made on their bases, and recognize if those outcomes 

were not as expected. These three variables – value, outcome, deviations – are the comprising 

units of a particularly successful class of algorithms that can learn predictive value, namely, 

Reinforcement Learning (RL) algorithms.  

 

In reinforcement learning, an agent repeatedly performs actions on the environment on 

the basis of its current best knowledge of what features can maximize reward. Observation of 

the ensuing outcome, and comparison with the original prediction, leads to the development of 

prediction errors. The prediction error is then used to update the feature values. After multiple 

iterations, the expected value will converge to its true value, the prediction will match the 
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outcome, the prediction error will be zero, and value-updating will have ceased. The core 

principles of RL algorithms can be captured by the original Rescorla-Wagner equations: 

!(#, % + 1) = !(#, %) + 	+,	
, = - − !(#, %)	

 

Here, V(x,t) is the value function of option X at time t. The learning term +, is composed 

of a learning rate +, and a prediction error term ,. The learning rate determines how quickly an 

agent adapts its value function. The prediction error term , is the difference between the 

expected reward V(x,t) and the observed reward R. The prediction error term can thus trigger 

learning; positive prediction errors result in increased future value assigned to option X, whereas 

a negative prediction error results in a lower value.  

 

RL shows how learning may occur for different options, but it is agnostic to the identity 

of the choices, such as whole objects or their comprising features. Yet in both human and non-

human primates, behavior is best explained by models that weight feature dimensions, not 

individual objects (Niv et al., 2015; Balcarras et al., 2016; Leong et al., 2017; Oemisch et al., 2019). 

Such weighting could be achieved by attentional mechanisms that highlight specific feature 

dimensions (Leong et al., 2017), or recently active representations that had led to specific choices 

(Roelfsema and van Ooyen, 2005). Feature-based learning may be particularly relevant when 

subjects have limited experience with stimuli, and may underlie the subsequent formation of 

holistic object representations as their expertise improves (Gauthier and Tarr, 1997; Bukach et 

al., 2006; Blair et al., 2009; Izquierdo et al., 2017). 

 

Much of the evidence for how neurons encode the value of chosen stimuli, long-term 

memory for value, and prediction errors is derived from studies of neuronal firing rates. Yet the 

activity of individual neurons is highly variable, and is often correlated with band-limited, 

rhythmic network activity (Womelsdorf et al., 2014b; Womelsdorf and Everling, 2015; Voloh and 

Womelsdorf, 2016; Hahn et al., 2019). The goal of this thesis is two-fold; first, to delineate how 

neuronal spiking activity in the context of such oscillations may support the encoding of learning-
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relevant information; and second, to lay the foundation for future work into neural coding in the 

context of intrinsic neuronal variability and complex naturalistic tasks. 

 

Having defined the problem’s scope and what information is necessary, I will first detail 

where such information is found, before detailing how it may be encoded. 

1.1. Where: Brain-networks supporting feature-based learning 

 Signals related to value, reward history, prediction errors and outcome have been 

observed in a wide variety of areas, including frontal regions such as the orbitofrontal cortex 

(OFC), ventromedial prefrontal cortex (vmPFC), lateral prefrontal cortex (LPFC), anterior 

cingulate cortex (ACC), and parietal and primary sensory cortices, as well subcortical structures, 

most prominently the basal ganglia and its subdivision, the striatum (STR). In this work, we focus 

on the ACC, LPFC, and STR. These reason for this selection is justified below. 

  

1.1.1 LPFC: Implementing goal-oriented attentional allocation 

 Functionally, the lateral prefrontal cortex comprises area 46 and part of 9, as well as area 

8/8a (which also includes the frontal eye fields (FEF))(Passingham and Wise, 2012). Lesions to 

area 46 result in impairments in a delayed response task, where a target is primed, and after 

some delay – perhaps involving an occlusion of the stimuli – subjects must choose. This likely 

arises as a result of a failure to encode the (future) goal (a form of prospective memory) 

(Passingham and Wise, 2012). Lesions in this area also impair rule acquisition (Buckley et al., 

2009). On the other hand, more posterior regions of the LPFC (including area 8, FEF) are more 

involved in orienting eye movements in light of current goals (presumably encoded by area 46). 

For example, in FEF, even when information about motor plans and visual information is 

multiplexed by single neurons, the majority of cells still encode the location of the target stimulus 

(Sato and Schall, 2003). Moreover, inactivation of area 8 results in saccades that are highly 

variable but still travel in the direction of the target (Passingham and Wise, 2012), indicating that 

goals are preserved and thus likely inherited from other areas. 
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1.1.2 ACC: Identification and adjustment when rules are maladaptive 

ACC is heavily implicated in updating model of the environment, particularly when task 

contingencies change (Kolling et al., 2016; Shenhav et al., 2016). Macaques with lesions of the 

ACC are slower to switch new rules, driven mostly by a failure to persist in rewarded behavior 

(Kennerley et al., 2006). Such neurons can multiplex information about actions and values 

(Hayden and Platt, 2010). Moreover, neurons in ACC can encode reward history (Bernacchia et 

al., 2011), stimulus values (Kaping et al., 2011), prediction errors (Ito, 2003; Oemisch et al., 2019), 

and outcome surprise (or, unsigned prediction error) (Hayden et al., 2011; Oemisch et al., 2019), 

in line with evidence suggesting ACC integrates such information in order to signal when current 

strategies are maladaptive (Johnston et al., 2007), or to switch to counter-factual options 

(Fouragnan et al., 2019). In rodents, pharmacological inactivation of the ACC during a Morris 

Water Maze task results in impaired search strategies when trials are in conflict with previously 

learned patterns (Richards et al., 2014). These results thus indicate that the ACC has a prominent 

role in building models of the environment in order to evaluate outcomes and flexibility switch 

strategies when current ones have become maladaptive. 

 

1.1.3 Midbrain: prediction error signaling via dopaminergic cells  

Midbrain dopamine neurons have classically been thought to encode prediction error 

signals (Lee et al., 2012), following pathbreaking work by (Schultz et al., 1997). Dopaminergic cells 

in the ventral tegmental area (VTA) respond vigorously when an outcome is unexpected during 

Pavlovian conditioning. Importantly, after conditioning has occurred, the dopaminergic response 

shifts from the outcome period to the onset of the conditioned stimulus, suggesting 

dopaminergic cells may implement a form of Temporal-Difference learning (Schultz et al., 1997; 

Lee et al., 2012). These cells scale proportionally with the degree of prediction error (Fiorillo et 

al., 2003; Bayer and Glimcher, 2005). 

 

Although this is a powerful account of the role of dopamine in learning, there are some 

complications (Redgrave and Gurney, 2006; Berridge, 2007). Dopaminergic cells can respond 

differentially to positive or negative reward (Matsumoto and Hikosaka, 2009; Thibeault et al., 
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2019), perhaps because of differences in the source of information about negative/positive value 

(e.g. (Matsumoto and Hikosaka, 2007) ). Indeed, a substantial number of cells show responses 

more consistent with uncertainty (unsigned prediction error), rather than prediction errors per 

se (Matsumoto and Hikosaka, 2009). This is in line with work showing that dopaminergic signaling 

may also represent the resolution of uncertainty (Bromberg-Martin and Hikosaka, 2009; White 

et al., 2019). Although dopaminergic responses show heterogeneity and their functional role is 

still under debate, it is nevertheless clear that they play a key role in learned behavior. 

 

What is the source of visual information by which dopaminergic cells may evaluate 

expected visual stimuli? One source is the superior colliculus (SC; responsible for eye movement 

control)) (Comoli et al., 2003; Dommett et al., 2005; Takakuwa et al., 2017), which, considering 

its sensitivity to changes in luminance, is in an ideal position to signal the sudden appearance or 

disappearance of visual stimuli (Redgrave and Gurney, 2006). In the absence of a visual cortex, 

pharmacological inactivation of the SC abolishes visually-evoked response in dopaminergic cells 

(Comoli et al., 2003). Moreover, disinhibition of the SC results in visual responses in the 

dopaminergic cells (Dommett et al., 2005). Likewise, V1 may communicate more complex visual 

features (beyond just luminance changes), as evidenced by a study showing that similar visually-

evoked responses in dopaminergic cells are apparent if SC is inactivated but V1 is left 

unperturbed (Takakuwa et al., 2018). 

 

1.1.4 Striatum: action selection based on learned value 

 The STR is prominently involved in the encoding and learning of object values, as well as 

the generation of purposeful movements that depend on the value of these objects (Hikosaka et 

al., 2017). The STR is characterized by a few major subdivisions. The ventral striatum includes the 

shell and core (distinguished by the presence/ absence of calbindin receptors) (Haber 2016; 

2006), as well as the dorsal sections of the caudate and putamen. The dorsal striatum includes 

the caudate and putamen. The caudate can be further subdivided into the head, body, and tail 

(Haber, 2016; Hikosaka et al., 2017). These subdivisions have different functional properties as it 

relates to learning. When stimulus-reward contingencies shift rapidly, neurons in the caudate 
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head, unlike the caudate tail, are highly responsive and able to differentiate objects. The inverse 

is true when object values are stable over time (Kim and Hikosaka, 2013). This suggests an 

anterior-posterior gradient in the caudate for short vs long term value encoding (Hikosaka et al., 

2017). In addition to learning object values, the STR is also responsive to more abstract rule values 

(Ballard et al., 2018), and is likely involved in transfer learning (Dahlin et al., 2008). 

 

The striatum has a distinct role in controlling saccadic eye movements (Hikosaka et al., 

2017). The caudate contains diverse neuronal populations that are excited before both visually 

guided and memory guided saccade onset (Hikosaka et al., 1989). Importantly, these occur 

specifically in task-related contexts, and not during spontaneous saccades, suggesting the 

caudate is involved during goal-oriented visual processing. The caudate can further influence the 

SC via the substantia nigra pars compacta (Hikosaka et al., 2017). This is likely instantiated 

through a disinhibitory mechanism, thus allowing other sources to influence saccadic eye 

movements (Hikosaka et al., 1989) 

 

1.1.5 Connectivity 

Frontal areas, including area 24, 46, and 8, have strong and reciprocal connections with 

each other (Pandya et al., 1981; Vogt et al., 1987; Passingham and Wise, 2012; Yeterian et al., 

2012; Barbas, 2015). Unlike other prefrontal areas, Area 24 also receive strong inputs from the 

hippocampus, and projects to the hypothalamus, suggesting a role in autonomic control as well 

(Passingham and Wise, 2012). ACC projections to the LPFC originate in deep layers and terminate 

in superficial layers, whereas the inverse is true of projections from the LPFC to the ACC (Barbas 

and Pandya, 1989; Barbas, 2015).  

 

The cortex and striatum have well-defined and topographically preserved anatomical 

connections. At a rough glance, outputs of more rostral areas (including ACC) have terminals in 

the ventral striatum. More caudal areas, such as area 46, 8, and 9, have terminals that are more 

dorsal in the striatum, and motor areas have terminals that are more dorsal still (Haber, 2016; 

Hikosaka et al., 2017). Likewise, outputs from these regions of the striatum tend to have 



 

 
 

7 

reciprocal connections (via the thalamus) to the same cortical areas. Thus, at a rough 

approximation, the ventral/dorsal striatal axis maintains a gradient of limbic/cognitive/motor 

processing, and segregates these in cortico-striatal loops that can operate in parallel (Hikosaka 

et al., 2017). 

 

 A closer inspection, however, suggests that in addition to the high degree of segregation 

of cortical terminals in the striatum, there also exist hot spots where terminals can overlap (Haber 

2006). Premotor cortex, SEF, 46, 9, 8a/FEF have large (focal) terminal fields that overlap within 

the dorsal caudate. On the other hand, terminals from 24c have a relatively large presence in the 

putamen (with smaller fields emerging in the caudate). Moreover, area 24b has terminal fields 

that extend from the ventral striatum and also up into the (ventral) caudate. It is important to 

note that area 24c, unlike 24b, tends to innervate premotor areas (premotor cortex and SEF), 

whereas 24b innervates more limbic areas (24c/vmPFC/OFC) (Vogt and Pandya, 1987; Calzavara 

et al., 2007; Haber, 2016). This is further evidence that the limbic/cognitive/motor divide evident 

at the level of the cortex is also preserved at the level of striatum.  

 

The overlap in cortical terminals suggests that the striatum may subserve the integration 

of information across cortical areas. Such integration is further supported by striato-nigral loops 

(Haber et al., 2000; Haber, 2016). Striato-nigral loops have a conserved “motif”, whereby more 

ventral subdivisions of the substantia nigra receive only inputs, more dorsal subdivisions sending 

only outputs, and intermediate subdivisions having both. Importantly, the edges of this motif also 

have cells that project to or receive input from a topographically adjacent striatal area. To roughly 

visualize this, it means that information from the striatum arrives at ventral portions of the 

substantia nigra, travels dorsally, and is then output to the “next” striatal subdivisions. This 

suggests that striatal-nigral loops may be an anatomical substrate by which internal states 

provide contextual guidance to cognitive systems that ultimately influence action systems.  
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1.1.6 Summary 

 The ACC, LPFC, and striatum are heavily interconnected, yet remain functionally distinct. 

The anterior cingulate cortex helps in building models of the environment in light of current goals. 

The implementation of goals, on the other hand, is more the purview of the LPFC. The striatum 

encodes option values as they relate to specific actions. These computations are likely informed 

by goals inherited from the prefrontal cortex. In order to flexibly learn and act upon feature-

reward associations, information contained in the individual modules of this highly recurrent 

system must be represented in such a way that it may be effectively and selectively transmitted. 

In the following, I will review evidence of how such information emerges in neural circuits.  

 

1.2. How: Neural Coding for learning-relevant signals 
1.2.1 Coding by individual neurons 

 Integration of learning-relevant information across the ACC, LPFC, and striatum critically 

depends on how that information is encoded, which specifies how a downstream reader might 

decode it. One of the main goals of neuroscience research is to specify the mapping between 

stimuli and neuronal responses. This is referred to as the encoding problem. By observing a 

particular neuronal response, it therefore becomes possible to reconstruct the stimulus. 

Alternatively, by observing a particular stimulus, it is possible to predict the neuronal response.  

 

 It is widely accepted that one of the main carriers of information in the brain is the spikes 

of individual neurons. In particular, information can be carried by the amount of spikes elicited 

by single neurons, referred to as a rate code. By observing how the rate changes as the stimulus 

changes (in a parametric way), it is possible to reconstruct neural “tuning curves”. This has been 

a particularly effective strategy in delineating the responses to simple (Hubel and Wiesel, 1959; 

Wurtz, 2009), and higher order visual features such as motion  (Britten et al., 1992, 1996), as well 

as value based tuning (Schultz et al., 1997; Fiorillo et al., 2003; Kennerley et al., 2009, 2011; 

Hayden and Platt, 2010; Kaping et al., 2011; Wallis and Kennerley, 2011; Oemisch et al., 2019; 

Sajad et al., 2019). Rate fluctuations can track changing stimulus properties to within 10 ms (Bair 

and Koch, 1996). One critical question, however, is the time period over which spikes are 



 

 
 

9 

integrated by a downstream reader. This can differ by cortical region (Heller et al., 1995; Runyan 

et al., 2017); for example, information is maximized in relatively short windows of 25 ms in area 

V1, and longer 50 ms windows in area IT (Heller et al., 1995). 

 

An alternative hypothesis, following path-breaking work by (Segundo et al., 1963), is that 

information is transmitted by the precise timing or sequence of neuronal spikes, referred to as a 

temporal code (Thorpe, 1990; Richmond, 2009). Thus, the time-course of spike rate in two 

conditions may contain differences, even when the overall spike rate is equal between conditions 

(Gawne et al., 1996). For example, in the striatum, discounted value is encoded in the temporal 

domain (Falcone et al., 2019). Rate and temporal coding likely represents two extremes of a 

continuum of coding that depends on the temporal resolution of the downstream reader (Ratté 

et al., 2013). Shorter resolutions would favor a temporal code, whereas longer ones would favor 

a rate code (Panzeri et al., 2010; Ratté et al., 2013). Note that short resolutions do not directly 

imply temporal coding, because they may reflect a rate code operating at very fast time-scales 

(for example, when stimulus features vary quickly) (Borst and Theunissen, 1999). 

 

Beyond temporal variability of spiking activity, intra-neuronal dynamics themselves are highly 

variable, and may permit multiplexing information, particularly if the complex morphology of 

neurons is taken into account. Compartment based models of neuronal populations have shown 

that combined activation of the cell soma and dendrites can result in different neuronal 

dynamics, such as Poisson firing or burst firing, that can concurrently carry separable streams of 

information, such as stimulus prediction or prediction errors (Körding and König, 2000; Larkum, 

2013; Issa et al., 2016; Guerguiev et al., 2017; Naud and Sprekeler, 2018). The differential 

dynamics can depend on whether feedback and feedforward impinging inputs are coincident in 

time (Larkum, 2013). 

 

1.2.2 From neurons to networks 

 The information contained by multiple neurons must be integrated across them. This 

offers a clue as to another potential code, namely, a population code (Pouget et al., 2000; 
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Averbeck et al., 2006). The simplest example of such a code is essentially the vector sum of the 

population of neurons, as is evident in encoding of reaching direction (Georgopoulos et al., 1986). 

It is important to note that the dimension that neurons are tuned to need not follow our 

intuitions of the task space, as is evident in cells whose activity signals the magnitude along 

individual dimensions of a 50-dimensional “face-space” (Chang and Tsao, 2017). However, 

neurons often show “mixed selectivity”, in that they will respond to multiple task-relevant 

variables to varying degrees (Mante et al., 2013; Rigotti et al., 2013; Fusi et al., 2016) (but see 

(Hirokawa et al., 2019)). This allows for a robust, linear readout from the population as a whole 

(Fusi et al., 2016). Moreover, the specific sequence of activation of individual neurons can also 

convey information, such as sequence of place cell firing in the hippocampus conveying the 

direction and speed of locomotion (Huxter et al., 2008; Pastalkova et al., 2008). Population codes 

are attractive because variability between neurons can be “averaged out” (Pouget et al., 2000; 

Cohen and Maunsell, 2010). In the same vein, the loss of some finite subpopulation of neurons 

will not be detrimental because the population as a whole carries redundant information (Pouget 

et al., 2000; Pitkow and Angelaki, 2017). Indeed, up to 50% of the variability in a neuron’s 

response can be predicted from its coupling with other neurons (Montijn et al., 2016), and the 

specific pattern of coupling can carry more information than simple averaging of the population 

as a whole (Stevenson and Kording, 2011; Runyan et al., 2017). 

 

 Population codes may also be more relevant when the task dimensionality is high (Gao 

and Ganguli, 2015). Indeed, a surprisingly low-number of neurons are necessary to explain a high 

degree of task variance, perhaps because simpler tasks do not tax neuronal resources enough to 

require higher dimensional representation (Gao and Ganguli, 2015; Pitkow and Angelaki, 2017). 

Indeed, coding patterns change when tasks or stimuli are naturalistic, especially when compared 

to more traditional stimuli (David et al., 2004; Felsen and Dan, 2005; Montijn et al., 2016). This 

problem is particularly salient for feature-based learning in naturalistic environments, where 

feature-dimensionality is high and thus must recruit additional mechanisms to constrain 

neuronal representation to task-relevant dimensions (Leong et al., 2017). Care must be taken in 

the construction and parameterization of high-dimensional stimulus probes, because truly 
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naturalistic stimuli are often too unconstrained for strong scientific inference (Rust and Movshon, 

2005). 

 

 Propagation of information using many of the codes described above strongly depends 

on network architecture (Kumar et al., 2010; Hahn et al., 2019). If synaptic connectivity is high 

between neuronal groups, shared input gets amplified. However, this also means that random 

fluctuations will get amplified, particularly as they travel through successive processing stages, 

ultimately resulting in highly synchronous firing that can drown out the signal of interest 

(Mazurek and Shadlen, 2002; Reyes, 2003; Kumar et al., 2010; Hahn et al., 2019). In a population 

code, the precise pattern of correlations can either enhance or degrade information transmission 

(Abbott and Dayan, 1999). 

 

 In the above exposition of neural coding, three questions about the features defining a 

neural code stand-out. (1) How can downstream impact be maximized? (2) What is the timescale 

over which inputs are integrated? (3) How might information be selectively routed? As we shall 

see below, band-limited, population level oscillatory activity can provide a dynamic substrate for 

encoding and transmitting learning-relevant information. 

 

1.2.3 Phase-of-firing supporting long-range encoding of information 

Band-limited rhythmic activity emerges from specific circuit interactions that can often 

be localized to specific cortical layers (Womelsdorf et al., 2014b; Voloh and Womelsdorf, 2016). 

Typically, this activity falls within canonical bands, including delta (1-4 Hz), theta (4-10 Hz), 

alpha/beta (10-30), and gamma (30-100 Hz). Slower oscillations (particularly theta and 

alpha/beta) are prevalent in infragranular layers (5,6), whereas gamma is evident in granular 

layer 4 and supragranular layers 1 and 2/3 (Bollimunta et al., 2008; Wang, 2010; Buffalo et al., 

2011; Godlove et al., 2014; Kerkoerle et al., 2014; Ninomiya et al., 2015; Bastos et al., 2018). This 

segregation of oscillatory frequency by layer may reflect the differential connectivity evident 

across cortical layers. For example, in early visual areas in macaques, gamma oscillations are 

evident in layer 4 (the main target of feedforward connections), and then spread to superficial 
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and deep layers, whereas slower alpha oscillations emerge in layer 1/2 and 5, the main targets 

of feedback connections (Kerkoerle et al., 2014). This concordance of oscillatory frequency and 

connectivity direction has been extended to higher order visual areas in parietal cortex and area 

8a (Bastos et al., 2014), as well as eulaminate frontal areas (Bastos et al., 2018). It is important to 

recognize that agranular areas (such as the ACC) do not follow the same laminar organization as 

visual areas (Barbas, 2015). It is an open question if oscillatory frequency still follows laminar 

specific activation between areas. In one of the few studies probing oscillatory activation in 

frontal areas, Ninomiya and colleagues (Ninomiya et al., 2015) showed that slow and fast 

oscillations interacted at layer 3 of SEF, which the authors propose may be due to the propensity 

of SEF input and output connections to go through the same layer. Thus, this is consistent for a 

role for frequency-specific activity supporting integration, both within and across cortical areas.  

 

 Although ubiquitous, oscillatory activity emerges selectively during learning. A wide 

variety of studies have shown that ACC, LPFC, and STR coordinate via band-limited activity, 

particularly in the theta (4 -10Hz) and beta (10-30 Hz) band (Antzoulatos and Miller, 2014, 2016; 

Womelsdorf et al., 2014a; Voloh et al., 2015; Babapoor-Farrokhran et al., 2017). In ACC, theta 

activity prominently predicts behavioral adaptation following errors (Cavanagh et al., 2010), 

particularly when cognitive control demands are high (Womelsdorf et al., 2010a). Fast rhythmic 

activity in LPFC is structured via ACC theta during correct attentional allocation, but not during 

errors, suggesting ACC influences goal-oriented processing in LPFC via rhythmic activity (Voloh et 

al., 2015).  In the beta band, synchrony among prefrontal ensembles emerges that is specific to 

learned rules (Buschman et al., 2012a). Following error commission, beta power scales with the 

degree of error, as well as the history of errors (Tan et al., 2014a). These studies thus suggest a 

role for theta and beta band activity encoding learning variables necessary for flexible control 

and adaptation.  

 

Importantly, the alignment of oscillatory activity between distal sites can serve to 

selectively route information (Singer and Gray, 1995; Womelsdorf et al., 2007; Fries, 2015; 

Palmigiano et al., 2017; Hahn et al., 2019). If spikes from a sending region arrive at a low 
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excitability phase of a downstream region, they will be unable to overcome local inhibition, thus 

preventing the transmission of information. Alternatively, if they arrive at a high excitability 

phase, information can be successfully transmitted. Such a gating function has been 

demonstrated for macaque visual areas, where gamma-specific coordination of competing sites 

between area V1 and V4 during selective attention only occurs for stimuli inside, rather than 

outside, the receptive field (Bosman et al., 2012). The implication of this is that the frequency at 

which information is encoded thus naturally sets a time-window over which inputs can be 

integrated. 

 

The fluctuating excitability of local circuits, evident as oscillatory activity, can be leveraged 

to encode information. Phase-of-firing coding can increase the informational content in spikes 

(Montemurro et al., 2008; Kayser et al., 2009), and can carry information related to stimulus 

orientation (Womelsdorf et al., 2012), objects in memory (Siegel et al., 2009), and spatial 

navigation parameters (Huxter et al., 2008). One way in which this could be achieved is through 

a rate-to-phase conversion (Mehta et al., 2002; Buzsáki, 2004; Fries et al., 2007). Neurons that 

are activated most strongly will be able to escape oscillatory inhibition earliest, thus firing on 

earlier phases.  

 

Beyond the selection of single stimuli, oscillatory activity permits the encoding and 

decoding of multiplexed information (Akam and Kullmann, 2014). In time-division multiplexing, 

packets of information are ordered in time (Akam and Kullmann, 2014). Thus, a downstream 

reader can decode the packet information by determining the phase (relative to a reference 

oscillation) at which it arrived (Lisman and Jensen, 2013; Akam and Kullmann, 2014). In frequency 

division multiplexing, different information may be carried by different frequencies. A 

downstream reader can then decode information by evaluating changes in either the amplitude 

or phase, relative to a reference oscillation (Akam and Kullmann, 2010). Indeed, studies have 

shown that different oscillatory bands carry different information (Colgin et al., 2009; Buschman 

et al., 2012a; Womelsdorf et al., 2014b; Womelsdorf and Everling, 2015; Voloh and Womelsdorf, 
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2016), suggesting that frequency-specific oscillations may themselves reflect the segregation of 

task-relevant information (Ketz et al., 2015).  

 

1.2.4 Summary 

The activity of individual neurons shows a remarkable degree of variation that can be 

leveraged to encode information, including changes in overall intensity, changes in the timing of 

activation, or transitions between different dynamic states. The whole, however, is often greater 

than the sum of its parts; populations of neurons can more effectively convey information, either 

by introducing redundancy and reducing variation, or by being sensitive along orthogonal 

dimensions. The efficacy of neuronal codes, both in terms of the amount of information conveyed 

as well as the downstream impact, can be maximized when structured by band-limited rhythmic 

activity. While phase-of-firing coding has been observed in orientation tuning, object in memory, 

or stimulus identity, it is unknown how it might support more abstract features related to 

learning. 

 

1.3. Thesis Overview 

 The focus of this thesis is to delineate how spiking activity of individual neurons structured 

by ongoing, population-wide rhythmic activity can facilitate the encoding of learning-relevant 

information. The thesis can be roughly divided into two parts. Chapters 2 and 3 directly 

characterize and contrast neural coding schemes that are dependent on band-limited rhythmic 

activity. Chapter 4 and 5 lay out the ground-work that would facilitate future research into neural 

coding. 

 

Chapter 2 details how learning related signals are encoded across the fronto-striatal axis 

when firing rate modulations are structured by beta rhythms. Chapter 3 is a follow-up study 

looking at whether outcome unexpectedness can be conveyed by the phase at which neurons 

fire. Chapter 4 is motivated by the fact that differential dynamics within individual neurons can 

multiplex information. However, in order to identify how such differential dynamics may be 
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carried by network-level oscillations, we first seek to characterize how such dynamics are related 

to (local) oscillations in the beta (and theta) band. Finally, in Chapter 5, in recognition of the fact 

that the study of neural coding critically depends on task complexity, we develop a novel 

experimental suite that facilitates the development of complex, naturalistic tasks. This work 

includes three papers (published or submitted) in Appendix C-E.  
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Chapter 2 

Phase of Firing Coding of Learning Variables across Prefrontal Cortex, Anterior Cingulate Cortex 

and Striatum during Feature Learning 

2.1. Preamble 

This chapter has been submitted to the journal Neuron (EMID:7d64234f88a6d571). It is also 

available as a preprint online (Voloh et al., 2019a), which can be accessed at 

https://doi.org/10.1101/2019.12.12.874859. I reproduce the manuscript here for clarity. 

2.2. Abstract 

The prefrontal cortex and striatum form a recurrent network whose spiking activity 

encodes multiple types of learning-relevant information. This spike-encoded information is 

evident in average firing rates, but finer temporal coding might allow multiplexing and enhanced 

readout across the connected the network. We tested this hypothesis in the fronto-striatal 

network of nonhuman primates during reversal learning of feature values. We found that 

neurons encoding current choice outcomes, outcome prediction errors, and outcome history in 

their firing rates also carried significant information in their phase-of-firing at a 10-25 Hz beta 

frequency at which they synchronized across lateral prefrontal cortex, anterior cingulate cortex 

and striatum. The phase-of-firing code exceeded information that could be obtained from firing 

rates alone, was strong for inter-areal connections, and multiplexed information at three 

different phases of the beta cycle that were offset from the preferred spiking phase of neurons. 

Taken together, these findings document the multiplexing of three different types of information 

in the phase-of-firing at an interareally shared beta oscillation frequency during goal-directed 

behavior. 

2.3. Introduction 

The lateral prefrontal cortex (LPFC) and anterior cingulate cortex (ACC) are key brain 

regions for adjusting to changing environmental task demands (Murray and Rudebeck, 2018; 

White et al., 2019). Both regions project to partly overlapping regions in the anterior striatum 
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(STR), which feeds back projections and thereby closes recurrent fronto-striatal loops (Haber and 

Knutson, 2010). Neurons in this recurrent network encode multiple learning variables during 

goal-directed behaviors, including the value of currently received outcomes, a memory of 

recently experienced outcomes, and a reward prediction error that indicates how unexpected 

currently received outcomes were given prior experiences (Hikosaka et al., 2019; Oemisch et al., 

2019).  

 

The multiplexing of outcomes, outcome history, and outcome unexpectedness 

(prediction errors) within the same neuronal population is likely realized by firing rate 

modulations in fronto-striatal brain areas (Fusi et al., 2016), but how this firing is temporally 

organized within the larger network is unresolved (Kumar et al., 2010; Akam and Kullmann, 2014; 

Panzeri et al., 2015). A large body of evidence has shown that ACC and LPFC synchronize their 

local activities at a characteristic beta oscillation frequency (Womelsdorf et al., 2014a, 2014b; 

Babapoor-Farrokhran et al., 2017; Voloh and Womelsdorf, 2017; Nácher et al., 2019), and that 

both areas engage in transient beta rhythmic oscillatory activity with the striatum during complex 

goal directed tasks (Howe et al., 2011; Leventhal et al., 2012; Antzoulatos and Miller, 2014; 

Feingold et al., 2015). However, whether this beta oscillatory activity is informative for learning 

and behavioral adjustment has remained unresolved (Womelsdorf and Everling, 2015; Spitzer 

and Haegens, 2017; Amemori et al., 2018). Prior studies have documented that beta activity 

emerges specifically during the processing of outcomes following correct trials during habit 

learning (Howe et al., 2011), and that following error trials overall beta activity is larger when the 

committed error is smaller (Tan et al., 2014a). However, these studies did not quantify whether 

neuronal spiking activity synchronizing to these beta oscillations contains learning relevant 

outcome information.  

 

We therefore aimed to clarify how outcome related beta rhythmic activity relates to the 

behavioral learning of reward rules in ACC, LPFC, and STR. First, we quantify firing rate 

information about current outcomes, about prediction errors of these outcomes and the history 

of recent reward. These variables might be conveyed independently of network level beta 
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oscillatory activity. However, theoretical studies suggest that neuronal coding utilizing temporal 

organization can be efficient, high in capacity, and robust to noise (Kayser et al., 2009; Kumar et 

al., 2010; Kopell et al., 2011; Akam and Kullmann, 2014).  Additionally, coding of information in 

the temporal activity pattern has been linked to mechanisms of efficient communication among 

neuronal groups, suggesting that coherently synchronized groups can exchange information by 

phase aligning their disinhibited activity periods (Singer and Gray, 1995; Womelsdorf and Fries, 

2007; Hahn et al., 2014, 2019; Fries, 2015; Luczak et al., 2015; Palmigiano et al., 2017). 

 

To this end, we recorded from LPFC, ACC, and STR while macaque monkeys engaged in 

trial-and-error reversal learning of feature reward rules. We found that during outcome 

processing, each area contained segregated ensembles of neurons encoding the current 

Outcome, the Prediction Error of those outcomes, and the recent Outcome History in their overall 

firing rates. A large proportion of rate coding neurons synchronized long-range to remote areas 

of the fronto-striatal network at a shared 10-25 Hz beta frequency range. We found that for those 

neurons that phase synchronized long-range, the three learning variables were encoded more 

precisely for spike output elicited at narrow oscillation phases in the beta band. This phase-of-

firing gain of encoding exceeded the firing rate code and occurred at phases that were partly 

away from the neurons preferred spike phase. These findings document a multiplexing of 

learning variables through the phase of firing across the ACC, LPFC, and STR of nonhuman 

primates. 

2.4. Methods 
2.4.1 Animals 

Data was collected from two adult, 9 and 7-year-old, male rhesus monkeys (Macaca 

mulatta) following procedures described in (Oemisch et al., 2019). All animal care and 

experimental protocols were approved by the York University Council on Animal Care and were 

in accordance with the Canadian Council on Animal Care guidelines. 
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2.4.2 Behavioral paradigm 

Monkeys performed a feature-based reversal learning task that required covert attention 

to one of two stimuli based on the reward associated with the color of the stimuli. Which stimulus 

color was rewarded remained identical for ≥30 trials and reversed without explicit cue. The 

reward reversal required monkeys to utilize trial outcomes to adjust to the new color-reward 

rule.  Details of the task have been described before (Oemisch et al., 2019). Each trial started 

when subjects foveated a central cue. After 0.5-0.9 sec, two black and white gratings appeared. 

After another 0.4 sec., the stimuli either began to move within their aperture in opposite 

directions (up-/downwards) or were colored with opposite colors (red/green or blue/yellow). 

After another 0.5-0.9 sec, they gained the color when the first feature was motion, or they gained 

motion when the first feature had been color. After 0.4-0.1 sec, the stimuli could transiently dim. 

The dimming occurred either in both stimuli simultaneously, or separated in time by 0.55 sec. 

Dimming represented the go-cue to make a saccade in the direction of the motion when it 

occurred in the stimulus with the reward associated color. The dimming acted as a no-go cue 

when it occurred in the stimulus with the non-rewarded color. A saccadic response was only 

rewarded when it was made in the direction of motion of the stimulus with the rewarded color. 

Motion direction and location of the individual colors were randomized within a block. Thus, the 

only feature predictive of reward within a block was color. Color-reward associations were 

constant for a minimum of 30 trials. Block changes occurred when 90% performance was reached 

over the last 12 trials, or 100 trials were completed without reaching criterion. The block change 

was uncued. Rewards were deterministic. 

 

2.4.3 Electrophysiology 

Extra-cellular recordings were made with 1–12 tungsten electrodes (impedance 1.2–2.2 

MOhm, FHC, Bowdoinham, ME) in anterior cingulate cortex (ACC; area 24), prefrontal cortex 

(LPFC; area 46, 8, 8a), or anterior striatum (STR; caudate nucleus (CD), and ventral striatum (VS)) 

through a rectangular recording chambers (20 by 25 mm) implanted over the right hemisphere 

(Figure A-1). Electrodes were lowered daily through guide tubes using software-controlled 

precision micro-drives (NAN Instruments Ltd., Israel and Neuronitek, Ontario, Canada). Data 
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amplification, filtering, and acquisition were done with a multichannel acquisition system 

(Neuralynx). Spiking activity was obtained following a 300–8000 Hz passband filter and further 

amplification and digitization at 40 kHz sampling rate. Sorting and isolation of single unit activity 

was performed offline with Plexon Offline Sorter, based on analysis of the first two principal 

components of the spike waveforms. Experiments were performed in a custom-made sound 

attenuating isolation chamber. Monkeys sat in a custom-made primate chair viewing visual 

stimuli on a computer monitor running with a 60 Hz refresh rate. Eye positions were monitored 

using a video-based eye-tracking system (EyeLink, SRS Systems) calibrated prior to each 

experiment to a nine-point fixation pattern. Eye fixation was controlled within a 1.4°–2.0° radius 

window. During the experiments, stimulus presentation, monitored eye positions, and reward 

delivery were controlled via MonkeyLogic (www.brown.edu/Research/monkeylogic/). Liquid 

reward was delivered by a custom-made, air-compression controlled, and mechanical valve 

system. Recording locations were aligned and plotted onto representative atlas slices (Calabrese 

et al., 2015). 

 

2.4.4 Data Analysis 

Analysis was performed with custom Matlab code (Matlab 2019a), using functions from 

the fieldtrip toolbox (http://www.fieldtriptoolbox.org). For Elastic-net regression, the glmnet 

package in R was used (Friedman et al., 2010). Only correct and error responses were analyzed. 

Error responses included those where the responses were made to the incorrect target, or in the 

incorrect response window. Only trials from learned blocks were included, with a minimum of 

two blocks, unless otherwise indicated. Learned blocks were defined as ones where animals 

reached 90% correct responses within the last 10 trials within the block. Standard errors of the 

median were estimated via bootstrapping (200 repetitions, unless otherwise indicated). 

 

Before continuing, we provide a coarse overview of the analysis steps. We first 

determined if experienced outcomes affected choices at the level of monkeys’ behavior. After 

showing that experienced choices are in fact integrated, we next asked how this is reflected in 

the firing rate activity of individual neurons during a post-outcome period using a penalized GLM. 
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We use a data-driven clustering approach to assign functional labels to cells exhibiting similar 

sensitivities to experienced outcomes in their rate. On the basis of these functional labels, we 

extract a corresponding encoding metric for neurons in each functional cluster. We then analyze 

how the encoding metrics depend on time, or the phase of oscillatory activity in the local field 

potential. For the latter analysis, we use standard spectral decomposition techniques and spike-

phase consistency measures to characterize how spikes and phases between distal electrodes 

are related. We quantify and compare differences in phase-dependent encoding in terms of (1) 

the degree of phase-dependent modulation of encoding, and (2) the phase at which encoding is 

maximal.  

 

2.4.5 Behavioral analysis 

To determine the timescale over which past outcomes are integrated, we used a binomial 

GLM:  

Y =012345234

6

4

 

Where Y was the current outcome, Bt-i is the influence of outcome Xt-i on trial t-i. Outcome for 

trial t-5 was defined as a nuisance variable that accounted for all responses occurring over very 

long time-scales (similar to (Walton et al., 2010; Rudebeck et al., 2017)). 

 

2.4.6 Rate encoding of outcome history 

To test how individual units integrated outcome history, we used a Poisson GLM: 

log	(:) =012345234

6

4

 

Where l was the conditional intensity (spike count), Bt-i is the influence of outcome Xt-i on trial t-

i. Firing counts on each trial were determined in a [0.1 0.7]s window after outcome onset 

(Oemisch et al., 2019). Neurons were included in the analysis if they were isolated for more than 

25 (learned) trials across at least two blocks, and if they showed an overall firing rate of >1 Hz.  
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To mitigate issues of multi-collinearity, and extract only the most predictive regressors, 

we employed elastic-net regularization using the R package glmnet  (Friedman et al., 2010). This 

procedure shrinks small coefficients to zero, and smoothly interpolates between ridge and lasso 

regularization by controlling a parameter alpha (with alpha=0 corresponding to ridge regression, 

and alpha=1 to lasso regression) (Friedman et al., 2010). We used an alpha of 0.95, which tends 

to select only one regressor in the presence of collinearity (as in pure lasso regression, (Tibshirani, 

1996)), while at the same time avoiding issues with degeneracy if correlations among regressors 

are particularly strong (Friedman et al., 2010; Runyan et al., 2017). The optimal value of the 

shrinkage parameter (lambda) was the minimum as selected by 10-fold cross validation. To assess 

model stability and extract significant fits, we used a bootstrap approach, whereby trials were 

sampled with replacement 1000 times and the procedure was rerun. As the LASSO shrinks non-

valuable predictors to zero, a model fit was said to be significant if at least one relevant regressor 

(outcome t-4 to t-0) was non-zero more than 95% of the time. 

 

2.4.7 Functional clustering based on neural encoding 

Our ultimate goal is to describe how encoding varies as a function of phase (and time). 

However, encoding cells showed variability in how they responded to experienced outcome (eg 

Figure 2-2). Thus, in order to properly evaluate changes in encoding in time and phase, we must 

first define populations of cells that encode similar types of information. To determine the 

putative function of significantly encoding units, we used a clustering approach via bootstrapped 

K-means. We clustered cells on the basis of their mean beta weights as determined by the 

penalized regression model (see above). As a preprocessing step, for units where the current 

outcome was negatively encoded (i.e. encodes errors), we flipped the sign of every coefficient in 

that model. This has the effect of erasing the directionality of any functional association, and thus 

collapses neurons with similar functions (for example, Error or Correct encoding units become 

Outcome encoding units). Cells were independently clustered for each area. 

We clustered cells on the basis of their clustering stability. We opted for this method 

because clustering can be sensitive to initial conditions (Hastie et al., 2009).  This involved three 
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steps: (1) choosing the optimal number of clusters Nc, (2) measuring clustering stability, and (3) 

performing the final clustering.  

For steps 1-2, we used  K-mean clustering with a cosine distance metric, which is 

insensitive to the magnitude of the vector and is instead concerned with the direction, unlike, for 

example, Euclidian distance. In other words, we clustered based on the relative pattern of beta 

weights of each cell, irrespective of differences in magnitude between cells. 

To determine the optimal number of clusters, we extracted the Silhouette metric over 

many bootstrap iterations. Briefly, cells were sampled with replacement 1000 times and for each 

iteration, the optimal number of clusters was extracted where the silhouette was maximal. The 

overall optimal number of clusters Nc was the mode over all bootstrap iterations. 

Next, we assessed the clustering stability of pairs of cells. To do so, we built a similarity 

matrix S via a bootstrap approach, where similarity was defined as the proportion of times that 

pairs of cells were clustered together. First, we resampled with replacement individual cells. 

Next, we ran K-means with cosine distance and Nc clusters.  For units that were clustered 

together, their respective cell in the similarity matrix was incremented by one. Because 

bootstrapping could sample the same units twice, these pairs were ignored. Bootstrapping was 

run 100000 times.  

To compute the final cluster assignment, we first formed a dissimilarity matrix D=1-S, 

before performing agglomerative clustering with Euclidian distance and Nc clusters.  

 

2.4.8 Metrics for outcome, outcome history, and prediction error 

The degree of encoding of Outcome (Eoutcome), Outcome History (Ehistory), and Prediction 

Error (Epe) was quantified on the basis of the GLM weights for trials -1 and 0: 

 

;<=2><?@ = ABC(DE) 

;F4G2<HI = ABC(D3J + DE) 

;KL = ABC(DE − D3J) 

 

We refer to these generically as Encoding Metrics. 



 

 
 

24 

2.4.9 Latency analysis 

To determine the latency of encoding for each functional cluster, we performed a time-

resolved analysis (Figure A-1C,D). On the basis of our previous results showing that the outcome 

on trial 0 and -1 were most predictive (Figure 2-1), we used a simpler GLM of just the current and 

previous outcome. For the response variable, we calculated the spike density using a sliding 

Gaussian window, with a 200 ms window and 50 ms standard deviation. We performed this 

analysis [-0.4 0.7] around outcome onset. We thus obtained a time-resolved estimate of 

encoding.  

 

To determine the latency of significant encoding, we looked at time points in the post-

outcome period that were significantly different from the pre-outcome period. We thus 

determined, for each cell, when encoding exceed a threshold criteria in a time of interest. First, 

we z-score normalized each individual cell’s encoding to the pre-outcome period ([-0.4 0] sec). 

Next, we asked, for each time point, whether the population response was significantly different 

from zero via a Wilcoxon signrank test. We then extracted the largest cluster mass of contiguous 

significant time points (at an alpha of 0.05, see (Maris and Oostenveld, 2007)) to find a time-of-

interest. Finally, we extracted, for each individual cell, the time point where the area under the 

curve of the encoding metric in this time-of-interest reached 10% of the total. Thus, we obtain 

for each encoding cluster a distribution of latencies of when they started to show significant 

encoding of Outcome, Outcome History or Prediction Error.  

 

2.4.10 Spectral decomposition and spike-LFP phase synchronization 

To determine how encoding varied as a function of phase, we extracted the estimate of 

phase at the time of spikes, for a large frequency range. We first characterized the degree of 

spike-phase synchronization, described below.  

We focused spike-phase analysis on pairs of distally recorded sites, thus obviating any 

concerns of spike energy bleeding into the LFP (Zanos et al., 2011). We considered frequencies 

from 6 Hz to 60 Hz. For frequencies from 6-30Hz, the resolution was 1 Hz, and above that it was 

2Hz. For every frequency F, we determined the spike-LFP phase by extracting an LFP segment 
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centered on the spike of length 5/F (i.e. 5 cycles), as is standard to balance temporal and spectral 

resolution (Cohen, 2014). Spectral decomposition was done via an FFT after applying a Hanning 

taper. This procedure was applied separately to the pre-outcome period [-1  0]sec, and the post-

outcome period [0.1  1] sec. 

 

The strength of spike-LFP synchronization was quantified using the pairwise phase 

consistency (PPC), which is unbiased by the number of spikes (Vinck et al., 2011). The PPC is 

quantified on the basis of pairwise differences between spike-phases. If spikes tend to fire on 

specific phases, phase difference will be concentrated, and thus the PPC will take on a high value, 

whereas if spikes are distributed randomly relative to the LFP phase, phase differences will be 

random and the PPC will tend towards zero.  

 

The effect size was determined as previously reported (Womelsdorf et al., 2014a; Voloh 

and Womelsdorf, 2017): 

;MMNO%	CPQN =
1 + 2 ∗ CTU%(VVW)

1 − 2 ∗ CTU%(VVW)
 

 

This effect size can be interpreted as the relative increase in spike rate at the cell’s 

preferred (mean) phase over its anti-preferred (opposite) firing phase. For example, a PPC value 

of 0.01 corresponds to a 1.5 times greater spike rate at the preferred phase. 

 

We determined the frequency at which spike-LFP phase synchronization was significant 

by determining peaks in the PPC spectrum. A cell was said to synchronize to a particular 

frequency if the following criteria were met: (1) Peaks had to be above a threshold of 0.005, (2) 

show a minimum prominence of 0.005, and (3) show significant Rayleigh test (i.e. phase 

concentration). 

 

To test for inter-areal differences in spike-beta synchronization, we extracted the 

maximal significant/prominent PPC peak in the [10 25] Hz band for cells that showed significant 

encoding. For those encoding cells that did not show significant PPC peaks, we extracted the 
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maximal PPC in this band instead. We tested for differences in synchronization strength using a 

one-way ANOVA, and report on pairwise comparisons after multiple comparison correction. 

   

2.4.11 Phase-of-Firing dependent encoding of Outcome, Outcome History and Prediction Error  

To determine if spikes falling on certain phases of the LFP were more informative, we re-

ran the (reduced) GLM on phase-binned spikes, using only the previous and current outcomes 

(see latency analysis). We first aligned all spike-triggered-phases to the circular mean of their 

distribution. Phases were extracted from the frequency of the corresponding maximal peak in 

the [10 25] Hz band in the PPC. However, if spikes are phase locked to an LFP, the firing rate 

around the preferred phase will naturally be higher. Thus, we used non-equal bin sizes, adjusting 

the bin limits such that they contained approximately equal numbers of spikes, and phase-

labelled individual spikes accordingly. We then re-ran the GLM analysis on spikes falling within a 

particular bin and computed the encoding metrics as described previously. To aid in comparison, 

we also fit the model using randomly permuted phases (thus preserving the over-all rate 

response structure). We ignored spike-LFP pairs where the GLM could not converge to a solution 

and threw a warning, or where the beta coefficients were above 20 (however, relaxing or 

tightening this constraint did not change the results). 

 

To determine if the phase and degree of phase-dependent encoding, we fit a cosine 

function to the phase-binned encoding values (illustrated in Figure 2-4A) (Siegel et al., 2009; 

Womelsdorf et al., 2012). From this fit, we obtain three values: T (phase offset, or phase of cosine 

maxima), A (amplitude), and M (overall mean, or offset). The value T is thus the phase at which 

encoding is maximal, relative to the preferred firing phase. To compare the strength of encoding 

across functional clusters, we computed the empirical phase-of-firing gain: 

VXYL = 2 ∗
Z

[
 

 

This quantity represents the difference in encoding between the peak and trough relative 

to the overall encoding strength. A PFG value of 0 implies that phase-of-firing adds no information 

(corresponding to a pure rate code), whereas PFG=1 means that encoding between the peak and 
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trough is 100% stronger compared to the overall encoding strength. To determine if phase 

significantly added information above that of a rate code, we applied a randomization approach. 

For each cell, we first permuted the phase label of each spike, re-ran the GLM, re-fit a cosine and 

extracted the phase-of-firing gain. This procedure was repeated 50 times. The randomized phase-

of-firing gain PFGr was the mean of this distribution. We report on the “excess” phase-of-firing 

gain, defined as the difference between empirical and randomized phase-of-firing gain, which we 

refer to in the manuscript at the Encoding Phase Gain (EPG): 

;VY = VXYL − VXY\  
 

A positive value implies that encoding is modulated by phase above what would be expected by 

chance.  

  

We tested the stability of encoding across phase bins for each neuron (with significant 

rate encoding) by determining the sign of the encoding metric (i.e. before taking the absolute 

value). We found that for the vast majority of cell-LFP pairs (~90%), the sign of the encoding 

metric  was the same for all 6/6 phase bins as for the full model.  

 

 To test the frequency specificity of the EPG, we extended the above analysis to the larger 

6-60 Hz frequency range (Figure 2-4F). We statistically tested the EPG across frequencies using 

the Wilcoxon signrank test. We also tested the degree to which our results may be influenced by 

cue-aligned activity. To this end, we first obtained the average evoked potential for each LFP 

channel, and subtracted this component from individual trials. We then performed all steps of 

the analysis again to compare the original EPG with the EPG free from potential cue-aligned 

biases.  

 

To test whether the  preferred firing phase or relative phase with maximal encoding was 

concentrated above what would be expected by chance, we used the circular Hodges-Ajne test 

(Figure 2-5). To determine whether the phase showing maximal encoding differed from the 

preferred firing phase in each functional encoding cluster, we performed the Median test to test 

if the phase differed from zero (Zar, 2010) (Figure 2-5B).  



 

 
 

28 

We tested how the strength of phase synchronization related to the strength of phase-

of-firing encoding by performing two analysis. First, we compared encoding in cells that showed 

significant spike-phase synchronization to those that did not. For non-synchronizing cells, we 

selected the center frequency with the maximal PPC in the [10 25] Hz range, and computed the 

EPG at this frequency. We compared EPG between locking and non-locking populations using the 

Kruskal Wallis test (Figure 2-4G). Second, we asked whether spike-phase synchrony in different 

trial conditions contained similar information to that of the phase-of-firing. To this end, for each 

encoding cell, we compared trials that were predicted to have the maximal firing rate differences. 

For Outcome encoding, we compared correct versus error trials. For Prediction Error encoding, 

we compared correct trials following error versus following error trials following correct. For 

Outcome History cells, this was errors followed by errors versus correct outcomes followed by 

correct. We took the absolute difference of the PPC between the two conditions, and correlated 

it with the EPG of the respective cell using the Spearman rank correlation. 

 

We also tested whether phase gain depended on the number of bins used to fit the cosine 

function. We performed the analysis for 4, 6, 8, and 10 bins. We used Spearman rank correlation 

to determine if EPG was related to the number of bins, and circular-linear correlation to associate 

the phase of maximal encoding with the number of bins (Zar, 2010). 

 

2.4.12 Cell-type classification and analysis 

To determine if phase-modulated encoding of information differed based on cell type, we 

focused the following analysis on highly isolated single units that showed encoding of learning-

relevant variables and significant, prominent spike-beta locking. Detailed information is provided 

in (Oemisch et al., 2019). Briefly, to distinguish putative interneurons (narrow-spiking) and 

putative pyramidal cells (broad-spiking) in LPFC and ACC, we analyzed the peak-to-trough 

duration and the time for repolarization for each neuron. After applying Principal Component 

Analysis (PCA) using both measures, we used the first principal component to discriminate 

between narrow and broad-spiking cells. This allowed for better discrimination than using either 

measure alone. We confirmed that a two-Gaussian model fit the data better than a one-Gaussian 
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model using the Akaike and Bayesian Information Criterion (AIC, BIC). We then used the two-

Gaussian model to define narrow and broad-spiking populations. 

 

A similar analysis was applied to striatal units to distinguish putative interneurons from 

medium spiny projection neurons (MSN). Here, we use the peak-width and Initial Slope of Valley 

Decay (ISVD) (Berke, 2008; Lansink et al., 2010):  

]^!_ =
!2 − !E.ab

ZKc
 

where VT is the most negative value (trough) of the spike waveform, V0.26 is the voltage at 

0.26 ms after VT, and APT is the peak-to-trough amplitude (Lansink et al., 2010). After PCA and 

two-Gaussian modelling (as described above), we defined two cut-off points. The first cutoff was 

the point at which the likelihood of narrow spiking cells was 3 times larger than the likelihood of 

broad-spiking cells, and vice-versa for the second cutoff. 

 

We compared differences in Encoding Phase Gain between narrow and broad spiking 

neurons using the Kruskal-Wallis test, independently for each area. To clarify, we analyzed spike-

LFP pairs here; thus, the same neuron may be included more than once. 

 

2.5. Results 

Animals performed a feature-based reversal learning task (Oemisch et al., 2019). Subjects 

were shown two stimuli with opposite colors and had to learn which of them led to reward 

(Figure 2-1A). The same color remained associated with reward for at least 30 trials before an 

uncued reversal switched the color-reward association (Figure 2-1B). During each trial, the 

subjects monitored the stimuli for transient dimming events in the colored stimuli. They received 

a fluid reward when making a saccade in response to the dimming of the stimulus with the reward 

associated color, while the dimming of the non-reward associated color had to be ignored. A 

correct, rewarded saccade to the dimming of the rewarded stimulus had to be made in the up- 

or downward direction of motion of that stimulus. This task required covert selective attention 

to one of two peripheral stimuli based on color, while the overt choice was based on the motion 
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direction of the covertly attended stimulus. In 110 and 51 sessions from monkey’s HA and KE, 

respectively, we found that subjects attained plateau performance of on average 80.2% (HA: 

78.8%, KE: 83.6%) within 10 trials after color reward reversal (Figure 2-1C). Using a binomial 

General Linear Model (GLM) to predict current choice outcomes (correct or error outcomes, 

excluding fixation breaks), we found that for both subjects, outcomes from up to three trials into 

the past significantly predicted the current choice’s outcome (Figure 2-1D; Wilcoxon signrank 

test, p<0.05, multiple comparison corrected), closely matching previous findings (Walton et al., 

2010). 

 

 
Figure 2-1. Subjects learned reversals 

(A) Feature-based reversal learning task. Animals are presented with two black/white stimulus gratings 
to the left and right of a central fixation point. The stimulus gratings then become colored and started 
moving in opposite directions. Dimming of the stimuli served as a Go signal. At the time of the dimming 
of the target stimulus, the animals had to indicate the motion direction of the target stimulus by making 
a corresponding up or downward saccade in order to receive a liquid reward. Dimming of the target 
stimulus occurred either before, after or at the same time as the dimming of the distractor stimulus. 
(B) The task is a deterministic reversal learning task, whereby only one color is rewarded in a block. This 
reward contingency switches repeatedly and unannounced in a block-design fashion (C) Accuracy 
relative to block start for monkey HA (orange) and KE (blue). Shaded region represents the standard 
error. Subjects achieved plateau performance within 5-10 trials (D) Median beta coefficients from a 
binomial regression of current outcome as predicted by past outcomes. Shaded region represents the 
standard error. Outcomes up to three trials into the past predicted current outcome (Wilcoxon 
signrank. p<0.05, multiple comparison corrected). (E) Schematic depicting recorded brain areas.  
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2.5.1 ACC, LPFC and STR Neurons Encode Outcomes, their History and their Prediction Error  

To test how previous and current outcomes are encoded at the single neuron level, we 

analyzed a total of 1460 neurons, with 332/227 (monkey HA / KE) neurons in lateral prefrontal 

cortex (LPFC), 268/182 neurons in anterior cingulate cortex (ACC), and 221/230 neurons in 

anterior striatum (STR) (Figure 2-1E, Figure A-1A). These regions have previously been shown to 

encode outcome, outcome history, and prediction error information ((Ito, 2003; Bernacchia et 

al., 2011; Yamada et al., 2011; Lee et al., 2012; Shen et al., 2014; Hikosaka et al., 2017; Oemisch 

et al., 2019). We found multiple example neurons encoding different types of outcome variables. 

Some cells responded differently to correct versus erroneous trial outcomes irrespective of 

previous outcomes (Figure 2-2A), while others responded strongest when the current outcome 

deviated from the previous trials’ outcome (signaling reward prediction error) (Figure 2-2B), or 

when the current outcome was similar to the previous trials’ outcome, i.e. following a sequence 

of correct trials or a sequence of error trials (Figure 2-2C).  

 

We quantified these types of outcome encoding using a LASSO Poisson GLM that 

predicted the spike counts during the outcome period (0.1-0.7 sec after reward onset) and 

extracted the characteristic patterns of beta weights across the past and current trial outcomes 

that distinguished different types of outcome encoding (Figure 2-2D). Neurons that encoded only 

the current trials’ outcome showed large weights only for the current trial (Outcome encoding 

type). Neurons encoding a prediction error showed beta weights for previous trials that were 

opposite in sign to the current trial’s outcome (Prediction Error encoding type). In neurons 

encoding the history of recent rewards, beta weights ramped up over recent trials toward the 

current trial outcome (Outcome History encoding type) (see also insets in Figure 2-2A-C). We 

found in a clustering analysis that these three types of outcome encoding were prevalent in each 

of the recorded brain areas (Figure 2-2E-G, Figure A-1B). Neurons encoding the current outcome 

were the most populous (~59%, 234/384 in monkey HA and 185/329 in monkey KE), followed by 

~26% of neurons encoding Prediction Errors (64/231 in monkey HA and 39/170 in monkey KE) 

and ~32% of neurons encoding Outcome History (76/206 in monkey HA and 33/139 in monkey 

KE) (Figure 2-2E-G; c2 test, p<0.05). The relative frequency of these encoding types did not differ 
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between areas (c2 test, p=0.46). Across the population of neurons in ACC, LPFC and STR we found 

that Outcome, Prediction Error and Outcome History encoding emerged shortly after outcomes 

were received (see Methods, Figure A-1C,D, Wilcoxon signrank test, p<<0.05). Neurons encoding 

Outcome, Prediction Error, or Outcome History showed similar overall firing rates (Figure A-1E; 

Kruskal Wallis test, pLPFC=0.27, pACC=0.58, pSTR=0.35).  

 
Figure 2-2. Outcomes, prediction errors, and outcome history is encoded across the fronto-striatal axis 

(A-C) Examples of Outcome (A), RPE (B), and Outcome History (C) cells. (top) Raster plot for four 
separate trial conditions. Color denotes outcome on the current trial (blue=correct, yellow=incorrect), 
and line style to the previous trial (solid=error, dashed=correct). “C” is correct trials, “E” is error trials. 
The dotted vertical lines represent the time period used for the GLM analysis. (bottom) Time-resolved 
firing rate for the four different trial types. Insets in the top left depict the average GLM beta coefficients 
(see next panel, Methods) (D)  Sketch of general approach. We regressed total spike counts in the [0.1 
0.7] outcome period (dashed vertical lines, panels A-C) against outcomes up to 5 trials into the past 
using a penalized LASSO GLM. Beta coefficients were then clustered to group cells according to their 
most parsimonious functional designation. (E-G) Median normalized beta coefficients for three 
functional clusters in ACC (E), LPFC (F), and STR (G). Shaded regions represent the standard error. On 
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2.5.2 Neuronal Synchronization at 10-25 Hz Beta Band across ACC, LPFC and STR 

We found similar proportions and activation time courses of encoding neurons in ACC, 

LPFC and STR (Figure A-1C,D), which raised the question how these neuronal populations are 

connected. One possibility is that neuronal firing patterns are organized temporally, such that 

spikes in one area phase synchronize to neuronal population activity in remote areas. We 

assessed the degree of phase consistency of neuronal spikes with local field potential (LFP) 

fluctuations in distally recorded areas using the Pairwise-Phase Consistency metric (PPC) (Figure 

2-3A; (Womelsdorf et al., 2010b; Vinck et al., 2011), see Methods). Across all (n=7938) spike-LFP 

pairs, we found a pronounced peak of phase synchronization in the beta band (10-25 Hz) with 

neurons firing on average ~1.15 times more spikes on their preferred (average) phase than at the 

opposite phase (Figure 2-3B). Neurons that encoded outcome variables in their firing rates 

showed similar phase synchrony as neurons not encoding reward outcome information (Figure 

2-3B). Across all pairs, 55% (4320/7938) showed significant phase synchronization within the 10-

25 Hz range (Figure 2-3C; Rayleigh test, p<0.05, see Methods for prominence criteria). Among 

those neurons that showed significant firing rate encoding of Outcome, Prediction Error or 

Outcome History, the most prevalent within-area beta synchrony was evident within the ACC, 

compared to LPFC (One-way ANOVA, p=0.014) or Striatum (p~0) (Figure 2-3D,E). Neurons in ACC 

were also more likely than expected by chance to show between-area spike-LFP synchrony, as 

compared to LPFC (p~0) and STR (p=0.042). There was also a trend for stronger between-area 

synchrony with spikes originating in STR, as compared to LPFC (p=0.058) (Figure 2-3D,F). Testing 

for the reciprocity of beta band phase synchrony showed that ACC spikes phase synchronized 

more strongly to beta in the LPFC than vice versa (p=0.047) (Figure 2-3G). Intra-areal LPFC and 

STR pairs showed statistically indistinguishable spike-phase synchrony strength (p=0.92), as did 

ACC and STR pairs (p=0.26). Similar findings were evident for the strength of inter-areal spike-LFP 

phase synchrony (Figure A-2). Both monkeys showed stronger synchronization for spikes 

originating in ACC compared to LPFC and STR spike output (Figure A-3B). These results show that 

the basis of the pattern of beta weights (see text), each area exhibits “Outcome” cells (yellow), 
“Outcome History” cells (red), and “RPE” cells (blue). (inset) Relative frequency of each functional 
cluster. Outcome cells were the most populous in all three regions (Chi-squared test, p<<0.05). 
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neurons with firing rate information about Outcome, Prediction Error, or Outcome History 

synchronized their firing within and between areas at a characteristic 10-25 Hz frequency range.  

 
2.5.3 Phase-of-Firing at 10-25 Hz Encodes Outcome, Prediction Error and Outcome History 

Neurons that synchronized to the LFP elicit more spikes at their mean spike-LFP phase, 

which we denote as the neurons’ preferred spike phase. This preferred spike-phase might thus 

 

 
Figure 2-3. Spike-phase synchronization in beta band tends to occur in ACC 

(A) We tested for functional connectivity between the ACC, LPFC, and STR. (B) Average PPC effect size 
between distal LFP and spikes at encoding (blue) and non-encoding (orange) spike sites. Shaded area 
represents the standard error. There is a prominent beta peak for both. X-axis is depicted on a log-scale 
for clarity. (C) Proportion of spike-LFP pairs that exhibited significant, prominent locking (see Methods). 
(D) Average inter-areal synchrony between all pairs of areas for signification, prominent beta in the [10-
25] Hz range. Color denotes the average. (E) Mean and standard error contrasting spike-phase locking 
within different areas (diagonal in Fig 2-3D). ACC synchronizes more strongly that either LPFC or STR. 
(F) Same as (E) but for LFPs originating in other areas (i.e. summing across columns, less the diagonals, 
in Fig 2-3D). ACC synchronizes more strongly to distal beta, compared to LPFC or STR. (G) All pairwise 
comparison between regions. ACC spikes lock more strongly to LPFC beta than the inverse.  
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be important to encode information shared among areas of the network (Womelsdorf et al., 

2014b; Fries, 2015). We tested this hypothesis by quantifying how much Outcome, Prediction 

Error, and Outcome History information is available to neurons at different phase bins relative to 

their mean phase. If the phase-of-firing conveys information, then differences in spike counts 

between conditions should vary systematically across phases, as opposed to a pure firing rate 

code that predicts equal information for spike counts across phase bins (Figure 2-4A) 

(Womelsdorf et al., 2012; Hawellek et al., 2016). Figure 2-4B shows an example neuron exhibiting 

phase-of-firing coding (with spikes from ACC and beta phases from STR). This neuron exhibits 

large firing increases on error trials compared to correct trials, but only when considering spikes 

near its preferred spike phase; on the other hand, firing at the opposite phase showed a weaker 

difference. To quantify the phase-of-firing code for all three information types, we selected for 

each neuron the frequency within 10-25 Hz that showed maximal spike-LFP synchrony, 

subtracted the mean (preferred) spike phase to allow for comparison between neurons, and 

binned spikes on the basis of the LFP beta phases. To prevent an influence of overall firing rate 

changes between phase bins, we adjusted the width of each of the six phase bins to have (on 

average) an equal spike count across bins. We then fitted a GLM to the firing rates of each phase 

bin separately to quantify the Outcome, Prediction Error, and Outcome History encoding for each 

phase bin, and compared this phase specific encoding to a null distribution after randomly 

shuffling the spike phases (see Methods). Figure 2-4C illustrates example neurons for which the 

encoding systematically varied as a function of phase (see also Figure A-4). The example spike-

LFP pair from Figure 2-4B encoded the trial Outcome significantly stronger than a rate code in 

spikes near [-p/2, p/2] radians relative to its preferred spike phase and weaker than a firing rate 

code at opposite phases (Figure 2-4C, left); Similar phase-of-firing encoding was evident for 

Prediction Error and Outcome History as independent variable (Figure 2-4C, middle and right 

panels). 
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Figure 2-4. Encoded learning signals are modulated by beta phase 

 (A) Sketch of phase-dependent encoding analysis. Spikes were segregated according to the phase of 
the LFP, with bin limits adjusted such that an approximately equal number of spikes fell within each bin. 
Afterwards, a reduced GLM was run to extract the appropriate functional encoding metric for each 
phase bin. (B) Example cell showing phase-dependent outcome encoding. (i) Raster plot depicting the 
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We estimated the strength of phase modulation of rate encoding for each spike-LFP pair 

as the amplitude of a cosine fit to the phase-binned encoding metric and normalized it by the 

cosine amplitude obtained from fitting the phase-binned metric after randomly shuffling spike 

phases. We refer to this difference of the observed to the randomly shuffled phase modulation 

of encoding as the Encoding Phase Gain (EPG). Of the 877 spike-LFP pairs that significantly 

synchronized in the 10-25 Hz and encoded information in their firing rate, we found that 139 

(16%) spike-LFP pairs showed significant phase-of-firing encoding, i.e. these pairs encoded 

significantly more information in the phase of firing than in their firing rate alone (randomization 

test, p<0.05). A significant EPG was evident for neurons whose average firing encoded Outcome 

(Wilcoxon signrank test, p~0), Prediction Error, (p=0.025), and Outcome History (p=0.016). The 

EPG did not differ between these three functional clusters (Kruskal Wallis test, p=0.86) (Figure 

2-4D). Similarly, EPG was evident for spike-LFP pairs with the spiking neuron in ACC (p~0), in STR 

(p=0.00028), and in LPFC (p=0.015) (Figure 2-4E). EPG differed between areas (Kruskal-Wallis 

test, p=0.016), with ACC showing significantly larger EPG than LPFC (p=0.004), and a similar trend 

when compared to STR (p=0.086). EPG differences were more pronounced when selecting for 

firing of the cell on correct (top) or error (bottom) trials. Color represents firing on the maximal (orange) 
or minimal (yellow) encoding phase. The grey box between [-0.1 0.2] represents spikes that were not 
analyzed due to this window not being used for phase estimation. Vertical dashed lines depict the 
period used for GLM analysis. Horizontal black line splits correct from error trials. (ii) Spike density 
function for correct/error trials, using spikes from the maximal/minimal encoding phase. (iii) The 
difference in firing rate between outcomes for the maximal/minimal encoding phase is visualized as a 
difference. The difference is greater on preferred rather than anti-preferred phases for an extended 
period of time. (C) Example of phase-of-firing encoding for Outcome, RPE, and Outcome History cells. 
Colored dots reflect the encoding metric (derived from model coefficients, see also Methods) for a 
corresponding phase bin. Zero radians corresponds to the preferred (mean) firing phase. Numbers on 
concentric circles are the value of the encoding metric. The grey dotted line represents the encoding 
metric estimated using all spikes, whereas the black dotted line represents the average across many 
permutations of spike phases. The red line is the average direction. Colored border lines represent size 
of the bin. These cells show stronger encoding near the 0 rad. phase, and weaker encoding on opposite 
phases. (D) Median and standard error of the EPG (Encoding Phase Gain) in each functional cluster. All 
clusters showed some evidence of significant phase gain (Wilcoxon signrank test, two-sided, p<0.05). 
(E) Median phase gain for each area. ACC had a higher phase gain than LPFC or STR. (F) Median phase 
gain per frequency for encoding and locking cells (n=877). Phase gain was above chance at [10 20] Hz. 
(G) Median phase gain for spike-LFP pairs (with significant encoding) that showed significant synchrony 
in the 10-25 Hz beta band (n=877), vs. those that did not (n=2500). Non-locking cell showed significantly 
less phase gain compared to locking cells (Wilcoxon ranksum test, p<0.05). 
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each encoding metric the 25% of spike-LFP pairs with the largest EPG. This selection revealed 

stronger EPG encoding of Prediction Error compared to Outcome (p~0) and Outcome History 

(p=~0). Large EPG were found significantly more likely in ACC than in LPFC (p=0.00066) or STR 

(p=0.032). These results were similar in each monkey (Figure A-3C). Encoding designation was 

largely stable across phase bins, with ~90% of spike-LFP pairs exhibiting similar beta coefficient 

signs across all phase bins. EPG did also not depend on the number of bins used (Spearman rank 

correlation, R=0.023, p=0.18). Likewise, EPG was similar for neurons that showed narrow (N) and 

broad (B) action potential waveforms that corresponds to putative distinct cell types with their 

encoding phase gain statistically indistinguishable in the ACC (NN=70, mean=-0.026 ± 0.029; 

NB=48, mean = -0.0047±0.06; Kruskal Wallis test for equal median, p=0.49), LPFC (NN=85, 

mean=0.11 ± 0.04; NB=54, mean = 0.0057±0.080; p=0.28), or STR (NN=37, mean=0.014 ± 0.08; 

NB=41, mean = 0.017 ± 0.11; p=0.40) (see Methods). 

 

2.5.4 Phase-of-Firing Encoding Depends on Significant Synchronization in the Beta Band 

We next tested how EPG related to the strength of synchronization. First, we found that 

EPG was significant at the population level and strongest in the same beta frequency band that 

showed the strongest spike-LFP synchronization (Figure 2-4F; Wilcoxon signrank test, p<0.05). 

Overall, EPG was most prevalent and significantly larger in spike-LFP pairs showing significant 

phase synchronization (Figure 2-4G; Kruskal-Wallis test, p~0). These results indicate that EPG was 

evident when neurons encoded Outcome, Prediction Error and Outcome History in their firing 

rate and when they synchronized at beta band frequencies.  

 

We next asked whether the synchronizing phase that carried information was 

endogenously generated or whether it was externally triggered by the reward onset. We 

calculated the EPG with and without subtracting the reward-onset aligned evoked LFP response 

(see Methods). We found that the EPG was not different with (median=0.0704 ± 0.012 SE) versus 

without (median=0.067 ± 0.016 SE) subtraction of the time-locked, evoked potential, suggesting 

that the beta oscillation events providing informative phases were endogenously generated 

(Kruskal-Wallis test, p=0.90). We also tested whether LFP power variations influenced the phase-
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of-firing encoding but found that the EPG did not correlate with beta band power variations 

(Spearman rank correlation, R=0.051, p=0.13). We did find, however, that EPG was positively 

correlated with the overall firing rate (Spearman rank correlation, R=0.14, p~0), though this did 

not vary by isolation quality (Kruskal Wallis test, p=0.15). 

 

2.5.5 Preferred Spike Phase and Encoding Phase Differ for Prediction Error 

The phase-of-firing encoding so far might be due to stronger spike-LFP synchronization in 

one task condition than in another condition (e.g. in error trials versus correct trials). Such site-

specific selectivity of neuronal synchronization has been reported in previous studies (e.g. 

(Womelsdorf et al., 2010b; Salazar et al., 2012; Antzoulatos and Miller, 2016). To test this 

possibility, we compared spike-LFP synchronization (indexed with the PPC), in those two trial 

conditions that were predicted to have the maximal firing rate difference. For Outcome encoding 

we compared correct vs error trials; for Prediction Error encoding we compared correct trials 

following error versus error trials following correct trials; and for Outcome History encoding we 

compared correct trials following correct, or errors following errors. We then correlated the 

absolute difference in PPC in the beta band between two conditions with the phase-of-firing 

encoding. We found statistically indistinguishable levels of PPC between conditions for neurons 

encoding Outcome (Spearman rank correlation, R=0.038, p=0.35), Prediction Error (R=0.050, 

p=0.58), or Outcome History (R=-0.027, p=0.76).  

 

This result suggests that the strength of phase-of-firing encoding does not follow simply 

from differentially strong spike-LFP phase synchronization. Rather, the spike-phase at which 

neurons maximally synchronize might not always coincide with the spike-phase at which 

encoding of task variables is maximal. Indeed, we often observed that the phase with maximal 

encoding was not at the zero-phase bin, i.e. it deviated from the preferred spike-phase (Figure 

2-4C; Figure A-4). We tested this scenario by first calculating the preferred spike-phase for each 

neuron, and then quantifying the phase with maximal encoding relative to that phase. We found 

that all encoding neurons synchronized on average at similar phases, above what would be 

expected by chance (Hodges-Ajne test; Outcome, average phase: -0.28 ± 0.0034 SE radians, p~0; 
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RPE. average phase: 0.35 ± 0.0034 SE radians, p=0.00084; Outcome History. average phase: -0.68 

± 0.0045 SE radians, p=0.0013) (Figure 2-5A). The preferred spike-phase differed between the 

three encoding classes (Watson Williams test, p~0; each pairwise comparison showed: Watson-

Williams test, p<0.02; Figure 2-5B).  

 

 
 
Figure 2-5.Preferred firing and encoding phase are dissociated in RPE cells 

(A) Proportion of cells with a preferred phase of firing for each encoding cluster. Black lines depict the 
average phase. Outcome (yellow), RPE (blue) and Outcome History (red) cells showed strong evidence of 
phase concentration (Hodjes-Ajne test, p<0.05). (B) Mean preferred phase of firing for Outcome, RPE, and 
Outcome History clusters. Colored patches represent the 95% confidence interval about the mean, 
depicted as a black horizontal line. The distribution of preferred firing phases differed between all 
encoding clusters (Watson-Williams test, p<0.05). (C) Relative encoding phase (where 0 corresponds to 
the preferred phase). Outcome and Outcome History cells did not show an encoding phase preference, 
whereas RPE cells did (Hodges-Ajne test, p=0.0004). Importantly, for these RPE cells, this phase differed 
significantly from 0 (the preferred phase of firing; Median test, p=0.027) (D) Similar conventions as in (B) 
but for the encoding phase. The distribution of encoding phases differed between all three clusters.  

 

Next we quantified for each cluster whether the phases showing maximal encoding were 

consistent across spike-LFP pairs (Figure 2-5C). To this end, we extracted the phase offset from 

our cosine fit, which represents the phase at which encoding was maximal relative to the 

preferred spike-phase. Outcome encoding neurons showed a preferred encoding phase that 

randomly varied across neurons (Hodges-Ajne test, p=0.38), as did Outcome History neurons 
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(p=0.66) (Figure 2-5C). In contrast, Prediction Error encoding neurons significantly encoded at 

similar phase-offsets relative to the neuron’s synchronizing phases (Hodges-Ajne test, p=0.0004 

at -2.76 ± 0.047 SE radians, corresponding to 27 ms at a 15 Hz oscillation cycle), which was 

significantly different than the mean spike phase (Median test, p=0.027). This effect was 

particularly pronounced for Prediction Error cells in ACC (Figure A-5), and was consistent across 

both monkeys (Figure A-3D). The phases showing maximal encoding differed between all three 

functional clusters (Watson-Williams test; p<0.001; Figure 2-5D). These result show that the 

preferred spike phase and the encoding phases are dissociated from one another for all types of 

information. Additionally, for Prediction Error information there was a systematic offset of 

maximal encoding at ~27 ms away from the preferred (mean) spike phase. There was no relation 

between the phase of maximal encoding and the number of bins used (Circular-Linear 

correlation, R=0.013, p=0.76). 

 

We next validated that the dissociation of spike- and encoding- phases was not influenced 

by phase shifts due to differences in the peak oscillation frequencies within the beta band. The 

three sets of neuronal encoding clusters synchronized on average at the same center frequency 

of ~15 Hz (Kruskal Wallis, p=0.34), and showed maximal phase-of-firing encoding at similar 

frequencies (also ~15Hz) (Kruskal Wallis test, p=0.23). Moreover, the frequency showing 

strongest spike-LFP synchronization and the frequency showing maximal encoding phase gain 

matched closely (median frequency ratio: 1 ± 0.019 SE). This similarity of synchronization and 

encoding frequency did not differ on the basis of the functional designation (Kruskal-Wallis test, 

p=0.17), nor the area from which the spikes were sampled (Kruskal Wallis test, p=0.55).  

 

2.6. Discussion 
2.6.1 Summary   

Here, we found a substantial proportion of neurons whose phase-of-firing in the beta 

frequency band conveyed significantly more information about three learning variables than 

their firing rate alone. This encoding phase gain was evident for spikes generated within the ACC, 

LPFC and STR of nonhuman primates in a [0.1 0.7] second period of outcome processing during 
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reversal learning performance. Phase-of-firing encoding was most prominent at the 10-25 Hz 

beta frequency at which spikes synchronized to the local fields across areas. However, the 

strength of spike-LFP phase synchronization could not explain the strength of the phase-of-firing 

encoding. Rather, maximal encoding occurred for many neurons at phases away from the 

preferred spiking phase. The dissociation of spiking- and encoding phases was particularly 

prominent for information about the Prediction Error.   

 

Taken together, these results provide a first report of information multiplexing of learning 

variables at segregated phases of a beta oscillation that is synchronized across medial and lateral 

fronto-striatal loops. These findings suggest that oscillation phases are important carriers of 

information, above and beyond that of a phase-blind firing code. The gain of information through 

phase-specific firing provides an intriguing dynamic code that could link principles of efficient 

neuronal information transmission with the demands of representing multiple types of 

information in the same dynamical neural system.  

 

2.6.2 Distributed Encoding of Learning Variables at a Shared Beta Rhythm Frequency  

We found that three critical variables needed for adjusting behavior are represented in 

segregated neuronal populations not only in their firing rates, but in phase specific firing at a beta 

frequency that is shared among ACC, LPFC and STR. This finding suggests that the beta frequency 

could serve as a primary carrier for the fast distribution of learning related information within 

fronto-striatal networks (Womelsdorf and Everling, 2015; Spitzer and Haegens, 2017). Prior 

studies have shown that ACC, LPFC and STR causally contribute to fast learning of object values. 

With lesioned ACC, rhesus monkeys fail to use outcome history for updating values and show 

perseverative behaviors (Kennerley et al., 2006). Without LPFC, rhesus monkeys fail to recognize 

when a previously irrelevant object becomes relevant, as if they fail to calculate prediction errors 

needed for updating their attentional set (Rudebeck et al., 2017). When the anterior STR is 

lesioned, nonhuman primates tend to stick to previously learned behavior and show a lack of 

sensitivity to reward outcomes (Hikosaka et al., 2017, 2019). These behavioral lesion effects are 

consistent with the important role of each of these brain areas to track the history of recent 
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outcomes, registering newly encountered (current) outcomes, and calculating the 

unexpectedness of experienced outcomes (prediction error). Consequently, our finding of 

segregated neuronal ensembles encoding Outcome, Prediction Error and Outcome History 

complement a large literature that documents how these variables are represented in the firing 

of neurons across fronto-striatal areas.  

 

What has been left unanswered, however, is how this firing rate information about 

multiple variables emerges at similar times and similar proportions across areas. Prior studies 

suggest that firing rate correlations between brain areas are relatively weak and poor candidates 

for veridical information transfer (Kumar et al., 2010; Hahn et al., 2019; Oemisch et al., 2019), 

while temporally aligning the spike output of many neurons to the phases of precisely timed, 

synchronized packets are a theoretically, particularly powerful means in affecting postsynaptic 

neuronal populations (Azouz and Gray, 2003; Fries, 2015; Luczak et al., 2015; Voloh and 

Womelsdorf, 2016; Hahn et al., 2019). Our findings support this notion of a temporal code using 

synchronized oscillations by showing that those neurons that carry critical information in their 

firing rates also tend to synchronize long-range between ACC, LPFC, and STR at a shared 10-25 

Hz beta frequency. This beta frequency is thus a powerful candidate for distributed information 

transfer, because spike output of many neurons is concentrated at the same phase and thus 

activate postsynaptic membranes at similar times. This scenario of beta rhythmic information 

exchange within fronto-striatal networks is supported by previous nonhuman primate studies 

that demonstrated 10-25 Hz beta rhythmic synchronization during active task processing states 

between ACC and LFPC (Womelsdorf et al., 2014a; Voloh and Womelsdorf, 2017; Smith et al., 

2019), between PFC and STR (Antzoulatos and Miller, 2014), between ACC and FEF (Babapoor-

Farrokhran et al., 2017), between LPFC and FEF (Salazar et al., 2012; Antzoulatos and Miller, 

2016), and between lateral PFC or FEF with posterior parietal cortex (Buschman and Miller, 2007; 

Buschman et al., 2012a; Dean et al., 2012; Salazar et al., 2012; Antzoulatos and Miller, 2016). 

Each of these studies have shown short-lived rhythmic long-range synchronization between 

distant brain areas during cognitive tasks at a similar ~15 Hz frequency. Our findings critically 

complement these studies by revealing that 10-25 Hz spike-LFP synchronization is prevalent not 
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only during cognitive processing, but also during the processing of outcomes after attention has 

been deployed and choices have been made. During this post-choice outcome processing, fronto-

striatal circuits are likely to adjust their synaptic connection strength to minimize future 

prediction errors and improve performance (Leong et al., 2017; Hikosaka et al., 2019; Oemisch 

et al., 2019). Our results suggest that this updating utilizes beta rhythmic activity fluctuations 

during the post-choice outcome processing period. 

 

2.6.3 Multiplexing of Information Through Phase-of-Firing Encoding 

Our finding that spiking output carries separable types of information at different phases 

of the same oscillation frequency has potentially far-reaching implications. By finding that 

Outcome, Prediction Error and Outcome History were encoded at separate phases, the neuronal 

spiking activity effectively multiplexes independent information streams at different phases of 

beta synchronized firing. This stands in contrast to prior studies reporting that long-range beta 

rhythmic synchronization between LPFC, ACC or STR in the primate encoded relevant task 

variables via the strength of beta synchrony (Buschman and Miller, 2007; Buschman et al., 2012a; 

Dean et al., 2012; Salazar et al., 2012; Womelsdorf et al., 2014a; Antzoulatos and Miller, 2016; 

Babapoor-Farrokhran et al., 2017). For example, some prefrontal cortex neurons synchronize 

stronger at beta to posterior parietal areas when subjects choose one visual category over 

another (Antzoulatos and Miller, 2016), or when they maintain one object over another in 

working memory (Salazar et al., 2012). These findings are consistent with a communication-

through-coherence schema where upstream senders are more coherent with downstream 

readers when they successfully compete for representation (Womelsdorf et al., 2007; Bosman et 

al., 2012; Fries, 2015). Yet it has remained unclear how such a scheme may operate when 

multiple items must be multiplexed and transmitted in the same recurrent network (Siegel et al., 

2009; Kopell et al., 2011; Akam and Kullmann, 2014; Palminteri et al., 2015; Khamechian et al., 

2019). Computationally, the multiplexing and the efficient transmission of information can 

operate in tandem when the temporal organization of activity is exploited at the sending and 

receiving site (Buzsáki, 2010; Kumar et al., 2010; Luczak et al., 2015; Hahn et al., 2019). 

Consequently, selective synchronization between distal sites could be leveraged to enhance 
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transmission selectivity, whereas temporally segregated information streams could enhance 

transmission capacity (McLelland and VanRullen, 2016). Our results resonate with this view by 

showing that neurons that synchronize long-range at one oscillation phase carries information of 

any of three learning variables at phases systematically offset from the synchronizing phase.  

 

By finding evidence for such a temporal multiplexing in the beta frequency band we 

critically extend previous reports of phase encoding of information for object features, object 

identities, and object categories at theta, alpha and gamma frequencies (Siegel et al., 2009; 

Kayser et al., 2012; Turesson et al., 2012; Womelsdorf et al., 2012). In our study, the beta 

rhythmic phase-of-firing multiplexing applied to complex learning variables that were needed to 

succeed in the behavioral learning task. In particular, the presence of reward prediction error 

information provides a critical teaching signal that indicates how much synaptic connections 

should change to represent future value expectations more accurately (Leong et al., 2017; 

Oemisch et al., 2019). Our results suggest that this updating can utilize spike-timing dependent 

plasticity mechanisms that are tuned to firing phases ~27 ms away from the preferred 

synchronization phase in the beta frequency band. How such a temporal organization in the beta 

band is used in the larger fronto-striatal network will be an important question for future studies.  

 

So far, evidence in humans and rodents suggested that processes linked to beta frequency 

activity during the evaluation of outcomes support the detection of errors and the updating of 

erroneous internal predictions (Howe et al., 2011; Tan et al., 2014b). In fact, there have been 

conflicting views on whether beta oscillations related to outcome signals are more likely to reflect 

a weighted integration of recent outcomes, or the unexpectedness of the current, observed 

outcome relative to recent outcomes (Howe et al., 2011; Tan et al., 2014a). Our findings reconcile 

these viewpoints by documenting that encoding of Outcome History weights and of Prediction 

Errors coexist in the same circuit at the same oscillation frequency in phase dependent firing of 

single neurons.  
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2.6.4 Neuronal Mechanisms underlying Phase-of-Firing Multiplexing   

We found that the beta phase allowing maximal encoding of Prediction Errors was offset 

~27 ms on average from the phase at which most spikes synchronized to the local fields. Such a 

dissociation of spike-phase and encoding-phase has been reported previously for the beta 

frequency band in parietal cortex, where maximal information of joint saccadic and joystick 

choice directions were best predicted by spike counts at ~50 degree away from the preferred 

beta spike phase (Hawellek et al., 2016). Such phase offsets underlying maximal encoding in 

parietal cortex as well as in ACC, LFC and STR in our study provide constraints on the possible 

circuit mechanisms that permit temporal segregation of inputs streams through phase specific 

oscillatory dynamics (Akam and Kullmann, 2014). One possible circuit mechanism that 

implements and utilizes multiplexed information streams through phase specific firing has been 

described and computationally modelled specifically for the low 10-20 Hz frequency range 

(Kopell et al., 2011; Gelastopoulos et al., 2019). This work suggests that distinct sets of pyramidal 

neurons can encode distinct input streams in their firing phases at 10-20 Hz beta phases when 

these inputs streams arrive with a phase offset to each other, e.g. when they arrive sequentially 

in time. According to this schema, a first input stream activates pyramidal neurons in deep 

cortical layers that feed information to superficial layers whose interlaminar inhibitory 

connections closes an interlaminar reverberant loop of activity. This interlaminar ensemble 

follows a beta activity rhythm due to cell specific dynamics that maintains the beta-phasic firing 

of active neurons (Kopell et al., 2011; Womelsdorf et al., 2014b). When a second input stream 

activates another set of pyramidal cells within the same beta rhythmic neural population, the 

input timing of that second stream was maintained at a different phase than the phase of the 

first activated ensemble (Gelastopoulos et al., 2019). The parallel coding of information at a 

common beta rhythm in these models provide a qualitative proof of concept about phase specific 

encoding of multiple types of inputs in larger beta rhythmic ensembles, and suggests their 

mechanistic realization (Gelastopoulos et al., 2019). Based on our results we predict that the set 

of neurons encoding current Outcomes, Prediction Errors and Outcome History will emerge 

earliest in deep ACC and LPFC layers that are associated with prominent beta rhythms (Bastos et 

al., 2018) and then transmit to superficial layer neurons to form an interlaminar beta rhythmic 
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ensemble multiplexing different types of information at the same shared beta frequency 

oscillation. Future work needs to specify how such multiplexing ensembles can transform inputs 

to generate novel representations.  

 

In summary, we have documented that learning variables are encoded at separable 

phases of firing of neurons that synchronize long–range across primate fronto-striatal circuits. 

These phase encoding neurons also carried information in overall firing rate modulations which 

clarifies that an asynchronous rate code and a synchronous temporal code coexist in the same 

circuit (Kumar et al., 2010). By exploiting the temporal structure endowed in long–range neuronal 

synchronization our findings suggest how neuronal assemblies in one brain area could be read 

out from neural assemblies in distally connected brain areas (Singer and Gray, 1995). This phase-

of-firing schema entails key features required from a versatile neural code including the efficient 

neural transmission and the effective representation of variables needed for adaptive goal 

directed behavior (Perkel and Bullock, 1968). 
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Chapter 3 

Surprise Signaled by Spiking on Unexpected Phases of Beta Oscillations in Anterior Cingulate 

and Prefrontal Cortex 

3.1. Abstract 

Information about outcome unexpectedness, or surprise, is distributed across frontal 

circuits, and guides feature-value updating for the purpose of flexible learning and behavioral 

adjustment. A rich body of literature delineates how changes in average firing rates track the 

degree of surprise. During outcome processing, spikes synchronize to population level beta-

rhythmic activity, suggesting that surprise may also be signaled by deviations from expected 

synchronizing phases. We tested this hypothesis in a network comprised of the anterior cingulate 

and prefrontal cortices of nonhuman primates during reversal learning of feature values. We 

observed that the phase of a beta frequency oscillation at which neurons were active was related 

to the degree of surprise. Importantly, learning speed across behavioral sessions was highest 

when neurons signaled surprise on anti-preferred phases, and when surprise was modulated 

more strongly as a function of phase. This effect was particularly pronounced for putative 

excitatory cells, rather than inhibitory cells, specifically during faster learning sessions. Taken 

together, our results provide a first account suggesting that spiking at unexpected phases signals 

unexpected outcomes in order to enhance learning performance.  

 

3.2. Introduction 

The anterior cingulate cortex (ACC) and lateral prefrontal cortex (LPFC) are key structures 

that are involved in learning feature values and flexibly guiding behavior to optimize reward. To 

achieve such flexibility, feature values can be updated during learning by comparing expected 

and observed outcomes (Balcarras et al., 2016; Leong et al., 2017). The discrepancy between 

these is a reward prediction error. Previous work has shown that changes in the firing rate of 

neurons can be used to signal such deviations (Schultz et al., 1997; Oemisch et al., 2019). 
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The implicit assumption of this work is that a downstream reader is sensitive to changes 

in the distributional properties (i.e. mean) of neuronal firing rates, constituting a firing rate code. 

Alternatively, information can be conveyed not only by firing rates, but also by the phase of an 

underlying population rhythm at which spikes occur (a phase-of-firing code) (Kayser et al., 2009; 

Womelsdorf et al., 2012; Onorato et al., 2019). In addition, we have recently observed that 

neurons that carry prediction error information tend to encode such information on the opposite 

phase at which they tend to fire (Voloh et al., 2019a). This suggests a novel form of prediction 

error encoding, namely, one based on the phase-of-firing. In this proposed framework, a 

downstream reader is sensitive to the circular distribution of firing phases; thus, deviations from 

expectations can be signaled by firing on the unexpected (anti-preferred) phase. 

 

If anti-phase firing does indeed signal reward prediction errors, then they should have a 

concomitant role in learning. Indeed, band-limited activity, particularly in the beta (10-30 Hz) and 

gamma (30-60 Hz) range, are key rhythms linked to the feedforward and feedback flow of 

information (Bastos et al., 2014; Kerkoerle et al., 2014; Womelsdorf and Everling, 2015). Such 

rhythms are thus prime candidates for carrying prediction error information (Bastos et al., 2012). 

Indeed, a recent study has shown that stimulation at pro- or anti-phases of endogenous beta can 

lead to long term potentiation or depression, respectively, at synapses (Zanos et al., 2018), in line 

with earlier studies showing similar effects (Stanton and Sejnowski, 1989; Hyman et al., 2003; 

McCartney et al., 2004; Wespatat et al., 2004). Thus, aligning spike firing to specific phase of 

endogenous oscillations may subserve the reorganization of synaptic weights to promote 

learning, weakening those that lead to poor outcomes and strengthening those that lead to good 

outcomes. 

 

To this end, we analyzed recordings in the LPFC and ACC while macaques performed a 

feature-based reversal learning task (Oemisch et al., 2019). We found that during outcome 

processing, the degree of unexpectedness – estimated using a best-fitting reinforcement learning 

model that weights feature values (Oemisch et al., 2019) – was associated with spiking on specific 

phases of a beta rhythm. The specificity and sensitivity of spike-phases signaling outcome 



 

 
 

50 

unexpectedness was associated with the speed of learning, and was particularly prominent for 

putative excitatory cells. These preliminary findings suggest that outcome unexpectedness can 

be signaled by spikes occurring on unexpected firing phases. 

 

3.3. Methods 

Analysis was performed in Matlab 2019a using custom software. 

 

3.3.1 Task and Recordings 

Task and behavior are as described in Chapter 2. This was a feature-based reversal 

learning task (Oemisch et al., 2019). Here, we focus analysis on the ACC (area 24) and LPFC (area 

46, 8, 8a). Correct outcomes were those where the monkey reported the correct motion of the 

target stimulus. Error responses were made to the incorrect stimulus, or in the incorrect response 

window.  

 

3.3.2 Expectation Maximization Algorithm 

 To identify which trial in a block monkeys showed statistically reliable learning, we 

modelled the trial-by-trial outcomes using the Expectation Maximization Algorithm (Smith et al., 

2004, 2005, 2007). This framework describes the learning process as a hidden Markov process 

and is updated on each trial. The algorithm assumes the perspective of an ideal observer that 

takes into account all trial outcomes in a block in order to estimate the probability of a correct 

outcome on individual trials, and the attendant confidence intervals. We defined a learning trial 

within a block as the earliest trial where the lower confidence bound exceeded chance 

performance (p=0.5). We defined the learning speed LS as the average learning trial across blocks 

within a session. 

 

3.3.3 Behavioral Modelling 

 We modelled subjects choice behavior using a feature-selective reinforcement learning 

algorithm with decay, which best described subjects behavior when compared to other 
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reinforcement learning algorithms or Bayesian models (Oemisch et al., 2019). The full details are 

described in (Oemisch et al., 2019), but we briefly describe here the most salient points. 

 

 This model assigns values to features that define each stimulus, which include the location 

(left, right), motion direction (up, down), and color (1, 2). Each of these features was assigned an 

index i and has an associated value Vi. After receiving an outcome R (0 for unrewarded trials, 1 

for reward), values were updated according to: 

 

!4,2dJ = !4,2+ 	e(-2 − !4,2 )																						;T. 1	
 

For all three features i that corresponded to the chosen stimulus. The term (-2 − !4,2 ) is the 

reward prediction error, scaled by the learning rate e. Feature values associated with the 

unchosen stimulus were updated according to the equation:  

 

!4,2dJ = (1 − f)!4,2 																						;T. 2	
 

Where f  is a decay parameter. Thus, if learning occurs, the value of the feature Vi will converge 

to the true value after many iterations.  

 

3.3.4 Spectral decomposition and spike-LFP phase synchronization 

We focused our analysis of spike-phase synchrony between pairs of distally recorded 

sites, thus obviating any concerns of spike energy bleeding into the LFP (Zanos et al., 2011). We 

considered frequencies from 6 Hz to 64 Hz. For frequencies from 6-30Hz, the resolution was 1 

Hz, and above that it was 2Hz. For every frequency F, we determined the spike-LFP phase by 

extracting an LFP segment centered on the spike of length 5/F (i.e. 5 cycles). Spectral 

decomposition was done via an FFT after applying a Hanning taper. This procedure was applied 

to the post-outcome period [0.1 1] sec. 

 

The strength of spike-LFP synchronization was quantified using the pairwise phase 

consistency (PPC), which is unbiased by the number of spikes (Vinck et al., 2011). The PPC is 
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quantified on the basis of pairwise differences between spike-phases. If spikes tend to fire on 

specific phases, phase difference will be concentrated, and thus the PPC will take on a high value, 

whereas if spikes are distributed randomly relative to the LFP phase, phase differences will be 

random and the PPC will tend towards zero.  

 

We determined the frequency at which spike-LFP phase synchronization was significant 

by determining peaks in the PPC spectrum. A cell was said to synchronize to a particular 

frequency if the following criteria were met: Peaks had to be (1) above a threshold of 0.005, (2) 

show a minimum prominence of 0.005, and (3) show significant Rayleigh test (i.e. phase 

concentration). 

 

3.3.5 Relating learning speed with the phase of firing 

To reiterate, the fundamental hypothesis underlying this study is that surprise may be 

signaled on anti-preferred firing phases (see Figure 3-2). If this is the case, then we may also 

expect that deviations from this would be detrimental to learning. To this end, we first modelled 

the relationship of surprise to spike phases, and then related these model parameters to learning 

speed. 

As schematized in Figure 3-2A, spikes locking to distal LFP phases are defined by two 

characteristics. First, surprise may be signaled if the degree to which spikes lock to specific phases 

changes. Second, surprise may be signaled by spikes that occur away from the preferred firing 

phase. The preferred firing phase can be conceptualized as the phase at which a distal reader 

expects spikes to arrive. To this end, for each trial that was part of a learned block as defined by 

the EM algorithm (see above), we extracted (1) the surprise S (absolute RPE as derived from the 

RL model), and (2) the mean phase of spiking (thus obviating any concerns of firing rate 

differences affecting the results). We subtracted the mean firing phase of the cell (for each 

frequency) to extract the relative firing phase. We then used a linear-circular model to predict S 

as a function of the modal (relative) firing phase (Fisher, 1993; Shumway and Stoffer, 2017): 

 

^ = Z ∗ OgC(# − h)																					;T. 3	
 



 

 
 

53 

Where A represents the amplitude, x is the modal phase, and h represents the phase offset (i.e. 

the phase at which S is maximal). Using a trigonometric identity, this can be written as: 

 

^ = Z ∗cos	(h) OgC	(#) 	− Z ∗ CPl	(h)	CPl	(#)																						;T. 4		
^ = 1JOgC	(#) 	+ 1aCPl	(#)		

Where: 

1J = Z ∗ OgC(h)																						;T. 5		
1a = −Z ∗ CPl	(h)																						;T. 6		

 

In its linear form, we can now apply standard regression techniques to estimate 1J and 1a. Using 

these equations, we can solve for h and A: 

h = A%Al p
1a

1J
q 																						;T. 7	

Z = CTU%(1J
a +	1a

a)																					;T. 8	
 

The term A represents the spike-surprise sensitivity, whereas h represents the spike-surprise 

specificity. We analyzed spike-LFP pairs where we could estimate the modal phase for at least 20 

(learned) trials.  

 

With these two parameters in hand, we then determined how spike-surprise was related 

to learning speed. To this end, we used a linear mixed effects model, with individual estimated 

parameters A and h as fixed effects and subject as random effect: 

 

t^ = 1uZ + 1><GOgC	(h) 	+	1G4vCPl	(h) 	+ (1|CxByNO%)																					;T. 9	
 

This model thus describes how learning speed varies as a function of the spike-surprise sensitivity 

A, and specificity h. To specify and clarify the influence of spike-surprise specificity on learning 

speed, we used equation 5-8 to extract (1) the degree of influence, Alearning, and (2) the phase at 

which this effect was maximal, h{@|Hv4v}. To assess significance, we extracted the minimum p-

value associated with either the  1><G or 1G4v terms. 
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 Finally, to determine the frequency at which spike-surprise sensitivity influenced learning 

speed, we performed this analysis for all frequencies in the 6-64 Hz range. 

  

3.3.6 Testing for uniqueness of spike-surprise 

 We further tested spike-surprise sensitivity and specificity in two important ways. First, 

we fit modal spike phases on each trial with the value of the chosen stimulus (instead of the 

surprise), and extracted parameters A and h, representing spike-value sensitivity and specificity, 

respectively (Eqn. 5-8), before relating it to learning speed (see Eqn. 9). We then compared the 

efficacy of spike-value or spike-surprise sensitivity to predicting the session-wide learning speed 

with a (reduced) linear mixed effects model, using sensitivity as the fixed effect and monkey as 

the random effect. We then extracted the Akaike Information Criterion (AIC) for each model, and 

compared the difference to determine if surprise or value better predicted learning speed. In a 

separate analysis, we repeated this procedure but comparing spike-surprise and spike-value 

specificity. 

 

 In a second analysis, we tested if spike-surprise sensitivity/specificity were unique in time. 

To this end, we repeated the analysis in a [-1 0] sec. pre-outcome period, and extracted Apre and 

h~H@. We then asked if specificity or sensitivity changed between the pre- or post-outcome 

period. We describe the procedure for specificity first. Because phases may shift with frequency, 

we could not simply average across frequencies. To this end, we first took the pairwise difference 

in each frequency in a [10 25] Hz beta band. Then, for each frequency, we conducted a Hodges-

Ajne omnibus test, and extracted a test statistic Z which was the average across frequencies. To 

assess significance, we performed a permutation test, by first permuting the label “pre” or 

“post”, and then repeating the analysis 1000 times. The significance of the test statistic Z was 

assessed in reference to this null distribution. For the sake of coherence, we performed the same 

analysis on spike-surprise sensitivity, but using a Wilcoxon signrank test instead.  
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3.3.7 Cell type classification 

To determine if phase-modulated encoding of information differed based on cell type, we 

focused the following analysis on highly isolated single units that showed encoding of learning-

relevant variables and significant, prominent spike-beta locking. Detailed information is provided 

in (Oemisch et al., 2019). Briefly, to distinguish putative interneurons (narrow-spiking) and 

putative pyramidal cells (broad-spiking) in LPFC and ACC, we analyzed the peak-to-trough 

duration and the time to repolarization for each neuron. After applying Principal Component 

Analysis (PCA) using both measures, we used the first principal component to discriminate 

between narrow and broad-spiking cells. This allowed for better discrimination than using either 

measure alone. We confirmed that a two-Gaussian model fit the data better than a one-Gaussian 

model using the Akaike and Bayesian Information Criterion (AIC, BIC). We then used the two-

Gaussian model to define narrow and broad-spiking populations. 

 

A similar analysis was applied to striatal units to distinguish putative interneurons from 

medium spiny projection neurons (MSN). Here, we use the peak-width and Initial Slope of Valley 

Decay (ISVD) (Berke, 2008; Lansink et al., 2010):  

]^!_ =
!2 − !E.ab

ZKc
 

where VT is the most negative value (trough) of the spike waveform, V0.26 is the voltage at 

0.26 ms after VT, and APT is the peak-to-trough amplitude (Lansink et al., 2010). After PCA and 

two-Gaussian modelling (as described above), we defined two cut-off points. The first cutoff was 

the point at which the likelihood of narrow spiking cells was 3 times larger than the likelihood of 

broad-spiking cells, and vice-versa for the second cutoff. 

 

We compared differences in spike-surprise sensitivity between narrow and broad spiking 

neurons using the Kruskal-Wallis test, independently for each area, while differences in spike-

surprise specificity were assessed with a Watson-Williams test (Zar, 2010). To clarify, we analyzed 

spike-LFP pairs here; thus, the same neuron may be included more than once. 
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3.4. Results 
3.4.1 Behavioral 

 Animals performed a feature-based reversal learning task (Figure 3-1A; (Oemisch et al., 

2019)). On each trial, they were shown two stimuli, each of which were composed of three 

features, namely the color, location, and motion direction (Figure 3-1B). Animals were rewarded 

if they responded to the motion associated with a rewarded color. Color reward associations 

were reversed without cue (Figure 3-1C). Average subject performance aligned to block reversals 

indicated that they were able to re-learn color-reward contingencies (Figure 3-1E). Using ideal 

observer statistics, we determined that animals were able to learn the new reward association 

within 15.2 ± 0.97 / 18.2 ± 1.17 trials on average in each session (Figure 3-1F; monkey H/K).  

 

 To determine the effect of surprising outcomes on choice behavior, we modelled animal 

choice behavior using a reinforcement learning algorithm that updated feature values of chosen 

stimuli and decayed values associated with unchosen stimuli (Figure 3-1G). This model was 

chosen as it best described the animals’ choices (Oemisch et al., 2019). As expected, we found 

that surprise (i.e. the absolute reward prediction error) was highest immediately following 

reversals, and decayed as the animals learned which color was rewarded (Figure 3-1H). This 

corroborates previous reports that information related to feature dimension as well as individual 

feature values contribute to performance (Niv et al., 2015; Balcarras et al., 2016; Leong et al., 

2017; Oemisch et al., 2019). 

 

 Next, we were interested in discerning how outcome unexpectedness is related to the 

variability in session-wide learning performance (Figure 3-1F). To this end, we split the data into 

“fast” and “slow” sessions, defined as the top or bottom 50th percentile of learning performance, 

to determine the evolution of surprise during learning (Figure 3-1I). We observed that on slow 

sessions, surprise decayed more slowly as compared to fast sessions. Intriguingly, we also 

observed that surprise was higher on the first trial following the reversal in fast sessions (0.78 ± 

0.014 SE), as compared to slow sessions (0.74 ± 0.16 SE; T-test, p=0.042; Figure 3-1I inset). This 

suggests that on slower sessions, animals were less attuned to surprising outcomes, particularly 

following reversals, and were thus slower to re-learn color-reward associations. 
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Figure 3-1. Subjects were less sensitive to surprising outcomes in slow learning sessions 

 (A) Feature-based reversal learning task. Animals are presented with two black/white stimulus gratings 
to the left and right of a central fixation point. The stimulus gratings then become colored and started 
moving in opposite directions. Dimming of the stimuli served as a Go signal. At the time of the dimming 
of the target stimulus the animals had to indicate the motion direction of the target stimulus by making 
a corresponding up or downward saccade in order to receive a liquid reward. Dimming of the target 
stimulus occurred either before, after or at the same time as the dimming of the distractor stimulus. 
(B) Each stimulus is defined by three features; color, location, and direction of motion. (C) The task is a 
deterministic reversal learning task, whereby only one color is rewarded in a block. This reward 
contingency switches repeatedly and unannounced in a block-design fashion. (D) Schematic depicting 
brain areas used in this present study. (E) Accuracy relative to block start for monkey HA (orange) and 
KE (blue). Shaded region represents the standard error. Subjects achieved plateau performance within 
5-10 trials (F) Distribution of learning speed (mean learning trial) across sessions for each individual 
monkey. (G) Reinforcement learning algorithm weighting feature dimensions. Parameters alpha, beta, 
omega, and eta (α, β, ω, and η) represent the feature weighting, selection noise, decay rate, and 
learning rate, respectively. (H) Mean and standard errors of surprise (absolute PE) on each trial aligned 
to reversals. Both monkeys exhibit a gradual decrease in surprise as the block progresses (I) Same as 
(H), but split into fast (top 50%, solid line) and slow (bottom 50%, dotted line) learning sessions. Surprise 
decreased even more gradually on slow learning sessions. Surprise was also lower on the first trial 
following a reversal (inset). 
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3.4.2 Spikes synchronizing to distal beta signal surprise  

 The behavioral results suggest that the representation of surprise may be degraded on 

sessions with slower overall learning. In a previous study, we have shown that deviations from 

expectations are best signaled by spikes falling specific phases of a beta rhythm (Chapter 2; 

(Voloh et al., 2019a)). Importantly, we also observed that information gain was highest for phases 

that deviated away from the preferred firing phase of cells. Thus, we reasoned that that spike-

phase synchrony may be a good candidate for signaling surprise, and that when the relationship 

between spikes and surprise was degraded, learning would be impeded. 

 

Our hypothesis is schematized in Figure 3-2A. As animals’ performance increases, 

outcome surprise decreases. There are three possibilities for how the spikes synchronizing to 

oscillatory activity may relate to the signaling of surprise. The null hypothesis is that there is no 

relationship; thus, surprise (as derived from the model) would be equivalent across spike-phases. 

Alternatively, if spikes do indeed signal surprise, then we may expect that spikes concentrated 

on specific phases tend to occur during particularly surprising (or unsurprising) trials. We term 

the degree to which spike phase predicts trial unexpectedness as spike-surprise sensitivity, 

corresponding to the “A” term in equation 3. The phase at which surprise is maximal relative to 

the preferred phase is termed the spike-surprise specificity, and corresponds to the	h in equation 

3. Spike-surprise sensitivity and specificity are somewhat dependent; if there is no sensitivity, 

then there can be no specificity.  

 

 As a first step, for each cell-LFP pair (n=3600), we modelled the relationship of surprise 

(i.e. absolute RPE derived from the model) and the modal spike phase on each trial (see 

Methods). Figure 3-2B shows two example cell-LFP pairs with a characteristic relationship 

between the modal spike phase and surprise. Both examples show a high degree of spike-surprise 

sensitivity, with higher RPEs occurring on specific modal phases. However, they differ in their 

spike-surprise specificity; the example in the top panel signals surprise approximately on the anti-

preferred firing phase, whereas the example on the bottom signals surprise specifically on the 

preferred phase.    



 

 
 

59 

We hypothesized that variation in the spike-surprise sensitivity and specificity may 

underlie variation in learning speed across sessions (Figure 3-2C). Either sensitivity or specificity 

may signal surprise. Decreased spike-surprise sensitivity would result in a poorer representation 

of outcome unexpectedness, thus resulting in slower learning rate. On the other hand, spike-

surprise specificity may best signal surprise when spikes occur on phases that maximally deviate 

from the expected firing phase. Thus, spikes falling near the expected firing phase would result 

in slower learning, whereas spikes closer to unexpected phases would improve learning speed. 

 
To test the hypothesis that spike-surprise sensitivity and/or specificity may underlie 

session-wide learning speed, we used a linear mixed effects model (Figure 3-2D, equation 9). 

Fixed effects included the parameters A and h, corresponding to spike-surprise sensitivity and 

specificity, respectively, with subject as a random effect. We performed this analysis for LFP 

phases for each frequency in a 6-64 Hz range (Figure 3-2E). We found spike-surprise predicted 

learning speed in a ~10-25 Hz range, with particularly pronounced significant effects at 

frequencies centered around 14 and 25 Hz (Figure 3-2E). This suggests that spikes falling on 

specific phases may signal surprising outcomes, and thus improve learning performance, in line 

with our previous work (Chapter 2; (Voloh et al., 2019a)). 

 

In a similar beta band, maximal spike-surprise sensitivity A predicted learning sessions 

that were ~5 trials faster on average (Figure 3-2F). The average sensitivity in the 10-25 Hz beta 

band was 0.077 ± 0.00052 SE. In a similar vein, spike-surprise specificity h also predicted faster 

learning speed. Because there are two terms in our model related to this factor, we first visualized 

the effect in relation to a “test phase” corresponding to the anti-preferred phase of h (Figure 

3-2G). This revealed that learning speed was faster by about ~0.5 trials when spikes on surprising 

trials were concentrated on anti-preferred phases. Figures 3-2H show the full characterization in 

terms of the strength of the effect (Figure 3-2Hi), the phase at which it was maximal (Figure 

3-2Hii), as well as the actual beta weights associated with the terms related to spike-surprise 

signaling (Figure 3-2Hiii-iv). In agreement with our analysis showing the anti-preferred phase 

resulted in faster learning, we can see that learning is predicted to be slower (Figure 3-2Hi) at 

phases near the cell preferred firing phase (Figure 3-2Hii). In summary, spikes locking to beta 
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oscillations showed spike-surprise sensitivity (Figure 3-2F) and specificity (Figure 3-2G) that 

predicted session-wide learning speed, suggesting a potentially novel mechanism for signaling 

surprise during feature-based reversal learning.  

 
Figure 3-2. Spikes synchronizing to beta phases signaled surprise that predicted learning speed 
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(A) Possible relationship of spike-phases and surprise. As subjects learn rewarded features, accuracy 
increases and surprise decreases. The null hypothesis is that spikes are distributed randomly on surprising 
or unsurprising trials. Alternatively, spikes may concentrate on particular phases as a function of the 
degree of outcome unexpectedness. The degree to which spike phases signal surprise is the spike-surprise 
sensitivity A. The relative phase at which surprise is highest is the spike-surprise specificity θ. (B) Example 
neurons showing a high degree of spike-surprise sensitivity. Surprise values were binned according to the 
modal phase during the outcome processing period on that trial. We used 8 non-overlapping phase bins 
to visualize the effect. Grey bars represent the mean and standard error. The black overlaid curve 
represents the fitted cosine. Spike surprise specificity differed for these two cells, with high surprise 
signaled on anti-preferred phases (top) or preferred firing phases (bottom). (C) Spike-surprise sensitivity 
or specificity may signal surprise. Thus, degraded representation of surprise would result in slower 
learning, shifting the learning point to the right. (D) Linear-mixed effects model describing how the 
learning speed varies as a function of surprise signaled by spike phases. (E)  F-statistic for the model in (D) 
with spike-phases estimated at each frequency. Black line is the actual observed value, and the red is 
smoothed curve (5 samples) visualizing the gross trends. Black horizontal bars above the line denote 
significant model fits (p<0.05). (F) Value and error associated with the beta coefficient for the spike-
surprise sensitivity parameter A. (G) Output of terms corresponding to spike-surprise specificity θ, for a 
test input of θ=π (corresponding to anti-preferred phase firing. (H) Estimates of the strength of the spike-
surprise specificity (i) and the phase at which these effects are maximal (ii). These are derived from beta 
coefficients, represented in (iii-iv). 

 

3.4.3 Phase specificity signals surprise, not value 

Up to this point, we have analyzed spike in relation to surprise, leaving open the question 

if spike phases are more attuned to other learning variable. One possibility is that spike-phases 

may be more related to the value of the chosen stimulus, which is highly correlated with surprise 

(Pearson correlation, R=-0.50, p=0). To this end, we first determined the spike-value sensitivity 

and specificity for each cell-LFP pairs, and then used these variables to predict learning speed (as 

above) (Figure 3-3). We found that this model could predict learning speed in the same beta 

band, as well as a theta (centered at 7Hz) and gamma (50 Hz) band (Figure 3-3A). This effect was 

driven primarily by spike-value sensitivity (Figure 3-3B), but not specificity (Figure 3-3C), 

suggesting that sensitivity and specificity may signal two separate streams of information. To test 

this hypothesis, we fit a reduced model to spike-value or spike-surprise specificity/sensitivity 

(Figure 3-3D), and extracted the AIC to aid in model comparison. We found that in the beta band, 

spike-surprise, rather than spike-value, specificity better predicted learning speed (Figure 3-3D, 

left) in a beta band. The inverse was true for sensitivity (Figure 3-3D, right). This suggests that 

sensitivity and specificity may carry information related to value and surprise, respectively. 
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 In line with these results, we found that spike-surprise sensitivity was indistinguishable 

between pre and post outcome periods (randomization test, p=0.78), whereas specificity differed 

between pre and post-outcome periods (p=0).  

 

3.4.4 Spike-phase synchrony and rate changes predict spike-surprise sensitivity 

Previous studies on phase shifting have indicated that spikes are more likely to shift phase 

in relation a stimulus property when the overall level of spike-phase synchronization is low (Vinck 

 
Figure 3-3. Surprise is better signaled by spike specificity, and value by sensitivity 

(A) Same as in Figure 2D-E, but estimating sensitivity and specificity using the (model-derived) value of 
the chosen object. Significant effects are evident in theta, beta, and gamma bands (p<0.05). (B) Influence 
of spike-value sensitivity on learning speed. The effects in (A) can be traced to the effect of sensitivity. (C) 
The influence of spike-value specificity (see Eqn. 5-8), visualized in terms of the strength of the effect (top) 
and the phase at which the effect is maximal (bottom). There are no significant effects. (D) (top) Model 
comparison of spike-value vs surprise specificity in predicting learning speed. Spike-surprise specificity 
better predicted learning speed. (bottom) On the other hand, spike-value sensitivity better predicted 
learning speed. 
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et al., 2010a). Intuitively, this makes sense; spike-phase locking would be maximal if spikes only 

lock to a single phase, thus preventing shits in relation to surprise. Inspired by this, we next tested 

the relationship of spike-phase synchronization with the spike-surprise sensitivity in a [10 25] Hz 

band corresponding to beta. We found that the two were negatively correlated (Spearman R=-

0.11, p~0), indicating that when spike-phase synchronization is low, spikes span a wider range of 

phases and are more tightly linked to the degree of outcome unexpectedness. In a related 

analysis, we tested if changes in firing rate could predict spike-surprise sensitivity. To this end, 

we first correlated firing rates on individual trials in the outcome period with surprise, and 

extracted the Spearman Rho. We found that Rho and spike-surprise sensitivity were modestly 

but significantly correlated (Spearman R=0.039, p=0.019). Taken together, these results 

tentatively suggest that firing rate intensity may be converted into a phase-of-firing code (Buzsáki 

and Draguhn, 2004; Fries et al., 2007). 

 

3.4.5 Putative excitatory cells exhibit stronger phase gain than putative inhibitory cells 

 Our results up to this point indicate that spikes synchronized to distal beta rhythms carry 

information related to outcome unexpectedness, and that the fidelity of this representation may 

effect learning speed. To gain insight into potential circuit mechanisms that may support this 

process, we classified cells into two distinct narrow and broad waveform groups (Figure 3-4A see 

Methods; (Ardid et al., 2015; Oemisch et al., 2019)). On the basis of our results above, we 

compared spike-surprise sensitivity between narrow (n=306) and broad (n=631) cell-LFP pairs, 

for fast and slow learning sessions (Figure 3-4B). We focused this analysis for spike-surprise 

signaling in the beta band for frequencies that showed prominent beta phase spike-phase 

synchrony (see Methods). We found that spike-surprise sensitivity was greater for broad cells 

than narrow cells for fast sessions (Unpaired T-test, p=0.019). On the other hand, sensitivity was 

statistically indistinguishable for slow sessions (p=0.26).  

 

We next tested for differences in spike-surprise specificity (Figure 3-4C). In fast learning trials, 

the phase associated with maximal surprise differed between narrow and broad-waveform cells 

(Watson-Williams test, p~0), with broad cells showing specificity near anti-preferred phases (2.27 
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± 0.94 rad.), and narrow cells near preferred phases (0.28 ± 0.92 SE rad.). This difference was not 

present in slow learning sessions (p=0.72; Narrow cells, -0.35 ± 0.88 SE rad; Broad cells, -0.43 ± 

0.92 SE rad). Taken together, these results suggest that during fast learning sessions, surprise is 

signaled by phase-specific firing of broad-waveform cells (putative excitatory cells).  

 
Figure 3-4. Broad-spiking neurons showed higher phase gain specifically for faster learning trials 

(A) We classified neurons into broad (blue) and narrow (red) cell classes on the basis of the action 
potential waveforms. (B) Mean and standard error of spike-surprise sensitivity for narrow (red) and broad 
(red) cell classes, for fast (bottom 50% percentile) or slow (top 50% percentile) learning sessions. Note 
that we average across spike-LFP pairs here (so the same neuron may be selected more than once). Broad 
waveform cells showing higher sensitivity than narrow spiking cells during fast sessions (p=0.019), but not 
slow sessions (p=0.26).  (C) Distribution of spike-surprise specificity for fast (left) and slow (right) learning 
sessions. Broad and narrow waveform cells signaled maximal surprise on different phases during fast 
learning session (p~0), but not slow learning sessions (p=0.72). 

 

3.5. Discussion 

 In the current study, we found preliminary evidence that a characteristic relationship 

between the modal spike phase and outcome unexpectedness could predict session-wide 

learning speed in a feature-based reversal learning task. This effect was particularly pronounced 

in the beta band, for cell-LFP pairs across the ACC and LPFC. The relationship between spike 

phases and surprise was particularly pronounced for well-isolated, broad-waveform neurons, 

which correspond to putative excitatory cells. Taken together, these results provide preliminary 

evidence that the phase at which spikes occur conveys information that may be leveraged to 

quickly learn feature-reward associations. 
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 We found here that faster learning speeds were related to increased spike-surprise 

sensitivity and specificity across ACC and LPFC circuits. This suggests that the phase of spiking 

may serve as a neural substrate signaling surprise for the purpose of updating value estimates, 

in line with evidence that ACC activity co-varies with relevant but not irrelevant surprise (O’Reilly 

et al., 2013). Surprise is directly related to an important computational principle, namely, 

unexpected uncertainty (Yu and Dayan, 2005). Unlike expected uncertainty, which is known 

variability in the environment (stochasticity), unexpected uncertainty is that which can be 

reduced through repeated observation (Gottlieb, 2012). Importantly, both expected and 

unexpected uncertainty are predicted to affect learning rates (Bach and Dolan, 2012). In the 

former case, decreased learning rates reduce the influence of one-off observations, while in the 

latter case, transient increases in unexpected uncertainty serves as a signal for exploration 

(Payzan-LeNestour and Bossaerts, 2012) and thus increase learning rates.  

 

Because our task is deterministic, stochasticity plays no role in affecting learning rates. 

Moreover, because we study session-wide changes in learning rates, transient changes in 

unexpected uncertainty also cannot explain our result. This points to another source of 

uncertainty for cortical circuits, namely, estimation uncertainty, which represents uncertainty 

associated with internally generated beliefs (Yu and Dayan, 2005), which are also represented in 

the anterior cingulate and lateral prefrontal cortices (Payzan-LeNestour et al., 2013). Estimation 

uncertainty can also affect learning rates, though indirectly, by influencing the assessment of 

unexpected uncertainty (Payzan-Lenestour and Bossaerts, 2011). Our results suggest that the 

phase of spiking may thus be a source of estimation uncertainty.  

 

What may alter estimation uncertainty on a session-wide level? One powerful driver is 

the overall level of motivation of the animal. Motivation can alter/transform the representation 

of task-relevant stimuli, a feature that has been termed “incentive salience” ((Robinson and 

Berridge, 2001; McClure et al., 2003). Incentive salience has been linked to the activity of 

midbrain dopaminergic neurons (Berridge, 2007), which send diffuse projections throughout the 

cortex, and specifically to the ACC and LPFC (Van Eden et al., 1987; Goldman-Rakic et al., 1990). 
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Importantly, a previous study has shown that dopamine administration at cortical synapses 

changes patterns of spike-phase synchrony in a manner that resembles their change during 

learning (Benchenane et al., 2010). In this study, the authors observed that coherence between 

prefrontal cortex spikes and hippocampal LFPs during choice points emerged after learning of a 

new rule. During these high coherence periods (after learning), as compared to low coherence 

periods (before learning), pyramidal but not inhibitory cells showed a greater degree of phase-

concentration, as well as an almost 1800
 shift in their phase preference. Strikingly, they observed 

the same effects in anesthetized animals after (local) dopamine administration. Our results 

complement and extend these to a feature-based domain, and suggest that that alterations in 

spike-phase synchrony specifically signal surprise for the purpose of learning. We predict that 

such changes are promoted by dopaminergic tone originating in midbrain dopamine neurons.  

 

In summary, we have shown that the sensitivity with which neurons lock to distal beta, 

and the specific phase at which they do so, predict session-wide changes in learning speed. These 

effects are particularly pronounced for putative excitatory cells rather than inhibitory cells during 

fast learning sessions. By exploiting deviations from expected firing phases, unexpected (i.e. 

surprising) spikes may serve to promote plasticity (Zanos et al., 2018). The specific timing of such 

spikes in relation to the reference beta oscillation may recruit spike-timing dependent plasticity 

mechanisms (Wespatat et al., 2004; Fell and Axmacher, 2011) that strengthen synapses leading 

to optimal outcomes. 
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Chapter 4 

Cell-Type Specific Burst Firing Interacts with Theta and Beta Activity in Prefrontal Cortex During 

Attention States  

4.1. Preamble 

 This Chapter is a published work (Voloh and Womelsdorf, 2017), and can be accessed 

here: https://doi.org/10.1093/cercor/bhx287. I reproduce it here for clarity. 

 

 As reviewed in the introduction, bursting and nonbursting regimes of single cells can carry 

different information streams (Körding and König, 2000; Guergiuev et al., 2016; Naud and 

Sprekeler, 2018). Moreover, in a previous study in our lab, we had found that bursting 

preferentially synchronizes to distal beta and gamma rhythms (Womelsdorf et al., 2014a). This 

suggests that If burst activity carries unique learning-relevant information,  it may be 

preferentially communicated via synchronized spiking in the beta and gamma band.  

 

 Unlike Chapter 2 and 3, which directly tested phase-of-firing coding during a reversal 

learning task, this chapter is based on the analysis of a cued spatial attention task. Moreover, we 

do not explicitly measure information contained in the analyzed neuronal activity. That said, the 

motivation for this study was to build upon these prior results and ask how burst firing interacts 

with local rhythms, which would allow stronger inference of putative mechanisms underlying  

burst-mediated rhythmic activity. Given the prevalence of beta-rhythmic coding that we observe 

(Chapter 2 and 3), we suspect that similar interactions may occur during learning. An interesting 

future direction would be compare burst-beta synchrony when features must be associated with 

rewards (Chapter 2 and 3), rather than during the attentional selection of relevant features.   

 

4.2. Abstract 

Population-level theta and beta band activity in anterior cingulate and prefrontal cortices 

(ACC/PFC) are prominent signatures of self-controlled, adaptive behaviors. But how these 
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rhythmic activities are linked to cell-type specific activity has remained unclear. Here, we suggest 

such a cell-to-systems level linkage. We found that the rate of burst spiking events is enhanced 

particularly during attention states and that attention-specific burst spikes have a unique 

temporal relationship to local theta and beta band population level activities. For the 5-10Hz 

theta frequency range, bursts coincided with transient increases of local theta power relative to 

non-bursts, particularly for bursts of putative interneurons. For the 16-30Hz beta frequency, 

bursts of putative interneurons phase synchronized stronger than nonbursts, and were 

associated with larger beta power modulation. In contrast, burst of putative pyramidal cells 

showed similar beta power modulation as nonbursts, but were accompanied by stronger beta 

power only when they occurred early in the beta cycle. These findings suggest that in the ACC/PFC 

during attention states, mechanisms underlying burst firing are intimately linked to narrow band 

population level activities, providing a cell-type specific window into rhythmic inhibitory gating 

and the emergence of rhythmically coherent network states during goal directed behavior. 

 

4.3. Introduction  

Narrow band population-level theta and beta band activity emerge during goal directed 

behavior in anterior cingulate and prefrontal cortices (ACC/PFC). The occurrence and strength of 

theta and beta activity thereby closely relates to behavioral functions including successful 

attention (Sheth et al., 2012; Voloh et al., 2015), correct retrieval of task rules (Buschman et al., 

2012b; Phillips et al., 2014), behavioral adjustment following errors (Womelsdorf et al., 2010b), 

or short-term maintenance of stimulus-response mapping rules (Salazar et al., 2012; Babapoor-

Farrokhran et al., 2017) . These functional correlates of theta and beta activities emerge from the 

activation of cells and local circuits, but it has remained a fundamental open question which cell 

and circuit mechanisms are directly linked to these population level, narrow band activities 

(Kopell et al., 2014; Womelsdorf et al., 2014b).  

 

Growing evidence suggests that population level theta and beta activities are not 

supported equally by all neurons in a circuit, but rather that distinguishable cell-types show 
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specific preferences to synchronize to the local electrical field at only a subset of narrow band 

frequencies (Hasenstaub et al., 2005; Womelsdorf et al., 2014b; Roux and Buzsáki, 2015). For 

example, in nonhuman primate prefrontal cortex, subsets of putative interneurons and putative 

pyramidal cells, defined by their narrow and broad action potential waveform shape, 

respectively, show unique synchronization preferences to only beta or theta activity during 

attentive states in the primate (Ardid et al., 2015). Direct optogenetic control of spiking activity 

has likewise shown cell specific preferences to synchronize to the local oscillatory activity, with 

different subtypes of interneurons and pyramidal cells linked to theta, beta or higher frequency 

activity (Cardin et al., 2009; Sohal et al., 2009; Stark et al., 2013; Kim et al., 2015, 2016; 

Bitzenhofer et al., 2017). 

 

In addition to the cell-type, it has been documented that even for the same cell, not all 

spikes  contribute similarly to population level rhythmic activity (Denker et al., 2011; Womelsdorf 

et al., 2014a) . This is particularly apparent for bursts, consisting of two or more spikes within a 

short (e.g. 5ms) time window. Previous studies suggests that bursts of pyramidal cells may 

directly index coordinated activity across larger recurrent networks (Larkum, 2013). In particular, 

pyramidal cell bursts can be a direct consequence of coincident arrival of dendritic and somatic 

synaptic inputs from diverse distant sources (e.g. (Mainen and Sejnowski, 1996; Larkum et al., 

1999, 2007; Waters, 2004; Manita et al., 2015; Sherman et al., 2016)). Bursts also have an 

outsized role in shaping neural activity; interneuron bursts can induce large compound inhibitory 

postsynaptic potentials strong enough to silence connected pyramidal cells (Hilscher et al., 2017), 

bursts of projection cells have enhanced postsynaptic efficacy in driving targets compared to 

singleton spike events (Swadlow and Gusev, 2001), and induce more powerful long-term weight 

changes at their postsynaptic sites than singleton spikes (Birtoli and Ulrich, 2004; Bittner et al., 

2015; Wilmes et al., 2016). Moreover, it is believed that burst spikes are generated by 

mechanisms that are distinct from those of singleton spikes, suggesting that bursts could form a 

unique information channel during neuronal information processes (Krahe and Gabbiani, 2004; 

Larkum, 2013; van Ooyen and van Elburg, 2014). Taken together, these characteristics assign 
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bursts a particular role in the local neural circuit to shape how input is transformed into effective 

output of the circuit (Sahasranamam et al., 2016).  

 

Despite the possible importance of bursts to shape network processes, direct support for 

the role of burst firing in coordinated network activity during actual cognitive processes is sparse. 

In a recent report, we have documented that bursts firing of neurons in the ACC/PFC, but not 

isolated spikes of the same neurons, synchronized reliably to field activity in distant areas at 

narrow band theta, beta and gamma- band frequencies (Womelsdorf et al., 2014a). This study 

pointed to burst firing events as a unique signature of long-range network activity, but left 

unanswered how bursts interact in the local circuits in which the burst event occurs.  

 

Here, we first build on these earlier results and show that burst rate and the proportion of 

burst firing of neurons in ACC/PFC show sustained increases during a selective attentional state. 

These burst rate increases emerged in neural circuits whose population activity is characterized 

by power spectral peaks in the theta and beta band. To connect burst firing with population level 

theta and beta band activity, we characterized spike-triggered LFP activity around burst spikes 

and non-burst spikes. We found that spikes constituting the beginning of a burst firing event 

coincide with transient increases in theta LFP power when compared to non-burst spikes. This 

burst specific theta power modulation was particularly apparent for bursts of putative 

interneurons that were identified by their narrow action potential waveform. Independent of the 

theta power burst relationship, we found for the beta frequency band that burst spikes 

synchronized stronger to phases of the beta cycle than non-burst spikes, but without 

concomitant modulation of beta power. These findings reveal cell-type specific relationships of 

burst firing with meso-scale network activity indexed by narrow-band LFP components. 

 

4.4. Materials and Methods  
4.4.1 Experimental Procedures 

Experiments were conducted in two awake and behaving macaque monkeys as described 

in detail in (Kaping et al., 2011), following the guidelines of the Canadian Council of Animal Care 
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policy on the use of laboratory animals and of the University of Western Ontario Council on 

Animal Care. Extra-cellular field potential and action potential signals were recorded in each 

recording session from 1-6 tungsten electrodes (impedance 1.2-2.2 MΩ, FHC, Bowdoinham, ME) 

through standard recording chambers (19mm inner diameter) implanted over the left 

hemisphere in both monkeys. Electrodes were lowered through guide tubes with software 

controlled precision microdrives (NAN Instruments Ltd., Israel) on a daily basis, through a 

recording grid with 1 mm inter-hole spacing. Before the first recording session, anatomical 7T 

MRIs were obtained to visualize and reconstruct electrode as described in detail in (Kaping et al., 

2011). Data amplification, filtering, and acquisition were done with a multi-channel processor 

(Map System, Plexon, Inc.), using headstages with unit gain.  

 

The recording experiments were performed in a sound attenuating isolation chamber 

(Crist Instrument Co., Inc.) with monkeys sitting in a custom-made primate chair viewing visual 

stimuli on a computer monitor (85 Hz refresh rate, distance of 58 cm). The monitor covered 36º 

x 27º of visual angle at a resolution of 28.5 pixel/deg. Eye positions were monitored using a video-

based eye-tracking system (ISCAN, Woburn, US, sampling rate: 120 Hz). Eye fixation was 

controlled within a 1.4-2.0 degree radius window. Stimulus presentation, monitored eye 

positions and reward delivery were controlled via the open-source software MonkeyLogic. Liquid 

reward was delivered by a custom made, air-compression controlled, mechanical valve system 

with a noise level during valve openings of 17 dB within the isolation booth.  

 

4.4.2 Behavioral task.  

Monkeys performed a covert selective attention, 2-forced choice discrimination task 

(Figure 4-1A). Following a 2 second intertrial interval, a small gray fixation point was presented 

centrally on the monitor. Monkeys had to direct their gaze and keep fixation onto that fixation 

point until a change-event of the target stimulus late in the trial. After 300 ms fixation, two 

black/white grating stimuli were presented to the left and right of the center and contained 

oblique movements of the grating within their circular aperture. After 0.4 s, each stimulus 

changed color to either black/red or black/green. After a variable time (0.05 to 0.75 s) the color 
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of the central fixation point changed to either red or green, which cued the monkeys to covertly 

shift attention towards the stimuli that had the same color as the attention cue. Monkeys 

maintained central fixation and sustained covert peripheral attention on the cued stimulus until 

it underwent a transient clockwise or counter-clockwise rotation, ignoring possible rotations of 

the non-attended (uncued) stimulus, which occurred in 50% of the trials. In order to obtain liquid 

reward, the monkeys had to discriminate the rotation by making up- or downward saccades for 

clockwise /counter-clockwise rotations (the mapping was reversed between monkeys). Following 

this overt choice and a 0.4 s waiting period the animals received fluid reward (for a detailed 

description, see (Kaping et al., 2011)). A key component of the task is that the location of covert 

spatial attention on one of the two colored stimuli (left or right) is distinct from the possible 

locations to which the animal made a saccade (up or down) to indicate the transient rotation of 

the attended stimulus.  

 

4.4.3 Neuron isolation.  

During recording, the spike threshold was adjusted such that there was a low proportion 

of multiunit activity visible against which we could separate single neuron action potentials in a 

0.85 to 1.1 ms time window. Sorting and isolation of single unit activity was performed offline 

with Plexon Offline Sorter (Plexon Inc., Dallas, TX), using the separation of the first two to three 

principal components of the spike waveforms, and strictly limiting unit isolation to periods with 

temporal stability. For analysis, we selected the subset of 422 maximally isolated single units 

whose waveform principle components were clearly separated with a density profile separated 

from the density profiles from multiunit background activity and other simultaneously recorded 

waveforms. The first two principle components explained on average 73.37% (± 1.3 SE) of 

variance across all waveforms that crossed thresholds. To quantify the separation of the 

waveforms’ first two principal component scores we calculated the Mahalanobis (ML) distance 

(using the Matlab function mahal). The ML distance metric uses the matrix of distances between 

data points to the mean, and the variance / covariance matrix to calculate the multivariate 

distances between points. We calculated the ML distance for the first two principal component 

scores of the spike waveforms of the recorded single unit relative to the scores of the waveform 
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of the multi activity and noise of the same recorded channel and found an average ML distance 

of 24.12 ±1.8 (for examples see Figure B-1).  

 

4.4.4 Classifying cell types using spike waveform analysis.  

For all well isolated neurons we normalized and averaged all action potentials (APs) and 

extracted the peak-to-trough duration and the time of repolarization as described in detail in 

(Ardid et al., 2015). The time for repolarization was defined as the time at which the waveform 

amplitude decayed 25% from its peak value. Across the average waveforms of the cells we 

calculated the Principal Component Analysis and used the first component (explaining 84.5 % of 

the total variance), as it allowed for better discrimination between narrow and broad spiking 

neurons, compared to any of the two measures alone. We used the calibrated version of the 

Hartigan Dip Test (Hartigan and Hartigan, 1985) to discarded unimodality for the first PCA 

component (p < 0.01) and for the peak to trough duration (p < 0.05) but not for the duration of 

25% repolarization (p > 0.05). Additionally, we tested whether the distribution of the PCA score 

is better fit with two rather than one Gaussian.  We applied Akaike's and Bayesian information 

criteria to test whether using extra parameters in the two-Gaussian model is justified. In both 

cases, the information criteria decreased (from -669.6 to -808.9 and from -661.7 to -788.9, 

respectively), confirming that the two-Gaussian model is better. We then used the two-Gaussian 

model and defined two cutoffs that divided cells into three groups. The first cutoff was defined 

as the point at which the likelihood to be a narrow spiking cell was 10 times larger than a broad 

spiking cell. Similarly, the second cutoff was defined as the point at which the likelihood to be a 

broad spiking cell was 10 times larger than a narrow spiking cell. This ensured across the whole 

population that 95% of cells (n = 401) were reliably classified: neurons at the left side of the first 

cutoff were reliably classified as narrow spiking neurons (18.7%, n = 79), neurons at the right side 

of the second cutoff were reliably classified as broad spiking neurons (76.5%, n = 323). The 

remaining neurons were left ‘unclassified’ as they fell in between the two cutoffs (4.7%, n = 20). 
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4.4.5 Data Analysis  

All analyses were performed using Matlab (The Mathworks). Throughout, we used 

conservative, non-parametric tests to draw our conclusions, and report throughout on the 

median. For the figures, the standard error of the median was estimated with a bootstrap 

procedure. Briefly, the distribution of medians was generated with a bootstrap procedure, and 

the estimate of the standard error was the standard deviation of this distribution (Efron and 

Tibshirani, 1986). 

 

All analyses were performed on correct trials. The baseline period was defined as activity 

that occurred 0.5 s. before cue onset. The attention period was defined as activity that occurred 

after cue onset, but before the first rotation of a stimulus, i.e. before target or distractor rotation 

(see Figure 4-1A). To prevent experimental artifacts from affecting analyses, we ignored trials 

were the LFP deflection was greater than 10 SD away from the mean for that trial (median 

percentage of discarded trials = 0.78 +/- 0.002%).  

 

Burst events were defined as spikes that occurred with an interspike interval of ≤5 ms. All 

burst analyses were performed on the first spike of a burst event. Bursts are rare events occurring 

less frequently than individual spikes. Moreover, low spike numbers can result in highly variable 

estimates of phase consistency (Vinck et al., 2010b). To ensure sufficient number of spike/burst 

events for spectral analyses, we selected the subset of neurons that had (1) at least 30 burst 

spikes within the post-cue period used for analysis, and (2) with at least ± 0.5 s. of LFP data around 

the time of the spike. The ± 0.5 s. time window around spikes never overlapped with either the 

onset time of the centrally presented cue or the time of stimulus rotation. All LFP analyses were 

performed on the same channel as the spike. Based on these criteria, we analyzed 41 cells of the 

total of 422 recorded cells. 

 

To prevent spike artifacts in the LFP, we first lowpass filtered the LFP at 100 Hz using a 

two-pass 4th order Butterworth filter. Next, to prevent spike-locked artifacts, we used an 

interpolation approach when analyzing spike-triggered effects (Ardid et al., 2015). For each spike-
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centered LFP segment, a ±5ms section was excised around the spike (thus including the second 

spike of a burst event), and we cubically interpolated over this segment. As an additional control 

to prevent artificial biases of spike LFP interaction, we consider spectral contents in the low 

frequency ranges (<30 Hz). This is to prevent, in particular, improper phase estimation that arises 

at higher (>30 Hz) frequency ranges (Ardid et al., 2015). 

 

To summarize, we selected those 41 cells that had (1) a minimum of 30 burst events and 

(2) had at least one second of LFP data around each event. This selection controls for any 

differences that might arise from changes in firing rate during attentional allocation (Figure 4-1), 

and allows for an estimate of LFP power and phase synchronization using windows without 

possible transient onset responses to the cue or rotation events of the stimuli. That said, we 

recognize that this results in low cell numbers. To address this, we use non-parametric 

significance tests throughout so that the results are not biased by any outliers. 

 

4.4.6 Time-dependent change in burst proportion.  

To compute the burst proportion, the time-resolved firing rate of each cell was computed 

via the peri-stimulus time histogram (PSTH). The PSTH was computed separately for the baseline 

period (-0.5-0 s.) and attention period from 0-2 s. The PSTH was calculated with variable time 

windows (50, 100, 200, 300, 400, 700 ms). The choice of window length did not affect the main 

results. Time points with insufficient trials (n<=20) for an accurate estimate were discarded from 

analysis. 

 

The burst proportion was defined as the portion of burst spikes relative to all spikes: 

DxUC%	�Ug�gU%Pgl =
BxUC%	UA%N

BxUC%	UA%N + lglBxUC%	UA%N
												(Eq. 1) 

This procedure is intrinsically normalized for changes in the burst/non-burst rate that may occur 

(1) in time, or (2) across cells. The change in burst proportion during the post-cue attention state 

relative to the pre-cue baseline was calculated via a burst proportion Attention Index: 

Z]Ç=HG2KH<~ =
DxUC%VUg�~<G2 − DxUC%VUg�~H@

DxUC%VUg�~<G2 + DxUC%VUg�~H@
																		(Eq. 2) 



 

 
 

76 

This was computed independently for each cell. The non-parametric Wilcoxon sign-rank test was 

used to determine if the burst proportion increases above baseline. The relationship between 

AIburstProp, non-burst rate, and burst rate with time was determined with the Spearman rank 

correlation, individually for each cell. These results were pooled to show if there was, on average, 

a monotonic increase (R>0) or decrease (R<0) in time. The overall population trend (increase or 

decrease) was determined with a c2 test on the proportion of cells that showed either an increase 

or decrease. 

 

4.4.7 LFP power analysis.  

We determined the dominant oscillatory components present in the LFP via spectral 

decomposition. For each trial, we set data after the time of the stimulus change to zero, thus 

analyzing activity only within the attention cue period void of possible on-responses to the 

rotation of the stimulus. We analyzed LFP power over a period [0.2, 2] sec after attention cue 

onset, thus preventing influences from cue-onset transients. Power was determined by Hanning 

tapering segments and performing a fast Fourier transform (FFT) over a 2-40 Hz range. We scaled 

power by the frequency in order to account for 1/f structure of LFP data, and normalized the 

range of each spectrum by [0 1] for comparison across cells. 

 

To determine peaks in the spectral density plot, we used a peak detection algorithm 

based on Matlab’s findpeaks algorithm. First, we smoothed this plot to prevent the influence of 

noise. Next, we found peaks that were a minimum of 4 points away from each other, and that 

were above a threshold defined as 50% of the difference between the maximum and minimum 

of the individual spectra. This procedure extracted oscillatory components with a peak in the 

spectral density plot. We corroborated the output of this algorithm via a visual inspection of the 

spectral plots. 

 

We determined if theta and beta power changed with attention onset (0 – 0.5s.) in those 

LFPs (n=36) recorded on the same channel as the analyzed cells (n=41). We computed power as 

(Eq. 3) 
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outlined above, and determined the normalized, pairwise change in power for each cell:  

Z]~<É@H =
VgÑNU~<G2 − VgÑNU~H@

VgÑNU~<G2 + VgÑNU~H@
 

Significance was assessed with the Wilcoxon sign-rank test. 

 

4.4.8 Spike-triggered spectral analyses.  

We analyzed the relationship of burst and nonburst spikes to the local field potential in 

four different ways, outlined next. An overview of the specific analysis steps for each of these 

analysis types is schematically presented in Figure B-2.  For further analysis of burst related 

power modulation and synchronization, we defined the theta band as 5-10 Hz without including 

the 4 Hz bin, in order to comply with our criteria that there should be at least one second (i.e. 5 

cycles at 5Hz, see below) of LFP data around each spike. Without this, more cells would not meet 

our criteria and thus reduce the pool of neurons for analysis. 

 

4.4.9 Spike-triggered LFP power.  

First, we estimated the spectral content centered around each (burst or nonburst) spike 

using functions from the fieldtrip toolbox (Figure B-2B). For each LFP segment around the spike, 

we calculated power for frequencies ranging from 5-30 Hz, with 0.5 Hz steps, with an adaptive 5-

cycle window per frequency. Signals were transformed with a Hanning taper before FFT. We then 

averaged the power of individual LFP segments locked to bursts or non-bursts individually. 

Finally, we normalized the power across frequency and burst vs non-bursts to a range [0 1] (thus 

preserving relative difference in power across frequencies and spike types). We report on the 

median power across cells around bursts and non-bursts spikes. As well, we estimated the 

standard error of the median with a bootstrap procedure (see above). We determined if there 

was a difference in power depending on the spike type with a non-parametric pairwise Wilcoxon 

sign rank test.  
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4.4.10 Analysis of time-resolved spike-triggered LFP power.  

We next assessed how bursts relate to theta/beta power aligned to spike onset with a 

time resolved approach (Figure B-2C). We computed power as indicated above, but over a 

shorter 3-cycle adaptive window. This window was slid from -0.2 to 0.2 sec relative to spike onset 

with a 1 ms time step. Based on our previous results, we analyzed theta and beta effects 

separately, by averaging the power in a 5-10 Hz, or a 16-30 Hz band, respectively. To account for 

differences between cells, we Z-score normalized the time-resolved power (preserving 

differences in burst vs non-burst aligned power).  

 

We assessed if there was a significant difference in time-resolved power relative to bursts 

or non-bursts with a Wilcoxon sign rank test. To correct for multiple statistical comparisons, we 

used a cluster based permutation approach (Maris and Oostenveld, 2007). First, we identified 

the largest significant cluster mass based on temporally adjacent stretches where p<0.05. Next, 

we shuffled the condition label and cell identity before recalculating the largest significant 

cluster. We performed this procedure 200 times, and compared the observed cluster against the 

permutation distribution. We then adjusted observed p-values of the points within a cluster 

according to the p-value of the cluster permutation test. 

 

4.4.11 Phase synchronization analysis.  

In a third analysis, we assessed the degree of phase synchronization (Figure B-2D). We 

first extracted the angle of the individual LFP segments’ spectra for each frequency (from 5-30 

Hz). Next, we identified cells that showed significant phase synchronized to a preferred phase by 

computing the Rayleigh statistic across all LFP segments (i.e. for both burst and non-burst spikes). 

The Rayleigh statistic tests if phases significantly cluster in a mean direction. Cells were 

considered to synchronize significantly at theta or beta if they had a significant frequency bin in 

the respective frequency range. We determined if the proportion of BS or NS cells that 

significantly synchronized was different with a Z-test for proportion, separately for the theta and 

beta bands. 
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To assess if bursts locked more strongly than non-bursts to particular phases, we used the 

Pairwise Phase Consistency (Vinck et al., 2010b). This metric is not spuriously biased by 

differences in spike numbers. We computed the PPC for cells that synchronized significantly to 

either the beta or theta phases. To compare burst vs non-burst phase synchronization of the NS 

and BS cell populations, we averaged the phase consistency in the theta and beta bands, and 

assessed differences with the Wilcoxon signrank test.  

 

The PPC can take on negative values for low sample numbers, which is uninterpretable 

(Vinck et al., 2010b). To this end, we converted raw PPC values to an effect size with the equation:  

;MMNO%	^PQN =
1 + 2 ∗ CTU%(VVW)

1 − 2 ∗ CTU%(VVW)
										(Eq. 4) 

This effect size can be interpreted as the relative increase in spike rate at the cell’s 

preferred firing phase. For example, a PPC value of 0.01 corresponds to a 1.5 times greater spike 

rate at the preferred phase. 

 

We determined the average theta and beta phases at which NS and BS spikes occurred 

by taking, for each cell, the average phase in the theta and beta bands. We report in the main 

text the mean and 95% circular confidence interval (CI) for NS/BS cells at theta/ beta, computed 

using the CircStats toolbox (Berens, 2009). As well, to determine if NS and BS cells tended to fire 

at similar phases, we used the non-parametric Watson U2 two-sample differences in mean 

direction (Zar, 2010), using the watsons_u2_perm_test.m  function found online 

(http://www.mathworks.com/matlabcentral/fileexchange/43543-watson-s-u2-statistic-based-

permutation-test-for-circular-data). Finally, to determine if bursts and nonbursts lock to the 

same phases, we used the circular median test on the pairwise difference in phases between 

bursts and nonbursts (Zar, 2010). The null hypothesis was a median phase difference of zero, 

indicating the same preferred phase of firing for bursts and nonbursts across the population. 

 

4.4.12 Phase-dependent power analysis.  

With the fourth analysis approach, we identified the link between spike identity, phase of 

firing, and LFP power by calculating the phase-of-firing dependent power modulation (Figure 
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B-2E). We began this analysis using the LFP spectra previously computed over a 5 cycle adaptive 

window (as described above). For each LFP segment, we extracted the phase and power at each 

frequency. We next determined the preferred phase of firing of each cell (computed over all 

burst- and non-burst- aligned phases), subtracted this mean phase from the observed phases, 

and wrapped the transformed phases to the range [-pi pi], to obtain the phase relative to 

preferred phase of firing. This procedure allows comparison between cells, independent of 

individual cells’ preferred phase of firing. 

 

Next, we binned the LFP power of each segment according to the phase at which they 

occurred (using 6 equally spaced phase bins). We then averaged the phase-binned power in the 

frequencies of interest, namely the theta and beta frequency band. This procedure was 

performed separately for segments around burst and non-burst spikes. Finally, we z-score 

normalized the phase-binned power across phase bins and spike-identity.  

 

As a first step, we determined if theta/beta was related to the phase at which the spike 

occurred. To this end, we took the median power in each phase bin across cell types, and fit a 

cosine of the form: 

Ö = Z ∗ cos(# + Ü)										(Eq. 5) 

where A is the amplitude of the cosine, and T is the phase shift. To determine whether 

power modulation was significantly different between bursts and non-bursts, we took the 

difference in power modulation between bursts and non-burst (Ad = Aburst - Anon-burst ). We also 

assessed the difference in phase shift, first by converting phases into the time domain, and then 

taking the difference (Td = Tburst – Tnon-burst). To assess significance, we randomly shuffled the spike 

identity and cell identity labels, recomputed the median power per phase bin, and refit the 

cosine. This procedure was repeated 1000 times to obtain a p- value for both the amplitude 

modulation, as well as the phase shift. This was done separately for BS and NS cells. 

 

To determine if phase-dependent power depended on our choice of bin size, we 

recomputed the relevant statistics using bin size of 4, 5, 8, and 9. However, if the bin size were 
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too small, then the full dynamic range did not emerge. On the other hand, bin size that were too 

large resulted in unfilled phase bins in many of the cells. We report on results based on a bin size 

of 6 to try to balance the problems of a limited dynamic range and under-sampling. We note, 

however, that all results comparing burst vs. nonburst effects were qualitatively the same, 

regardless of the choice of bin size.  

 

4.4.13 Testing for a relationship between spike-triggered LFP power and proportion of burst 
firing.  

To ascertain if the burst proportion was related to LFP power modulations, we correlated 

the burst proportion and theta/ beta power. The burst proportion was calculated for a 0-2 s. 

period after cue onset. The average LFP power was calculated with a 5 cycle adaptive window 

(see above for more details) around the time of the (burst and non-burst) spikes. Power and burst 

proportion was Z-transformed across cells. We used a Spearman rank correlation to determine 

the relationship between them. We ignored outliers, defined as power greater than 5 STD.  

 

We also tested whether the firing rate depended on local changes in power. For each LFP 

segment, we split the power in each frequency into 4 non-overlapping bins. Then, we computed 

the local firing rate in a [-0.1 0.1] s. time window locked to the spike. We averaged the local firing 

rate per power bin, calculating separately the grand average for the theta and beta frequency 

bands. Finally, to determine if the local firing rate differed as a function of the power bin, we 

performed a non-parametric Kruskal-Wallis test. This was done separately for theta and beta 

bands, and NS and BS cells. 

 

4.4.14 Relationship of spike-train statistics and spike-triggered LFP power.  

To test whether intrinsic spiking properties of the cell are related to local theta and beta 

activity we quantified the burstiness of the spike-train patterns of cells using the local variability 

measure (Shinomoto et al., 2009). Local variability describes the type of firing pattern that is most 

common to a neuron; LV values <1 indicate regular firing neuron, LV values ~1 indicate a Poisson 

process; LV values >1 indicate an irregular/ burst firing. We correlated LV with average theta/ 
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beta power with the Spearman rank correlation to determine if any power related effects that 

we see might be related to the cell’s propensity to burst. 

 

4.4.15 Assessing changes in spike-triggered LFP activity with attention.  

To test if LFP power and phase synchronization increased or decreased with attention, we 

compared activity in the attention period to the baseline period. To this end, we recomputed all 

relevant metrics in the baseline, but with an important caveat. Namely, we relaxed the constrain 

that spikes had to have 1 second of raw LFP data around them, instead replacing samples that 

fell outside the baseline period [-0.5 - 0]s with the average of the LFP segment. We note, 

however, that this means we are not comparing ‘like-for-like’ LFP activity and that by filtering 

data, one cannot exclude influences on the filtered LFP from outside the selected time period. 

 

We assessed changes in spike-triggered LFP power in the theta and beta band. Thus, we 

computed spike-triggered power as outlined above in the baseline period. We then took the 

difference in power at each frequency, and computed AIpower (equation 3). We then averaged the 

result in the theta or beta band, and assessed significance with the Wilcoxon signrank test. 

 

We then asked if the proportion of neurons that phase-locked to either theta or beta 

differed between the baseline and attention period. We computed the proportion of cells that 

locked to theta or beta phases in the baseline period, determined by the Rayleigh statistic, as 

above. We then asked if, for a particular frequency band, the proportion of neurons that showed 

significant phase-locking changed with attention. This was done separately for the theta and beta 

band, and for NS and BS cells. Significance was assessed with the Z-test for proportions, as 

described above. 

 

4.5. Results 

We recorded from different subfields of the rostral anterior cingulate cortex (areas 32 

and 24) and lateral prefrontal cortex (areas 46, 9, posterior area 8), which we abbreviate as 
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ACC/PFC, of two rhesus macaques performing a color-cued spatial attention task (Figure 4-1A) 

(Kaping et al., 2011). Monkeys were cued to covertly shift attention to a target stimulus and 

sustain attention until the target stimulus transiently rotated clockwise or counterclockwise. 

Both monkeys performed the task well above chance (accuracy for monkey R: 75% STD: 8%; 

monkey M: 71%; STD: 11%) indicating that attention successfully shifted to the correct peripheral 

target stimulus following cue onset (Shen et al., 2014). We focus our analysis on correct trials, 

and restrict analysis to the time immediately following attention cue onset and for the time in 

the trial before either of the peripheral stimuli transiently changed its motion direction. This 

period contained attention modulated neurons in all recorded brain areas as described before 

(Westendorff et al., 2016).  

 

During task performance, we recorded 422 single neurons that were well isolated from 

background activities (Figure B-1). To understand the relationship of burst firing (2 spikes within 

5ms) to the local field potential during the attention state we extracted those 41 neurons (9.7%, 

41/422) that showed sufficient bursts in the post-cue analysis window (see Methods), and 

compared the local field potential around burst and nonburst events (for an overview of the 

applied methods, see Figure B-2). Thus, the following analyses are agnostic to whether cells 

were characteristically “bursty”. These cells were selected if they had at least thirty burst events 

across trials during a restricted time window in the selective attention state (from 0.5 s. after cue 

onset and until 0.5 s. before the first motion change of a peripheral stimulus). Thus, cell activity 

was not influenced by onset responses to the cue or by transient changes of the peripheral 

stimuli. 39% of these came from monkey M, and the remainder came from monkey R.  

 

4.5.1 Burst firing probability increases following attention cue onset.  

On average, bursts constituted 8.8% of all spike events. Across the 41 neurons, burst firing 

increased following attention cue onset relative to the baseline period (pre-cue, 0.63 ± 0.08 SE 

burst/s.; post-cue, 0.70 ± 0.14 SE burst/s), while the rate of non-burst firing decreased (pre-cue, 

7.95 ± 1.49 SE spike/s.; post-cue, 6.87 ± 1.47 SE spike/s), rendering enhanced burst firing in 

ACC/PFC a signature of selective attention states. This was also evident in the temporal evolution 



 

 
 

84 

of the burst and non-burst rate after attention cue onset (Figure 4-1B; see Figure 4-2 for 

examples). Relative to the pre-cue baseline time period, the proportion of burst- over non-burst 

firing significantly increased from ~0.2 s. after attention cue onset, reaching median burst 

attention index values of 0.1 to 0.2, which corresponds to ~20-50% more bursts compared to 

nonbursts in the attention period than in the pre-cue period (Figure 4-1B). 37 of 41 cells increased 

the proportion of burst firing during the selective attention state as indexed by Spearman rank 

correlations, which is a higher proportion than expected by chance (90%; c2-test, p<<<0.05). The 

change in burst proportion was composed of both increases in the rate of burst firing (59%; Figure 

4-1C; c2-test, p=0.08), and decreases in non-burst firing (76%; Figure 4-1C; c2-test, p=0.001). 

Neurons showing increased burst proportion following attention cue onset were similarly likely 

to show decreases, increases or no change in non-burst firing (c2-test, p=0.48), suggesting that 

burst rate is modulated independently of non-burst firing rate (see Figure 4-2, Figure B-4 for 

example neurons). 

 
Figure 4-1. Attention task and increased proportion of burst firing following attention cue onset 

(A) The task required continued central fixation starting in the Baseline Epoch (black). A color change 
of the fixation dot instructed to covertly shift attention to the color matching stimulus, marking the 
onset of an Attentional State (red bar). A rotation event in the cued stimuli had to be discriminated to 
receive reward by making an up-/downward saccade to clockwise/counterclockwise rotations (gray 
bar). Rotation events in the uncued stimulus (not shown) had to be ignored. (B) Top panel: Evolution of 
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baseline-normalized burst rate (green) and non- burst rate (yellow) around the time of attention cue 
onset (n = 41). Shading denotes standard error. Bottom panel: Burst proportion normalized relative to 
baseline, calculated as attention index. Gray shading denotes SE from bootstrap procedure and yellow 
shading shows time period with significant enhanced burst proportions (Wilcoxon sign-rank test, P < 
0.05). (C) Summary of monotonic trends in time. The proportion of cells that showed a monotonic 
increase (R > 0) or decrease (R < 0) when correlating the relevant variable with time. Transparent bars 
signify cells that did not reach significance individually. Left: 37/41 cells exhibit a monotonic increase in 
burst proportion after attention cue onset (χ2 test, P≪0.001). Middle: For 31/41 cells, the nonburst 
rate decreased in time (χ2 test, P = 0.001). Right: Burst rate tended to increase in more cells after 
attention cue onset (n = 24/41, χ2 test, P = 0.08).  

 

Our extracellularly recorded neurons had action potential waveform shapes that reliably 

distinguished narrow spiking from broad spiking neurons based on their trough-to-peak ratio and 

their time to repolarization as reported previously (Figure 4-3A,B) (Ardid et al., 2015; Oemisch 

et al., 2015). Among the 41 cells selected for the burst analysis 12 (29.3%), 26 (63.4%), and 3 

(7.32%) fell into the categories of narrow, broad, and unclassifiable neurons, respectively. This 

allowed analyzing burst rate changes separately for different neuron classes. Both BS cells 

(Figure 4-3C) and NS cells (Figure 4-3D) significantly increased their burst proportion following 

attention cue onset. Increased burst proportions were composed of increases in burst firing, as 

well as decreases in non-burst firing rate (Figure 4-3C,D).  
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Figure 4-2. Example burst and nonburst spiking locked to attention cue onset  

(A and B) (Top) Raster of spiking activity locked to attention cue onset. Black dots denote non- burst spikes, 
red dots denote the first spike of a burst train. The gray background patch visualizes the duration of each 
trial, highlighting that trials were of variable length. Bursts did not occur on every trial; however, even in 
long trials, they were prevalent late in the trial. “Middle top”: Nonburst rate aligned to attention cue 
onset, calculated with a 0.2 s. sliding window. The nonburst rate decreases with attention cue onset. 
“Middle bottom”: Burst rate locked to attention cue onset. The burst rate increases with attention cue 
onset. “Bottom”: The result is that the burst proportion increases with attention cue onset. (B) Same as 
(A) but for a different neuron. In these examples, the increased burst proportion appears to be driven by 
a concurrent increase in the burst rate, and a decrease in the nonburst rate (but, see Figure B-4) 
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Figure 4-3. Cell-type specific modulation of burst and nonburst rate.  

(A) Average normalized action potential waveforms across all recorded narrow-spiking (NS, red), broad-
spiking (BS, blue), and unclassified (gray) cells. (B) Bimodal distribution of NS and BS cells (and unreliably 
classified cells in between) as indexed by PCR score that combines the peak-to-trough duration and time 
to 25% repolarization of action potential waveforms (see inset). (C	and D) Proportion of (C) BS and (D) 
NS cells with increased (R	>	0) and decreased (R	<	0) burst proportion (left), nonburst rate (middle), and 
burst rate (right) after attention cue onset relative to baseline.  

 
 

4.5.2 Relation of burst and non-burst spiking events to 5-10 Hz theta and 15-30 Hz beta band 
activity. 

We first asked how the attention-specific burst events relate to local field activity of the 

neural circuit. To answer this question, we first identified the frequency ranges in the LFP showing 

the most prominent oscillatory activity during the attention period of the task (0.2 - 2 s.). We 

found that across the ACC/PFC, 74% (223/301) of the LFP recording sites had at least one clearly 

discernable power spectral peak in the theta or beta band indicative of periodically coordinated 

network activity (Figure 4-4A-D; see also, Figure B-3 for examples of raw and normalized LFPs 

with spectral peaks). Of all recording sites, 25% (75/301) had power spectral densities with peaks 

within both theta and beta frequency bands, 19% (58/301) of LFPs showed power peaks at the 
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5-10 Hz theta frequency range without concomitant beta modulation, and 30% (90/301) of LFPs 

showed only a power peak within the 15-30 Hz beta frequency band (Figure 4-4D). 

 

We asked if theta and beta power changed with attention compared to the baseline 

period. For this analysis, we selected the 0 – 0.5 s. time window after attention cue and compared 

power to a   -0.5 – 0 s. wide time window before the cue. We found that across the LFP channels 

(n=36) recorded on the same channel as the selected cells, theta activity did not differ 

significantly before versus after the cue (median AIpower= -0.023 ± 0.014 SE, p = 0.36, consistent 

with (Voloh et al., 2015)), but beta power was significantly reduced (p = 1.56e-05, median AIpower= 

-0.047 ± 0.012 SE). Overall, we observed a reduction of theta and beta power over time, but 

power spectral peaks remained discernable throughout the attention period of the task 

indicating continued oscillatory activity despite reduced overall power (see Figure B-10). 

 

The two main frequency ranges (theta and beta) with LFP power modulation were also 

apparent in spike-triggered LFPs across the 41 neurons recorded with sufficient number of bursts 

in the attention epoch (Figure 4-5A; for an example of burst and non-burst spike triggered LFP 

see Figure B-5). For the theta frequency band, the spike-triggered LFP triggered on the first spike 

of a burst showed significantly stronger theta power modulation than the spike-triggered LFP 

average for non-burst spikes (Figure 4-5B; Wilcoxon signrank test, p<0.02). There were no power 

differences for bursts versus non-bursts in the beta frequency range, though the dynamic range 

showed sufficient variability (Figure B-6).   

 

Spike-triggered LFP power modulation so far was calculated in symmetric time windows 

centered on the time of the burst/non-burst event, leaving unanswered whether finer grained 

temporal analysis could reveal population level modulation preceding or following the burst/non-

burst spiking events. To answer this question, we calculated LFP power in a sliding window 

analysis using adaptive 3 cycle windows every 1 ms around the time of the burst/non-burst event 

(see (Paz et al., 2008)). We found that across neurons, theta power was greater around burst 

spikes than non-burst spikes, starting as early as ~80ms before the burst firing event (Figure 
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4-5C; p<0.05, Wilcoxon signrank test, multiple comparison corrected). There was no difference 

in beta power modulation for burst/non-burst spikes (Figure 4-5D, Figure B-7A).  

 

 

Figure 4-4. Theta and beta frequency components are 
the most prominent oscillatory signatures in LFP data. 

(A) Individual LFP power spectra (n	=	301, y-axis), sorted 
by the frequency of maximum power. Each power 
spectrum was normalized to account for 1/f noise, and 
scaled to the range [0 1] to compare across different 
LFPs. Triangles represent power spectral peaks with 
more than half-height amplitude (see “Materials and 
Methods”	 section). (B) Median LFP power spectrum, 
revealing peaks in the theta and beta frequency range. 
(C) The proportion of LFPs that had a spectral peak at 
each frequency of interest. Gray shading highlights the 
theta and beta frequency bands. (D) Theta and beta 
peaks are both evident in 25% of recording sites, theta 
peaks without beta are evident in 19% of sites, and 30% 
of sites show only a beta peak without theta component.  
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Figure 4-5. Theta and beta LFP oscillations are prevalent around spikes. 

(A) Median average LFP spectra around the time of spike occurrences. LFP power was controlled for 1/fa	
noise and normalized to the range [0 1] before averaging. Dark gray patches are the standard error 
determined with a bootstrap procedure, and the light gray background highlights the theta and beta 
ranges. (B) Median difference in spike-triggered average LFP power across all (n	=	41) cells in the theta 
and beta frequency band. Bars represent the standard error calculated with a bootstrap procedure. Theta 
LFP power is greater around bursts as compared to nonbursts, whereas beta power is equivalent. (C) 
Average pairwise difference in z-score normalized LFP theta power centered on bursts versus nonburst 
spikes. Significance at P	<	0.05 (light gray shading) was assessed with a Wilcoxon sign-rank test, and 
multiple comparison corrected. Insets in the top left shows the time course of LFP power around bursts 
(black) and nonbursts (gray). Theta power is greater around bursts ~26 ms before spike onset. (D) Same 
format as (C)	 for the beta frequency band, showing no average power difference between burst and 
nonburst spikes.  

 
Enhanced theta power around burst events was visible in the subset of neurons with 

broad spiking waveforms (Figure 4-6A, Figure B-7B), but did not reach significance at a a=0.05 

level. In contrast, burst events for the subset of NS cells were associated with significantly 
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enhanced theta power when compared to non-burst spikes in a ~110msec time window starting 

26ms prior to burst onset (Figure 4-6B, p<0.05, Wilcoxon signrank test, multiple comparison 

corrected, see also Figure B-7C). There was no consistent burst specific power modulation for 

BS or NS cells at the beta frequency band (Figure 4-6C,D).  

 

 
Figure 4-6. Time-resolved LFP power around bursts of NS and BS cells. 

(A	and B) Time-resolved LFP power differences in the theta frequency and for burst versus non- burst 
spikes of (A) BS and (B) NS cells. Insets in the top left shows the time course of LFP power around bursts 
(black) and nonbursts (gray). BS cells (n	=	26) showed a nonsignificant increase in theta power before 
spike onset. NS cells (n	=	12) theta power significantly increased ~57 ms after spike onset (shaded light 
gray area). (C	and D) Same as A and B for beta frequency power. There is no change in beta power around 
bursts relative to nonbursts. Dark gray shadings denote SE computed with a bootstrap procedure.  

 

4.5.3 Burst specific spike-LFP synchronization in the beta frequency band.  

Spike-timing specific LFP power modulation indexes the strength of coherent network 

activity locked to the time of spikes, but does not indicate whether the spike events themselves 

synchronized to consistent phases of the narrow band LFP activity (Vinck et al., 2011). Across 
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cells, we observed multiple examples with significant phase synchronization at theta, beta, or 

both frequencies (Figure 4-7A). Across the whole population, both BS and NS neuron classes 

showed a large proportion of neurons with significantly phase synchronized burst- and non-burst 

spiking at the theta band (10/12 (83.3%) NS cells, and 14/26 (53.3%) BS cells), and showed a 

statistically equal likelihood to lock to theta phases (Z-test, p=.08). Similarly, NS and BS cell locked 

to the beta frequency band (10/12 (83.3%) NS cells, and 16/26 (61.5%) of BS cells) at a similar 

rate (Z-test, p=0.18). NS and BS cells that showed spike-phase synchronization tended to 

synchronize to similar phases in the theta band (43.7± 900 CI, 79.4 ± 900 CI, respectively; Watson’s 

U2 test, p=0.9; CI = 95% confidence interval) and the beta band (-138 ± 39.80 CI, -144 ± 48.70 CI, 

respectively; Watson’s U2 test, p=0.279).  

 

 
Figure 4-7. Increased phase locking to bursts is specific to the beta frequency band. 

(A) Examples of bursts (black) and nonbursts (gray) phase locking to the local activity, determined with 
the pairwise phase consistency (PPC). Significant locking (Rayleigh test at alpha <	0.05) are marked with 
the appropriately colored dots. Note that even when nonbursts lock to theta or beta activity, locking to 
bursts is nonetheless stronger (compare panel 1 from 2). Beta-locked bursts tended to occur in a ~15–
20 Hz range, though was also apparent in a higher >20 Hz range in NS cells (panels 1 and 2). (B) Median 
difference in phase locking in the theta and beta band, for NS cells (top panel) and BS cells (bottom 
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panel). Burst events of NS cells synchronize stronger to the beta frequency than nonburst spike events. 
(C	and D) Median differences of burst versus nonburst to LFP phase locking for (C) NS cells and (D) BS 
cells. Note that both NS and BS cells show a narrow beta frequency band with significantly enhanced 
burst LFP locking over nonburst LFP locking.  

 

For cells that did show significant phase synchronization at beta frequencies, burst spikes 

showed stronger synchronization than non-burst spikes (Figure 4-7B). Across the broader 16-30 

Hz beta band bursts of NS cells showed significantly enhanced burst-LFP synchronization 

compared to non-burst-LFP synchronization (n=10, p = 0.02, Wilcoxon signed rank test). A similar 

statistical trend was visible for BS cells (n=16, p = 0.08, Wilcoxon signed rank test; Figure 4-7B). 

Finer grained spectral analysis revealed significantly enhanced burst over non-burst phase 

synchronization in a narrow ~16-18 Hz frequency range for both NS and BS cells (Figure 4-7C,D). 

Moreover, analysis of the pairwise difference in phases of bursts and nonbursts showed both 

tended to synchronize at similar beta phases, both in NS cells (-1350±39.6 CI, -1720±47.7 CI for 

nonbursts and bursts, respectively; Median test, p=1) and (to a lesser degree) in BS cells (-

1300±52.3 CI, -1750±50.4 CI for nonbursts and bursts, respectively; Median test, p=0.08) (see also, 

Figure 4-8G). 

 

4.5.4 Beta-band burst synchronization shows significant phase-dependent power modulation.  

The previous analysis showed that bursts synchronized stronger than non-bursts to beta-

rhythmic but not to theta-rhythmic LFP fluctuations, while overall spike-triggered LFP power was 

stronger for bursts in the theta band, but not in the beta band. This dissociation of phase 

synchrony and power modulation could entail that LFP power around the time of the burst varied 

independently of the phase at which the burst and non-burst spike occurred in the theta and 

beta cycles (Canolty et al., 2012). To test this possibility, we calculated the phase-dependent 

power modulation by grouping burst spikes and non-burst spikes into six non-overlapping LFP 

phase bins. For each cell with significant phase synchronization, we defined its average spike-LFP 

phase as the preferred phase of firing, and averaged LFP power for each of the six phase bins 

across cells (Womelsdorf et al., 2012). This analysis showed that in NS cells, burst spikes showed 

significantly stronger power modulation by the phase in the beta but not theta frequency band, 
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when compared to isolated non-burst spikes (Figure 4-8A-C; randomization test, p=0.019). In 

contrast to NS cells, bursts of BS cells show similar strength of phase dependent power 

modulation than non-burst spikes (randomization test, p=0.43) (Figure 4-8B,F). However, 

maximal beta power around bursts on average significantly led that of nonbursts (randomization 

test, p=0.024; Figure 4-8E). This was evident as a shift of the phase (relative to burst onset) that 

contained maximal LFP power by 5-10 ms  (57.50) prior to the cells preferred phase of firing 

(Figure 4-8F). In contrast to these burst specific effects in the beta band, phase dependent power 

modulation in the theta band was similar for bursts and non-burst and NS/BS cell classes (Figure 

4-8A,D; Figure B-8).  

 

 
Figure 4-8. Phase-dependent power modulation of burst and nonburst events. 

LFP power as a function of the phase of firing of burst and nonbursts, for only those NS and BS cells 
that showed significant phase locking in the respective frequency band. (A) Theta LFP power is similarly 
modulated by the phase for burst and nonburst spikes for both NS and BS cells. (B) Beta power is 
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stronger modulated by the bursts than nonburst LFP phases for NS cells, but not for BS cells. (C) Power 
(y-axis) significantly varied with the phase (x-axis) of nonburst spikes (left panel) and burst spikes (right 
panel) of NS neurons (randomization test, P	<	0.05), relative to the preferred phase of firing. Peak 
power for spikes synchronizing near their preferred LFP phase. (D) Difference (burst vs. nonburst spike-
LFP phases) of the phase (in milliseconds) at which power is maximal within a theta cycle, relative to 
the preferred phase of firing. The phase of maximal power modulation coincides with the preferred 
theta phase for both, NS and BS cells. (E) For the beta frequency band, bursts of BS cells that occurred 
prior to the cells preferred phase are associated with the maximum LFP beta power. The phase 
difference corresponds to ~5–10 ms. (F) Same as (C), but for BS neurons. Beta power is significantly 
modulated by the phase (randomization test, P	<	0.05). Additionally, the burst-LFP phase with maximal 
power is significantly shifted relative to the preferred phase, preceding the preferred phase by ~57 
degrees (randomization test, P	<	0.05). (G) Summary sketch of beta modulation by burst specific phase 
of firing. Rose plots indicate the distribution of preferred firing phases—split by cell type and bursts 
versus singleton spikes—as well as the mean phase and 95% circular confidence intervals. (Left panel) 
In NS cells, both bursts and nonbursts occur near the same phase, but only the former leads to an 
increase in local beta power. (Right panel) On the other hand, in BS cells, for the same amount of beta 
power, bursts occur earlier in the cycle compared to nonbursts. 

 

We corroborated that these results did not depend on the choice of bin size. We 

recomputed these statistics with a choice of 4, 5, 8, and 9 bins. In general, we found that for both 

the theta and beta band, in NS and BS cells, all results comparing burst vs nonburst effects were 

qualitatively the same. That is to say, beta power modulation was greater around bursts in NS 

cells, while peak beta power occurred on earlier phases during bursts in BS cells. Similarly, there 

was no difference in power modulation or phase shift in the theta band around bursts vs non-

bursts. 

 

In summary, these results show that in the beta frequency band, burst firing is associated 

with prominent local LFP power similar to the effects in the theta band, but the burst effect at 

beta depended on the phase at which the burst and non-bursts occur within the beta cycle. We 

graphically summarized these sets of results in Figure 4-8G. 

 

4.5.5 No correlation of power modulation and overall firing rate or burst firing.  

Results so far characterized those bursts occurring during the selective attentional state 

following cue onset (0.5 s. after cue onset and 0.5 s. prior to a change of either target or distractor 

stimulus). It might thus be possible that burst mediated LFP power modulation, or the burst 
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phase locking, is particularly prominent in neurons that show relatively larger modulation of burst 

firing. However, we found that local firing rate did not vary as a function of lower/higher theta 

or beta power, in either NS or BS cells (Kruskal-Wallis test, all p>0.2). Moreover, correlations of 

LFP power at theta or beta band did not correlate with burst proportion (Figure B-9). 

 
4.5.6 LFP power is not apparently linked to intrinsic neuron properties.  

The burst specific association with theta power and beta phases could be the result of 

neuron specific properties, or they may be better understood as network phenomena that 

emerge during active states irrespective of the intrinsic propensity of neurons to fire bursts. To 

address this issue, we computed the relative burstiness of the neurons’ spiketrains using the local 

variability (LV) metric that yields higher and lower values the more bursty (LV>1) or more regular  

(LV<1) the firing pattern is (Shinomoto et al., 2009). We found that for the group of neurons 

selected for analysis, NS cells (n=12) exhibited an average LV of 0.751 ± 0.07 SE, and BS cells 

(n=26) showed 1.09 ± 0.146 SE, which reflect average values for the overall recorded cell 

population (Ardid et al., 2015), suggesting that the selected BS and NS neurons are not 

intrinsically bursty neurons. Moreover, intrinsic firing rate variability was not a predictor of the 

overall degree of spike-triggered oscillatory power in the theta band (Spearman correlation, R=-

0.08, p=0.67) or beta band (R=0.10, p=0.529).  

 
4.5.7 Overall spike-triggered LFP activity did not vary with attention demands.  

To discern whether the burst specific effects of spike-LFP interactions were indexing an 

attention specific effect, we compared the post-cue effects to a pre-cue baseline epoch. For these 

analyses, we relaxed the constraint that each spike must have ±0.5 second of LFP data around it 

(see Methods), in the baseline period only. Instead, we replaced data points that occurred 

outside of the baseline [-0.5 0] period with the average of the remaining samples. We found that 

spike triggered theta or beta power on average did not vary from pre-attention cue to post-

attention cue (theta band AIpower , -1.5x10-5 ± 7.9x10-3, p=0.66; beta band AIpower , -3.7x10-3 ± 

4.4x10-3, p=0.22). Similarly, the proportion of neurons that significantly phase-locked to the LFP 

during the baseline vs attention period did not differ. For NS cells, 7/12 cells locked to theta in 

the baseline period, which was not different from the attention state (Z-test for proportion, 
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p=0.18), whereas 11/12 cells locked to the beta band, the same as in the attention state (p=0.58). 

The same was true for BS cells locking to theta (12/26, p=0.579), or beta (15/26, p=0.537) phases 

in the baseline period. 

 

4.6. Discussion 

Here we reported that neurons in ACC/PFC increased burst firing proportionally to non-burst 

firing when nonhuman primates engage in a selective attentional state. Burst firing events were 

a signature of covert attention for both narrow and broad spiking neurons. During the same 

attention state, we found that three quarters of recording sites showed prominent local field 

potential oscillatory peaks at a 4-10 Hz theta and/or a 16-30 Hz beta. Burst firing during the 

attention state had unique relationships to both theta- and beta-band population level activities. 

Within the theta frequency band, burst firing coincided with stronger theta power than non-burst 

firing. This theta effect was evident for bursts of broad spiking neurons, but it was strongest for 

bursts of narrow spiking neurons. Within the beta frequency band, bursts of narrow spiking 

neurons were more strongly synchronized to the phases of the beta cycle than isolated spikes of 

the same neurons. For broad spiking neurons, burst spikes were associated with strong beta 

power at phases preceding the preferred phase. This result contrasted to non-burst spikes that 

showed a cosine shaped drop off in power away from the preferred phase (Figure 4-8F). In 

summary, these results identify bursts as major signature of attentional states in nonhuman 

primate ACC/PFC and reveal burst specific modulation of local circuit field activity at those two 

oscillatory frequency bands that are closely associated with  goal-directed controlled behavior 

(Phillips et al., 2014; Voloh et al., 2015; Babapoor-Farrokhran et al., 2017). 

 

4.6.1 Increased burst firing in ACC/PFC characterizes attention states and long-range activated 
networks.  

We found that burst firing in ACC/PFC increased shortly after a cue instructed subjects to 

deploy covert selective attention. The rate of burst firing rate increased at the same time as the 

firing of non-burst spikes decreased. This pattern of results renders ACC/PFC burst firing a unique 

characteristic of selective attentional processing states. This finding is consistent with the belief 
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that dendritic mediated burst firing is a reflection of neurons within circuits participating in 

recurrent network activity in larger brain networks (Larkum, 2013). According to this hypothesis, 

burst firing follows from coincident feedforward and feedback type synaptic inputs impinging on 

peri-somatic and distal dendritic regions of the burst firing neurons (Siegel et al., 2000; Larkum 

et al., 2004; Larkum, 2013). Recent in-vivo experiments have begun to support this hypothesis of 

coincident distal and dendritic activation to underlie a unique processing state reflected in burst 

firing patterns (Manita et al., 2015; Palmer et al., 2016).  

 

During attentive states characterized by large-scale network coordination, enhanced 

dendritic activation in ACC/PFC could be the consequence of distant cortico-cortical axonal 

inputs, while perisomatic input could reflect prominent synaptic input from the thalamus and 

other subcortical sources (Barbas and Zikopoulos, 2007; Miller and Buschman, 2013; Barbas, 

2015; Womelsdorf and Everling, 2015). For example, with regard to thalamo-prefrontal 

connectivity, anatomical studies have illustrated that layer 5 and 6 prefrontal neurons project to 

mediodorsal thalamic neurons that have widespread frontally directed feedback projections to 

superficial and middle cortical layers (Zikopoulos and Barbas, 2007; Xiao et al., 2009). This fronto-

thalamic projection system thus closes a feedback loop that is associated with transient dendritic 

activation in superficial and middle frontal cortex layers that likely are accompanied by calcium 

transients. Some of these dendritic fields likely will be from layer 5 and 6 neurons that were 

projecting to the thalamus, closing a fast thalamocortical feedback loop (Thomson and Bannister, 

2003) that could be contributing to the rhythmic modulation specific to the burst firing events 

we reported during attentional states.  

 

We believe that our findings add critical support for the hypothesis that enhanced burst 

firing indexes such an active recurrent network state that underlies actual attentive processing 

in nonhuman primate long-range attention networks (Womelsdorf and Everling, 2015). 

 

One important caveat of the burst-network hypothesis that needs to be addressed in 

future studies is that dendritic burst mechanisms have been described at the cellular level 
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exclusively for  pyramidal cells and not interneurons (Larkum et al., 1999). Indeed, for the class 

of pyramidal cells, fast burst spike events are easier generated in neurons with larger dendritic 

trees (Mason and Larkman, 1990; Yang et al., 1996; van Ooyen and van Elburg, 2014). In contrast, 

we report that not only pyramidal cells, but also narrow spiking neurons that are putative 

interneurons, fire bursts that relate stronger to network states than their isolated spikes. One 

intriguing possibility to resolve this conundrum is to assume that some classes of interneurons 

are endowed with a burst firing mechanisms that co-localizes with the main spike mechanism in 

the soma and is independent from large dendritic trees (Krahe and Gabbiani, 2004). Such co-

localized mechanisms exist and are believed to be more likely activated with enhanced barrages 

of synaptic inputs, characteristic of enhanced network activation (Krahe and Gabbiani, 2004). It 

might thus be possible that bursts characterize enhanced network activity states across neuron 

classes. It will be important in future studies to characterize the burst firing neuron types more 

precisely to infer which sub-classes of interneurons participate in attention specific burst firing. 

 
 The functional role of burst firing to network states critically depends on the definition of 

burst firing. Our previous work has shown that when bursts are defined using longer 20 ms time 

windows (instead of 5 ms windows), attentional modulation is absent (Womelsdorf et al., 2014a). 

Different burst time-scales point to different generating mechanisms, and thus perhaps different 

neuronal types (Chen and Fetz, 2005). Future analyses allowing for different burst definitions on 

the basis of classified neuronal types. 

 
4.6.2 Putative interneuron bursts, neuronal synchronization and network oscillations.  

We found that burst firing of putative interneurons is associated with stronger theta 

power than isolated interneuron spikes. The burst specific power modulation started shortly 

before the time of the burst event and lasted for ~100ms after the first burst spike. This finding 

is significant as it highlights that burst spikes have a unique relation to the strength of theta 

rhythmic activity of the local network. The acausal nature of this finding - with theta power 

increasing already shortly before the burst event - indicates not only that bursts are 

systematically locked to the ongoing low frequency rhythm (Ray and Maunsell, 2011), but that 

they could play a more active role to sustain, facilitate, or even initiate synchronized oscillations 
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in the local neural circuit. Such a role is consistent with recent optogenetic in-vitro studies that 

implicate interneuron bursts to exert a powerful inhibitory synchronization pulse to the 

surrounded pyramidal cell network  (Berger et al., 2010; Hilscher et al., 2017). In particular, the 

burst firing of single Martinotti cells have been shown to impose compound inhibitory 

postsynaptic potentials strong enough to silence connected multiple pyramidal cells in the local 

circuit (Hilscher et al., 2017, Figure B-6). In these experiments, the burst-induced synchronized 

inhibition resets pyramidal cell activity, whose action potentials synchronize during the recovery 

from inhibition (Hilscher et al., 2017). Intriguingly, optogenetically induced rhythmic, low 

frequency (<20Hz), inhibitory pulsing of these burst firing interneurons not only initiated de-novo 

synchronized firing, but sustained rhythmically synchronized activation in the nearby pyramidal 

cell network (Hilscher et al., 2017). These widespread consequences of interneuron bursts have 

been documented specifically for Martinotti cells located close to layer 5. Modeling studies of 

the role of inhibitory bursts strongly support the potential of this class of interneurons to initiate 

and reset ongoing oscillatory activity by systematically silencing asynchronous pyramidal cell 

firing due to the temporally extended inhibitory potential of the burst spikes (Sahasranamam et 

al., 2016). It will be an important task for future studies to characterize more precisely which 

narrow spiking neurons in extracellular recordings may correspond to the Martinotti, low 

threshold firing cell type. For example, a previous study has suggested that at least three narrow 

spiking neurons are distinguishable in extracellular recordings with differences in the cells 

propensity to synchronize at theta versus beta activity (Ardid et al., 2015). In a similar vein, we 

believe that with sufficiently dense recording of layer 5 cell activity it will be possible to test 

whether bursts of interneuron subclasses are directly initiating or maintaining periodic activity at 

slow (<20Hz) frequencies in prefrontal brain networks during attention states. 

 

4.6.3 Beta-synchronized burst firing may facilitate rapid changes in activation states.  

We found that beta power is more strongly modulated during phase synchronized bursts, 

rather than nonbursts, for putative interneurons (Figure 4-8B,C), and that bursts of putative 

pyramidal cells coincide with strong phase dependent beta power over a shifted phase range of 

the beta cycle (Figure 4-8E,F). These findings reveal a novel link of burst specific firing events of 
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ACC/PFC neurons to phase synchronization in the beta frequency band and could provide 

important constraints for models of beta generation. For example, beta synchronized oscillations 

in the ACC/PFC are often not sustained, but briefly waxing and waning events of about three 

consecutive beta cycles (Murthy and Fetz, 1996; Feingold et al., 2015; Sherman et al., 2016). 

These brief beta events have been traced mechanistically to the coincident activation of dendritic 

and proximal inputs of a network of inhibitory and pyramidal cells (Sherman et al., 2016). One 

observation of this model is that brief beta events could emerge even if the distal dendritic input 

is not-rhythmic (Sherman et al., 2016), while the output of the beta generating circuits does carry 

beta rhythmicity that functionally couples frontal cortex with long-range targets (Cagnan et al., 

2015; Feingold et al., 2015). Another observation is that decreasing the variability in the timing 

of inputs results in greater beta modulation (Sherman et al., 2016). These observations are 

consistent with two of our findings. First, beta power modulation in the local population 

surrounding NS cells could be the result of more strongly synchronized, less variable, inputs 

during bursts, as opposed to nonbursts. Likewise, putative pyramidal cells’ bursts and nonburst 

events result in similarly high beta power modulation but burst phases span a wider phase range 

in the beta cycle than nonbursts. This result was evident in a leftward shift of the peak of the 

phase dependent power modulation and could indicate that burst spikes are elicited already at 

nonoptimal beta phases at a time when overall beta power has reached a sufficient level, as 

would be expected if it emerges from similarly synchronized inputs arriving at earlier phases 

(Sherman et al., 2016). Secondly, the burst spike output itself was linked strongly to beta activity 

in the local circuit as demonstrated here as burst-specific beta phase synchronization - both in 

putative interneurons and, to a lesser degree, putative pyramidal cells (Figure 4-7B-D). This is 

reminiscent of a previous study, demonstrating strong beta synchronization of bursts in one area 

to the LFP in other distant brain areas in ACC/PFC (Womelsdorf et al., 2014a). Taken together, 

the burst specific phase synchronization effects may reflect facilitated interactions of the local 

circuit with long-range connected areas that show rhythmic activity at a similar frequency, 

possibly contributing to a more beta synchronized spike output of the local circuit. This scenario 

predicts that long-range coherent network activity is supported by mechanisms generating burst 
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firing of single neurons during attention states (Larkum, 2013). This prediction awaits to be tested 

in future studies.  

   

4.6.4 Burst spikes may actively contribute to the local field.  

Beyond a role of burst firing for network activity inferred from power modulation and 

phase synchrony, burst firing mechanisms may also directly contribute to the local electrical field 

measured from sharp extracellular electrodes (Sanchez-Vives and McCormick, 2000; Buzsáki et 

al., 2012; Einevoll et al., 2013). We believe that such a potential direct influence on the LFP should 

not be understood as a confound, but as an important, possible window into the cellular 

mechanisms of local circuit formation. In particular, burst firing has been documented in-vivo to 

affect the extracellular local field by causing post-burst after-hyperpolarization of membranes of 

the burst firing neurons (discussed in (Buzsáki et al., 2012)). In pyramidal cells such burst induced 

hyperpolarization of cell membranes is mediated by Ca++ currents that can increase repolarizing 

K+ conductances in the somatic region (Hotson and Prince, 1980), or by activation of NMDA or 

Na+ spikes within dendritic compartments, leaving >15ms long traces of hyperpolarization 

(Nevian et al., 2007; Sjöström et al., 2008). It has been established that NMDA receptors in 

dendritic spines sense glutamate excitation and have a decay time constant in an estimated range 

of 10-100ms (Major et al., 2013). This NMDA decay time constant may relate to the finding in 

(rodent) mPFC slices that localized dendritic glutamate release not only triggers somatic burst 

firing, but also ≥100ms plateau potentials (Milojkovic et al., 2004). 

 

Importantly, these burst related local dendritic effects of longer lasting after-

hyperpolarization may affect the local extracellular field when bursts are coordinated in time 

(Buzsaki et al., 1988; Sanchez-Vives and McCormick, 2000; Buzsáki et al., 2012). This suggestion 

is consistent with our result showing that bursts spikes are significantly coordinated with 

population-level synchronized theta and beta band activities. We thus speculate that one 

component of the burst triggered LFP average may be attributable to a longer lasting (~100ms) 

hyperpolarization across burst firing neurons in the neural network. It will be an important 

question for future work to separate such direct field effects from more indirect interactions with 
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the field activity, similar to what has been started in visual cortex (Mitzdorf, 1985; Nauhaus et 

al., 2009; Ray and Maunsell, 2011; Teleńczuk et al., 2017). 

 

4.6.5 Functional implications of burst specific network activity.  

Beyond the neurophysiological implications of the reported burst-LFP interactions, our 

results suggest new avenues of study of a role for bursts in the formation or maintenance of task-

relevant networks, already alluded to above. One possibility is that bursts are involved in the 

selection of relevant but distributed subnetworks. For example, in a sparse coding regime, only 

a minority of cells actively contribute to the formation of relevant subnetworks (Mizuseki and 

Buzsáki, 2013). Moreover, oscillatory activity can increase the sparseness of firing by restricting 

spike times to specific phases of the cycle (Jadi and Sejnowski, 2014). Our results suggest that 

bursts may be sufficient to modulate theta and beta activity in the local circuit, and may thus play 

a role in the selection of frequency-dependent subnetworks (Ketz et al., 2015; Womelsdorf and 

Everling, 2015). In support of this suggestion, we found that putative interneuron burst show 

stronger synchronization to the LFP at the beta frequency than nonbursts. Such a cell specific 

increase in burst synchronization might result in stronger pulsing of local circuit neurons. 

Following previous suggestions (Spitzer and Haegens, 2017), we believe that such an inhibitory 

based pulsing of local circuit activity could protect it from irrelevant inputs and effectively gate 

pyramidal cell output to carry relevant information at a beta-specific frequency band (Pesaran et 

al., 2008; Buschman et al., 2012b; Salazar et al., 2012; Bastos et al., 2014). A related, 

complementary possibility is that burst firing events are involved in the maintenance of selected 

subnetworks. This suggestion resonates with a recent study showing that brief bouts of beta 

activity were prominent during a maintenance phase of a working memory task, at a time and 

site where single cells did not encode the stimulus (Lundqvist et al., 2016). It might thus be 

possible that burst firing events relate to population level beta bouts in maintaining relevant 

information (or protecting it from novel sensory information) by increasing beta prominence 

(Womelsdorf et al., 2014b). Future studies should directly quantify the information content at 

burst-modulated sites to ascertain whether they have a primary role in selection or maintenance 

of band-specific subnetworks (Spitzer and Haegens, 2017). 
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Recent models also suggest that burst firing neurons connect to each other during 

synchronous burst firing to enable efficient synaptic strengthening among those neurons 

receiving similar dendritic inputs at similar times (Sjöström et al., 2008; Kaifosh and Losonczy, 

2016; Wilmes et al., 2016). Such coincident activation of neurons switches on long-term 

potentiation mechanisms and could thus induce plasticity among synapses of those neurons 

participating in synchronous burst firing. According to this scenario, burst events might have a 

special role in the formation of networks of neurons participating in the same functional process. 

Our findings add to this suggestion by showing that burst events may be more strongly 

modulated by population level ‘network level’ rhythmic activities than nonburst singleton events. 

This enhanced burst-LFP relationship was not only evident specifically for bursts during the 

attentional state in prefrontal and anterior cingulate cortex, but became evident at those 

frequency bands that have been most prominently related to endogenously controlled, goal 

directed behaviors (Larkum, 2013; Fries, 2015; Womelsdorf and Everling, 2015). Taken together, 

we believe that mechanisms underlying burst spike generation will provide a direct window into 

the origin of cellular control of higher order attentional behaviors. 
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Chapter 5 

Measuring feature-based learning in naturalistic environments 

5.1. Summary 

The work comprising this chapter includes three manuscripts. I will provide a brief 

summary of the papers here. 

 

To explore rigorously learning of feature-reward contingency in a naturalistic setting, we 

developed a novel stimulus set that define objects named Quaddles (Appendix C; (Watson et al., 

2018); https://doi.org/10.3758/s13428-018-1097-5). Quaddles are comprised of four feature 

dimensions that parametrically vary along four feature dimensions (body shape, arm shape, 

color, pattern). These stimuli are used in multiple experiments in our lab probing learning of 

changing feature-reward contingencies under varying levels of uncertainty and in response to 

changing contextual cues. The feature dimensions can be equated to have similar 

discriminability.  

 

In order to display Quaddles in a naturalistic task context that allowed for 3D rendering of 

Quaddles, we developed the Unified Suite for Experiments (USE; Appendix D;  (Watson et al., 

2019); https://doi.org/10.1016/j.jneumeth.2019.108374 ). USE is implemented in C# in the 

Unity3D game engine. It employs a hierarchical, state based architecture, thus ensuring that 

experimental control flows predictably. 

 

Finally, prior studies have shown that learned stimulus values influence gaze behavior (e.g. 

(Blair et al., 2009; Ghazizadeh et al., 2016), the specific patterns of which evolve to resolve 

stimulus uncertainty (Yang et al., 2016). However, eye-tracking is prone to noise in suboptimal 

conditions, such as with heads-free eye tracking or with patient populations. To aid in the robust 

extraction and classification of gaze behavior in suboptimal conditions, we modified an existing 

algorithm to make use of robust statistics (Appendix E). This work is submitted to the Journal of 
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Eye Movement Research, and is available as a preprint on psyarxiv  ((Voloh et al., 2019b); 

https://doi.org/10.31234/osf.io/rzd6v) 

5.2. Statement of Contribution 

BV: Benjamin Voloh; MW: Marcus Watson; MN, Milad Naghizadeh; CT, Christopher Thomas; AH, 

Asif Hasan; SK, Seth Koenig; TW, Thilo Womelsdorf 

 

Quaddles (Watson et al., 2018): Conceptualization (including feature enumeration, and object 

property desiderata) was made by BV, MW, TW, and MN. Generation scripts were made by MN 

under supervision of BV, MW, and TW. Discrimination experiment conceptualization was made 

by BV, MW, and TW. Coding of the experiment was done by BV and MW. Data collection was by 

BV, MN, and MW. Analysis was performed by MW, MN, and BV. First draft and subsequent 

revisions were performed by all authors.  

 

USE (Watson et al., 2019): State-based logic, control flow, and conceptualization, MW and BV. 

Software development of the suite, MW, BV, CT, AH. Development of hardware, CT, with help 

from BV, MW, and TW. Manuscript, all authors. 

 

MAD saccade (Voloh et al., 2019b): Conceptualization of saccade detection as outlier detection: 

BV. Analysis and code: BV and SK. Manuscript first draft – BV. Subsequent revisions, all authors. 
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Chapter 6 

General Discussion 

To understand how we are able to perform feature-based learning so well, it is critical to 

understand how pertinent information is represented, transformed, and acted upon. My thesis 

investigates how phase-of-firing coding may support encoding of learning relevant signals 

(Chapter 1, 2), and sets the groundwork for future work investigating at a micro (intracellular) 

(Chapter 3), and macro (environmental/behavioral) scale (Chapter 4).  

 

In Chapter 1, I have shown that spikes modulated by the phase of beta oscillation can 

boost information related to outcome, reward history, and reward prediction error. Importantly, 

the firing phase and encoding phase were dissociated, particularly for neurons encoding reward 

prediction errors. In Chapter 2, we follow-up on this result to show that the degree of outcome 

unexpectedness was associated with specific phases of a beta oscillation. The degree and specific 

phase of this “spike-surprise” signal predicted session-wide learning speed.  The observed beta 

rhythm originates in specific circuit motifs and is supported by differential neuronal dynamics 

(Wang, 2010; Womelsdorf et al., 2014b; Sherman et al., 2016). In Chapter 3, I contrast neuronal 

burst and nonburst firing, and find that bursts preferentially modulate theta and beta frequency 

band activity, dependent on the neuronal type. Finally, in Chapter 4, we develop a new 

experimental suite that allows future extension of these insights to naturalistic, dynamic tasks 

with high-dimensional features. These insights have important ramifications for theories of 

neural coding, particularly as it pertains to feature-based learning. 

6.1. Implications for neural networks supporting feature-based learning 

 Our findings complement a large literature showing that outcome, outcome history, and 

prediction errors are encoded across the ACC, LPFC, and STR in neural firing rates (Ito, 2003; 

Kolling et al., 2016; Shenhav et al., 2016; Hikosaka et al., 2017; Rudebeck et al., 2017; Oemisch 

et al., 2019; Sajad et al., 2019). What has received less attention is how such information is 

propagated. Prior studies suggest that firing rates in the neocortex may be relatively weak 
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candidates for information transfer, particularly in feed-forward networks (Kumar et al., 2010), 

due to the amplification of random fluctuations in (even weakly) correlated neuronal groups that 

can drown out the signal of interest (Mazurek and Shadlen, 2002; Kumar et al., 2010). On the 

other hand, synchronizing spiking activity over small time windows are theoretically a powerful 

mechanism of affecting post-synaptic change (Azouz and Gray, 2003; Fries, 2015; Voloh and 

Womelsdorf, 2016; Hahn et al., 2019). Our findings support this suggestion by showing that 

neurons that carry learning-relevant information also tend to synchronize at a shared 10-25 Hz 

beta rhythm (Chapter 1 and 2). 

 

 An important question we could not address is the laminar specificity of these signals. A 

recent study of SEF – which is a similar agranular cortex as ACC – during a counter-manding task 

showed that information related to outcome showed a distinct laminar organization (Sajad et al., 

2019). Neurons that positively encoded rewarded outcome (“Gain” neurons) were mostly found 

in deep layers, whereas those that positively encoded unrewarded outcomes (”Loss” neurons) 

were more likely found in superficial layers. Similarly, neurons sensitive to negative and positive 

prediction error were found in superficial and deep layers, respectively (Sajad and Schall, 2019), 

suggesting that superficial layers in agranular cortex may more generally convey “worse than 

expected” outcomes, while those in deep layers convey “better than expected” outcomes. An 

interesting future direction would be to disentangle our results according to the valence of 

encoding, in order to specify their laminar distribution in ACC and LPFC. Based on the 

aforementioned studies, we may expect that in ACC, phase-of-firing coding of positive outcomes 

and prediction errors is prevalent in deep layers, whereas negative outcomes and prediction 

errors would be located in superficial layers. These may then be communicated to LPFC via deep 

layer projection neurons terminating in superficial layers of LPFC (Barbas and Pandya, 1989; 

Barbas, 2015). Support for this suggestion comes from evidence that learning-relevant signals 

arise first in ACC before being detected in LPFC ((Oemisch et al., 2019; Voloh et al., 2019a); 

Chapter 1), and that functional connectivity, indexed as spike synchronization in the beta band, 

was more prevalent between spikes in ACC and beta in LPFC rather than the inverse direction 
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(Voloh et al., 2019a); Chapter 1). Further study is necessary to delineate the specific laminar 

circuitry underlying beta rhythmic information flow between ACC and LPFC (Nácher et al., 2019). 

6.2. Implications of phase-of-firing multiplexed information 

 As described in the introduction, phase-of-firing coding has been observed for object 

features, object identities, and object categories (Kayser et al., 2009; Siegel et al., 2009; Turesson 

et al., 2012; Womelsdorf et al., 2012). Chapter 1 and 2 extend these insights to complex learning 

variables.  

 

 Our study stands in contrast to prior reports that the beta-rhythmic synchronization 

between distal sites in the LPFC, ACC, or STR encode task relevant variables via the strength of 

synchrony (Buschman and Miller, 2007; Buschman et al., 2012a; Dean et al., 2012; Salazar et al., 

2012; Womelsdorf et al., 2014a; Antzoulatos and Miller, 2016; Babapoor-Farrokhran et al., 2017). 

For example, beta synchrony is stronger when choosing one visual category over another 

(Antzoulatos and Miller, 2016), or when maintaining one object representation over another in 

working memory (Salazar et al., 2012). These studies are in line with the influential 

“communication through coherence” hypothesis (Fries, 2015), which posits that upstream 

senders compete for downstream representation by aligning oscillatory activity to the 

disinhibited phase of downstream regions. However, it remains unclear how such a scheme may 

operate when items must be multiplexed and transmitted (Akam and Kullmann, 2014). A 

competing proposition suggests that a larger phase range of the oscillatory cycle may be used, 

such that different information streams may be temporally segregated according to the phase of 

the underlying population rhythm (Lisman and Jensen, 2013; Akam and Kullmann, 2014). One 

resolution to this discrepancy is that both schemes may be employed, as shown in modelling 

work by (McLelland and VanRullen, 2016). They modelled circuits of excitatory-inhibitory 

neurons spread across higher and lower level areas, and varied the overall level of inhibition in 

either the lower or higher area in order to study the segregation of spiking in the higher level 

area. They found that increasing inhibition in the higher level area led to the selective 

representation of just one object, whereas as inhibition in the lower area led to temporally 
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segregated and multiplexed representation of multiple objects. Thus, selective coherence 

between distal sites could optimize transmission selectivity, whereas temporally segregated 

information could optimize transmission capacity. This is in line with our results showing that 

neurons that synchronize to distal beta also carried information at phases that were dissociated 

from the synchronizing phase.    

 

 That being said, individual neurons are rarely “carriers” that simply seek to faithfully 

transmit a received message; instead, they react to and transform such messages to form new 

informational packets (Perkel and Bullock, 1968; Kumar et al., 2010; Hahn et al., 2019). While our 

study addresses how three separate information streams may be multiplexed at the population 

level such that a downstream reader may parse them, it leaves open the question of how this 

information may then be integrated.  

 

Future studies could clarify this in two ways. First, instead of assessing putative function 

on the basis of firing rates alone (as we have done here), information carried at specific firing 

phases of individual cells should be assessed. This would help delineate how beta-rhythmic 

activity facilitates multiplexing and/or integration of different (received) information streams. 

Second, it would be fruitful to chart out the pattern of connectivity of these separable 

populations in more detail. This would help clarify how phase-of-firing information is distributed 

across the network, and help specify how they are disentangled or read out by receiving 

populations.  

6.3. Implications for neuronal mechanisms 

We found information related to the degree of outcome unexpectedness was conveyed 

by the phases at which spikes occurred (Chapter 1 and 2). Prediction errors are critical signals 

that modulate synaptic connections that are effective at maximizing future rewards (Lee et al., 

2012; Oemisch et al., 2019). Such synaptic reweighting may be achieved by spike-time dependent 

plasticity mechanisms (Caporale and Dan, 2008). Our results are consistent with a scenario in 

which such synaptic plasticity may be achieved by STDP mechanisms that are tuned to firing 
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phases that are ~27 ms (at 15 Hz) away from the preferred firing phases. Such longer time 

windows for synaptic plasticity may be supported by dopamine, which can increase the window 

for STDP efficacy by up to 45 ms (Zhang et al., 2009). This begs the question, however, of how 

events that are very distant temporally (such as choice and outcome) may be associated via a 

mechanism that operates in the millisecond range. One possibility is that synapses maintain an 

“eligibility trace” over many seconds, than can become strengthened or weakened with the 

action of specific neuromodulators (such as serotonin, dopamine, or norepinephrine), as has 

been demonstrated in rodent visual and medial prefrontal cortex slices (He et al., 2015). This 

does not preclude the existence of non-Hebbian plasticity rules that depend on the circuit 

architecture of specific areas (Suvrathan, 2019). 

 

Beyond synaptic- and site-specific mechanisms that support structural plasticity, 

emerging evidence suggests that synchronizing network level oscillations can support the 

induction of transient plasticity. A recent study by Zanos and colleagues showed that stimulation 

at specific phases of transient beta oscillations induced short lived potentiation or depression in 

the beta-hosting circuits that outlived the oscillation itself (Zanos et al., 2018). Importantly, they 

also found similar (albeit weaker) effects at sites that were distal to beta-hosting sites, 

particularly when the two were more strongly synchronized. In light of these results, Chapter 1 

and 2 suggest that spikes signaling unexpected outcomes may induce transient plasticity in distal 

circuits specifically when they are synchronized in the beta band. The effect of this would be to 

stabilize (or degrade) those neuronal assemblies that would lead to reward on future trials 

(Womelsdorf and Hoffman, 2018). 

 

Critically, this proposal would depend on the existence and continued life of beta-

rhythmic activity in the downstream circuit. Chapter 3 suggests that (at least in ACC and PFC), 

burst firing in inhibitory cells may play such a role. In support of this, we found that not only were 

bursts more tightly synchronized to (local) beta activity, but bursts that occurred near the 

preferred phase of putative inhibitory cells showed greater power. This is predicted by a model 

of neocortical beta (Sherman et al., 2016), where less variable inputs result in increased beta 
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amplitudes. Indeed, bursts in even one cell, if properly targeted, could have a powerful 

compound effect. Bursting of just one Martinotti cells induces a powerful inhibition on local 

pyramidal cells, which synchronize their output as they rebound from inhibition (Hilscher et al., 

2017). Thus, beta-structured output that conveys information (Chapter 1 and 2) may recruit cell-

specific bursting mechanisms that can sustain beta periodic activity in distal circuits (Chapter 3), 

for the purpose of synaptic re-weighting. In theory, this sustained activity would also allow for a 

more robust readout of incoming, beta-periodic information. This proposal remains to be tested. 

6.4. Limitations of functional interpretations 

 Our interpretations of the phase-of-firing code (Chapter 1) are based in some part on the 

functional designation assigned on the basis of average firing rate differences in a limited [0.1 

0.7] second time window after outcomes were observed. Thus, it may be possible that the 

functional designation may be further refined in a future analysis considering the full temporal 

response of these neurons (Richmond, 2009; Lowe and Schall, 2018). For example, we found that 

some functional clusters already encoded learning-related information before the onset of the 

actual outcome, suggesting that these neurons may encode some expectation of the reward. One 

future direction, then, is to determine the temporal specificity of phase-of-firing coding during 

feature-based learning, and contrast it with a rate code.  

 

 Beyond the specific temporal profile of activation, the functional interpretation of the 

identified encoding clusters depends on the tasks that are employed. For example, midbrain 

dopaminergic responses are consistent with a reward prediction signal in tasks with appetitive 

outcomes, but respond differently with negative (aversive) rewards (Matsumoto and Hikosaka, 

2009), and may instead signal the degree of uncertainty associated with stimuli ((Bromberg-

Martin and Hikosaka, 2009; White et al., 2019). Yet others debate whether dopamine neurons 

serve to convey prediction error information, rather than the motivational value (“incentive 

salience”) of learned stimuli (Robinson and Berridge, 2001; McClure et al., 2003; Berridge, 2007), 

or to increase response vigor in order initiate and sustain rewarding actions (Redgrave et al., 

1999). Resolution of these questions requires taxing the same neural resources under different 
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task constraints (Gao and Ganguli, 2015; Pitkow and Angelaki, 2017). To this end, more 

naturalistic learning experiments would be helpful to clarify these questions, which can be 

facilitated by the experimental suite we have developed in Chapter 4. The suite could be the basis 

for development of a more diverse task battery, which manipulates both reward valence, as well 

as levels of uncertainty. This would help further clarify the role of phase-of-firing encoding of 

prediction errors, outcome, reward history (Chapter 1) or surprise and uncertainty (Chapter 2).  

6.5. Limitations and implications for functional specialization 

 Another concern is the relatively large anatomical subdivisions used, where I collapse 

areas 46, 8, and 8a as “lateral prefrontal cortex”, and ventral striatum and caudate as “striatum”. 

Yet, as reviewed in the introduction, ACC and LPFC project to different subdivisions of the 

striatum (ventral striatum vs caudate, roughly). Ultimately, my choice comes down to one of 

priority; namely, the question of whether phase-of-firing supports encoding of learning-relevant 

variables. We split our analysis into these three broad subdivision in recognition of their gross 

functional, physiological, and anatomical differences (reviewed in the Introduction), whereas 

more fine-grained subdivisions would reduce out statistical power due to limited sampling issues. 

Based on the reviewed patterns of connectivity, it may the case that phase-of-firing coding would 

be more prevalent between areas with established anatomical connections, such as the ACC and 

ventral striatum, or the LPFC and caudate.  

 

 That said, it is still astonishing that we find similar distributions of learning-relevant 

information  across three major subdivisions (Chapter 1). It is particularly surprising given that 

each area does seem to show some functional specialization (see Introduction). This likely 

reflects the highly recurrent nature of cortico-cortico and cortico-striatal connectivity 

(Womelsdorf and Everling, 2015; Hikosaka et al., 2017; Hunt and Hayden, 2017). This account 

implies that the necessary computations are repeated and distributed across many regions which 

become combined to make the ultimate decision (Hunt and Hayden, 2017). The observed 

functional specialization of these value-based decision making areas may arise as a function of 

their unique constellation of connectivity and inputs, rather than from unique informational 
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content (Womelsdorf and Everling, 2015). Connectivity-based specialization is difficult to 

measure because of the relative under-sampling of neuronal activity relative to the size of a given 

brain area (Gao and Ganguli, 2015) and the always present danger that observed effects are in 

fact mediated by unseen third variables (Bastos and Schoffelen, 2016). Though neuronal sampling 

continues to increase dramatically (Stevenson and Kording, 2011; Gao and Ganguli, 2015), and 

ever more powerful theoretical tools are being developed to extract complex task correlates from 

low-dimensional observations (Churchland et al., 2012; Agarwal et al., 2014; Haxby et al., 2014; 

Gao and Ganguli, 2015), careful consideration of spike latency and  phase-of-firing can help track 

the flow of information across these regions.   

6.6. Conclusion 

 In conclusion, this thesis provides new insights into neural encoding principles that 

underlie successful learning of rewarded feature values. My work has shown that learning-

relevant variables are broadly distributed across key regions implicated in feature-based learning, 

and importantly, that informational content is enhanced on specific phases of beta-rhythmic 

population activity. Importantly, this implies that disruption of phase-of-firing coding could lead 

to impoverished learning performance. Aberrant oscillatory activity is prevalent in many 

psychiatric disorders, such as addiction, schizophrenia, and depression (Thut et al., 2011; Voytek 

and Knight, 2015), and pathological over- and/or under-coupling has been suggested to underlie 

these disorders (Voytek and Knight, 2015). Our work allows for the further possibility that even 

in the absence of coupling differences, psychiatric symptoms might arise due to the reduced 

efficacy of a phase-of-firing code. This work provides a valuable path forward in assessing 

interventional techniques that manipulate or rescue the coding capacity in pathological brain 

states. 
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Appendices 

Appendix A. Supplemental information for Chapter 1 
 

 
 Figure A-1. Recording sites and functional clustering. 
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(A) All recording units used in the analysis. Units were collapsed across the anterior-posterior axis into 
equally spaced bins for each monkey. (top) Slice bin limits are visualized in the top, lateral view. (bottom) 
Units depicted on a representative atlas slice . Red dots represent encoding cells, and black represents 
non-encoding cells. Colored outlines correspond to the ACC (orange), STR (green), and LPFC (blue). 
Encoding cells were broadly distributed across the fronto-striatal axis. (B) Three encoding clusters emerge 
across the fronto-striatal axis. Pairwise similarity between pairs of neurons for each region. Neurons were 
sorted such that those in the same cluster were adjacent. (C) Time resolved, z-score normalized encoding 
metrics relative to the [-0.4 0] pre-outcome period, separated for Outcome History clusters (top), Outcome 
clusters (middle), and RPE clusters (bottom), and for LPFC (yellow), ACC (blue) and STR (red). At each time 
point, we assessed if encoding is above the baseline period (Wilcoxon signrank test). The bolded lines 
represent the largest contiguous mass where encoding was above baseline. This region represents the 
time-of-interest over which the latency was calculated for each individual cell. Latency was defined as the 
point at which 10% area-under-the-curve for the TOI was reached. Vertical lines depict the median latency 
for each cluster. (D) Median and standard deviation for each cluster of cells. All clusters showed significant 
encoding after the outcome onset. (E) Median and standard error of firing rate of encoding clusters for 
each of three regions. Fire rate differences were similar within all clusters (Kruskal Wallis, p>0.05). 

 

 
 
 
Figure A-2. Inter-areal synchronization 

Mean and standard deviation of spike-LFP phase synchronization (PPC) between ACC and LPFC (left), STR 
and LPFC (middle) and between ACC and STR (right).  
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Figure A-3. Summary of main results for individual monkeys 

Individual results for monkey KE (left) and HA (right). (A) Average spike-LFP phase synchronization for 
spike-LFP pairs within and between areas. (B) Average Encoding Phase Gain for each encoding metric 
(left), brain area (middle), and across frequencies (right) (C) Polar histograms of the preferred firing phase 
(upper panels) and maximal encoding phase (bottom panels) for each encoding metric. 
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Figure A-4. Encoding Phase Gain examples 

Columns depict the functional designation. Rows are ordered according to the relative phase gain, with 
lower phase gain at the bottom, and high phase gain at the top. The spike-phase consistency is depicted 
on the left, with the maximal significant locking in the [10 25] Hz beta band signified with the red dot. The 
corresponding phase-dependent encoding is depicted on the right. 0 corresponds to the preferred firing 
phase. Numbers on concentric circles are the value of the encoding metric. The grey dotted line represents 
the encoding metric estimated using all spikes, whereas the black dotted line represents the average 
across many spike-phase randomizations. The red line is the average direction. Colored border lines 
represent size of the bin. The colored box represents examples with a high (green) or low (red) degree of 
synchrony. 

 
 

 
Figure A-5. Preferred encoding for each area and function 

Mean preferred encoding phase for Outcome, RPE, and Outcome History (y-axis) cells in the ACC, LPFC, 
and STR (x-axis). Color represents the (relative) encoding. Black dots represent significant phase 
concentration (Hodge-Ajne test, p<0.05). The number of spike-LFP pairs that went into each cell is 
depicted in the top left, and the mean phase is on the bottom left.  
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Appendix B. Supplemental information for Chapter 3 
 
 
 
 

 
Figure B-1. Scatterplots of the scores of the 1st and 2nd principal component for waveforms belonging to 
a single neurons (red) and multiunit and noise waveforms (black) that crossed the threshold. 

The inset shows the Mahalanobis (ML) distance quantifying the separation of the scores of the red and 
black data points. The average ML distance across the neuron population was 24.12 ±1.8. The spike 
isolation procedure also considered the 3rd principal components, the density of the distribution of 
waveform PCR scores, and the temporal stability of the isolated waveform. 
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Figure B-2. Summary sketch of all spike-triggered methods and analyses 

Summary of all main analyses performed comparing theta and beta LFP activity aligned to burst or 
nonburst spikes. From top to bottom, analyses are ordered as presented in the main text. From left to 
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right are the steps taken to generate the final results. The relevant figure that is presented in the main 
text is highlighted with a box. See methods for more details.  

 

 
Figure B-3. Example LFP spectra showing theta and beta peaks 

 (A-L) Left: Example raw LFP power spectra for those sites selected for further cell-specific analysis. Right: 
spectra after scaling for 1/f noise and normalizing to the range [0 1]. Red triangle denote peaks as detected 
by the peak detection algorithm. Subplots are ordered according to whether theta or beta peaks are 
dominant, starting with subplot (A), where only theta is evident, and ending with subplot (L), where only 
beta is evident. 
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Figure B-4. Example neurons showing that nonburst rate is modulated independently of the burst rate 

Complementary to Figure 2 in the main text. (A-C) (Top) Raster of spiking activity locked to attention cue 
onset. Black dots denote nonburst spikes, red dots denote the first spike of a burst train. The grey 
background patch visualizes the duration of each trial, highlighting that trials were of variable length. 
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Bursts did not occur on every trial; however, even in long trials, they were prevalent late in the trial. 
(Middle top) Nonburst rate aligned to attention cue onset, calculated with a 0.2 s. sliding window. (Middle 
bottom) Burst rate locked to attention cue onset. (Bottom) Burst proportion locked to attention cue onset. 
(A) Note that the nonburst rate decreases dramatically while the burst rate remains relatively unchanged, 
compared to baseline. The result is that the burst proportion increases with attention cue onset. (B) Both 
the burst and nonburst rate appear to increase above baseline. However, as evidenced by the increased 
burst proportion, the burst rate increases more so than the nonburst rate. (C) On the other hand, both 
the burst rate and nonburst rate can decrease, but the burst proportion can nevertheless increase above 
baseline. 

 
 
 

 
Figure B-5. LFP traces around example narrow spiking (NS) cell 

 (A-B) Example raw LFP traces around (A) nonbursts and (B) bursts, band-pass filtered for 5-10Hz theta for 
visualization. (C-D) Same as (A-B), but visualized for beta (16-30 Hz). 
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Figure B-6. Normalized theta and beta power locked to burst and non-burst events 

Companion to Figure 4. (A) Normalized theta (see methods) for all cells (n=41), locked to bursts (green), 
or nonbursts (orange). (B) Same as (A) but for beta power 
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Figure B-7. Full time-frequency spectra aligned to the burst and non-burst spikes for all cells and for 
narrow spiking (NS) and broad spiking (BS) cells separately. 

This figure complements Figure 4-5,6 of the main text that shows the average spike triggered average 
power. Power was z-score normalized for each cell individually such that differences in LFP power locked 
to bursts vs non-bursts were preserved. (A-C) Power locked to (A) all cells and separately for (B) BS cells 
and (C) NS cells. Median power across cells locked to (i) non-bursts and (ii) bursts. (iii) The difference 
between burst and non-burst locked LFP power. Faded pixels denote non-significant time-frequency bins 
(p > 0.05). No multiple comparison was applied. (A) Across all cells, there is a consistent increase in theta 
power around the time of spike onset. (B) BS cells  show no difference in theta power locked to bursts or 
non-bursts. (C) In NS cells, bursts show stronger theta power than non-bursts ~100 ms after spike onset. 
There is a concurrent decrease in (slow) beta power.  
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Figure B-8. Phase-dependent power modulation of bursts and non-bursts in the theta frequency range for 
narrow spiking (NS) and broad spiking (BS) cells. 

Cells have been selected if they showed significant theta phase locking. (A) Normalized LFP power (y-axis) 
as a function of the spike phase (x-axis) for NS cells. Power is significantly phase modulated (randomization 
test, p<0.05) with peak power for spikes synchronizing near their preferred LFP phase (with 0 defined as 
the preferred, average phase to which the spikes synchronized to the LFP in the theta band). The left panel 
showed phase modulated power for non-burst spikes and right panel shows results for burst spikes. (B) 
Same as A for non-bursts (left) and burst (right) spikes of BS cells. Theta power is significantly amplitude 
modulated by the non-burst and burst phase (randomization test, p<0.05) with the exception of bursts 
from BS cells. 
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Figure B-9. Burst proportion is not related to the strength of theta or beta power modulation around 
bursts and non-burst spikes. 

 (A) Spearman correlation between burst proportion and spike-aligned theta power for NS cells (red, left 
panel) and BS cells (blue, right panel). Burst proportion and theta power have been z-transformed, and 
outliers (Z>5) ignored. Black line is the line of best fit. Burst proportion does not co-vary with theta power 
in either NS or BS cells. (B) Same as (A), but for beta power. Beta power and burst proportion are not 
related.  

 
 

 
 
Figure B-10. Theta and beta peaks are evident throughout the attentional state. 

Median LFP power locked to attention cue onset in non-overlapping, 0.5s. time bins. Individual spectra 
were normalized for 1/f noise and scaled to the range [0 1]. In the attentional state, although overall 
power was reduced, theta and beta oscillatory activity was still evident at the population level as peaks in 
the spectra. 
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Appendix C. Quaddles: A multidimensional 3-D object set with parametrically controlled and 
customizable features 
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Quaddles: A multidimensional 3-D object set with parametrically
controlled and customizable features

Marcus R. Watson1 & Benjamin Voloh2 & Milad Naghizadeh1 & Thilo Womelsdorf1,2

# Psychonomic Society, Inc. 2018

Abstract
Many studies of vision and cognition require novel three-dimensional object sets defined by a parametric feature space. Creating
such sets and verifying that they are suitable for a given task, however, can be time-consuming and effortful. Here we present a
new set of multidimensional objects, Quaddles, designed for studies of feature-based learning and attention, but adaptable for
many research purposes. Quaddles have features that are all equally visible from any angle around the vertical axis and can be
designed to be equally discriminable along feature dimensions; these objects do not show strong or consistent response biases,
with a small number of quantified exceptions. They are available as two-dimensional images, rotating videos, and FBX object
files suitable for use with any modern video game engine. We also provide scripts that can be used to generate hundreds of
thousands of further Quaddles, as well as examples and tutorials for modifying Quaddles or creating completely new object sets
from scratch, with the aim to speed up the development time of future novel-object studies.
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In many experiments in the cognitive sciences, participants
must view three-dimensional (3-D) stimuli, or 2-D projections
of 3-D stimuli, that they have not encountered before. Such
novel object sets have been used in studies of such phenomena
as object recognition and discrimination (e.g., Biederman &
Gerhardstein, 1993; Bülthoff & Edelman, 1992; Chuang,
Vuong, & Bülthoff, 2012; Gauthier, James, Curby, & Tarr,
2003; Harman & Humphrey, 1999; Harman, Humphrey, &
Goodale, 1999; Hayward & Tarr, 1997; Richler, Wilmer, &
Gauthier, 2017; Tarr, Bülthoff, Zabinski, & Blanz, 1997;
Wong & Hayward, 2005), perception and attention to different
object properties (Arnott, Cant, Dutton, &Goodale, 2008; Cant
& Goodale, 2007), memory for objects (Humphrey & Khan,
1992; Knutson, Hopkins, & Squire, 2012; Mercer & Duffy,

2015), facial perception and recognition (e.g., Gauthier &
Tarr, 1997; Gauthier, Tarr, Anderson, Skudlarski, & Gore,
1999; Wong, Palmeri, & Gauthier, 2009), category representa-
tion (e.g., Wallraven, Bülthoff, Waterkamp, van Dam, &
Gaissert, 2014; Williams, 1998), conditioned fear responses
(e.g., Barry, Griffith, Vervliet, & Hermans, 2016; Bennett,
Vervoort, Boddez, Hermans, & Baeyens, 2015; Scheveneels,
Boddez, Bennett, & Hermans, 2017), linguistic demonstratives
and gestures (Cooperrider, 2015), and emotional influences on
perception (Estes, Jones, &Golonka, 2012). Some sets of novel
objects have also been presented in articles specifically written
to encourage their adoption by other researchers (Barry,
Griffith, De Rossi, & Hermans, 2014; Buffat et al., 2014), or
simply hosted online (Harris, 2015) for other researchers to use.
Figure 1 shows representative exemplars of these sets.

As the use of novel objects in research has become more
commonplace, there has been a parallel rise in studies in which
participants have engaged and interacted with complex, con-
tinually changing virtual environments. Such dynamic tasks,
presented on traditional monitors or stereoscopic displays, en-
able the presentation of much richer stimuli and the collection
of much richer data streams than more traditional, static tasks.
Dynamic tasks have been used to investigate the processes
underlying phenomena such as the mechanisms of spatial nav-
igation in humans and other animals (Bohil, Alicea, & Biocca,
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2011; Ekstrom et al., 2003; Weisberg, Schinazi, Newcombe,
Shipley, & Epstein, 2014); multisensory integration in the de-
termination of one’s own location (Ehrsson, 2007;
Lenggenhager, Tadi, Metzinger, & Blanke, 2007); memory
retrieval (Watrous, Tandon, Conner, Pieters, & Ekstrom,
2013); priority in attention, gaze, and memory (Aivar,
Hayhoe, Chizk, & Mruczek, 2005; Jovancevic, Sullivan, &
Hayhoe, 2006); the temporal organization of gaze in realistic
tasks (Johnson, Sullivan, Hayhoe, & Ballard, 2014); sublimi-
nal cueing (Aranyi et al., 2014; Barral et al., 2014); and the
development of brain–computer interfaces (Leeb et al., 2007).

Both dynamic tasks and novel 3-D object sets, then, have
become standard tools in the cognitive science repertoire. We
are not aware of any published work that combines the two
streams, but we anticipate that this will rapidly become com-
monplace, as more researchers become aware of the power
and flexibility these tools enable, without a corresponding
sacrifice in experimental control. Our laboratory has begun
running such studies, in which we examine attentional and
oculomotor changes as participants learn about a novel
object set in a dynamic environment (Watson, Voloh,
Naghizadeh, Chen, &Womelsdorf, 2017).With somany sets
of novel objects freely available (see Fig. 1), it came as a
surprise that we could not find a multidimensional set that
met our requirements. Instead, we had to design our own
and test their suitability for our task, a much more difficult
and time-consuming project than we had originally anticipat-
ed, and one that we hope to make substantially easier for
future researchers.

In the present article we review this novel object set, named
Quaddles in reference to the four feature dimensions that define
the object space. In addition, we describe (and provide links to)
tools that allow the creation of thousands of parametrically var-
ied objects using preexisting features, which enable researchers
to design custom features quickly and relatively easily. Finally,
we present the results of a feature detection task showing how
sensitivity, response bias, and detection efficiency to different
feature values of a particular set of Quaddles can be quantified,
establishing that, for the most part, the feature values are equally
detectable and do not produce strong response biases.

Introducing Quaddles

The experimental task for which Quaddles were designed has
participants moving freely using a joystick around a realistic
virtual 3-D environment and choosing between objects in that
environment. Their object selections are either rewarded or
not, on the basis of the particular feature values of the objects,
and participants have to learn through trial and error which
feature values are associated with reward. Our requirements
for these objects were that they have:

& An aesthetically pleasing appearance
& Multiple feature dimensions, including nonshape dimensions
& Multiple feature values along each feature dimension
& Feature values that are roughly equally perceptible and do

not show strong response biases

Colour, Texture or Pa!ern Features
d)

e) f)

Viewpoint Independent Features
a)

b) c)

Viewpoint Dependent   
Shape-Based Features

i)

g)

k)

m)

h)

j)

l)

n)

Fig. 1 Representative exemplars from a number of previously reported sets
of novel objects. Most do not have features that are viewpoint-independent
or that are defined by elements other than shape, both of which qualities we
needed for studies with multidimensional view-invariant features. No set
has both. (a) geons (Biederman & Gerhardstain, 1993; Hayward & Tarr,
1997), (b) strings (Biederman & Gerhardstein, 1993; Bülthoff & Edelman,
1992; Tarr et al., 1997), (c) multi-geons (Biederman&Gerhardstein, 1993);
(d) Yadgits (Harris, 2015), (e) Fribbles (Barry et al., 2014; Williams, 1998);
( f ) nonsense objects (Cant & Goodale, 2007; Humphrey & Khan, 1992);
(g) amoeboids (Bülthoff & Edelman, 1992; Wong & Hayward, 2005), (h)

Greebles (Gauthier & Tarr, 1997), (i) YUFOs (Gauthier et al., 2003), (j)
Sheinbugs (Richler et al., 2017), (k) two-part objects (Hayward & Tarr,
1997), (l) pair-wise similar objects (Biederman & Gerhardstein, 1993),
(m) geons with occlusion (Wong & Hayward, 2005), and (n) Ziggerins
(Wong et al., 2009). Exemplar pairs g, m, and n were taken from http://
ww2.psy.cuhk.edu.hk/~mael/Stimuli.html; a, b, c, d, e, h, i, k, and l were
taken from http://wiki.cnbc.cmu.edu/Novel_Objects; j was taken from
http://gauthier.psy.vanderbilt.edu/resources/; and f was taken from Cant
andGoodale (2007). Some stimuli were edited to remove background color
in the figure
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& Vertical symmetry
& Features that can all be clearly and simultaneously viewed

from any angle around the vertical axis
& The ability to be exported to any commonly used image

format (PNG, GIF, JPG, etc.)
& The ability to be exported to any common video game

engine (Unity 3D, Unreal Engine, etc.)

No previous set of novel objects we are aware of meets all
these criteria. Very few of these sets have viewpoint-
independent features that can all be viewed simultaneously
from any angle around the object, and most have purely
shape-based feature dimensions (see Fig. 1). Furthermore,
we are only aware of one object set for which feature similar-
ity has been quantified (Barry, De Rossi, & Hermans, 2014),
and balancing perceptibility across different feature dimen-
sions has only been attempted for much simpler stimuli
(Kaldy, Blaser, & Leslie, 2006)—hence, the need for a new
set of objects.

The primary set of Quaddles are defined by four feature
dimensions: body shape, arm angle, surface color, and surface
pattern, each of which has two possible values (Fig. 2).
The set can easily be extended by adding new feature
values (Figs. 3 and 4), by using intermediate (morphed) values
between the existing values (Fig. 3), or by adding or removing

dimensions (Fig. 4). All Quaddles shown in these figures are
freely available from our website (http://accl.psy.vanderbilt.
edu/resources/analysis-tools/) in FBX file format. High-
definition pictures of each object from a variety of perspec-
tives are also available in JPG formats with black, white, gray,
or green backgrounds, as well as in PNG format with trans-
parent backgrounds. Videos of the objects rotating against
black, white, and gray backgrounds are also available in
mp4 format. Finally, the same website contains a detailed
manual and links to a github script repository containing code
that can generate all the objects shown here, as well as tens of
thousands of others, and that can easily be modified to create
custom object sets.

In the remainder of the article, we summarize the methods
for creating Quaddles (more complete details can be found in
the manual, hosted at http://accl.psy.vanderbilt.edu/resources/
analysis-tools/), and present the results of a feature detection
study quantifying sensitivity, response bias, and efficiency to
the different feature values. In this task, participants were cued
with two feature values prior to being shown a single
Quaddle that contained only one of these values, and they
had to report which of the two values was present. We
calculated independent measures of sensitivity (d') and
response bias (criterion) for each of the feature values, using
standard signal detection measures (Macmillan & Creelman,
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Fig. 2 The primary set of 16 Quaddles used in the feature identification study described in this article

Fig. 3 Examples of morphing, using two different feature values on each of the four feature dimensions
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2005). Sensitivity on this task quantifies the ability to correctly
report a feature as being present or absent, whereas response
bias quantifies the likelihood of reporting a particular feature
overall, either correctly or incorrectly. The desired results were
indistinguishable sensitivities to the different feature values
and bias scores that would cluster around 0, indicating no
consistent biases across participants. We also calculated effi-
ciency scores that combined accuracy and response time, con-
trolling for speed–accuracy trade-offs (Smilek, Enns,
Eastwood, & Merikle, 2006; Townsend & Ashby, 1983).
Furthermore, we quantified the stability of the efficiency
scores using consistency metrics, both across blocks within
individual participants and between participants. To prefigure
our results, this analysis demonstrated that feature value de-
tection efficiency is fairly consistent within individual partic-
ipants, but this consistency is substantially weaker across par-
ticipants. Furthermore, these can be used as covariates in anal-
yses of other tasks using Quaddles, thus controlling for any
effects that differential sensitivities, strong response biases, or
different efficiencies might produce on these tasks.

Method

Stimulus generation

Quaddles were generated using Autodesk 3DS Max software.
The primary set, used to generate all results presented in this
article, is defined by four feature dimensions (body shape,
branch angularity, pattern, and color), each of which can take

on two possible feature values (e.g., body shape can be pyra-
midal or oblong), giving a total of eight feature values and 16
possible objects (Fig. 2). The scripts we provide online in-
clude options for incorporating further feature dimensions
and values into stimulus sets, allowing the creation of hun-
dreds of thousands more objects, but we do not describe these
in detail here (full instructions are given in the manual).

Textures, which define the surface colors and patterns, are
imported from PNG files created in a Matlab script. The neu-
tral gray color is the same for all objects, whereas the other
colors are chosen within the CIE L*c* h* space such that the
L* and c* values (luminance and saturation, respectively) are
held constant, but h* values (hue) vary by 15°, meaning that
there is a small difference in hue between the two colors, but
not in the other components of the colors. Textures are applied
to object surfaces using standard UV mapping options: a cy-
lindrical wrap for pyramidal bodies and a spherical wrap for
oblong ones (different wraps were chosen because they result-
ed in smaller artifacts at the top and bottom of objects).

Quaddle bodies are initially generated as spheres and then
molded into the desired body shapes using freeform deforma-
tion (Sederberg & Parry, 1986), in which a lattice of control
points is added to the object and manipulated to create the
desired shape. Thus, all body shapes are morphs of each other,
allowing for intermediary shapes as desired. Each Quaddle has
four arms, initially generated as straight cylinders and then
morphed into the desired shape, thus also supporting interme-
diary values. The same is true of both the hues used to define
object color, and their surface patterns. This means it is easy to
create objects chosen from anywhere within the feature space

Fig. 4 Additional objects showing some possible variations on the basic
Quaddle body plan that can be easily generated via scripting. The top row
shows changes in the number of arms, the addition of a Bhat^ feature that
allows two body shapes to be stacked on top of each other, and the

addition of feature values such as the hairy surface texture, whereas the
bottom two rows show objects with all the same feature dimensions, but
alternative feature values
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defined by the four feature dimensions (Fig. 3). Given any two
objects, one can also create videos of the morph between them,
or even objects that morph in real time in a 3-D environment.

Object generation was automated using a 3DS Maxscript
that creates and saves complete object sets. An optional func-
tion allows JPEG, PNG, or other image files to be generated of
every object created from any distance, height, and rotation.
Experimenters also have the option of saving videos of the
objects rotating 360° from any perspective.

For illustration purposes, we generated two more feature
values along each dimension, and generated partial morphs of
the objects along each dimension (Fig. 3).We also generated a
number of further objects with varied numbers of arms, amal-
gamated body shapes stacked on top of each other, and vari-
ous new textures and shapes (Fig. 4). Making new Quaddles
in this way is quite easy using simple modifications of our
existing scripts, allowing the powerful and flexible generation
of new object sets.

Experimental procedures

The York University Office of Research Ethics approved the
present study as conforming to the standards of the Canadian
Tri-Council Research Ethics guidelines (Certificate # 2016-
214). Ten participants (mean age 28 years ± 3.8 SE; six male,
four female) took part in the study. One was excluded from
further analyses due to chance performance. They were seated
approximately 60 cm from an LED monitor with a 60-Hz
refresh rate, with heads unrestrained. The entire study, includ-
ing an instructional tutorial, took approximately 1 h. The task
was coded in the Unity game engine.

For the duration of the experiment, participants viewed a
diamond-shaped arena from one of its vertices (Fig. 5). At the
start of each trial, the floor of the arena changed to one of 20

different textures, chosen at random, which were also used in
the learning task for which we designed the Quaddles. The
floor textures were chosen from a large, free database of tex-
tures (https://share.allegorithmic.com), and included a wide
variety of hues, contrasts, spatial frequencies, and semantic
information. After 200 ms, two cues appeared, each showing
an iconic representation of one of the eight stimulus feature
values (2 feature values × 4 feature dimensions). After a
further 250 ms (± 50-ms jitter), a single Quaddle was
displayed at the center of the screen for 250 ms, subtending
3.5°–4.0° of visual angle at a 60-cm viewing distance.
Participants had to quickly decide whether the single
Quaddle contained the feature value of the left or right iconic
image cue. A mask pattern was then flashed over the Quaddle
location for 50 ms, after which both it and the Quaddle were
removed. The cues remained on screen until participants had
responded by pressing either the BZ^ or the B/^ key on a
standard keyboard (indicating that the left or right cue, respec-
tively, was accurate), or until 2 s had elapsed, whichever was
quicker. If participants did not respond within 2 s, the game
was paused and they were asked to respond more quickly on
future trials. After response, feedback was presented for 500–
600 ms in the form of a colored border around the chosen cue,
with green indicating correct and red indicating incorrect.
Each Quaddle had one of the two cued feature values,
but not the other, and participants were tasked with
reporting which of the two cues was present. After feedback
the cues were removed, and the next trial started immediately
(see Fig. 5).

Participants were given approximately 5 min of training on
a slower version of the task prior to starting, and they were
instructed to respond as quickly and accurately as possible. A
single block contained 512 trials, consisting of 32 trials for
each of the 16 Quaddles. Each of the four feature values

Cue Presenta!on
(200-300 ms)

S!mulus Presenta!on
(250 ms)

Mask (50 ms)

Feedback (500-600 ms)

Inter-trial Interval (200 ms)

Fig. 5 Overview of a feature detection trial. On this trial, the participant
incorrectly responded that the presented Quaddle had a reddish color,
instead of a checkered pattern, so their incorrect choice was outlined in

red during the feedback phase. Had they chosen correctly, their choice
would have been outlined in green
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present on a given Quaddle was presented as a valid cue eight
times, twice with each of the four feature values not found on
the same Quaddle as the invalid cue, on both the left and the
right side. Every 32 trials, each of the 16 Quaddles was shown
twice, once with the valid cue on the right, and once on the
left, but in all other respects the cues, Quaddles, and side of the
valid cue were randomized. After a block, participants were
given an optional break. Most participants ran through three
blocks in approximately 60 min, but three participants were
only able to finish two due to time constraints.

Several pilot versions of the study were run. After each, we
adjusted the object feature values to try to eliminate any gross
response biases. We present the results only for participants
run using the final set of feature values, which had the most
unbiased performance across feature dimensions.

Results

One participant was excluded from analyses due to chance
accuracy. For the remaining participants, all trials in which a
given feature value was a valid cue were grouped together, as
were all trials in which it was an invalid cue. This resulted in
16 groups of trials, within which the accuracy and response
time on correct trials were averaged. There were substantial
interindividual differences, with individual accuracies for par-
ticular feature values ranging from 54% to 99%, and correct
response times ranging from 500 to 1,180 ms.

For each of the eight feature values, we calculated a hit rate
(the accuracy on all trials in which the target was validly cued)
and a false alarm rate (1 – accuracy on all trials in which the
target was invalidly cued). This effectively treated our experi-
ment as eight independent yes–no tasks, where reporting a
given feature value as present corresponded to a “yes” re-
sponse and reporting any other value as present corresponded
to “no,” allowing for the calculation of standard sensitivity (d')
and bias (c, criterion) measures (Macmillan & Creelman,
2005), shown in Fig. 6. A c of 0 indicates no bias, negative
numbers indicate a preference for a given alternative, and pos-
itive numbers indicate a preference against a given alternative
(thus, Fig. 6b shows very minor biases for most features, but
stronger biases for participants to report checkered patterns and
not to report downward-bending arms). Individual sensitivities
for particular feature values ranged from 1.01 to 4.42, and the
absolute values of biases ranged from 0 to .44.

The mean sensitivity across all participants and all feature
values was 2.59, which lay between Quartiles 1 and 2 for all
feature values. The checkered and diamond patterns were
clearly different from the other feature values, in that they
had the two lowest median sensitivities, which were the only
median sensitivities below the first quartiles of any of the other
feature values, as well as third quartiles that were below two of
the other values’ median sensitivities (orange color and

pyramidal shape). All other median sensitivities were between
the first and third quartiles for all other feature values, with a
single exception (the oblong shape’s third quartile was below
the median sensitivity of the orange color). Thus, participants
were consistently less sensitive to pattern than to the other
feature dimensions. Consistent with this, trials with either valid
or invalid pattern cues had the lowest median response times
(not shown), indicating that the values of the pattern dimension
were particularly difficult to discriminate and that the lower
sensitivity was not simply due to a speed–accuracy trade-off.

The response biases were clustered around 0, with a median
bias for one feature value (diamond pattern) at exactly 0, three
below 0, and four above. The absolute value of all medians was
less than .20, with the exception of the checkered pattern, which
had a bias of – .29. All feature values produced both positive
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Fig. 6 Feature detection study sensitivities (a) and response biases (b) for
each of the eight feature values. Higher sensitivity scores indicate more
accurate detection of the feature in question; negative bias indicates a
tendency to report the feature in question; positive bias shows a tendency
not to report it; and 0 indicates no bias
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and negative biases in different participants, with the exception
of downward-bent arms, which had no bias or a positive bias
for all participants. Thus, in general, feature values did not
produce strong and consistent response biases, with the excep-
tions of checkered patterns and downward-bent arms.

Another method of quantifying performance on two-
alternative forced choice tasks such as these, which has the
advantage of producing a single number for each participant
while controlling for a speed–accuracy trade-off, is to com-
pute efficiency scores from the raw accuracies and response
times (Smilek et al., 2006; Townsend & Ashby, 1983), which
we used to quantify interindividual differences in performance
and to examine the degree to which individuals’ detection
efficiency was self-consistent across blocks and consistent
between participants (Figs. 7 and 8).

There were 56 cue pairs (8×8 feature values, but the same
value cannot be paired with itself), for which accuracies and
response times were combined by dividing the response time
on correctly answered trials in which these cues were present-
ed by the mean accuracy on these trials (Smilek et al., 2006;
Townsend & Ashby, 1983). Doing this corrects for speed–
accuracy trade-offs in an intuitive way: When accuracy is
perfect, efficiency will be identical to the mean response time,
and as accuracy decreases, the combined score increases,
making efficiency scores similar to response time in that
smaller values indicate better performance. This assumes that
response time and accuracy are linearly correlated, which was
supported in the present data (r = – .53, p < .001). These scores
were then transformed into z scores using the mean and

standard deviation of the efficiency scores across all trials
for each participant. These 56 scores were combined into 28
for each participant by averaging over the valid–invalid and
invalid–valid trials for each feature value pair, which was also
justified, on the basis of a strong correlation between the two
sets of scores (r = .83, p < .001). Finally, these 28 feature value
pair scores were combined into eight feature value scores, by
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Fig. 8 Krippendorff’s alpha values for normalized efficiency score ranks
for feature values between and within participants. The between-
participant scores are close to 0, indicating that any given individual’s
feature value preferences are close to random. Within-participant scores,
on the other hand, are higher, indicating that individual preferences are
stable across multiple blocks. Error bars indicate 95% confidence
intervals, calculated using 10,000 bootstrap samples
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averaging all trials in which a given feature value was present-
ed as a cue with any of the other seven feature values. A score
of 0 indicated the mean efficiency across all feature values for
each participant, and 1 (or – 1) indicated a standard deviation
away from this mean, with lower scores indicating greater
efficiency.

These normalized efficiency scores are shown in Fig. 7.
Their median values across all participants are close to 0, with
no scores being more than 0.25 SDs away from the mean,
indicating that most of the variance in response times and
accuracies on the present task was due to factors other than
response biases to particular feature values. All the 95% con-
fidence intervals for these scores included 0, indicating little, if
any, difference between the efficiencies for any feature values.
However, once again the two surface pattern feature values
have the two highest scores (.23 and .14), consistent with the
lowered sensitivity scores to these values (Fig. 6).

As well as quantifying efficiency scores for particular fea-
ture values, we wanted to quantify how consistent these scores
were, both between and within participants. This was accom-
plished using a tool from the content analysis field,
Krippendorff ’s alpha, or Kα (Hayes & Krippendorff, 2007;
Krippendorff, 2011). Kα, which indicates the reliability of
multiple sets of scores for a number of items, ranges between
– 1 and 1, where 1 indicates perfect consistency, 0 indicates a
completely random distribution of scores across sets, and – 1
indicates perfectly systematic disagreement (Krippendorff,
2008). Generally speaking, Kα is used to measure the consis-
tency of questionnaires or other rating instruments, in which
case a high value (e.g., .80 or higher) is desirable. However, in
the present case, values approaching 0 indicated a lack of
consistent bias toward particular feature values, as we desired
for our object set.

To calculate Kα, the normalized efficiency scores were
transformed to rank orders. For the between-participants Kα,
this was done across all trials to give a single set of scores for
each participant. Kα was calculated using a freely available
Matlab script (Eggink, 2012), and standard errors and confi-
dence intervals were calculated using a bootstrap method, as
recommended by Zapf, Castell, Morawietz, and Karch (2016),
save that we used 10,000 samples due to the small number of
participants, and used bias-corrected and accelerated confi-
dence intervals, which provide more accurate estimates of the
true interval (DiCiccio & Efron, 1996). The resulting between-
participant consistency was low (Kα = .14, SE = .17), and its
95% confidence interval included 0. For the within-
participants Kα, we calculated a separate set of efficiency
scores for each block performed by each participant, found
the rank-ordering of these scores, then calculated a single
across-block Kα for each participant using these rank orders
and averaged these values across participants, using a 10,000-
sample bootstrap to calculate standard errors and confidence
intervals. This showed a substantial degree of within-

participant consistency (Kα = .51, SE = .12). Thus, individuals
have reasonably consistent efficiencies to the different feature
values over time, although across individuals these efficiencies
are much closer to randomly distributed (see Fig. 8).

Discussion

This article presented the multidimensional set of Quaddle ob-
jects, suitable for use both in studies involving navigation
through visually appealing virtual 3-Dworlds, or for more static
studies that require images or videos of multidimensional ob-
jects. The results of a simple feature discrimination task showed
that participants are roughly equally sensitive to the feature
values along each dimension (Fig. 6a), with the exception of
the two pattern dimensions; that there are not strong and con-
sistent response biases to most of these feature values (Fig. 6b);
and that although individuals’ response efficiencies for particu-
lar feature values are somewhat consistent across time, there is
little consistency across participants (Figs. 7 and 8). These re-
sults suggest that Quaddles can be used Boff the shelf^ in a wide
array of tasks that require balanced feature values, and they
point to modifications that could further improve this balance
(e.g., by increasing the size of individual checkers or diamonds,
or increasing the contrast between their dark and light elements,
to increase the discriminability of the patterns). They can even
be 3-D-printed, should an experiment be truly real-world, and
can generate stereoscopic images for use with virtual reality or
augmented reality experiments.

Limitations of the discrimination study

Although the results of our feature detection task are encour-
aging, it is important to acknowledge their limitations. First,
there is substantial individual variability. For a study in which
it is critical that each feature value be equally discriminable by
all participants (for some arbitrarily small value of Bequally^),
it might be necessary to produce a much larger set of objects
with many intermediate feature values, and run participants on
a complex adaptive staircase task (see, e.g., Anderson &
Johnson, 2006; Klein & Macmillan, 2001; Kujala & Lukka,
2006; Treutwein, 1999), resulting in a personalized set of ob-
jects for each participant. Producing such intermediate objects
is possible with relatively simple modifications of our existing
scripts. Developing such a staircase task would require careful
consideration of the specific requirements of the experiment in
question.

Our study presents objects at a single distance. In a study in
which object distances vary, such as any involving navigation
through a 3-D world, different features will become more or
less discriminable at different distances. Equating discrimina-
bility across multiple distances would make for a much longer
and more complex study than was feasible in our time frame.
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Finally, our study presented objects within a single arena
that does not change, save for the floor, which changes drasti-
cally across trials. This is simply because the study for which
we developed these objects involves a single arena with floors
that change across trials. The surround of an object can have
powerful effects on feature discrimination, but our study does
not control for these effects, as we reasoned that given thewide
variety of floors we present, their effects would be essentially
random. Once again, any experimenter for whom this is a
critical concern will have to run another set of feature detection
studies, modifying the objects and environment as needed.

We believe it is apparent that controlling for all factors that
affect feature detection is not feasible, because one can only
measure detection in a given experimental context. We have
mentioned three factors that we did not control for, which
likely interact in highly non-linear ways: individual prefer-
ences, object distance, and visual background. Even if their
interactions are completely linear, controlling for all of them
simultaneously would require a very complex task and a very
large number of participants. Furthermore, there are certainly
other relevant contingencies that we have not outlined here.
Indeed, preliminary results from our laboratory suggest that in
a dynamic object selection task in which the rewarded feature
values are learned through trial and error, Quaddle shapes may
have an advantage over the other feature dimensions (data not
shown). Sensitivity, response bias, and efficiency scores
need to be measured in their respective task environ-
ments, consistent with the insight that multiple factors de-
termine whether an object guides attention in visual search
tasks (Wolfe & Horowitz, 2017).

Experimenters will have to determine to what degree their
particular task requires controlling for different factors that
might affect feature value discrimination and detection, and
design their objects and tasks accordingly. Alternatively, in-
stead of controlling for such factors, one could simply quan-
tify their differential effects, and use sensitivity, bias, or effi-
ciency scores as covariates in statistical analyses, to be
partialed out from the main effects of the respective studies.

Possibilities for further customization

Figures 2, 3, and 4 show several ways in which the basic
Quaddle feature space can be manipulated, but there are many
other ways in which researchers might change Quaddles for
their own purposes. For example, they might wish to remove
the vertical symmetry of some, or all, feature dimensions, so
that manipulating or navigating around objects would be an
important part of identifying them, as is the case with most of
the objects shown in Fig. 1, as well as with many, if not most,
real-world objects. Similarly, it might also be of interest to
systematically vary the discriminability or salience of different
feature dimensions, and to quantify this variance using a fea-
ture detection task. This enables the role of feature bias to be

directly studied, as opposed to minimized as with the present
object set. Such changes would require trivial modifications to
the existing scripts. Aside from these examples, many
other possibilities of course exist for future studies to
implement additional changes.

Concluding remarks

With this article, we introduced a new object set, characterized
its discriminability, and provided tools to facilitate its use in a
wide range of possible future studies. This novel set of 3-D
objects has normed, parametric features, suitable for a wide
range of tasks; open online access to the examples and tools
allows researchers to rapidly create custom object sets suitable
for other studies. This pragmatic aspect resonates well with
the spirit of recent toolkits for video game engines that have
streamlined the development and running of dynamic experi-
ments (Doucet, Gulli, & Martinez-Trujillo, 2016; Jangraw,
Johri, Gribetz, & Sajda, 2014). The properties of Quaddles
make them a suitable set of novel objects for future studies
using more realistic and complex tasks, and the scripts we
provide can significantly reduce the time necessary to develop
different objects for such tasks.
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A B S T R A C T

Background: There is a growing interest in complex, active, and immersive behavioral neuroscience tasks.
However, the development and control of such tasks present unique challenges.
New Method: The Unified Suite for Experiments (USE) is an integrated set of hardware and software tools for the
design and control of behavioral neuroscience experiments. The software, developed using the Unity video game
engine, supports both active tasks in immersive 3D environments and static 2D tasks used in more traditional
visual experiments. The custom USE SyncBox hardware, based around an Arduino Mega2560 board, integrates
and synchronizes multiple data streams from different pieces of experimental hardware. The suite addresses
three key issues with developing cognitive neuroscience experiments in Unity: tight experimental control, ac-
curate sub-ms timing, and accurate gaze target identification.
Results: USE is a flexible framework to realize experiments, enabling (i) nested control over complex tasks, (ii)
flexible use of 3D or 2D scenes and objects, (iii) touchscreen-, button-, joystick- and gaze-based interaction, and
(v) complete offline reconstruction of experiments for post-processing and temporal alignment of data streams.
Comparison with Existing Methods: Most existing experiment-creation tools are not designed to support the de-
velopment of video-game-like tasks. Those that do use older or less popular video game engines as their base,
and are not as feature-rich or enable as precise control over timing as USE.
Conclusions: USE provides an integrated, open source framework for a wide variety of active behavioral neu-
roscience experiments using human and nonhuman participants, and artificially-intelligent agents.

1. Introduction

1.1. Static and active tasks

Participants in most traditional psychology or neuroscience ex-
periments are presented with impoverished stimuli and tightly-re-
stricted response options. This approach, which for the sake of brevity
we refer to as static, maximizes experimental control, constrains pos-
sible interpretations of results, allows for the comparatively easy
creation of experimental tasks, and is a critical part of the reductionist
approach that has led to many of the exceptional successes of the
cognitive sciences. However, researchers are increasingly concerned
with understanding behaviour and neural processing in tasks and
contexts that are more complex and naturalistic, an approach we refer
to as active. Here we present an integrated suite of software and

hardware designed to aid in the development, control and analysis of
active cognitive neuroscience experiments, the Unified Suite for
Experiments (USE).

Given the success of static tasks and their dominance in the cogni-
tive sciences, why should researchers bother with active tasks? We
provide three answers to this question. First, there is the common
concern about ecological validity and the generalizability of results,
namely that results from simple static tasks do not necessarily gen-
eralize and may be misleading when taken to provide insight into real-
world behaviour and neural activity (Kingstone et al., 2008;
Schmuckler, 2001; Chaytor and Schmitter-Edgecombe, 2003). For ex-
ample, there are substantial quantitative and qualitative differences in
biases for gaze to be directed towards others' eyes that depend on
whether participants are viewing static pictures, watching movies, or
are involved in genuine interactions with other humans (Risko et al.,
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2012). By facilitating the generation of both static and active tasks
using the same underlying task structure, USE enables the direct in-
vestigation of differences between them.

Second, more naturalistic stimuli and flexible possibilities of control
can be more immersive and dramatically more motivating for human
and nonhuman primate subjects (Bennett et al., 2016; Bouchard et al.,
2011; Slater and Wilbur, 1997; Witmer and Singer, 1998; Youngblut,
2007). As one testament to this, over the decades where video games
developed more realistic visuals and more flexible and responsive
controls, they developed from an obscure hobby to a multi-billion
dollar industry with more consumers and larger revenues than film-
making (The NDP Group, 2009; Shanley, 2017). As another testament,
more realistic computer game environments can lead to reliable in-
creases of learning outcomes in variety of contexts (e.g. Mayer, 2018).

Finally, active tasks enable the collection and exploration of a wide
array of precise and multi-modal data about complex behaviors, which
are necessary to generate hypotheses for understanding real-world be-
haviors (Kingstone et al., 2008). Despite more than two centuries of
formal psychological research and millennia of informal speculation,
there is no well-established body of fine-grained data about human
action in most tasks. By providing such fine-grained data on realistic
tasks, active tasks can produce data that enable both hypothesis-testing
and exploratory or observational work, sometimes even in the same
experiment.

1.2. Developing active tasks with USE

Active tasks may be appealing, but they are more challenging to
develop, control, and analyze than static tasks. USE was developed to
make these challenges more manageable. The practicality and scope of
USE make it a versatile alternative to experimental creation and control
suites such as the Psychtoolbox (Brainard, 1997; Kleiner et al., 2007;
Pelli, 1997), PsychoPy (Peirce, 2007, 2008), or MonkeyLogic (Asaad
and Eskandar, 2008a, b; Asaad et al., 2013; Hwang et al., 2019), with
the specific focus of creating, controlling and analyzing tasks that have
the complexity, dynamism, and visual fidelity typical of video games.
USE also provides unique solutions to common challenges of experi-
mental control (see 5.2) that set it apart from other active experiment
creation suites (Brookes et al., 2018; Doucet et al., 2016; Jangraw et al.,
2014).

USE provides an integrated solution for development, timekeeping,
and analysis components required for typical experiments (Fig. 1). The
remainder of this paper delineates each of these components. For the
development component, a set of scripts for the video game engine
Unity enables the development of nested hierarchies of experimental
control, as well as tools for common experimental requirements (data
collection and recording, communication with other programs and
equipment, etc). For the timekeeping component, the suite incorporates
the USE SyncBox, an Arduino-based timing and I/O hardware system, to
relay signals and codes between experimental hardware, and to main-
tain a central time record. This can send either event codes or simple
pulses to other experimental equipment, and track the current monitor
status using light sensors placed on the monitor, which allows the de-
tection of any skipped or stuck frame (currently only in post-proces-
sing). Finally, for the analysis component, the suite includes a set of
Matlab scripts for offline data parsing and timestream synchronization.

USE allows flexible experimental protocols built around (i) active or
static experiments, (ii) 2D and 3D displays, and (iii) touchscreen, joy-
stick or keyboard/button press interfaces. In addition, it provides an
interface for artificial agents that thereby can be tested with the iden-
tical settings used for experiments in humans or nonhuman primates.
We anticipate that the key strength of USE is to facilitate the design and
realization of active studies, though it can also be used to generate
static tasks, as we have shown in prior studies (Oemisch et al., 2017;
Watson et al., in press), enabling the comparison of active and static
task variants.

Links to the key components of USE, as well as manuals, tutorials,
and example experiments, can be found on our website (http://accl.psy.
vanderbilt.edu/resources/analysis-tools/unifiedsuiteforexperiments).

1.3. Goals of USE

In developing USE, we aimed to satisfy multiple criteria. The goal
was to develop a system that was:

• Temporally accurate and precise - all data should synchronize at
millisecond precision.

• Modular - all software and hardware components are developed so
that they can be used independently, or in different combinations.

• Generic - specific components can be easily adapted to multiple
purposes.

• Algorithmic - each component of the system is explained in a prin-
cipled way to facilitate implementation in other research contexts
using other hardware (e.g. a different microcontroller board) or
software (e.g. a different video game engine).

• Translational –functionally identical protocols can easily be gener-
ated for use with different groups of humans, non-humans, or arti-
ficially intelligent agents.

• Offline reconstructable - every monitor frame displayed during an
experiment can be recreated at will in offline analysis and combined
with synchronized information from any other data stream to re-
construct the experiment.

• Cost efficient - the software is all free, the total cost of the custom
hardware is under $500, and experiments can be developed and run
using any modern computer and consumer-grade monitor.

• Multi-platform - experiments can be developed on Mac OSX or
Windows computers, and run on any modern computer (including
Linux), smartphone, tablet, or gaming console, and can also be de-
veloped for the web.

• Portable - only a single computer, a small box for the arduino, two
light sensors and a small number of cables are required for complete
experimental control.

• Practical - the suite solves the key challenges in active experiment
implementation and organization, and does so in ways that are in-
tended to be as user-friendly as possible.

• Open source - all components of development and analysis software
and I/O data streaming should be freely available under open source
licenses.

One criteria we did not aim to satisfy was that developing experi-
ments be a completely novice-friendly process. In our experience, suites
which attempt to do so end up sacrificing generality, flexibility, and
power. Thus, designing an experiment in USE, while it is much easier
than doing so from scratch, does require a level of familiarity with both
Unity and general programming principles. Actually running experi-
ments created with USE, however, does not require any special
knowledge and can be simple enough to be the responsibility of the
undergraduates who are tasked with running more traditional studies in
many laboratories (see 4.2.7). That said, we expect as more labs become
involved in the development of active tasks, many programmatic
components that define the actionable environment will be re-used as
they are developed and shared through open-source collaboration, in-
creasing the ease of experimental design.

1.4. The Unity game engine

The experiment development and control software components of
USE are implemented in the Unity game engine. Game engines are de-
velopment environments that implement various functionalities that
games commonly require, such as the rendering of 2D and 3D graphics,
physics simulation, realistic lighting, animation, sound management,
etc. Unity is a free (but not open source) engine that runs on Windows,
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Macintosh, and Linux computers, supports building games for all major
computers, phones, tablets, and game consoles, and has built-in support
for stereoscopic presentation. Games made with Unity were down-
loaded over 5 billion times in Q3 2016 alone (Unity Technologies,
2017a). Some recent games of note made with Unity include Cites:
Skylines (Colossal Order, 2015), Her Story (Barlow, 2015), Kerbal
Space Program (Squad, 2015), Pokémon GO (Niantic, 2016), and Super
Mario Run (Nintendo EDP, 2016). Aside from its price, Unity is at-
tractive to small and medium-sized developers due to its relative ease of
use, full feature set, comprehensive tutorials, and active online forums
(Unity Technologies, 2017b). USE scripts are all written in C#, which as
of 2019 is the only language supported by Unity.

1.5. Specific challenges of active tasks

Building an experimental suite on top of a game engine presents
several unique challenges. First, game engines must ensure that all re-
quired commands are run in time for frame rendering to be carried out,
but the precise execution order below the frame rate is often irrelevant,
and commands can be spread across many scripts, making it difficult to
follow their interactions. Command execution order in USE is guaran-
teed by a novel state-based system (cf. Wagner et al., 2006) that enables
the generation of nested hierarchies of control, such as the experiment-
block-trial structure common in cognitive studies (section 4.2). As an
example of the general utility of state-based control systems for ex-
periment development, a state-based system has been used to create
electrical engineering experiments in Unity exists (Liao and Qu, 2013),
but its use case is sufficiently distinct from cognitive neuroscience that
it is untransferable.

Second, just as control below the level of a frame can be difficult to
achieve, accurate timing below the level of a frame is, for most practical
purposes, unavailable within Unity. Indeed, it is difficult even to as-
certain frame onset times, complicating synchronization of displays
with other experimental hardware such as neural acquisition devices.
To solve this, USE incorporates a newly designed, dedicated SyncBox
hardware, which acts as a central timekeeper, a generic

communication/synchronization device, and also uses data from light
sensors to track the current frame status (section 4.3).

Finally, for studies that incorporate eyetracking, identifying gaze
targets in a 3D scene rendered on a 2D screen is difficult, particularly
when objects have complex shapes and the subject freely navigates
through the 3D environment. In most static tasks, an Area of Interest
(AOI) is defined around each object, with a larger radius than the object
itself to account for measurement imprecision and the spatial extent of
the fovea. This is much more difficult and computationally-intensive in
active tasks, as objects’ two-dimensional silhouettes on the screen can
be difficult to determine, and can change drastically from frame to
frame. Our solution involves a novel method named Shotgun Raycast,
which detects all objects whose two-dimensional silhouette falls within
a specified number of degrees of visual angle from a gaze point on the
screen (section 4.4).

These novel contributions extend Unity’s robust physics and ren-
dering capabilities, and make it a suitable platform for behavioral
neuroscience research.

1.6. Enabling translational research: human, non-human, and artificially
intelligent agents

Our laboratory uses healthy human undergraduates, neurosurgery
candidates, macaque monkeys, and artificial (reinforcement) learning
agents to run tasks with a variety of different input mechanisms and
recording devices. It was critical for us that USE be able to generate
comparative task structure and data across all these groups. USE en-
ables this in several ways. First, experimental protocols can be adjusted
to meet the needs of different participant groups, such that different
protocols using the same functional logic can be run from the same base
scripts with small changes to configuration files (see 4.2.3). Second, an
input broker enables entirely different inputs (for example, touchscreen
presses, button clicks, fixations, or selection by an artificial agent) to
produce the same effect in a trial (see 4.2.4). Finally, an artificial in-
telligence (AI) wrapper enables two-way communication with different
learning agents (see 4.2.5), similar to existing AI testing platforms (e.g.

Fig. 1. Unified Suite for Experiments allows
strong experimental control in immersive
tasks. Immersive, dynamic tasks present un-
ique challenges to experimental control. To
address these, USE includes novel contribu-
tions for (A) software, (B) Hardware, and (C)
analysis tools. (A) USE employs a novel state-
based control system that underpins its strong
experimental control. Realtime I/O is based on
current industry standards. USE also allows
experimentalists to flexibly define and collate
data occurring at multiple experimental time-
scales, and online visualization of subject’s
performance. (B) The USE SyncBox is a newly
developed, dedicated, and inexpensive ma-
chine that allows synchronization of different
data streams (such as joystick data, eyetracker
data, and game data), and can communicate
with other hardware. As well, custom built
photo-diode solution allows for the precise
detection of physical frame onsets. (C) USE
also contains a number of post-hoc analysis
scripts, including a way to align all data
sources, and reconstruct subject’s gaze.
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Beattie et al., 2016; Leibo et al., 2018; OpenAI, 2018). If desired, full-
resolution screenshots can be sent on every frame to visually-guided
agents that can learn fully active tasks, as have proved influential in
recent years (e.g. Mnih et al., 2015; Wang et al., 2018), as well as more
traditional models that operate on simple digital vectors that represent
static features of interest in the scene (e.g. Kruschke, 1992)

1.7. Online resources

Three Supplemental files are hosted with this paper:

• A review of the revised gaze classification algorithm used in our task
(see 4.4.3 and 5.4).

• A detailed description of the timing tests performed on the USE
SyncBox (see 5.1).

• A description of the normalization procedure used to produce Fig. 6.

As previously noted, all USE manuals, scripts, schematics, and tu-
torial are available via the USE website (http://accl.psy.vanderbilt.edu/
resources/analysis-tools/unifiedsuiteforexperiments/).

1.8. Outline

In the remainder of the paper we outline an experiment that pro-
vides specific examples of the various components of USE in action
(4.1), before turning to an overview of USE’s experimental design and
control software (4.2), timing and communication hardware (4.3), and
offline analysis capabilities (4.4). We then present results demon-
strating the robust timing and control capabilities of USE (5) and dis-
cuss the implications of this work (6).

2. Methods

2.1. Example experiment

Static tasks built with USE have already been published (Oemisch
et al., 2017; Watson et al., in press), but to demonstrate more of the
suite's capabilities, we briefly present an active learning task, in which
participants must navigate through a 3D scene, interact with objects,
and try to learn a reward structure. A full overview of the task and
results will be presented in another manuscript (Watson et al., in press),
here we focus on reporting sufficient detail to show USE’s capabilities.

Figs. 2a and b display the task environment and trial protocol. In
brief, participants must choose between two objects on each trial, one
of which is rewarded and one of which is not, and they must learn the
rules that govern reward through trial-and-error. Trials consist of par-
ticipants navigating through an arena using a joystick, picking up one of
the two objects by walking over it, and taking it to a door where they
receive visual feedback on choice accuracy. The two objects are se-
lected from a pool of 16 (Fig. 2c, cf. Watson et al., in press), which are
parametrically-defined by four feature dimensions (shape, colour, pat-
tern, and arm direction) of two possible values each. In each block there
are two rules, both of which reward a single feature value, but each of
which only applies in a single context (symbolized by the arena floor).
For example, objects with pyramidal body shape might be rewarded on
grass floors, while objects with downward-bending arms rewarded on
marble floors (Fig. 2d). Once participants have achieved satisfactory
performance on a block, new rules are generated, and a new block
begins. Participants are explicitly informed of each block change, and
told that they will now have to discover a new pair of rules.

50 participants ran in the study for approximately one hour each.
Two participants were excluded due to chance performance. Gaze was
tracked using a Tobii TX300 combined head-free eyetracker and OLED
monitor (Tobii Technology, Inc.). Fig. 2e demonstrates that over the
course of a block they learned to make more accurate choices, to make
these choices more rapidly, and to preferentially fixate the rewarded

object over the unrewarded one (see 4.4.3 for details of how fixation
targets are determined in USE).

Fig. 2F surveys the display configuration, structure, and response
mode of several of the other experiments that have already been coded
in USE.

2.2. USE: Unity Suite for Experiments

2.2.1. States and Control Levels
Most software commands in USE are controlled by an architecture

of States and Control Levels, which allow experiments to be defined as a
series of hierarchical finite state machines (Wagner et al., 2006). This
State-Level architecture is flexible enough to support any standard ex-
perimental hierarchies such as experiment-block-trial, as well as more
complex structures. Here, we explain their abstract functional role and
give examples of their use in the experiment described in 4.1

A State is an object (in the object-oriented programming sense) that
defines the operation of the experiment during a period of time
(Fig. 3a). These are organized in Control Levels that group States that
operate at similar levels of abstraction in the experiment (Fig. 3b). In
the example experiment, a Trial Level groups together the States that
define the various trial epochs, while a Block Level groups together
States that define the block sequence, and passes control to the lower
Trial Level as needed, and an even higher Main Level groups the States
that govern aspects of the experiment outside the Block (Fig. 3c). Thus,
States can be used to define both the finest-grained and the most gen-
eral parts of the experiment.

Each State specifies commands that are run every frame while it is
active, and initialization and termination commands to be run at the
start of its first and the end of its last frame, respectively. For example,
the Fixation State of the example experiment’s Trial Level determines
what happens when the participant stands in front of a door before
entering the arena. At the start of the first frame in which an experiment
enters a new State, a StateInitialization method runs. For the Fixation
State, this method turns a circle on the door blue, cueing the participant
to look at it. Within each frame of a State, a number of method groups
run, controlling Unity’s update cycle (for full details of the update cycle,
see the USE manual). For the Fixation State, these methods control the
size of the blue circle, which shrinks as it is fixated, and the position of
the door, which opens after the circle has completely shrunk. The up-
date cycle is followed by StateTerminationCheck methods that verify
whether any end conditions for the state have been reached. For the
Fixation State, there is a single condition: is the door fully open? If one
of the end conditions has been met, a StateTermination method group is
run at the end of the last frame of the state, and the experiment tran-
sitions to a new State on the following frame. If no end conditions have
been met, the current State’s update cycle methods run again on the
following frame. For the Fixation State, the StateTermination method
starts opening the door, revealing the main arena behind it, and on the
following frame the Trial Level transitions to the Explore State.

States are grouped together in Control Levels (Fig. 3b). Any State in
a Control Level can transition to any other State in the same Level.
These transitions are defined by TerminationSpecifications, each of
which includes (a) a StateTerminationCheck, (b) a StateTermination,
(c) a successor State, and (d) the StateInitialization of the successor
State that will be run. By defining the States that make up a Level, and
the desired transitions between them, an experimenter has defined the
finite state machine that constitutes that Level.

Like States, Control Levels have Initialization and Termination
methods. LevelInitialization and LevelTermination methods run once
each, at the start of the first frame (prior to any StateInitializations) and
end of the last frame (after any StateTerminations) in the Control Level,
respectively.

2.2.2. Hierarchical State/Level organization
A critical aspect of USE is that Control Levels can be children of States,
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Fig. 2. Example USE experiment. Details of one experiment coded in USE, and brief sketches of several others (A) An overhead view of the task arena. (B) An example
trial sequence. Trials are separated by an ITI where most of the screen is black, but the avatar’s hand and their reward history is visible. Participants begin in one of
the four corridors at the corners of the arena, facing a closed door. Fixating a white dot at the centre of a larger blue circle on the door opens it, revealing the arena.
Participants then navigate towards one of the two objects in the arena and pick it up by walking over it. Finally, they take the object to any of the other corridor
doors, where they are given visual feedback on their choice accuracy. (C) Set of objects used in the experiment (Watson et al., in press). Each object is defined by four
feature dimensions (body shape, color, arm position, and pattern), each of which can take on two specific values (e.g. pyramidal or oblong, red or orange, etc). (D) An
example reward structure that participants must learn in a given block. Objects are presented in one of two contexts, defined by the floor of the arena. Each context
has an associated relevant feature dimension, and one rewarded feature value in that dimension. In this example, the objects presented in context 1 are rewarded if
their body (feature dimension) is pyramidal (feature value). Thick lines and large font highlight the path towards the rewarded feature value, whereas small lines and
font denote a path towards unrewarded values. (E) Accuracy, time from door opening to object pickup (normalized by dividing by the distance from door to object,
and z-scoring within each participant), and number of fixations pre-pickup to rewarded target objects and unrewarded distractor objects. Shaded areas indicate
standard error of the mean. (F) Other examples of experiments coded in USE. (Top) These tasks can have richly detailed or simple stimuli, in various degrees of
interaction between player and environment. (Bottom) USE can support different inputs as required by the specific experiment.
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allowing Control Levels to pass control to sub-Levels. This guarantees
that commands run within the experimenter-defined order, ensuring
that the subject’s experience is as the experimenter had intended.

The State/Level architecture governing the example experiment
(4.1) is visualized in Fig. 3c. The Main Level is the top level of the
hierarchy, which defines high-level States such as setup, eyetracker
(gaze) calibration, and the task itself. The eye tracker State has an as-
sociated Eyetracker calibration Level, which itself has multiple States
associated with it (presentation of the calibration dot, analysis of the
estimated gaze location, experimenter acceptance or rejection of the
calibration results, etc). Once this has been completed, we progress to
the Main Task state. This has embedded within it a Block Level, which
itself has a Trial State that passes control to a Trial Level. In this ex-
ample, there are four trial States – inter-trial interval, fixation, ex-
ploration, and feedback — each of which will include its own in-
itialization, update and termination methods. We have described these
in detail for the Fixation State above.

Once all trials in a block have been completed, the Block Level’s
TerminationCheck verifies if there are blocks remaining in the experi-
ment. If so, the Block Level loops back to the beginning, and a new
round of trials begin, but if not, the Block Level ends and the Main Level

shifts to an End Experiment State, which performs various house-
keeping functions before closing the application.

We anticipate that the large majority of experiments will use at least
a two-level hierarchy of Block and Trial Level, and that more complex
experiments will benefit from a top-level Main Level, as used in the
example experiment. State and Level logic provides a flexible way of
designing experimental hierarchies, while maintaining precise control
over the order of commands during Unity's primary update loops.

2.2.3. Selective reuse of States for different experimental protocols
It is quite common, particularly in translational research, for mod-

ifications of the same basic experimental protocol to be used in different
experiments. For example, non-human primates typically require a fluid
or pellet reward in addition to visual feedback for correct performance,
while artificial agents might require only an abstract numeric re-
presentation of stimuli, without any visual input at all. Such mod-
ifications are often implemented by copying and pasting large chunks of
code between experiments, which inevitably results in unintended
differences, as later changes do not propagate across the different
versions. Another solution is to gate portions of code using if or switch
statements, which quickly makes code extremely hard to follow as the

Fig. 3. State/Level organization allows for
flexible and strong experimental oversight.
Depiction of (A) State and (B) Control Level
architecture and their interaction in (C) an
example experiment. White rounded rectangles
denote groups of user-defined methods, dia-
monds represent Boolean conditions. Dashed
lines with arrowheads represent the relation-
ship of parent States and their child Control
Levels. Dotted lines from all four corners of a
State illustrate the zoomed-in view of the in-
ternal components of the state itself (not of
child Control Levels). (A) A State contains an
Initialization method group that runs only once
at the start of the first frame in which the State
is active. The Unity update cycle runs each
frame until a Termination Check returns True,
at which point the Termination method is run.
(Actual States are somewhat more complex
than illustrated, as it is possible to have an ar-
bitrary number of Initializations, Termination
Checks, and Terminations.) (B) A Control Level
defines the States that can transition to each
other. An Initialization method runs once the
first time a Control Level becomes active. Only
one state is active at any one time, and its
Update/Termination Check cycle runs during
each frame, after which the Control Level’s
Termination Check is run, and if it returns true
the Control Level’s Termination method runs.
(C) Control flow of an example experiment,
illustrating that Control Levels can be children
of States. (This is only an illustrative portion of
the full task hierarchy.) This allows nested
control within frames, but also guarantees
control across frames. The Main Level is the
highest level of control. After completing an
Initiation and Instruction State, the Level en-
ters a Calibration State, which contains a
lower-level Sequence that itself has multiple
states. After completing this, the Main Task
state is run, which also has a nested Block
Level, which itself has a Trial State and asso-
ciated Trial Sequence. Here, we explicitly il-
lustrate the Fixation State within the Trial
Sequence, and the processes operating during
this State.
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number of cases mounts.
USE simplifies this process by enabling experimenters to define

more States than are necessary for a single experiment, and to select
which of these States will be included in a given Control Level at run-
time simply by listing their names when defining States. Thus, it is easy
to generate highly similar experiments that differ only in a few trial or
block States, guaranteeing that the logic they share will remain con-
stant even after later edits to code.

2.2.4. Input broker
Changes to experimental protocols often require very different ac-

tions to have similar effects. For example, our laboratory has run stu-
dies where objects are selected by keyboard button presses, touchscreen
touches, fixations, or with the output of an artificial learning agent (see
Fig. 2f). A dedicated input broker is used to handle all of these cases and
can be customized to support whatever input methods are needed for a
given experiment.

2.2.5. AI wrapper
Artificial learning agents implemented in any language can interact

with USE and play through the same experiments as human or animal
participants, using the suite’s AI wrapper. These agents can act based on
representations of the environment that consist either of a numerical
vector (e.g. different object feature values would be encoded as dif-
ferent numbers), or a screenshot of the current frame. To integrate an AI
with a USE task, three core functions must be implemented: 1) Reset –
starts/restarts the task, and configures the wrapper to use numerical
representation or screenshots to represent the environment. 2) Step -
moves the environment to the next step, and outputs its numerical or
image representation. 3) Act - takes an action as an input parameter and
returns the result of applying this action on the environment, including
reward value and indicators of whether the current trial, block, or ex-
periment has ended.

The USE suite includes a Unity-hosted TCP server to serve AI player
requests, and a python library that implements a TCP client. Any py-
thon-based artificial learning agent that can operate using the Step and
Act functions described above can interface with the client, and thus
run any tasks developed in USE. The tutorial includes a simple python
agent as a demonstration of these capabilities.

2.2.6. Data control
USE incorporates a generic DataController class that enables the

flexible collection and writing of as many data streams as may be de-
sired, and writes these to text files. These can include variables of any
type, and each DataController object is independently controlled,
meaning that data can be collected and written at different frequencies.
For example, it makes sense to collect positions of the camera and
moveable objects every frame, while trial accuracy might only be up-
dated once every few seconds, and block-level information might be
generated every few minutes.

Importantly for timing and later analysis purposes, in our studies we
generate FrameData files, which are updated every frame and include
the positions, rotations and sizes of all objects for which these values
can change (see 4.4.2), as well as the current expected state for each of
two flickering patches beneath the light sensors used for timing align-
ment (see 4.4.1).

2.2.7. Initialization screen and experimenter view
When running a USE experiment, our laboratory employs a two-

monitor setup, one for the experimenter and one for the participant (see
Fig. 4). The experimenter’s screen allows various factors to be specified
both at the start of an experiment and during its runtime. These are
intended to allow individuals who may not have the programming
experience to develop a task to nevertheless be able to control it at
runtime, as needed in many laboratories.

At the start of an experiment, a customizable initialization screen is

displayed. This can include file selection dialog panels enabling the
selection of configuration files, as well as text boxes, Boolean check
boxes, and numeric sliders, to specify information that might be desired
for the experiment (e.g. subject ID, condition, or duration of different
trial States). Each of these can be set to display the previously-chosen
value as a default, or some function on this (e.g. subject numbers can be
set to automatically iterate with each session).

Throughout an experimental session, the experimenter’s monitor
displays three main components: (1) a panel showing a stream of ex-
actly what the participant is viewing on their monitor, with overlaid
real-time gaze or touch positions if desired, (2) text panels displaying
real-time information of various kinds, such as messages from hard-
ware, or summary information about participant performance, and (3)
text dialog boxes, Boolean check boxes, and sliders. The interactive
components in (3) can be used to modify experimental variables in real-
time.

All components of both the initialization and experimenter view can
be customized using Unity’s editor and external configuration files.

2.2.8. Realtime I/O
USE handles real-time communications with other software and

hardware via SerialPortController and UDPPortController objects,
which include methods for setting up ports, reading incoming data from
system buffers, storing it in USE-specific buffers for use by other
methods, and clearing these buffers. For instance, we communicate
with a python script controlling our eyetracker via UDP, and with the
SyncBox via serial. One special case of serial data are event codes,
which are handled by a specific EventCodeController and sent to the
SyncBox. Typically, codes are prepared a frame in advance, and sent as
quickly as possible after the new frame onset. However, Unity’s internal
limitations mean that the latency between frame onset and event codes
is less stable than might be desired, and for millisecond precision event
code timestamps are adjusted with automatized scripts in offline post-
processing (see 5.3).

2.3. The USE SyncBox – timekeeping and communication

The USE SyncBox is used to channel communication between ex-
perimental hardware during an experimental session, and to generate a
single, highly accurate timing record that enables the time-alignment of
the various data streams produced by these different pieces of hard-
ware, as well as the physical onset of frames on an experimental dis-
play. It consists of a commercial Arduino Mega2560 r3 board with
custom firmware and a custom shield connecting it to a number of I/O
ports. Fig. 4 shows how the box might be used in a typical experiment.

In the laboratories we have used the SyncBox, it has been used to
send event codes to different neural acquisition devices (Neuralynx,
BrainAmp, and Neuroscan systems), simple timing pulses to Tobii
eyetrackers, and commands to control fluid and pellet dispensers used
to reward non-human primates for performance on tasks. It has also
been used to receive signals from the light sensors described in 4.3.1, as
well as from a custom joystick. Other I/O capabilities can be added by
modifying the firmware, and, if necessary, building an adapter to
modify the layout of the event code lines. The SyncBox is thus a multi-
purpose I/O device that can be used in a variety of experimental set-
tings and quickly adapted between setups.

The two-way connection to the experimental computer is over a
USB serial port. There are eight digital I/O channels connected to BNC
jacks, five analog input channels also connected to BNC jacks, and 16
digital output channels connected to a 34-pin rectangular connector.
Two of the analog inputs are dedicated to receiving data from light
sensors attached to the participant monitor, which are fed through a
pre-amplifier circuit which performs amplification, low-pass filtering,
and DC subtraction on the light sensor signals (see the Syncbox
Manual). In the example experiment (4.1), one digital channel was used
to output a timing pulse every second that was received by a Tobii
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TX300 eyetracker, while the rectangular port was used to send event
codes to a Neuralynx Digital SX Lynx SDSata acquisition system. Full
details of all hardware are available on the USE website.

Full firmware details and code are also available on the USE web-
site. In brief, the box runs an interrupt-driven loop every 0.1 ms, and a
host communication loop that runs as quickly as possible, but without
guaranteed timing. The host loop controls all communication over the
serial port with the experimental computer, The interrupt-driven loop
reads from and writes to all other inputs/outputs and maintains in-
formation about scheduled events.

The host computer can issue commands to the box over the serial
port to control most aspects of its functioning, including event timing
and the interval at which data is reported. The example experiment
(4.1) received data with a sampling interval of 3.3 ms, and faster re-
ports are possible. Details of the box’s timing capabilities are found in
5.1.

2.3.1. Frame detection using light sensors
To precisely track frame onsets and detect skipped frames (where an

expected frame is not rendered) or stuck frames (where a single frame
persists for two or more frames), we place the box’s light sensors over
two small patches at the top corners of the experimental display (see
Fig. 4). One patch changes from black to white every frame (timing
patch), while the other encodes a binary sequence (coding patch), spe-
cifically the 24-character sequence consisting of the 3-digit binary re-
presentations of the numbers 0-7. Deviations from the expected timing

and sequence of blacks and whites can then be detected, and skipped or
stuck frames identified (5.2). Light sensors were housed in custom 3D-
printed clamps that fit a wide range of monitors (.STL files for 3D
printing available on our website).

2.3.2. Time synchronization with external devices
There are three ways of syncing the time streams of external devices

with the USE SyncBox, and thereby the rest of the experimental
equipment. First, devices can receive up to 16-bit event codes sent on
command over the USE SyncBox’s rectangular port (e.g. the Neural
Data Acquisition box in Fig. 4). Second, they could receive regular
pulses sent over one of the USE SyncBox’s single digital ports (e.g. the
eyetracker in Fig. 4). Finally, they could themselves send data to the
USE SyncBox (e.g. the joystick in Fig. 4). Custom adapters may need to
be built for any of these purposes, and we provide schematics of
adapters that alter the rectangular port’s output for Neuroscan and
BrainAmp acquisition systems on the USE website. Connecting an ex-
ternal device’s output to the USE SyncBox may also require modifying
the USE SyncBox’s firmware.

If devices are not connected to the USE SyncBox in this manner,
their time synchronization will be limited by Unity’s update cycle.
Thus, a standard consumer-grade joystick or keyboard connected over
USB will have an unavoidable jitter of up to a frame (16.7 ms on a
standard monitor), as well as any delays introduced by the ports
themselves.

Fig. 4. Example Connectivity diagram showing
full capabilities of USE. A typical setup em-
ploying the full USE suite. (A) The participant
setup (left) are those components of the ex-
periment visible to participants, including the
monitor, joystick, eyetracker, and light re-
ceptors. The virtual environment is displayed
on the monitor, participants move through it
using the joystick, and the eyetracker records
their gaze behaviour. The monitor has patches
in the top corners that change between black
and white to indicate frame changes, which are
picked up by the light receptors. The monitor is
controlled directly by the experimental com-
puter over its input line. Joystick output and
photo-diode signals are communicated to the
USE SyncBox. (B) The experimental setup in-
cludes the experimental computer, USE
SyncBox, neural data acquisition device, and
reward dispenser. The experimental computer
runs the experiment, controls the monitor, and
sends commands to the USE SyncBox. The USE
SyncBox can forward event codes for time
synchronization to the neural acquisition de-
vice, TTL pulses as needed to control a reward
dispenser, or regular TTL pulses used for time
synchronization to the eyetracker (TTL pulse).
The experimental computer is directly con-
nected to the participant display and eye-
tracker (1), all other communication is fun-
neled through the USE SyncBox, whether from
control computer to the peripheral device (2)
or from the peripherals to the control computer
(3). Lines denote communication from one
component to another, with the arrowhead
showing the direction of signals. Red is used to
highlight those lines that allow post-hoc tem-
poral alignment. (C) Photos of a USE SyncBox,
its ports, and the custom clamp used to hold
light receptors in place over participant moni-
tors. All files and instructions needed to create
these are available on the USE website.
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2.4. Analysis pipeline

2.4.1. Time-alignment of data files
The various data files produced during an experiment are produced

by devices using different clocks, which all need to be aligned to a
single timestream. In the current USE version, this happens offline.
Generally speaking, experimental hardware receives timing pulses or
event codes from, or sends digital signals to, the USE SyncBox.
Alignment is then a simple matter of assigning USE SyncBox time-
stamps to each matching code or pulse, either received or generated, in
the other hardware’s data.

Alignment with data produced internally by the host computer, and
with the physical state of monitor frames, is performed in a separate
script. The frame-by-frame data stored during the experiment (3.2.7)
includes the putative current status (black or white) of each of the two
patches under the light sensors connected to the USE SyncBox, as re-
ported by Unity. By analyzing the sensor voltages over the course of the
experiment, the physical state of these patches on each frame is de-
termined (see 5.2). Any skipped or stuck frames can then be identified
by comparing the states of the clock and signal sensor, and the physical
onsets of each frame, as opposed to Unity’s estimated onset times, are
determined. The frame data can then be modified to reflect the actual
status of every single frame in the experiment. At this point, time
alignment of all data is complete, as all datastreams are referenced to
the USE SyncBox’s timestamps, and can thus be directly compared with
each other.

2.4.2. Experimental session reconstruction
During a typical experimental session, the frame-by-frame position,

rotation, scale, and other properties of interest for each object in the
scene is recorded in a FrameData file (4.2.6). This enables the complete
reconstruction of the experimental session. During reconstruction,
Unity's physics engine is ignored, and instead each object is directly
assigned its properties as recorded. Each replayed frame contains a
perfect re-presentation of the three-dimensional scene, including the
camera's position, and thus the image on the monitor is identical to that
originally seen by the participant. A video of the entire experimental
session, or simply particular moments of interest, can be generated
offline, with no need to record during the session itself. In the current
version of the suite, this frame-by-frame reconstruction requires custom
code modifications for each experiment, a process that we intend to
streamline in future version updates.

Other suites have replay capabilities (e.g. Jangraw et al., 2014),
which USE extends in several ways. First, gaze positions, mouse or
touchscreen clicks, or data recorded by other equipment during the
session can be overlaid on the screen. Also, since all skipped and stuck
frames are known (see 4.3.1), replays are perfect representations of
what was actually displayed. Individual frames can be exported at full
or reduced size and analyzed at will, for example using saliency esti-
mation algorithms (e.g. Borji et al., 2014). Finally, gaze targets can be
determined, as described in the following section.

2.4.3. Gaze target determination
We smooth and classify gaze data using a modified version of an

existing algorithm that provides superior processing of active gaze data
(Andersson et al., 2016; Corrigan et al., 2017; Larsson et al., 2013,
2014; Nyström and Holmqvist, 2010), adapted to handle noisier data by
using estimated angular acceleration (Engbert and Kliegl, 2003;
Engbert and Mergenthaler, 2006) and robust statistics (Leys et al.,
2013; Wilcox, 2012). Supplementary Methods 1 provides details of the
algorithm. The results of this classification are detailed in 5.4 below.

After smoothing and classification, gaze targets can be determined
(Fig. 5). The logic here is something like the inverse of gaze target
determination in typical static tasks, in which an AOI is specified
around an object of interest, and gaze points that land within this AOI
are treated as landing on the object. In USE, any object whose two-

dimensional silhouette on the screen lies within a specified distance
from each gaze point is treated as a potential target of that point. For
any frame of interest, the corresponding gaze points are identified, and
a ShotgunRaycast method is used to determine which objects have been
foveated (Fig. 5A). This defines a conical section filled with multiple
raycasts in Unity’s three-dimensional worldspace, whose smaller end is
a circle centered on the gaze point, placed exactly on the camera (i.e.
the surface of the screen). The larger end is defined such that its sil-
houette on the camera is identical in size and location to the smaller
end. Thus, if any of the rays intersect with an object, its two-dimen-
sional silhouette on the screen lies within the circle defined by the
smaller end, i.e. is within the desired degrees of visual angle of the gaze
point. The function returns a complete list of all objects hit by the rays
making up the conical section. The density of sampling and the radius
of the circle surrounding the gaze point are experimenter-defined.

Whether a gaze target is reliably detected depends on the shape of
its associated mask, or collider, which defines the surfaces that raycasts
can hit (Fig. 5B). A mesh collider that perfectly matches the shape of the
object will also result in perfect detection, but for shapes defined by a
high number of polygons, mesh colliders are computationally ex-
pensive. Simpler shapes (usually spheres) are computationally cheap
but involve a tradeoff in detection accuracy. Various intermediate
collider types can be used to define shapes with greater or lesser de-
grees of fidelity to the precise object shape. Which one experimenters
use will depend on their particular needs. For most of the 3D objects
used in our studies (Fig. 2C; Watson et al., in press), the high fidelity
afforded by a mesh collider does not come at a high enough compu-
tational cost to warrant concern.

After replaying the session using shotgun raycasts for each gaze
point, the experimenter then has the sample-by-sample specification of
all objects falling within the desired degrees of visual angle from each
gaze point, which can be further analyzed according to gaze type (e.g.
fixations, smooth pursuits), or objects, as required by the experiment
(see 5.4).

3. Results

3.1. USE SyncBox timing

The USE SyncBox enables digital signals to be generated with low
latency and high precision (on the order of 0.1 ms for both).
Specifically, digital timing pulses are generated with a clock stability of
100 ppm and jitter between pulses of approximately +/- 0.02ms.
When commanded to send a single digital pulse or event code, the delay
between trigger and output is 0.01 to 0.11ms, limited by the box’s
scheduling interval of 0.1 ms. Analog signals are digitized at 1ms in-
tervals with sample timing known to 0.1 ms accuracy. Light sensor
signals pass through a pre-amplifier before digitization, which causes
an additional delay of 0.33ms.

Full details of the tests supporting these timing specifications are
found in the Supplementary Material 2.

3.2. Frame detection

To quantify the performance of frame detection and frame onset
determination for a monitor with 60 Hz frame rate, signals were re-
corded from the clock and signal light sensors over approximately 1.5 h.
The data for each sensor was analyzed by identifying peaks and troughs
in the first derivative of the voltage trace, where intervals peak-to-
trough were classified as black frames, while trough-to-peaks were
classified as white. The median duration of black or white periods in the
clock signal was 16.7 ms. In the entire test period, there were exactly 32
periods (of a total of 336,722, ˜0.0001%) whose duration was not
within 3.3ms (one reporting interval) of 16.7, 33.3, 50.0, or 66.7 ms.
Thus, effectively all white and black periods have a duration that cor-
responds to an integer multiple of the expected duration of a single

M.R. Watson, et al. -RXUQDO�RI�1HXURVFLHQFH�0HWKRGV������������������

�



frame on a 60 Hz monitor. Any frame where this multiple is greater
than 1 constitutes a skipped or a stuck frame, which can be identified by
investigating the corresponding coding patch’s data.

3.3. Frame onset to event code timing

A critical question for many neuroscientists will be what is the re-
lationship between the physical onset of a frame and timing signals sent on
that frame? We tested this by connecting an oscilloscope to (a) light
sensor placed on the host computer's monitor, and (b) one line of the
USE SyncBox’s rectangular port. A USE script was written to alternate
the patch of the monitor below the light sensor between black and
white every frame, and to send an event code as rapidly as possible at
the start of each frame.

Timing was referenced to event code output. The duration between
frame onset and event code onset was stable but inconsistent. During
any given stable interval, it was approximately constant with a jitter of
about +/- 1ms, but when there were disruptions to frame refreshes,
and the patch did not flicker from black to white for two or more
frames, the offset reset itself. Stable frame offset values were approxi-
mately 0–10ms. This means that offsets between frame onset and event
code onset are stable over periods of tens of seconds or longer, but are
not known a priori or repeatable between stable periods. There is no
Unity-controllable way in which this can be improved on, due to the
imprecision of Unity’s internal estimates of frame onset.

In summary, the timing of USE is typically precise, but contains
unpredictable (non-systematic) glitches, which makes it necessary to
run offline scripts to achieve sub-millisecond synchronization with
frame onsets. We provide post-processing scripts that implement the
accurate sub-millisecond time synchronization of frame onsets to event
codes and other experimental hardware (see 5.2).

3.4. Gaze classification

Gaze data from participants in the example experiment were clas-
sified using the algorithm described in 4.4.3. Table 1 shows that the
velocities, amplitudes, frequencies and durations of each classified gaze
period are as in previous psychophysical studies (Andersson et al.,
2016; Nyström and Holmqvist, 2010; Otero-Millan et al., 2008). Fur-
thermore, saccades exhibit the classic main sequence (Fig. 6a), in which
velocity and amplitude are linearly related, with an inflection point
occurring between 10–15° (Inchingolo and Spanio, 1985).

After determining fixation targets using ShotgunRaycast (4.4.3),
fixations to both target and distractor objects were used to generate a
heatmap of normalized fixation locations on objects, showing that
participants tended to focus on object centres, though there were also a
smaller number of fixations to their peripheries (Fig. 6b), as one might
expect in such a task (see Supplementary Materials 1 for an explanation
of how normalized fixation locations were determined). Finally, parti-
cipants began to preferentially fixate targets over distractors later in the
block, showing that their gaze behaviour reflected their rule-learning
(Fig. 2e), as has been shown in previous static studies of categorization
learning (cf. Blair et al., 2009; Rehder and Hoffman, 2005; McColeman
et al., 2014).

4. Discussion

4.1. Overview

The Unified Suite for Experiments is a complete integrative suite for
the development, control, and analysis of active tasks, simplifying a
number of crucial challenges facing researchers interested in more
realistic stimuli and possibilities of control. Its State/Level architecture
supports nested hierarchies of control that enable the generation of
tasks of any degree of complexity, the USE SyncBox enables reliable

Fig. 5. ShotgunRaycast allows gaze target de-
termination in a 3D world. (A) Moving through
a 3D world means that the size and shape of the
silhouette of an object on the screen constantly
changes, making it a challenge to determine
gaze targets. The ShotgunRaycast solves this
challenge. It defines a conic section, beginning
with a circle on the camera and ending with a
larger circle a long distance into the world
space, which has the same center on the screen
and whose projection onto the screen subtends
exactly the same angle. This has the effect of
finding any objects whose silhouette on the
screen lies either completely or partially within
the circle defining the smaller end of the conic
section. Experimentalists define the density of
sampling, and radius of the circle in degrees of

visual angle. (B) Detection of an object depends on the shape of the collider associated with it. Simple colliders (e.g. spheres; left, middle) are computationally
inexpensive. However, they are inaccurate, either because raycasts miss the object - resulting in false negatives (left) - or raycasts hit the outside of an object -
resulting in false positives (middle). Alternatively, mesh colliders that perfectly match the shape of an object are perfectly accurate, but are computationally
expensive when the object is defined by a high number of polygons.

Table 1
Summary statistics (means and standard errors) for gaze periods classified as fixations, smooth pursuits, and saccades, averaged across all subjects
performing the example experiment. The mean velocity of saccades and peak velocities of fixations and smooth pursuits are not shown, as these are
irrelevant to their characterization and tend to be misleading.

Fixation Smooth Pursuit Saccade

Mean Velocity (deg/s) 10.1 ± 0.5 SE 16.6 ± 0.7 SE —
Peak Velocity (deg/s) — — 210.0 ± 3.6 SE
Mean Amplitude (deg) 0.390 ± 0.009 SE 2.5 ± 0.07 SE 5.7 ± 0.1 SE
Rate (/s) 2.6 ± 0.07 SE 1.4 ± 0.05 SE 2.4 ± 0.07 SE
Duration (s) 0.35 ± 0.08 SE 0.32 ± 0.01 SE 0.04 ± 0.0006 SE
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timekeeping and communication among experimental devices, and the
offline analysis scripts enable precise time-alignment of data files and
reconstruction of gaze targets.

4.2. Unique features of USE

Other active experimental design suites have been published
(Brookes et al., 2018; Doucet et al., 2016; Jangraw et al., 2014), as well
as suites that leverage active tasks for artificial learning agents (Beattie
et al., 2016; Leibo et al., 2018). These offer their own advantages, and
we recommend that any researchers interested in active tasks review
them carefully. There are, however, several unique features of USE that
may make it particularly attractive for various purposes. These include:

• The State/Level architecture. In our experience, a specialized fra-
mework for the development of flexible experimental hierarchies
greatly speeds up experimental development, and makes the struc-
ture of control more apparent.

• The USE SyncBox. A generic timekeeping and communication de-
vice is a powerful tool for neuroscience research, and enables the
rapid extension of USE to any new experimental hardware without a
corresponding loss of temporal precision or control.

• Physical frame onset detection. USE’s ability to determine precise
frame timing light sensors over the code and signal patch, and to
thereby identify which specific frames were skipped or stuck during
the experiment, enables the perfect reconstruction of the experi-
mental session without relying on the game engine’s estimates of
frame onset times, which do not account for skipped and stuck
frames and, in our experience can sometimes be as much as 20ms
off the actual onset.

• Shotgun raycasts. So far as we are aware, all published work using
eyetracking in 3D scenes either uses simple areas of interest, which
do not change with regard to object shape, or single raycasts, which
do not account for eyetracker imprecision or the spatial extent of the
fovea. Shotgun raycasts, on the other hand, enable precise control
over the degrees of visual angle surrounding gaze points in which
objects are designated as targeted, without assuming anything about
the underlying object shapes.

• Translational capabilities. USE enables the rapid generation and
testing of slightly different versions of the same experiment, suitable
for research using different populations of humans and non-humans,
as well as artificial learning agents of all types.

• Unity online resources. Unity is one of the most popular game en-
gines in the world, and as such has many resources available for
users of all skill levels, including tutorials, help forums, and (paid)

support from Unity employees.

These advantages make USE a powerful tool for active experi-
mentation.

Furthermore, the modular, generic and algorithmic principles un-
derlying USE imply that it is possible for interested researchers to take
any of these features that are currently unique to USE, and incorporate
them into other development protocols. We hope to encourage cross-
fertilization of this kind, where the best development tools and concepts
from different laboratories influence those in others. For example, the
gaze classification algorithm we describe in 3.4.3 was adapted from
that used by Doucet et al.ös (2016) laboratory (Corrigan et al., 2017),
for which we are grateful.

4.3. Possible extensions

USE is robust and full-featured enough to be of use to any re-
searchers interested in active tasks. However, there are many ways in
which its ease-of-use, flexibility, and power could be improved. We are
currently considering several of these, including:

• Creating a generic event-driven data collection system for objects in
the 3D environment that automatically records their location, ro-
tation, scale, and other alterable properties whenever these prop-
erties change. This would be combined with a generic replayer
system that could read in such data files and reconstruct each frame
scene, without the necessity of coding a custom replayer for each
study.

• Specific wrappers for communication with a large variety of ex-
perimental hardware and software (other eyetrackers, response de-
vices, neural acquisition devices, etc).

• Real-time analysis of light sensor data in the USE SyncBox with
enough precision to enable signal output to be time-locked to frame
onsets, thereby enabling real-time feedback-loops such as those used
in Brain-Machine Interface contexts.

• Sub-millisecond access to system-level monitor flip commands, as is
available in static experimental design suites (Brainard, 1997;
Kleiner et al., 2007; Peirce, 2007, 2008; Pelli, 1997), but not in
Unity. This would enable more accurate online estimation of frame
onset times, and thus greatly improve frame-locked temporal syn-
chronization in cases when using light sensors is not feasible, as is
the case for, e.g., most stereoscopic goggles.

• Sub-millisecond access to inputs from serial, UDP, and TCP/IP ports,
which would enable much more precisely-timed communication to/
from external devices, without requiring them to be connected to

Fig. 6. Gaze behavior during example experiment. (A) Saccadic main sequence of six representative participants performing the context-dependent feature learning
task. Saccade rate ranged from ˜2-3.5/s. An inflection point in the main sequence occurs around 10–15 deg. (B) Density of fixations onto a standardized object for one
participant (see methods). Fixation centers were normalized for change in object size with depth and mapped onto a standard object located 4 world units away from
the camera. Details of the normalization process are in Supplemental Materials 3. Color indicates the relative amount of time that participants spent fixating each
point. Participants were most likely to fixate close to object centers.
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the USE SyncBox. (This would still include the unavoidable delays
associated with these ports, but their precision and accuracy would
be much higher than in the current suite.)

USE is under active development, and we intend to update the files
available for download as components are modified or created.

4.4. Concluding remarks

Interest in naturalistic, complex and active tasks is burgeoning, and
will continue to do so. We very much look forward to seeing the effects
that these tasks have on theory and method in the neurosciences,
cognitive sciences, and in artificial intelligence research. We hope that
the set of software and hardware components we have produced will
play a small part in this process by facilitating temporally precise, well-
controlled experiments in more complex and naturalistic settings.
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Glossary

Active task: Experimental tasks which involve some combination of realistic, usually

moving, stimuli, continuous opportunities for action, ecologically valid tasks, com-
plex behaviours, etc. Here, they are contrasted with static tasks (see below)

Arduino: A multi-purpose generic micro-processor, here used to control inter-device
communication and time synchronization.

Raycast: A game-engine method that sends a vector between two points in a virtual three-
dimensional environment, and returns the first object in that environment it hits.
Often used to determine if a character in a game can see or shoot another character.

State Machine (also Finite State Machine): A way of conceptualizing and implementing
control in software, such that at any one moment the software is in one, and only one,
state. In hierarchical state machines, as used in the present software suite, these
can be organized into different levels, such that each level can only be in one state,
but a state can pass control to a lower level.

Static task: Experimental tasks like those traditionally used in the cognitive neu-
rosciences. Simple, usually stationary, stimuli, limited opportunities for action,
simple behaviours, etc. Here, they are contrasted with active tasks (see above).

Unity: One of the most popular video game engines. Freely available.
Video game engine: A software development kit designed to handle many of the common

issues involved in creating video games, such as interfacing with controllers, simu-
lating physical collisions and lighting, etc.
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Introduction 
The analysis of gaze behaviour yields critical insights 

into processes underlying visual attention, perception, and 
executive control, as well as their mechanistic underpin-
nings (Bahill, Clark, & Stark, 1975; Engbert & Kliegl, 
2003; Otero-Millan, Troncoso, Macknik, Serrano-
Pedraza, & Martinez-Conde, 2008). One prominent com-
ponent of gaze behaviour are saccades, ballistic eye move-
ments that rapidly re-orient the eye and thus the image im-
pinging on the retina. Because of their ballistic nature, sac-
cades can be differentiated from other gaze events – such 
as fixations or smooth pursuits – by examining the eye ve-
locity and/or acceleration (Chau, 2011; A. Duchowski et 
al., 2002; König & Buffalo, 2014; Larsson, Nystrom, & 
Stridh, 2013; Nyström & Holmqvist, 2010). A common 
approach is to apply a threshold in the velocity (e.g. (Nys-
tröm & Holmqvist, 2010)) and/or acceleration profile (e.g. 
(A. Duchowski et al., 2002)). Typically, threshold cross-
ings mark the presence of saccades; further analysis can 
then demarcate more precise onsets and offsets (Larsson et 

al., 2013; Nyström & Holmqvist, 2010). Although other, 
computationally more elaborate methods exist that can 
outperform thresholding algorithms (Komogortsev, Go-
bert, Jayarathna, Do Hyong Koh, & Gowda, 2010; König 
& Buffalo, 2014; Salvucci & Goldberg, 2000), thresholds 
remain popular because they are simple to implement, par-
ticularly in experiments with rigorously defined, simple 
gaze behaviour. 

A critical and common step in algorithmic saccade de-
tection is thus the choice of the threshold. However, vari-
ability in saccadic profiles, the presence of other gaze 
events such as fixations or smooth pursuits (Larsson et al., 
2013), measurement noise (Dai, Selesnick, Rizzo, Rucker, 
& Hudson, 2016; Holmqvist, Nyström, & Mulvey, 2012), 
or sampling frequency (Mack, Belfanti, & Schwarz, 2017), 
all make it difficult to reliably detect saccades algorithmi-
cally. Thus, saccadic detection can be improved if the 
threshold is estimated robustly from the data itself, and 
may even adapt to changing conditions (A. T. Duchowski, 
2003; Engbert & Kliegl, 2003; Nyström & Holmqvist, 
2010). 
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Recently, Nyström and colleagues developed an algo-
rithm that iteratively calculates an adaptive threshold, 
which has the benefit of setting the lowest possible thresh-
old given changes in background noise and fixation char-
acteristics (Nyström & Holmqvist, 2010). This algorithm 
performs better than nine other recent algorithms on data 
measured while participants viewed static stimuli (Anders-
son, Larsson, Holmqvist, Stridh, & Nyström, 2017). It it-
eratively calculates the threshold as a function of the mean 
and standard deviation. However, because these quantities 
are highly biased by the presence of outliers, the outliers 
may be undetected, a phenomenon called "masking” (Wil-
cox, 2012). In the velocity or acceleration domain, sac-
cades are by definition outliers, as they take up a far 
smaller number of gaze points than fixational intervals, 
and they have much higher velocities and accelerations. 
This implies that the saccade detection threshold is modu-
lated by the very signal it is trying to detect (Fig 1). A ro-
bust estimation of the saccade threshold would ideally be 
independent of saccades. 

The purpose of this work is to formally compare sac-
cade detection using statistically robust and non-robust 
threshold estimation. We have further set out two goals for 
threshold estimation; first, it should be robust and insensi-
tive to variations of maximum saccade amplitudes; and 
second, that it can be efficiently implemented. To this end, 
we modify the algorithm by Nyström and colleagues by 
using the median and median absolute deviation (MAD), 
which are robust to outliers in the data (Leys, Ley, Klein, 
Bernard, & Licata, 2013; Wilcox, 2012). The median ab-
solute deviation is a robust estimate of the standard devia-
tion, and can take into account non-normal distributions 
via a scale factor (Leys et al., 2013; Wilcox, 2012). Previ-
ous gaze research has used this measure to detect outliers 
and clean data (Rütsche, Baumann, Jiang, & Mojon, 
2006), while other research has recommended using a me-
dian filtering to reduce the influence of noise in general 
(Daye & Optican, 2014; Liston, Krukowski, & Stone, 
2013). We propose using MAD as a threshold estimator in 
and of itself. We find that robust threshold estimation leads 
to improved saccade detection, particularly at higher noise 
levels, and is robust to varying threshold confidence levels. 
It also outperforms the original algorithm as proposed by 
Nyström and colleagues. We conclude that threshold esti-
mation based on MAD can be widely and easily applied in 
other saccade detection algorithms where the threshold 
should be robustly estimated (e.g. (Larsson et al., 2013)). 

Methods 
All analyses were performed in MATLAB 2015b (Math-
works) using custom code. Implementation code for the 
robust estimation and the saccade simulation code is avail-
able on reasonable request to the corresponding author. 

Saccade Simulation 
We simulated saccades to create ground truth scan 

paths in order to objectively compare algorithms. Simula-
tions were based on the procedure proposed by (Dai et al., 
2016). Two dimensional saccades were generated using a 
parametrical model of saccades that reproduces the sac-
cadic main sequence. The parametric model generates a 
saccade waveform from the sum of a soft ramp function 
and a shifted negated soft ramp function (Equation 2. (Dai 
et al., 2016)). We used the following parameter values for 
Equation 2 selected from uniform distributions ranging be-
tween these listed values : η= 0.45-0.65, c = 4.5-7.5, and τ 
= 2-6. Importantly, τ represents saccade amplitude. We 
used saccade amplitudes ranging from 2-6 degrees of vis-
ual angle (dva), representing ranges that are prevalent in 
experiments with static images in humans. 

Adaptive Algorithm for Saccade Detection 
Nyström and colleagues (2010) proposed an innovative 

method to determine the saccade threshold in an adaptive, 
iterative way (Fig 1A) (Nyström & Holmqvist, 2010) . It 
first determines a global threshold for saccade detection, 
and then a local threshold for onset/offset estimation. We 
obtained code for the adaptive algorithm from the personal 
website of Marcus Nyström 
(http://www.humlab.lu.se/en/person/MarcusNystrom/ , 
link: “Source code for the algorithm described in Nyström, 
M., & Holmqvist, K. (2010). An adaptive algorithm for fix-
ation, saccade, and glissade detection in eyetracking data. 
Behavior research methods, 42(1), 188-204.”). This code 
was slightly modified from its published version. We refer 
interested readers to the original publication for the full de-
tails of the algorithm, but describe here the relevant details 
for the adaptive threshold calculation.  

The determination of the saccade peak velocity thresh-
old qPT can be broken down into the following steps (Fig-
ure 1A). First, qPT is set to an initial value in the range 100-
300 deg/s. Second, for all velocity samples x lower than 
qPT, a new threshold is calculated as: 
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!"# = % + 	( ∗ *																		(1) 
where µ and s is the mean and standard deviation over 
samples x, the parameter l (lambda) is a scale factor equal 
to 6. This procedure is then repeated until the error be-
tween iterations is less than 1 deg/s. The saccade onset/off-
set threshold qST has a similar form: 

!.# = % + 	3 ∗ *																		(2) 
In our tests, we compare two versions of this original 

algorithm. First, we use the algorithm as presented on the 
website. However, in the current implementation (1.0), the 
algorithm does not (re-)calculate the threshold over all re-
maining data samples at each iteration. Instead, for each 
putative inter-saccadic interval (i.e. between threshold 
crossings), a number of samples are removed at the start 
and end of the inter-saccadic interval, defined as the mini-
mum fixation duration (40 ms) * sampling frequency (500 
Hz) / 6, which comes out to 3 samples removed at the 
flanks of each inter-saccadic intervals. In our simulations, 
this amounts to the removal of ~1% of the data. Thus, a 
second version of the algorithm does not excise any parts 
of the data, which is the algorithm as originally proposed 
in the publication. We refer to the first version – the adap-
tive threshold algorithm with excised data - as “AT-ex-
cise”, and the second one using all data as “AT”. 

Robust estimation of mean and deviation 
To get a robust estimate of the central tendency and varia-
bility of the data, we instead propose to use the median and 
median absolute deviation (MAD) (Leys et al., 2013; Wil-
cox, 2012). In this framework, we treat saccades as outliers 
to be detected (Engbert & Kliegl, 2003). A robust measure 
of variability s’ is defined as: 

s′ = 2 ∗ 345(6)										(3) 
345(6) = 789:;<(	|6> − 789:;<(6)|)								(4) 

The factor b is equal to 1.4826 assuming the underlying 
distribution (i.e. ignoring outliers) is normal (Leys et al., 
2013; Wilcox, 2012). Thus, we proposed to calculate the 
peak velocity and saccade duration thresholds as:   

!"# = %′ + 	(′ ∗ *′																(5) 
!.# = %′ + 	3 ∗ *′																	(6) 

where µ’ is the median. We refer to this algorithm as 
“AT-MAD”, and also compare it to one where we excise 
data (as described above), referred to as “AT-MAD-ex-
cise”. 

Algorithm Comparison 

To compare the performance of different algorithms, 
we used event-based comparison to match true and re-
ported saccades (Dai et al., 2016; Warby et al., 2014) . A 
match is logged if there is sufficient sample overlap 
(>20%) between a true and reported saccade. All matched 
saccades are true positives (TP), unmatched true saccades 
are false negatives (FN), and unmatched reported saccades 
are false positives (FP). From these, we further calculate 
the precision (=TP/TP+FP) and recall (=TP/(TP+FN)). 
These are used to compute the F1 score (=2*precision*re-
call/(precision+recall)), an aggregate performance meas-
ure. 

To determine the timing characteristics of onsets and 
offsets, we take the difference in onsets/offsets between 
the (matched) true and reported saccades. Onset/offsets in 
the true reference were defined as the first point where the 
velocity dropped below 5 deg/s in the noise-free simula-
tion. The onset/offset lags were defined as the average of 
the difference within a simulation. The onset/offset jitters 
were defined as the standard deviation of the differences 
within a simulation.  
To determine the difference in performance, we perform a 
pair-wise t-test by taking the difference in F1 scores be-
tween algorithms for each simulation. P-values were mul-
tiple-comparison corrected using the Bonferroni proce-
dure. 
 

Experiment and Data 
The York University Office of Research Ethics ap-

proved the present study as confirming to the standards of 
the Canadian Tri-Council Research Ethics guidelines (Cer-
tificate # 2016-214) We analyzed gaze data from perfor-
mance during a feature-based attention task (n=3). Partic-
ipants had to choose between one of two objects presented 
on a monitor screen (Watson, Voloh, Naghizadeh, & 
Womelsdorf, 2017). Over a block of trials, they learned to 
choose the rewarded target. When they reached perfor-
mance criterion, the block would switch and feature-re-
ward associations had to be re-learned. 

At the beginning of each trial, participants were pre-
sented with a blank white screen and a fixation point that 
they needed to fixate for one second before they could 
begin a trial. Upon fixation, this central point would turn 
from blinking red to solid black, before disappearing. The 
blank white screen persisted for another 600ms before the 
subjects were presented with a 3D rendered arena with two 
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objects placed at random positions. If participants broke 
this fixation too early, then the trial would be aborted. 

Subjects had to fixate one of the two objects for 300 ms 
before receiving a cue that let them know that they were 
able to choose that object (the cue consisted of a translu-
cent dot superimposed on stimulus). Participants were then 
able to choose that object by pressing down the spacebar 
and continuing to fixate the object for another 100 ms. Au-
ditory feedback in the form of a low or high pitched beep, 
and visual feedback in the form of a red dot superimposed 
on the stimulus or a yellow dot superimposed on the stim-
ulus for 300 ms, were used to indicate incorrect and correct 
responses respectively. After feedback, the objects disap-
peared, and the inter-trial interval consisted of the arena 
for 800ms. Participants had 30 seconds to make a response 
in a trial, otherwise the trial would be aborted, and they 
would be presented with instructions letting them know to 
respond faster. 

The experiment was run using custom code for the 
Unity3D game engine. Gaze data was collected using the 
Tobii TX300 (sampling frequency, 300 Hz), in a similar, 
low light environment. Participants were seated 50-60cm 
away from the monitor. Although they were seated, they 
were otherwise unrestrained. 
We randomly selected 60 seconds of data from each par-
ticipant at least 10 minutes into the session. Noise levels 
for each participant were defined as RMS of the x- and y-
gaze positions during the inter-saccadic (i.e. fixational) pe-
riods (Holmqvist et al., 2012). Manual classification was 
done with a custom GUI that had four displays; x-position, 
y-position, velocity, and (x,y) gaze. 
 
 
Results 

To illustrate the strength of robust statistics, we show 
an example simulation with moderate noise where AT 
failed to detect the saccade (Fig 1C) but AT-MAD 
succeeded in doing so (Fig 1D; see also Fig 5E-F). In this 
example, the relatively high velocity values (Fig. 1B) push 
the threshold higher than its initial starting value (Fig. 1C). 
After many iterations, the threshold is too high to detect 
this saccade. However, because robust threshold 
estimation is relatively insensitive to outlier values, the 
AT-MAD algorithm successfully exits after one iteration, 
and is thus able to detect the saccade (Fig. 1D). 

 
Fig. 1. Example where adaptive thresholding detects saccades in a data-
driven manner, but can fail with non-robust statistics 
(A) Schematic of AT algorithm. The threshold for detection is initialized 
at qPT1. All points below this (thick line) are then used to calculate qPT2. 
This algorithm proceeds until it converges to a solution. (B) Velocity of 
simulated scanpath with 20 low amplitude saccades. Horizontal lines de-
pict the threshold as determined by the AT algorithm (black) and AT-
MAD algorithm (grey). The AT-MAD algorithm finds a lower bound, 
than AT though still well above the background noise. (C-D) Example 
saccade that was not detected by the AT algorithm (C) but was detected 
by the AT-MAD algorithm (D) (see Fig 5E,F for examples from human 
data). The initial threshold is depicted as a dotted line. Sold horizontal 
lines represent the threshold on successive iterations, with darker 
(lighter) lines showing earlier (later) iterations. Notice that it increases 
beyond the initial threshold, but the AT-MAD algorithm successfully 
stops iterating, whereas AT does not.  

We compared the detection performance (F1 score) of 
four different versions of the algorithm as a function of 
noise level (Figure 2A,B). We found that using the AT al-
gorithm as originally proposed had the lowest perfor-
mance. Performance improved if some data flanking the 
saccades was removed (AT-excise), as in the version pub-
lished on Nyström’s website, suggesting that the original 
algorithm remains sensitive to the relatively high veloci-
ties just below threshold, on the flanks of saccades. How-
ever, AT-MAD and AT-MAD-excise had similar perfor-
mance over all noise levels, showcasing the insensitivity 
of detected thresholds to outliers when using robust statis-
tics. Robust threshold estimation consistently and signifi-
cantly improved F1 scores by ~0.02-0.1 for noise levels 
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equal to or greater than 0.4 (Fig 2B; p<0.05, multiple com-
parison corrected). If some data in the inter-saccadic inter-
vals was excised (AT-excise vs AT-MAD-excise), the im-
provement peaked at 0.056, whereas the improvement was 
greatest (0.096) if all data was considered (AT vs AT-
MAD). Improvements could be traced to both a higher true 
positive rate (Fig 2C), and a lower false negative rate (Fig 
2D). 

Fig 2. Robust estimation of threshold parameters results in improved 
detection performance 
(A) Mean and standard deviation of F1 score as a function of noise for 
two versions of the original algorithm (triangles, AT and AT-excise) and 
two versions using the robust estimator (circles, AT-MAD and AT-MAD-
excise). Versions using MAD consistently outperform (compare circles vs 
triangles). Using the original data, excising some data improves detec-
tion performance (compare grey and blacks lines, triangles), whereas it 
makes no difference for versions using the MAD estimator (grey and 
black lines, circles). (B) Mean and standard deviation of the pairwise 
difference in F1 score comparing AT vs AT-MAD (black), and AT-excise 
and AT-MAD-excise (grey). Filled circles represent statistically different 
score (p<0.05, multiple comparison corrected). Threshold estimation us-
ing MAD shows significantly improved performance for noise levels at 
0.4 and above, particularly for the algorithm as originally proposed 
(black). (C-D) Mean and standard deviation of the true positive rate (C), 
and false negative rate (D) for the four different versions of the algorithm. 
Improvements in (A-B) can be traced both to a higher true positive rate 
(C) and a lower false negative rate (D).  

 
While robust threshold estimation results in better sac-

cade detection, it may do so at the expense of ill-charac-
terized saccade durations. Thus, we compared onset and 
offset lags between the original and MAD versions of the 
algorithm. We found that onset and offset lags were com-
parable for all versions of the algorithms, increasing with 
noise (Fig 3A-B). All algorithms had a jitter of ~2ms 
across all noise levels, although the variability in jitter 

increased with noise (Fig 3C-D). Thus, based on the sim-
ulation results, the MAD algorithm consistently and more 
reliably detects saccades at higher noise levels, but shows 
similar saccade durations.  

 

Fig 3. Onset and offset lags are comparable across all algorithms 
 (A-B) Mean and standard deviation of the onset (A) and offset (B) lags, 
which is the difference in onset/offset as determined by the algorithm and 
the reference. All tested algorithms show similar lags. At higher noise 
levels, the lag decreases (shifted earlier). (C-D) Mean and standard de-
viation of the onset (C) and offset (D) jitter in lag. Across all tested noise 
levels, jitter is around 2 ms, but variability in jitter gets higher with in-
creasing noise levels. Jitter at all noise levels is comparable across algo-
rithms. 

 

Experimental questions may necessitate varying levels 
of confidence in saccade detection. For example, studies 
comparing saccade characteristics across populations 
(Bargary et al., 2017) may only wish to analyze well-de-
fined saccades. In this case, experimentalists may wish to 
have a particularly high detection threshold. This could be 
manipulated by setting the lambda parameter to higher val-
ues. To this end, we performed another set of analyses ma-
nipulating the value of lambda (Fig 4). We found that for 
low noise levels (<0.2), the value of lambda did not distin-
guish the performance of any four considered algorithms 
(Fig 4A-B,D-E). Very low lambda (=4, 5) had lower per-
formance, due to a higher number of false positives. Here, 
AT-excise and AT slightly but significantly outperformed 
their robust counterparts (Fig 4C, F). However, the bene-
fits of the MAD algorithm start to accrue at noise levels 
higher than 0.4. At these noise levels, very high lambda 
value (=10) negatively impact the performance of AT by a 
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factor of ~0.2 (Fig 4A). At higher noise levels, perfor-
mance of the AT rapidly declines, to a minimum of ~0.2 at 
the highest noise level (=1). However, at this same level, 
AT-MAD achieved a performance of ~0.4.  (Fig 4B). In-
deed, for noise levels greater than or equal to 0.4, the AT-
MAD algorithm had consistently and significantly higher 
performance than AT, up to a peak of ~0.45 at the highest 
value of lambda (Fig 4C). The effects were qualitatively 
similar when comparing AT-excise and AT-MAD-excise 
(Fig 4D-F), where the performance boost was smaller but 
still substantial (Fig 4F). Thus, the MAD algorithm allows 
experimentalists to more robustly define their desired con-
fidence for saccade detection. 

Fig 4. MAD is more robust to changes in threshold confidence level  
(A) Mean and standard deviation of the detection performance of the AT 
algorithm as a function of lambda for various levels of noise. Grayscale 
indicates the level of noise, with darker (lighter) colors indicating less 
(more) noise. At low noise levels (<0.2), performance does not depend 
on the choice of lambda. At moderate noise levels (0.4), performance rap-
idly decreases at very high lambda values (=10). However, with high 
noise levels, there is a substantial and rapid decrease in performance 
with higher lambda values. (B) Same as (A) but for the AT-MAD algo-
rithm. Performance is high for low-moderate noise levels (<0.6). For 
higher noise levels, performance decreases at a slower rate for higher 
lambda values. (C) Difference in detection performance between AT-
MAD and AT. Grayscale dots represent significant differences at the cor-
responding noise level. Dots above (below) zero depict significant in-
creases (decreases) (p<0.05, multiple comparison corrected). At higher 
levels of lambda, AT-MAD far outperforms AT. This is especially true for 
moderate to high-levels of noise. (D-F) Same as (A-C) but for AT-excise 
(D), AT-MAD-excise (E), and their comparison (F). Results are qualita-
tively similar as for (A-C). Excising some data points using the original 
algorithm helps but using MAD still allows for higher lambda values. 

 

Up to this point, results were based on simulated data. 
A remaining question is how the algorithms would per-
form on real-world data. We analyzed data from three sub-
jects performing a task with head-unrestrained, free 

viewing of a static scene. We manually annotated one mi-
nute of data randomly sampled from each subject. Noise 
levels (RMS) for the three subjects were in the range of 
[0.06 – 0.1] in the x-position, and [0.11 – 0.23] in the y-
position, placing it in the lower quarter of simulated noise 
levels (Table 1). We compared the AT-excise and AT-
MAD-excise (which, we note, had the lowest amount of 
improvement in our simulations, Fig 2). AT-MAD-excise 
outperformed AT-excise in all cases where lambda was set 
to 7 or greater. This is due to its higher true positive rate 
(Fig 5B), generally no false positives (Fig 5C), and lower 
false negative rate (Fig 5D). In one subject, AT-excise out-
performed AT-MAD-excise at a lambda of 6 (Fig 5Ai), 
due to a substantial number of false positives in AT-MAD-
excise (Fig 5Ci). Detection performance of AT-MAD-ex-
cise generally stayed stable across all three subjects with 
increasing values of lambda (Fig 5A), whereas AT-excise 
showed a steep drop in performance in two subjects with 
increasing lambda (Fig 5Ai-ii). Generally speaking, AT-
excise failed because it would consistently find a higher 
threshold than AT-MAD-excise, resulting in an inability to 
detect low-velocity saccades (illustrated in Fig 5E-F). 
These results complement the simulation results and sug-
gest that AT-MAD-excise outperforms AT-excise on hu-
man data by estimating a lower threshold, though one that 
is still conservative enough to avoid false positives in most 
cases. Furthermore, they suggest a lambda of 8 can drasti-
cally reduce false positives without affecting overall de-
tection performance. 

 

 

 

TABLE I 
SUMMARY GAZE CHARACTERISTICS DURING STATIC VIEWING 

Subject Y-noise 
MEAN±STD* 

(DVA) 

Y-noise 
MEAN±STD

* (DVA) 

Saccade Amplitude 
MEAN±STD* (DVA) 

1 0.10±0.08 0.23±0.15 5.34±4.41 
2 0.06±0.02 0.12±0.06 4.27±3.16 
3 0.08±0.05 0.11±0.06 5.06±5.46 

*STD=standard deviation 
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Fig 5. AT-MAD-excise outperforms AT-excise on real world data 
(A) F1 score of the AT-excise (grey) and AT-MAD-excise (black) algo-
rithms on one minute of human gaze data for three separate subjects (i-
iii). With the exception of Subject 1 at lambda value of 6, AT-MAD-excise 
outperforms AT-excise. In subject 1 (Ai), the fifth data point is undefined 
because precision and recall are zero. (B-D) Same as in (A) but depicting 
the true positive rate (B), false positive rate (C), and false negative rate 
(D). AT-MAD-excise has a superior true positive and false negative rate 
to AT-excise. The change in either is linear for AT-MAD-excise, whereas 
that is not the case for AT-excise. In subject 1 (Ci), AT-MAD-excise is 
prone to detect a substantial number of false positives for lambda less 
than 8. (E-F) Example saccades that AT-excise could not detect (E), but 
AT-MAD-excise could (F). Conventions are the same as in Fig 1.  
 

Discussion 
The current work improves on saccade detection by ro-

bustly estimating a threshold while mitigating the influ-
ence of saccades themselves. The use of a robust estimator 

allows the estimation of a threshold unbiased by the very 
signal we are trying to detect (Leys et al., 2013). This al-
lows a more accurate estimation of the background noise 
levels. We find that the use of MAD, a robust estimator of 
the standard deviation not biased by outliers, improves the 
detection of saccades relative to previously published ver-
sions of this algorithm (Nyström & Holmqvist, 2010), par-
ticularly at higher noise levels. There is both an increase in 
the number of correctly identified saccades, and a decrease 
in the number of falsely identified saccades. Moreover, be-
cause MAD is not sensitive to outliers in the data, its use 
allows the experimentalist to confidently define their de-
sired level of confidence. 

The goal of the algorithm by Nyström and colleagues 
is to find the lowest possible threshold that can reliably 
differentiate saccades from noise and fixations. However, 
as we have shown, the resulting threshold remains sensi-
tive to the saccades themselves. One reason is that data 
samples that fall just below threshold (i.e. those flanking 
detected saccades) can still influence the computed thresh-
old. This concern can be alleviated by excising a number 
of samples in the inter-saccadic flanks. However, this pro-
cedure introduces another user-defined parameter, namely, 
the duration/number of samples to discard. It is likely the 
case that the optimal number of samples to discard varies 
by experimental condition, manipulation, or hard-ware 
considerations. By considering all of the data, this concern 
is obviated.  

The algorithm we consider operates in the velocity do-
main, but another alternative is to consider the acceleration 
domain (A. Duchowski et al., 2002; A. T. Duchowski, 
2003; Larsson et al., 2013), particularly when other rela-
tively high velocity eye events, such as smooth pursuits, 
are present (Larsson et al., 2013). Because the acceleration 
is a second order derivative, the effect of outliers is ampli-
fied. Thus, the use of the MAD estimator would likely im-
prove threshold estimation, especially in combination with 
an iterative threshold estimation as Nyström and col-
leagues proposed (Nyström & Holmqvist, 2010). In fact, 
preliminary tests in our lab on other data where smooth 
pursuits are prevalent have shown this to be the case (data 
not shown). 

We have shown that the benefits of the MAD estimator 
mainly accrue at high noise levels. This is particularly im-
portant in non-ideal experimental conditions that can lead 
to noisier data, such as unrestrained viewing, or when 
working with younger, older, or clinical populations 
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(Bargary et al., 2017; Rütsche et al., 2006), as well as more 
in more realistic virtual or game-like settings (Clay, König, 
& König, 2019). The other benefit of MAD is that it allows 
experimentalists to define a confidence level (lambda pa-
rameter), as required by the experimental questions/equip-
ment. This could be relevant for studies that look at differ-
ences in saccade generation across individuals, or popula-
tions; such studies may wish to analyze only well-defined 
saccades (i.e. a higher confidence threshold) (Bargary et 
al., 2017). Alternatively, lower thresholds may be used to 
allow the detection of micro-saccades (Engbert & Kliegl, 
2003), although this remains to be tested. The use of MAD 
allows experimentalists to set confidence levels in an un-
biased manner. 

The current study focuses on the comparison of one 
published algorithm with a robust alternative. This algo-
rithm has laudable strengths compared to others, such as 
data-driven (as opposed to user driven) threshold estima-
tion, and a flexible approach that allows setting different 
thresholds across different experimental subjects, sessions, 
trials etc. It performs better than nine published algorithms 
on experiments with static stimuli (Andersson et al., 2017). 
That said, it remains an open question whether other 
threshold-based algorithms would benefit from the use of 
a robust estimator. Because of the ease of implementation, 
we believe this could be easily tested by interested readers. 

This study is related to a method of threshold detection 
proposed by Engbert and colleagues (Engbert & Kliegl, 
2003), which has been widely used in research into micro-
saccades (Engbert & Kliegl, 2003; Otero-Millan et al., 
2008). They use a different, median-based method of esti-
mating the standard deviation. A formal comparison be-
tween the two methods is beyond the purview of the paper. 
However, the present work should be seen as complemen-
tary. It provides a formal and rigorous a comparison of ro-
bust vs non-robust statistics in the estimation of the stand-
ard deviation for the purpose of threshold determination, 
and suggests that robust estimation may be superior in gen-
eral.  

The use of robust statistics threshold estimation is 
meant to complement methods that use more sophisticated 
approaches to determining saccade onsets and offsets (e.g. 
(Larsson et al., 2013)). We believe that the proposed 
method is ideal for detecting the presence of saccades, but 
not necessarily their precise duration. One future direction 
would be to test thresholding algorithms that use MAD at 
different sampling frequencies. We expect larger 

improvements when sampling at lower frequencies, be-
cause (1) this data tends to be noisier, (2) peak velocities 
cannot be reliably recovered (Mack et al., 2017), and (3) 
outliers exert more influence with less data. However, this 
remains to be tested. Additionally, robust estimation may 
be beneficial in non-human animal models, for which 
head-free eye-tracking is challenging. Indeed, initial test-
ing in our laboratory suggests that robust threshold estima-
tion improves saccade detection in non-human primates in 
a variety of different tasks (data not shown). 

In conclusion, we present here a simple, easily imple-
mentable change to a common step in the analysis of sac-
cades, namely, using a robust estimator of the central ten-
dency and deviation to estimate detection thresholds. The 
simple change leads to improved saccade detection with a 
published algorithm. The simplicity of this change should 
encourage further testing and implementation in other 
thresholding algorithms. 
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