Advancements in MRI-based Methods for Targeting Transcranial Focused Ultrasound

By

Sumeeth Vijay Jonathan

Dissertation

Submitted to the Faculty of the
Graduate School of Vanderbilt University
in partial fulfillment of the requirements

for the degree of
DOCTOR OF PHILOSOPHY
in
Biomedical Engineering
September 30, 2020

Nashville, Tennessee

Approved:
William A. Grissom, Ph.D. (Chair)
Charles F. Caskey, Ph.D.
Li Min Chen, M.D., Ph.D.
Dario J. Englot, M.D., Ph.D.
John C. Gore, Ph.D.

E. Duco Jansen, Ph.D.



To my parents

il



ACKNOWLEDGMENTS

I am grateful for so many people that have serendipitously entered my life. To Dr. Franconeri,
thank you for entrusting me with ownership over the first project that I could truly call my own. I
wandered into Cresap 112 twelve years ago not really knowing what research was; I left learning
that it cannot be done without good mentorship. “Sumeeth — Call me Steve.” These few words left
a profound impact on how I aim to act as a mentor myself one day.

To Dr. Carroll, thank you for showing me the highs — and (just as important) the lows — of a
potential career in academic medicine. You taught me how to succeed as a graduate student by
always treating me like one. To this day, leaving Chicago was one of the hardest decisions I have
ever had to make.

To Dr. Grissom, you embody everything that a Ph.D. advisor should be. I spent the past five
years working in your laboratory, but somehow you never made it feel like “work”. Thank you for
always making the well-being of your students a priority — physically, mentally, and financially.
I feel like graduate school was one string of excuses after another as to why I could not produce
enough data; still, you never once questioned my decision to balance my dissertation project with
other personal goals like clinical training and raising a family. Thank you for your patience. To
Megan, Pooja, Julianna, Charlotte, Huiwen, Martin, Xinqiang, Zhipeng, Saikat, and past and future
members of the Grissom Laboratory, thank you for reciprocating my looks of confusion during lab
meeting when Will would go off on a spiel about something unrelated to focused ultrasound (RF
pulse design, most likely). We are so fortunate to have had someone as kind as him invested in our
training.

They say that if you are the smartest person in the room, you are in the wrong room. At VUIIS,
then, I was always at home. To Dr. Gore, thank you for fostering an environment that puts its
trainees first. You created the most collaborative place on Vanderbilt’s campus. To Tony, thank
you for working in the trenches with me at the 7.0 T. You provided a breath of hilariously fresh
air to countless experiments that failed to work. To Dr. Caskey, Vandiver, and Aparna, thank you
for teaching me everything you know about ultrasound physics. 1 could not imagine a humbler

group of scientists to collaborate with. To Drs. Grissom, Caskey, Chen, Gore, Englot, and Jansen,

il



thank you for agreeing to serve on my thesis committee. [ appreciate your support in me as a Ph.D.
candidate and thoughtful criticisms of my dissertation project along the way.

To Melissa, thank you for always answering the phone. Your name was not on my MSTP
acceptance letter, but I have no doubt in my mind that your advocacy on my behalf is the reason
I am able to write this document today. To Drs. Dermody, Bills, Grundy, and Swift, thank you
for taking a chance on me. I knew I was at home from the second I arrived in Nashville. To Drs.
Williams (Chris & Megan), Estrada, Pozzi, Winder, York, Julie, and Bryn, thank you for investing
your time in training the next generation of physician-scientists. The program I am leaving is not
the same one I entered, but its culture has largely remained the same. To Pratik, Dan, Matt, and
Hernan, thank you for being my de facto mentors throughout my training. Graduate school has
far more documentation requirements than I was equipped to handle on my own. To Alex, Eileen,
Gabby, Joey, John, Josh, Katherine, Kevin, and Shawn, it was a privilege to make this journey with
you all. I am excited to see where our careers take us.

To Stephanie, before I came to Nashville, I did not imagine I would be sharing a life with you.
Seven years later, I cannot imagine a life without you. There is nobody on Earth I would rather
celebrate my successes and commiserate my failures with other than you. I love you, Stephanie. I
will keep trying to be a better husband.

To Christopher, watching you grow up has been the greatest joy of my life. I hope that you
have the opportunity to write a document like this one day. Always remember that your education
is the one thing that no one can ever take away from you.

Finally, to Mom, Dad, and Sandeep, thank you for sacrificing everything for me. I am blessed

to call you my family.

v



TABLE OF CONTENTS

Page
DEDICATION . . . . . it e e e e e i e e e ettt i et en e ii
ACKNOWLEDGMENTS . . . . it e e e e e ettt et et ae e an iii
LISTOFFIGURES . . . . . ittt it i ittt ittt ettt neean vii
Chapter

1 Introduction . .. ... .. . i ittt it ittt tieenneeneenneeas 1
L1 Synopsis . . . . o o 1
2  Magnetic resonance-guided focused ultrasound MRgFUS) ............. 3
2.1  Magnetic resonance imaging (MRI) . . . . ... ... oo 3
22  Ultrasound . . . . . . . L e e 4
22.1  Thermaleffects . . .. ... .. ... 6
2.2.2  Mechanicaleffects . . . . . . .. ... .. L 7
2.2.2.1 Cavitation . . . . . . . . . . .. e 7
2222 Radiationforce . . .. .. ... ... ... ... ........ 8
2.3 Technological considerations for transcranial MRgFUS . . . . . . ... ... .. 9
2.3.1 Influence of skullbone . . . .. .. ... ... ... ... ... ... . 9
2.3.2  Frequency selection . . . . . .. ... ... ... 10
2.3.3  Transducer geometry . . . . . . . . ... e e e 11
234 ImageguidancewithMRI . . . . . ... ... ... ... ....... 12
2341 MR thermometry . . . . . . . ... ... ... ... 12
2.3.4.2  MR-acoustic radiation force imaging (MR-ARFI) . . . . . . .. 14
2.4  Expansion of the treatment envelope . . . . . . . ... ... ... ... ..... 16
2.4.1  Volumetric temperature monitoring . . . . . . . . . . . ... ... .. 16
2.4.2  Skull-induced aberration correction . . . . . . .. ... ... ... ... 18
24.2.1 Time reversal mirrors . . . . . . . . . .. ... L. 18
2422  Ray-tracing . . . . . . . ... e e 19
2423 Virtual time reversal . . . . . .. ... . L. 19
2424  Energy-based adaptive focusing . . . . . ... ... 21

3  Volumetric MRI thermometry using a three-dimensional stack-of-stars echo-planar
imaging pulsesequence . . ... .. ... ittt e e e e 26
3.1 Abstract . . ... e 26
3.2 Introduction . . . . . . ... 27
33  Methods . . . . . . 28
33.1 Pulsesequence . . . . . . . . . .. ... 28
3.3.2  Temperature reconstruction . . . . . . . ... ... 29
333  Invivoexperiments . . . . . . . . . . ...t 32
3.3.4  Phantom heating experiments . . . . . . . . .. ... ... ... 35
34 Results . . . . . e 35



34.1 Invivoexperiments . . . . . . . . . . . . ittt e 35

3.4.2  Phantom heating experiments . . . . . . . . . . . ... ... 38

3.5 Discussion . . ... ... e e e e e e e e e 41
3.6 Conclusion . . . . . . . . 46
4  Optical tracking-guided MR-ARFTI for targeting ultrasonic neuromodulation ... 47
4.1 Abstract . . . .. L e e 47
4.2  Introduction . . . . . . ... e 48
43  Methods . . . . . . . e e 50
43.1 Pulsesequence . . . . . . . . . . .. ... 50
4.3.2  Optically tracked MRgFUS . . . . . .. ... ... ... ... ..... 52

4.3.3  Phantom experiments . . . . . . . . . .. ... 52
434 Invivoexperiments . . . . . . . . . . .. it e 53

44  Results . . . . . . . . e 55
4.4.1  Phantom experiments . . . . . . . . . .. ... e 55
442 Invivoexperiments . . . . . . . . . . . ..ot 56

45 DISCuSSION . . . . ..o e e e 58
4.6 Conclusion . . . . . . ... e 64
47  AppendiX . . . ... e e e e 64
4.7.1 Author contribution statement . . . . . . . ... ... 64

5 Rapid autofocusing of FUS acoustic pressure fields using MR-ARFI with spatially

coded eMISSIONS . . . v v v v i i i e e e e e e e e e e e e 65

S.1 Abstract . . . .. e 65
52 Introduction . . . . . . ... 66

53 Methods . . . . . .. 67
5.3.1  Theory . . . . . . e 67

5.3.2  Deriving skull-induced aberrations from simulations . . . . . . . ... .. 69

5.3.3  Refocusing experiments in simulations . . . . . . . ... ... ... ... 72

5.3.4  Refocusing experiments in phantoms . . . . . . ... ... ... ... .. 74

54 Results . . . . ..o 75
54.1 Simulation experiments . . . . . . . . . . ... e e 75

5.4.2  Phantom experiments . . . . . . . . . . . ... 76

5.5 DIScuSsion . . ... e e e e 86
5.6 Conclusion . . . . . . . L 90

6 Conclusion . ... . ... ..ttt e e e e e e e 91
6.1 Contributionsof thiswork . . . . . . ... ... L o oL 91
6.2 Futurework . . . . . . . .. 91
6.2.1  Enabling in vivo aberration corrections with the multi-voxel algorithm . . 91

6.2.2  Pressure field calibrations with multi-focus sonications . . . . .. .. .. 92

6.2.3  Dimensionality reduction techniques for rapid pressure field calibrations . 92
REFERENCES . . . . . i it it it ittt it e ittt e e e neeas 93

Vi



Figure

2.1
2.2

3.1
3.2
33
34
3.5
3.6

3.7

3.8
39
3.10

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8

4.9
4.10

5.1
5.2
53
54
5.5
5.6

5.7
5.8
59

5.10
5.11

LIST OF FIGURES

Page
Example of skull-induced aberrations . . . . . . .. ... . ... ........ 10
Insightec ExAblate Neuro4000 . . . . . . . . ... ... ... ... ...... 12
3D SoS EPI k-space sampling pattern and temperature reconstruction pipeline . 30
3DSoSEPIpulsesequence . . . ... ... ... ... ... 31
In vivo temperature precision versus acceleration factor/dynamic scan time . . . 37
In vivo temperature precision versus TR . . . . . . . .. ... L0000 L. 37
In vivo temperature precision versus number of receive coils . . . . . . ... .. 38
In vivo temperature precision and spatial coverage of 3D SoS EPI compared to
standard 2DFT single-slice temperature mapping . . . . . . . . . . .. .. ... 39
Minimizing in vivo off-resonance distortions in 3D SoS EPI with multishot ac-
QUISILIONS . . . . v v v vt et e e e e e e e e e e e 40
Phantom heating versus acceleration factor . . . . . . ... ... ... ... .. 41
Phantom temperature curves . . . . . . . . .. ..o 42
Phantom heating spatial profiles . . . . . . . . .. .. ... ... ... ... 43
2D SE-EPI MR-ARFI pulse sequence . . . . . . .. ... ... ......... 51
Optically tracked MR-ARFI in phantoms with simulated targeting . . . . . . . . 54
Targeting with an optically tracked FUS transducer . . . . . . . ... ... ... 55
MR-guided ultrasonic neuromodulation experimental setup . . . . . . . . . .. 56
Optical tracking-based alignment of MR-ARFI MEGs in a phantom . . . . . . . 57
Targeting ultrasonic neuromodulation with optical tracking-guided MR-ARFI . . 59
Transcranial MR-ARFI displacement scales with input power . . . . ... . .. 60
Optical tracking-based alignment of MR-ARFI MEGs with the FUS propaga-
tion direction in VIV . . . . . . . ... Ll 60
MR thermometry in a living macaque using MR-ARFI sonication parameters . . 61
Beam localization methods for ultrasonic neuromodulation with concurrent fMRI
readouts . . ... 62
The multi-voxel refocusing algorithm . . . . . . .. ... ... ... ...... 70
Targeted brain volumes from the Visible Human Project . . . . . ... ... .. 77
Estimated amplitude and phase aberrations in four targeted brain regions . . . . 78
RMS pressure maps and beam profile plots before and after virtual time reversal 79
RMS pressure maps and beam profile plots with same-size k-means clustering . 80
Estimated amplitude and phase aberrations with single and multi-voxel-based
refocusing methods in simulations . . . . . . ... ... oL 81
Magnitude error in estimated aberrations with single and multi-voxel-based re-
focusing methods in simulations . . . . . . . ... ... ... ... ... 82
Magnitude error in estimated aberrations with single and multi-voxel-based re-
focusing methods in simulations (barplot) . . . . . ... .. ... ... .... 83
RMS pressure maps before and after aberration correction . . . . . . ... ... 84
Beam profile plots before and after aberration correction . . . . . .. ... ... 85
Representative MR-ARFI displacement images in an ex vivo phantom . . . . . . 86

vii



5.12  Estimating programmed aberrations with single and multi-voxel refocusing al-
gorithms . . . . . . . .. 86
5.13  Refocusing acoustic pressure fields with single and multi-voxel refocusing . . . 87

viii



Chapter 1

Introduction

1.1 Synopsis
The overall goal of the work described in this dissertation is the development of improved magnetic
resonance imaging (MRI)-based targeting methods for transcranial MR-guided focused ultrasound
(MRgFUS). Transcranial MRgFUS is a mature technology with a number of neurological applica-
tions [1]. For example, non-invasive ablative thalamotomy is an FDA-approved treatment option
for patients with essential tremor [2] or tremor-dominant Parkinsonism [3]. Recent human trials
have been successful for blood-brain barrier (BBB) opening [4] and neuromodulation [5-8] via
low intensity FUS.

Early efforts to deliver transcranial FUS were successfully performed through intact skull [9].

However, the widespread dissemination of this technology was limited for two reasons [10]:

1. The inability to adequately visualize the acoustic focus, and

2. The need for invasive craniotomy to overcome skull-induced aberrations.

The development of MRI-compatible, hemispherical phased array ultrasound transducers has en-
abled non-invasive, highly specific targeting of deep brain structures with transcranial MRgFUS
[11, 12]. In addition, concurrent MRI guidance via MR thermometry pulse sequences is the stan-
dard practice for treatment monitoring during clinical ablation procedures [13, 14]. Unfortunately,
established workflows for transcranial MRgFUS were largely designed for targets close to the ge-
ometric center of the brain (e.g., the thalamus) [15], where ultrasound transmission is optimal due
to the incident waves being orthogonal to the skull surface. The lack of treatment monitoring
strategies and aberration correction methods for off-center targets has fundamentally limited the
treatment envelope of current transcranial MRgFUS targeting [16—18].

This dissertation has been structured to address these unmet needs, as follows:

Chapter 3: Volumetric thermometry with a 3D stack-of-stars echo-planar imaging (3D SoS

EPI) pulse sequence. Current MR thermometry pulse sequences image temperature in a single 2D



slice in order to maintain sufficient temporal resolution and temperature precision for treatment
monitoring during thermal ablation. We implemented and evaluated a 3D SoS EPI pulse sequence
to efficiently sample the imaged treatment volume. Volumetric temperature images are produced
at frame rates as low as 0.38 s per volume using a previously validated temperature reconstruction
algorithm that is tolerant to k-space undersampling.

Chapter 4: Optical tracking-guided MR-acoustic radiation force imaging (MR-ARFI) for tar-
geting ultrasonic neuromodulation. We implemented and validated a workflow for both target-
ing and imaging the acoustic beam of a preclinical transcranial MRgFUS transducer prior to in-
sonation for ultrasonic neuromodulation experiments in living non-human primates. We used opti-
cal tracking-based neuronavigation to project the expected focus location from the tracked location
of the transducer relative to the subject being imaged, and used this information to plan the subse-
quent image acquisition of MR-ARFI scans which encode the acoustic pressure field generated by
the transducer into an MR image.

Chapter 5: Rapid aberration correction of FUS acoustic pressure fields with a multi-voxel
refocusing algorithm. Current MR-based refocusing algorithms require 4N MR-ARFI-derived
intensity measurements (where N is the number of array elements) to refocus the acoustic pressure
field in the presence of skull-induced aberrations, which is too long for practical in vivo use. We
implemented a multi-voxel refocusing algorithm that fits a set of pre-calibrated acoustic pressure
fields to the aberrated intensity measurements observed in vivo, and showed that many fewer MR-

ARFI images can be used to refocus a programmatically aberrated pressure field.



Chapter 2
Magnetic resonance-guided focused ultrasound (MRgFUS)

2.1 Magnetic resonance imaging (MRI)

Atomic nuclei with an odd number of protons and/or neutrons possess a type of angular momentum
called spin. These nuclei ("spins") generate a weak magnetic moment vector with a bulk magneti-
zation that sums to zero. In the presence of an external magnetic field By, spins precess about By
at the Larmor frequency w:

w =By, 2.1)

where vy is the gyromagnetic ratio, which varies by atomic species. B exerts torque on the magnetic
moment of spins, which causes them to precess about the external magnetic field at the Larmor
frequency like a spinning top. The interaction of the net magnetization moment vector M with an
external magnetic field B is described phenomenologically by the Bloch equation:

Mi+Myj (M- Mok

dM
- =MxyB-
T2 Tl

dt

(2.2)

where M) is the equilibrium magnetization, and T1 and T2 are longitudinal (z) and transverse (xy)
axis relaxation time constants, respectively [19]. A rotation of M by some angle away from the
z-axis generates a component of magnetization in the transverse plane, where it is free to precess.
The T1 spin-lattice time constant governs the rate of return of the magnetization to My along the
longitudinal axis following an excitation. It involves an exchange of thermal energy between spins
and their surrounding lattice induced by dipole-dipole interactions. Conversely, the rate of decay
of the transverse magnetization is characterized by the T2 spin-spin time constant, which results
from local field fluctuations induced by interactions between dipoles (T2) and/or main magnetic
field (Bp) inhomogeneities (T2*) that cause spins to precess at their own Larmor frequencies. This
leads to a reduction in phase coherence between spins (dephasing), which manifests as a loss in
transverse magnetization. T1 and T2 relaxation times are tissue-type specific, and thus produce

image contrast in magnetic resonance imaging (MRI) [20].



The application of By creates distinct energy levels populated by low energy spins that align
with (N—) and high energy spins that align against (N+) the external field, according to the Boltz-

mann distribution:

% _ o~DEIKT _ y=h3:Bo/kT (2.3)

where AE is the energy difference between spin states, T is the temperature in Kelvin, & is Boltz-
mann’s constant (1.38 x 10723 J/K), and # is Planck’s constant (6.63 x 10734 J-s). At 1.0 T and 37
°C, % ~1-7x107% (e.g., for every 1 million spins in the high energy state, there are 1 million
plus seven spins in the low energy state). One gram of H,O contains 1 mol H,O / 18 g H,O x 2
mol H/ 1 mol HO x 6.02x 10?? protons / 1 mol H ~ 7 x 10?? hydrogen protons. In other words, a
single gram of water contains %—i ~2.5%10'7 or 250 million billion more protons in the low energy
state than the high energy state. This large excess of spins is exploited with MR imaging. ' H from
water is the most abundant spin in the human body, and thus is encoded in most MR applications
[21].

Spins exhibit resonance and undergo a transition between the two energy states when they
absorb photon energy precisely equal to the energy difference between spin states (AE), which
is determined by the Larmor frequency. For 'H, y/2x is 42.58 MHz per Tesla. This lies in the
radiofrequency (RF) range, which is non-ionizing. A time-varying RF magnetic field (Bj) is driven
at the Larmor frequency to "excite" or tip spins into the transverse plane, according to Eq 2.2.
Following excitation, receiver coils designed to detect magnetic flux changes in the transverse
plane record a bulk time signal from a region of precessing spins. The excited spins have an
amplitude distribution that is weighted by its spatial frequency content via additional magnetic
gradient fields that impose a spatially-dependent frequency and phase when the signal is recorded.
Thus, the recorded signal represents the 2D Fourier Transform of the excited spins at some spatial

frequency. This information is used to reconstruct an MR image [22].

2.2 Ultrasound
Sound above the audible range (> 20 kHz) is called ultrasound. Like other types of acoustic waves,

ultrasound is generated by mechanical disturbances that cause particles in a medium to vibrate, but



with a short wavelength in tissue (about 1.5 mm at 1 MHz). Ultrasound is transmitted and received
by an ultrasound transducer via piezoelectricity, which is the ability of certain materials to de-
velop a mechanical stress in response to an applied voltage. An attractive property of piezoelectric
transducers is the reciprocity of their functioning. Following ultrasound transmission, waves that
are reflected back to the transducer generate an electrical signal that encodes the amplitude and
phase of the received echo. Reflections from structures deep in tissue produce image contrast in
ultrasound imaging [23].

In fluids, ultrasound propagates as a longitudinal wave, while other modes of propagation (e.g.,
shear waves) are possible in solids like bone. Longitudinal waves produce sinusoidal oscillations

in the wave propagation direction:

u(x,t) = Acos(kx — wt), 2.4)

where A is the displacement amplitude, & is the wave number (k = 27/ where A is the wavelength),
and w is the angular frequency (w = 2rf where f in the frequency in Hz). The phase advances
by 2 radians every wavelength, which produces alternate compression (one positive half cycle of
pressure) and rarefaction (negative pressure) of the particles in the same direction as the propagat-
ing wave. Moreover, ultrasound transmission is determined by the acoustic impedance Z of the
supporting medium:

Z = pc, (2.5)

where p is the density, and c is the sound speed. For human blood at 37 °C, ¢ = 1584 m/s, p = 1.06
kg/m3, and Z = 1.68 MRayls (1 Rayl = 1 kg/m?/s). At a boundary where a large discontinuity in
acoustic impedance is present, reflection occurs:

-7

RF = ,
Z1+7»

(2.6)

where RF is a reflection factor for the amplitude of the reflected wave between adjacent tissues [24].
In most biological systems, air produces the largest mismatch in acoustic impedance. For example,

when ultrasound propagates from blood to air in the lungs (Z;; = 4 x 10~* MRayl), RF ~ 0.99 or



99% of the incident waves are reflected. Conversely, only 1% of ultrasound is reflected when
propagating to muscle (Zpyscle = 1.65 MRayl) [25].

In diagnostic ultrasound applications, acoustic waves carry information about the body back
to the imaging system consistent with the ALARA principle ("as low as reasonably achievable").
The FDA mandates limits on the maximum acoustic output levels for diagnostic ultrasound devices
(Ispta < 720 mW/cm?) [26]. Ultrasound-induced bioeffects like heating can be achieved with
continuous-wave exposures greater than 100-1000 W/cm?, which is exploited for non-invasive
ablation treatment via high-intensity focused ultrasound (HIFU) devices [10, 15]. The biophysical

basis for this and other therapeutic ultrasound applications is discussed in the next section.

2.2.1 Thermal effects
Acoustic pressure waves propagate through tissue with an incident intensity /o that reduces with
distance z:

I(z) = Ipe ™", (2.7)

where p, is a tissue-specific attenuation coefficient in Np/cm. In most biological systems, atten-
uation is dominated by absorption. Absorption occurs due to the frictional forces present in the
supporting medium which oppose the periodic motion of the moving particles exerting pressure
(classical mechanism), as well as the delayed transfer of stored energy from the propagating wave

to the medium (relaxation mechanism) [27]. Absorption increases with frequency f:

a(f) = aof?, (2.8)

where « is the attenuation coefficient in dB/cm (@ = 20log(e)u, = 8.7u,), ap is a tissue-specific
constant, and b is a constant that is close to 1 for a range of tissue types [28]. Ultimately, some
of the absorbed energy is converted to heat, which increases the temperature within the medium.
In humans, bone absorbs ultrasound much more than soft tissue (e.g., 13.1 dB/cm/MHz in human
skull bone vs 1.05 dB/cm/MHz in white matter) and is thus most susceptible to ultrasound-induced
heating [25].

If the temperature is known, the thermal dose #43 can be used to predict bioeffects arising from



different thermal histories:

1y
t43 = ZR43_TAt, (2.9)
=0

where 77 is the exposure time, T is the average temperature during time Az, and R is a constant
(R=0.5for T >43°C and 0.25 for T < 43°C) [29]. A reference temperature of 43°C is typically
chosen to convert different thermal exposures to "equivalent-minutes" spent at this temperature. A

143 of 240 minutes is the thermal dose required for total necrosis in most tissues [30].

2.2.2 Mechanical effects

2.2.2.1 Cavitation

Cavity formation in response to a time-varying acoustic pressure field is called cavitation. During
rarefaction (negative pressure), the exerted pressure falls below the ambient pressure and causes
cavitation nuclei (gas-filled bubbles) present in the supporting medium to expand. Bubble growth
slows and is reversed during compression (positive pressure) [31]. Growth occurs if more gas dif-
fuses into the bubble during expansion than leaves during contraction, through a process called
rectified diffusion [32]. Stable cavities are bubbles that oscillate around some equilibrium size
at relatively low pressures and exist for many cycles. In transcranial applications, preformed mi-
crobubbles may alter blood-brain barrier (BBB) permeability when they exhibit intravascular stable
cavitation, with little effect to the surrounding brain parenchyma [33]. Conversely, transient cav-
ities are generated by high pressures and exist for less than one cycle. These bubbles expand to
many times their original size and then violently collapse, which is called inertial cavitation (a
process driven by the inertia of the surrounding fluid). Inertial cavitation creates shock waves and
can produce temperatures as high as 20000 °K [34].

The mechanical index (MI) was derived to predict the likelihood of cavitation events:

Dr

"

where p, is the derated rarefactional pressure in MPa, and f is the frequency in MHz. The physical

MI =

(2.10)

conditions to promote bubble growth are negligible when MI < 0.5 [35]. The threshold pressure

for inertial cavitation decreases with both frequency and pulse duration, with bioeffects that range



from no observable tissue damage (shorter pulses) to complete destruction (longer pulses) [36].
The inertial cavitation threshold is further reduced when microbubbles are present. Microbubbles
also reduce the threshold for thermal damage by increasing the absorption of ultrasound in tissue

[37].

2.2.2.2 Radiation force
Acoustic pressure waves, like other forms of wave motion, exert a radiation force (F) on absorbing

or reflecting obstacles in their path as they propagate through tissue:

2al
F=22 (2.11)
C

where « is a tissue-specific attenuation coefficient, / is the temporal average intensity, and c is
the speed of sound in the supporting medium. The radiation force arises when an energy gradient
is produced by an attenuating medium and causes a momentum transfer from the propagating
wave to the medium. In most biological systems, attenuation is dominated by absorption, and the
contribution to the radiation force from other sources (e.g., scattering) is not considered [38, 39].
Acoustic radiation force imaging (ARFI) is a diagnostic imaging modality that images the
viscoelastic response of tissue to an applied radiation force field [40]. The elastic modulus is
a mechanical property of tissue subject to deformation via compression (Young’s modulus) and
shear (shear modulus). This is the source of image contrast in elasticity imaging methods like
ARFI [41]. ARFI pulse sequences use a short, impulse-like pushing beam to produce transient
deformations in tissue in the direction of wave propagation. A tracking beam encodes a spatial
map of tissue displacement at a snapshot in time after excitation. This can be performed using
a single commercial diagnostic ultrasound scanner at intensities that do not generate significant
heating [42]. Tissue displacement is typically on the order of a few um and is proportional to the
temporal average intensity [43]. For a fixed force, displacement also increases with pulse duration
and eventually reaches a steady state value [44]. While softer tissues produce larger displacements
and take longer to reach steady state, it is not straightforward to relate displacement magnitude

to a tissue-specific elastic modulus [45, 46]. ARFI thus provides a qualitative measure of tissue



stiffness.
The radiation force also induces shear stresses in tissue which generate waves that propagate
perpendicular (or transverse) to the direction of compression. The shear modulus G increases with

the propagation speed cr of these shear waves:

or = 1| =, (2.12)

G
p
where p is the density of the medium. If p is known, the shear modulus can be computed by
applying a radiation force field in tissue and monitoring the shear wave propagation front. Shear

wave elasticity imaging is a quantitative method to image tissue stiffness [47].

2.3 Technological considerations for transcranial MRgFUS

2.3.1 Influence of skull bone

The human skull is made up of two dense cortical bones (inner and outer tables) surrounding a
porous trabecular layer (diploe). Heterogeneity between these layers imparts a large range of skull
acoustic properties. For example, the speed of sound in the skull ranges from 1500-3000 m-s~!
(or twice that of brain tissue), and skull sound speed, density, and thickness vary both within
and between individual subjects [48]. Ultrasound is also significantly attenuated by bone through
various loss mechanisms, like absorption, mode conversion, reflection, and scattering [49]. These
variations in skull acoustic properties cause acoustic pressure waves originating from different
locations of the MRgFUS transducer to travel through the skull at variable speeds and with variable
attenuations, so that they arrive at the acoustic focus out of phase and with different amplitudes.
This results in focus aberration. Figure 2.1 illustrates how skull-induced aberrations of the acoustic
pressure field can widen and distort the focus, which reduces spatial specificity. They also reduce
treatment efficiency or the peak pressure generated at the focus per unit of input power [50, 51].
This can be overcome by supplying more power to the transducer, but this raises the risk of skull
heating [52]. Transient changes in skull acoustic properties have even been observed with repeated
sonications during treatment [53].

Other skull-related factors like the skull-density ratio (SDR) have been associated with treat-
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Figure 2.1: The human skull is a heterogeneous organ with a large range of acoustic properties. This causes
acoustic pressure waves originating from different locations to travel through the skull in an incoherent
fashion, which results in focus aberration. Correcting phases and amplitudes can be applied to maximize
constructive wave interference at the target and overcome skull-induced aberrations. Image adapted with
permission from [54].

ment outcomes [55]. The SDR is defined as the ratio in thickness between the trabecular and
cortical layers of the skull. Generally, patients with low SDRs (i.e., larger cortical bones) are less
favorable candidates for transcranial MRgFUS because of the higher power required to overcome
attenuation [56, 57]. An SDR below 0.40 is an absolute contraindication to treatment for essential
tremor via MRgFUS ablative thalamotomy [58]. Currently, this is the only medical contraindi-
cation to treatment (besides for patients who cannot undergo an MRI for other medical reasons

and/or had a prior thalamotomy).

2.3.2 Frequency selection

Transcranial MRgFUS is typically performed at a frequency close to 1 MHz. Higher frequencies
offer several advantages for transcranial applications [59]. Absorption increases with frequency
(Eqn 2.7), which is ideal in clinical applications like ablation where heat deposition is the goal.
In addition, the wavelength in tissue is smaller at higher frequencies (about 1.5 mm at 1 MHz),
which maximizes spatial specificity. The cavitation threshold is also higher, since the pressure
required to obtain a given MI decreases with frequency (Eqn 2.10). However, lower frequencies
are desirable since they are less attenuated (Eqn 2.7) which enables greater tissue penetration.
Also, the wavelength is negligible compared to the thickness of the human skull, which minimizes

the impact of skull-induced aberrations [60, 61]. Low frequency FUS is thus less distorted when
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propagating through the skull, but at a cost of treatment efficiency, specificity, and safety.

2.3.3 Transducer geometry

The geometric focusing of a spherically curved transducer decreases with f-number:

f=— (2.13)

where F is the focal length of the transducer (i.e., the radius of curvature), and a is the radius of the
aperture. Transducers with a higher radius of curvature generate an acoustic focus deeper in tissue
but with worse spatial specificity, since the lateral resolution of the beam decreases with f-number
[62]. In transcranial applications, large apertures relative to the size of the human skull are used
to distribute energy over the skull surface and minimize ultrasound-induced heating [63, 64]. A
transparent membrane that circulates chilled water (15-20 °C) is placed between the transducer
and the subject’s scalp to further reduce skull heating. It also improves acoustic coupling [65].

Commercial transcranial MRgFUS systems use hemispherical phased array transducers with
hundreds of elements to focus an acoustic pressure field [11, 12]. For example, the Insightec
ExAblate Neuro is a 1024-element phased array transducer operated near 650 kHz (Fig 2.2). It has
a focal length of 15.0 cm and a diameter of 30.0 cm (f/0.5), which enables targeting of deep brain
regions in humans with high specificity and with concurrent MRI guidance [66]. Each element
is electronically driven with its own voltage waveform, with the goal of keeping each complex-
valued acoustic pressure wave matched in amplitude and phase at the targeted focus location.
In this way, aberrations of the acoustic pressure field caused by the skull can be compensated.
Specific aberration correction methods are discussed later in this chapter (Sec 2.4.2). Waves with
suboptimal incidence angle transmission can also be shut off to improve treatment efficiency [67,
68].

A phased array transducer design enables flexible control of focusing and has fundamentally
expanded the treatment envelope for transcranial applications of MRgFUS (the treatable volume
within the cranial cavity) [16, 17]. For example, the acoustic focus can be steered away from the

geometric focus location or multiple simultaneous foci can be generated in the acoustic pressure
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Figure 2.2: The Insightec ExAblate 4000 ("Neuro") is a commercial transcranial MRgFUS system used in
the US. It uses a 1024-element phased array ultrasound transducer operated near 650 kHz with a focal length
of 15.0 cm and a diameter of 30.0 cm (f/0.5), which enables targeting of deep brain regions in humans with
high spatial specificity and with concurrent MRI guidance. Currently, it is the only FDA-approved clinical
device available for performing MRgFUS ablative thalamotomy in humans. Image courtesy of Insightec.

field using phase-only modulation algorithms [69]. This has demonstrated a reduction in treatment
times during ablation [70]. Complex spatiotemporal distributions of intensity can be generated to
pattern neuromodulation [71]. The beam can also be steered by mechanically translating and/or

rotating the transducer bowl [72].

2.3.4 Image guidance with MRI
2.3.4.1 MR thermometry
The proton frequency frequency (PRF) or w scales with the main magnetic field By, according to

Eqn 2.1. The effective field at the nucleus is more precisely given by:

Beg = Bo+ By = (1+0) By, (2.14)

where B, is the field contribution due to a chemical shift of o (in ppm). Chemical shift is a
displacement of the PRF due to nuclear shielding, which is generated by the orbital motion of the

surrounding electrons in response to By [20]. o is a shielding constant that is dependent on the
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chemical environment of the nucleus:
o (AT) = og + o1(AT), (2.15)

where o is a sum of temperature-independent contributions from o (e.g., Bp inhomogeneities),
and a temperature-dependent contribution from o. For example, in water molecules, hydrogen
nuclei are nominally shielded from By by a chemical shift of og. However, a hydrogen nucleus
in a free water molecule is more effectively shielded than one that is hydrogen bonded to another
water molecule. As temperature increases, hydrogen bonds weaken and break, which increases
shielding via a reduction in o1. This reduces Beg (Eqn 2.14), which in turn reduces the PRF. o
varies linearly with temperature (o7(AT) = @AT), with @ = —0.01 ppm/°C in pure water [73]. As

a result, a change in the PRF leads to a phase accumulation ¢ that is proportional to temperature:

_ ¢ —¢(10)

AT = , 2.16
vBoaTE ( )

where TE is the echo time. PRF-based MR thermometry methods produce a relative temperature
measurement by encoding phase images at a known temperature (¢(#p)) and during heating (¢(¢))
[74]. Notably, a number of other tissue parameters are also sensitive to temperature, like T1 and T2
relaxation times, diffusion, magnetization transfer, and proton density. However, most MR ther-
mometry pulse sequences are based on the tissue PRF shift with temperature [13, 14]. With the
exception of fat, extensive preclinical testing has shown that the PRF shift is tissue-type indepen-
dent, even when tissue has been coagulated (between —0.009 and —0.01 ppm/°C, which is close to
the pure water value). It is also linearly dependent on temperature over a clinically relevant range
(-15 to 100 °C) [75].

The basic MR thermometry pulse sequence is a phase-sensitive T2-weighted gradient recalled
echo (GRE) pulse sequence with TE ~ T2* of the tissue. Ideally, MR thermometry provides high
spatiotemporal resolution to monitor temperature in the targeted area. Specific image acquisition
parameters depend on the application. For example, in low-temperature hyperthermia treatments

(43-45 °C for minutes to hours), image update times of a minute can be adequate. However,
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update times of a few seconds are necessary in high-temperature ablation treatments (50-80 °C
for a few seconds). The spatial resolution is chosen so that it is higher than the dimensions of the
therapeutic focus (typically 1-3 mm in-plane), with volume coverage of both the ablation zone and
a surrounding safety margin to monitor heating in the near- and far-fields of the transducer [13, 14].
Specific methods that can enable volumetric thermometry are discussed later in this chapter (Sec

24.1).

2.3.4.2 MR-acoustic radiation force imaging (MR-ARFTI)

Magnetic field gradients are primarily used for spatial encoding in MRI (Sec 2.2.2), but they can
also be used to sensitize MR images to incoherent (diffusion) or coherent (displacement, velocity,
or acceleration) motion of spins. A change in the resonant frequency w of precessing spins leads

to a phase accumulation ¢:

Tend Tend
¢(r):f Aa)dt:f vG(r,7)r(7)dT, 2.17)
0 0

where G is the spatially-varying and time-dependent magnetic field gradient applied at a spatial
location r and time . Motion-sensitizing gradients are typically bipolar in design and use two
gradient lobes with equal area and opposite polarity. When spins are stationary and/or moving in-
coherently (e.g., random motion in molecular diffusion), no net phase accumulation occurs, since
any phase accumulated during the first gradient lobe is unwound by the second lobe. This re-
sults in signal cancellation. Conversely, spins that move during the bipolar gradient accrue phase

proportional to their net displacement Ax:
d(r) =yGooAx, (2.18)

where G ¢ is the area of one gradient lobe. In practice, two phase measurements with opposite
gradient moments (i.e., inverted gradient polarities) are subtracted to minimize phase contributions
from sources unrelated to motion (e.g., Bp inhomogeneities) [22].

The radiation force generated by ultrasound produces transient tissue displacements in the di-

rection of wave propagation, which is the source of image contrast in elasticity imaging methods
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like ARFI (Sec 2.2.2.2). Motion-sensitizing gradients synchronous with an ultrasound emission
can be used to encode tissue displacements generated by the acoustic radiation force into the phase
of an MR image. This technique is exploited by MR-acoustic radiation force imaging (MR-ARFI)
[76]. MR-ARFI pulse sequences use the localized radiation force at the acoustic focus as a source
for quasistatic displacement. It enables micron-scale sensitivity to tissue displacement on most
MRI scanners (e.g., ~ 4.6 um per radian with 40 mT/m gradients that are 10 ms in duration).
Thus, it is a promising approach for beam localization prior to transcranial MRgFUS procedures,
especially for exposures that do not produce any measurable heating via MR thermometry (e.g.,
BBB opening, neuromodulation). Since radiation force-induced displacement is proportional to
the temporal average intensity [43], MR-ARFI also provides a means to calibrate beam intensity
for aberration correction in situ. This approach is discussed later in this chapter (Sec 2.4.2). MR-
ARFI-derived displacement measurements have been validated against the canonical ultrasound
imaging-based ARFI method (R? = 0.67 at 1.5 MHz), with no evidence of temperature elevation
using relatively typical sonication parameters [77].

The basic MR-ARFI pulse sequence is a spin echo 2DFT pulse sequence with one set of bipolar
motion-encoding gradients (MEGs). It only requires one sonication per TR, so the duty cycle is
nominally low [76]. It has since been developed for rapid imaging of MRgFUS acoustic pressure
fields, via EPI [78], keyhole [79], or spiral [80] k-space trajectories. In addition, repeated bipolar
gradients [81, 82] and a variable trigger delay [83] have been proposed to minimize phase contri-
butions from sources unrelated to ultrasound. The offset time between the start of the sonication
and the MEGs ("trigger delay") can be optimized to best capture steady state displacement [84].
Higher phase sensitivity can be obtained via steady state free precession (SSFP) pulse sequences
[85], though this method suffers from off-resonance distortions that worsen with field strength.
Volumetric strategies for encoding 3D MR-ARFI displacement images have been proposed using
3D segmented EPI trajectories [86], with further efficiency gains using partial Fourier subsampling
of k-space, parallel imaging, and beam steering to reduce the effective duty cycle at a given spa-
tial location [87]. Simultaneous monitoring of temperature and displacement can be achieved by
incorporating MEGs into GRE-based thermometry pulse sequences [88-90].

In vivo feasibility of transcranial MR-ARFI has been established in a few preclinical studies.
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Two studies by one group showed evidence of transcranial displacement in living rat brains at 1.5
MHz. The location of the acoustic focus obtained with MR-ARFI was correlated with measure-
ments obtained with a conventional MR thermometry pulse sequence during ablation treatment,
and also with postmortem histological examination of the treated zones. These studies validated
a workflow for beam localization via MR-ARFI prior to ablation treatment in small animals via
high intensity transcranial MRgFUS therapy [91, 92]. Notably, studies in small animals generally
benefit from higher gradient strength capabilities, which are not widely available in human MRI
scanners (in those studies, 300 mT/m at 7 T main field strength). Another study in a larger liv-
ing porcine model was performed using the 1024-element ExAblate 2000 through ex vivo human
skull at 1.5 T (following craniectomy to replace existing skull). That study demonstrated sufficient
sensitivity to MR-ARFI-derived displacement even at 220 kHz, where absorption is not relatively
high for the radiation force to develop (Eqns 2.8 and 2.11) [93]. Two studies have demonstrated
in vivo feasibility of transcranial MR-ARFI in non-human primates (NHPs) using single element
MRgFUS transducers operated near 800 kHz. Ozenne et al [94] used acoustic simulations to pre-
dict transcranial ultrasound propagation prior to insonation of the NHP with MR-ARFI. Phipps
& Jonathan [95] validated a method for preoperative stereotactic navigation via optical tracking
to target the acoustic focus in specific cortical brain circuits [96]. Optical tracking is used to ob-
tain the location of the MRgFUS transducer (freely movable) relative to the NHP brain (fixed)
in MR image space coordinates, which is used to prescribe the MR-ARFI imaging slice and ver-
ify transcranial displacement. This method is the subject of Chapter 4. Both methods obtained
displacement measurements of 1-1.5 um, with no evidence of temperature elevation via MR ther-

mometry.

2.4 Expansion of the treatment envelope

24.1 Volumetric temperature monitoring

MRI-derived temperature maps based on the proton resonance frequency (PRF) shift with temper-
ature are predominantly used to guide transcranial MRgFUS treatment [13, 14]. Temperature maps
are typically acquired using phase-sensitive 2D Fourier Transform (2DFT) gradient-recalled echo

(GRE) pulse sequences with a long echo time (TE). To maintain adequate signal-to-noise ratio
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(SNR) for temperature monitoring, most clinical MR thermometry implementations for transcra-
nial MRgFUS image a single 2DFT slice. For example, MRgFUS ablative thalamotomy treatments
for essential tremor use an in-plane spatial resolution of 1 mm X 1 mm, 3 mm thick slices, and a
temporal resolution of 3.5 s [97]. While acoustic energy from MRgFUS is nominally focused to a
single point in one slice, there is an ever-present risk that unintended heating may occur in the near-
and far-fields of the transducer. Therefore, repeated sonications with different scanning planes are
required to capture both the focal spot and the background with sufficient speed, precision, and
volumetric coverage, leading to long treatment times and reduced patient safety.

State-of-the-art strategies for volumetric thermometry use pulse sequences that acquire k-space
data more efficiently and/or temperature reconstruction methods that exploit undersampled k-space
data, so that a full volume of data can be viewed at a high frame rate. Multi-slice echo-planar
imaging (EPI) [98], segmented 3D EPI [99], and multi-slice excitation [100] sequences have been
proposed for rapid temperature mapping. Multi-echo Cartesian [101, 102] and spiral [103-105]
sequences have been shown to optimize SNR in the presence of off-resonance effects. Reduced
field-of-view (FOV) sequences can mitigate aliasing artifacts that arise from the water bath inside
the MRgFUS transducer, which improves scan efficiency [106]. Iterative temperature reconstruc-
tion approaches via temporal regularization [107-110] or fitting of constrained treatment models
[111] have also enabled acceleration. Sparsity of the image domain data can be exploited for tem-
perature reconstruction via compressed sensing [112]. Sparsity-promoting reconstruction methods
have also been used in conjunction with multiband excitations for multislice thermometry sequenc-
ing with a single receive coil [113]. Generally, these approaches can be applied to any k-space
trajectory. For example, Jonathan & Grissom [114] developed a method for volumetric thermome-
try using a 3D stack-of-stars pulse sequence, with temperature images reconstructed directly from
undersampled k-space data using the k-space hybrid method. They obtained whole-brain volume
coverage with image update times as low as 0.38 seconds. This method is the subject of Chapter
3. Radial methods have also been proposed for rapid encoding of multiecho acquisitions during
T1-based thermometry [115, 116]. Notably, high acceleration parallel imaging-based techniques
(which require multiple receive coils in close proximity to the body) are currently incompatible

with transcranial MRgFUS since the coils must sit outside the transducer, far away from the head.
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2.4.2 Skull-induced aberration correction

The influence of skull bone on ultrasound propagation was previously discussed in this chapter
(Sec 2.4.1). Though ultrasound is strongly attenuated by the human skull, some energy is still
able to propagate through it [48]. Early efforts to deliver transcranial FUS were successfully per-
formed through intact skull, but not without damage to the overlying scalp, skull, and meninges
[9]. Producing a lesion deep in the brain without damaging intervening nervous tissue required
invasive craniotomy [117]. Ultrasound propagation benefitted from lower frequencies, but at a
cost of spatial specificity [60]. The inability to focus ultrasound through intact skull limited the
widespread dissemination of this technology until a hemispherical phased array transducer was
developed for transcranial applications [11]. A large aperture is used to distribute energy over the
skull surface and target focal regions deep in the brain. However, skull-induced aberrations of the
acoustic pressure field remain a major technical barrier, especially at higher frequencies.

Phased array transducers generate an acoustic pressure field using hundreds of elements. Each
element is electronically driven with its own voltage waveform so that each complex-valued acous-
tic pressure wave is matched in amplitude and phase at the targeted focus location. In this way,
skull-induced aberrations that cause a mismatch between propagating waves can be compensated.
State-of-the-art aberration correction methods for transcranial MRgFUS are described in the next
section. These methods produce a set of amplitude and phase corrections that maximizes construc-

tive wave interference at the target.

2.4.2.1 Time reversal mirrors

Historically, time reversal mirrors (TRMs) in the acoustic pressure field were the method of choice
for correcting skull-induced aberrations. This method exploits the time invariance of the wave
propagation equation. Briefly, if p(r,?) is a pressure field solution to wave propagation, then so
is p(r,—t). TRMs use a monoelement transducer (e.g., a hydrophone) implanted near the targeted
focus location so that the distorted wavefront can be sampled, time-reversed, and emitted by the
phased array as it propagates through the skull. Waves that arrive first are transmitted last, and vice
versa [118].

Studies in ex vivo human skulls have shown that TRMs can regain spatial specificity past the
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skull at high frequencies [119, 120]. Feasibility has been also been established in living rabbits
with ex vivo human skull grafts [12, 121] and sheep with hydrophone insertion via lateral burr
hole craniotomy [122]. These studies provided the formative evidence that focal lesioning with
transcranial MRgFUS is possible using TRMs to correct skull-induced aberrations, sparing damage
to intervening tissue. However, they are no longer of clinical interest because they require invasive

craniotomy and/or a catheter-based approach to surgically implant a hydrophone near the target.

2.4.2.2 Ray-tracing

The use of preoperative computed tomography (CT) scans to estimate skull acoustic properties is
the standard aberration correction method. The ray-tracing method computes element-wise phase
corrections (¢) from the CT image:

1 1

Cwater  Cskull

8(i) =2 £ DG ) (2.19)

where f is the frequency, D is the voxel-wise skull thickness in the path of transducer element i, and
c is the effective sound speed (cyater = 1490 and cgiu = 2650 m/s). Ray-tracing is an analytical
approach that computes phase corrections based on the approximate amount of time that each
acoustic pressure wave takes to travel from the transducer to the targeted focus location, with
knowledge of the skull thickness along a virtual ray cast between the center of each element and
the target. Equation 2.19 is derived from a "single-layer" skull model that assumes a single sound
speed over the thickness of skull traversed. For better performance, phase corrections that account
for within-subject density variations can be computed using an empirical relationship between CT-
derived Hounsfield units (proportional to density) and sound speed [123]. The ray-tracing method

is currently used by commercial transcranial MRgFUS systems for aberration correction [124].

2.4.2.3 Virtual time reversal

Full-wave acoustic solvers can be used to simulate transcranial ultrasound propagation for aberra-
tion correction. These methods use a software implementation of the wave propagation equation,
with the preoperative CT scan of the patient’s skull registered to a model of the transducer in a

computer simulation [125]. One method derives spatial maps of skull acoustic properties from
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tissue porosity (@), which decreases with Hounsfield units (HU):

HU
OHU) = 1——1000

P(P) = pskull = (Pskull — Pwater ) X P (2.20)

(D) = cskun — (Cskull — Cwater ) X P

@skull(P) = Uskall min + (@skull max — skull min) X P,

where p is the voxel-wise density (owater = 1000 and pgiup = 2100 kg/m3), ¢ is the sound speed
(cwater = 1500 and ¢y = 2900 m/s), agkun 1s the absorption in the skull (@gkunimin = 1.33 and
Qskull max = 93.33 dB/cm/MHz), and § is a constant equal to 0.5 [126]. These equations assume
a linear relationship between porosity (filled with water) and Hounsfield units, so @ is close to 0
in most soft tissues and 1 in bone. Maximum values for pgxun, Cskull, and agxyy were originally
derived by Fry and Barger in 1978 [48].

CT-based aberration correction via acoustic simulation is modeled after time reversal ("virtual
time reversal"). In a simulation, a hydrophone is virtually embedded at the targeted focus location,
and the distorted wave front is numerically sampled by the phased array as it propagates through the
CT-derived simulation medium. The computed signals are time-reversed and emitted by the phased
array in situ, with the patient’s head positioned in the same configuration as in the simulation. The
method in [126] was validated in a separate study, where peak pressure amplitudes reached 90%
of what was obtained after optimal refocusing with an implanted hydrophone through an ex vivo
human skull. No difference in beam width was observed. One 3D simulation took 2 hours to
compute using a finite-difference time-domain (FDTD)-based acoustic solver [127].

Similar results have been reported with other software implementations of virtual time reversal
for transcranial MRgFUS. Two studies independently showed that FDTD-based acoustic solvers
provide superior refocusing compared to the canonical ray-tracing approach, but at a cost of com-
putational complexity [124, 128]. Pseudo-spectral time domain (PSTD)-based simulation methods
like the k-Wave Toolbox (http://www.k-wave.org) are widely used to simulate ultrasound propa-
gation, with more efficient computation of acoustic spatial derivatives via FFTs for transcranial

applications [129, 130]. The hybrid angular spectrum (HAS) method provides the shortest com-
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putation times for full-wave acoustic simulation [131]. In one study, HAS took 15 minutes to
compute one 3D acoustic simulation for virtual time reversal, which represents an eight-fold speed
improvement compared to FDTD [132]. A robust simulation framework has been developed us-
ing a HAS-based acoustic solver to prospectively determine patient-specific treatment efficiencies
prior to transcranial MRgFUS [51, 133]. Element-wise simulation approaches may provide the
most efficient strategy for acoustic modeling (2.5 s per element) [134].

The use of structural MRI scans for aberration correction actually predates the use of CT [135],
but CT scans provide superior spatial resolution and contrast in bone and thus became the standard
imaging method for estimating skull acoustic properties. Notably, ultrashort echo time (UTE) MRI
pulse sequences are being developed as a potential substitute for CT scans in CT-based aberration
correction algorithms for transcranial MRgFUS. UTE scans use ultrafast imaging strategies (x
us after excitation) to encode the rapidly decaying MR signal in cortical bone. Studies in ex
vivo human skulls have shown that UTE scans can be used to image skull bone and compute
aberration corrections from UTE-derived bone masks. No significant differences were observed
in beam size or location between UTE- and CT-based refocusing methods [136]. Segmentation
of bone using UTE images to derive preoperative SDR values in patients accurately replicated
CT-based segmentation methods in two separate studies [137, 138]. Thus, UTE images represent
a feasible alternative to preoperative CT scans in transcranial MRgFUS clinical workflows. This
and other MR-based methods offer several advantages for aberration correction over CT-based

methods, which are discussed in the next section (Sec 2.4.2.4).

2.4.2.4 Energy-based adaptive focusing
For a phased array transducer of N elements, the complex-valued pressure contribution from an

individual element n with an incident pressure P, at the acoustic focus is:

P(1) = Ao/ 500, 2.21)

where f is the frequency, ¢ is time, and A, and ¢, are the amplitude and phase contributed from

element n to the targeted focus location. In most MRgFUS applications, acoustic pressure waves
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interact with tissue via biophysical processes like heating and the radiation force, which are linked
to the temporal average intensity (Sec 2.3). Unfortunately, relative phase differences between el-
ements cannot be determined from a single time-averaged intensity measurement. Energy-based
methods like iterative optimization [43] (= 20N emissions) or adaptive focusing [139] (4N emis-
sions) can be implemented to estimate amplitude and phase shifts between elements from a set of
intensity measurements performed in situ. The iterative method sweeps through a set of [—x, +7]
candidate phase shifts between a reference element and every other element in the array to iden-
tify a phase correction that maximizes wave intensity at the acoustic focus. Focal optimization is
performed using radiation force-derived intensity measurements, which have been validated with
MR-ARFI pulse sequences (Sec 2.3.4.2) for MR-based aberration correction [93].

Energy-based adaptive focusing is a more efficient aberration correction method that is based
on the maximization of wave intensity for different spatially coded emissions. Four combinations
of ultrasonic emissions are proposed per element: %(Vo + Vi), %(V() - Vi), #(V@ + jVm), and
%(VO — jVim), where Vj is one element chosen as a reference, and V), is the mth element in the

phased array. The intensity at the focus for the first element combination (%(Vo +V,)) is:

|1 [Agei2n+00) 4 Amej27rf(t+¢m)]|2

Tim = ; (2.22)
2pc
where p is the density, and c is the sound speed in the supporting medium. This gives:
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Computing the focal intensity /5,, for the second element combination (%(Vo — V), it can be seen
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that:

1
im—lom = %[4A0Amcos<¢m—¢o>]. (2.24)

For convenience, Py is assigned a relative amplitude Ag = +/2pcl; and phase ¢g = 0. Thus:

Iim—m = Re{Py,). (2.25)

A similar expression can be derived for Im{P,,}, from the third (%(Vg + jV,n)) and fourth (#(Vo -

JjVm)) element combinations:

Iym =3 = 2Im{Py,}, (2.26)

where /3, and I4,, are the focal intensities for the third and fourth element combinations, respec-

tively. In summary:

Re{Pm} =hm—Im

Lo Tom (2.27)

Im{P,} 7

The relative amplitude and phase contributions from each element in the phased array can be
estimated from the intensity of four spatially coded emissions per element with adaptive focusing.
The amplitude and phase aberrations of the waves through an aberrator can be retrieved using this
method. Applying a correcting phase of Z(ApA,,) to each element m in the phased array (e.g.,
producing the time-reversed wave) will nominally maximize constructive wave interference at the
targeted focus location. Inverse amplitude corrections provide the best performance for refocusing
(proportionally increasing the output of the array elements that yield better transmission through
the skull) [140]. In total, 4N emissions are required to refocus the acoustic pressure field [139].
The radiation force generated in tissue produces transient displacements in the direction of
wave propagation, which was previously discussed in this chapter (Sec 2.2.2.2). It is well accepted
that radiation force-induced displacement is proportional to the temporal average intensity [43].
The use of MR imaging to guide adaptive focusing was achieved in [141] via MR-ARFI pulse
sequences. A set of 4N spatially coded emissions are transmitted by the phased array, and the re-
sultant displacement MR images (proportional to intensity) are used to estimate a set of amplitude

and phase corrections using Equation 2.27. This method benefits from a Hadamard basis transfor-
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mation to improve SNR at the acoustic focus, which is done by defining linear combinations of the
array elements according to the Hadamard matrix [139].

The beam resulting from MR-guided adaptive focusing achieved near optimal refocusing in one
study with an intact human cadaver head. The method required 1536 Hadamard-coded emissions
(384 elements X 4) and took 2 hours of acquisition time to refocus the acoustic pressure field. This
was the first demonstration of MR-ARFI-based refocusing in a clinical MRgFUS environment
[142]. Ongoing work in this field is aimed at improving the efficiency of adaptive focusing, either
by reducing acquisition times and/or the number of required intensity measurements to compute
the complex-valued aberration corrections. Zernike polynomials have been proposed to replace the
canonical Hadamard basis transformation. One study showed that the number of Zernike-derived
emissions required to approximate a set of skull-induced aberrations represented a small fraction
of the number of elements (= 0.8N). Unfortunately, the aberration corrections in that study were
largely derived from simulations, so its performance in situ is unknown [143]. Another study
showed that random calibration measurements could be fit in a least-squares sense to the complex-
valued free-field pressure transmission matrix to further improve refocusing efficiency. Again, this
study derived aberration corrections from simulated acquisitions of MR-ARFI, so its true benefit is
unknown. Also, it did not recognize that displacement is proportional to temporal average intensity,
which is a quantity that does not contain phase information [144]. Efficient adaptive focusing with
MR-ARFI has been achieved with a rapid EPI pulse sequence acquisition. One study estimated
aberration corrections from 64 groups of 4 elements (256 physical elements) in less than 10 minutes
using an EPI pulse sequence optimized for MR-ARFI. However, it used a short TR of 44 ms to
obtain a short acquisition time, which resulted in a high duty cycle (2.3%) and unacceptable heat
deposition at the focus (4.86 °C) [145]. A hybrid MR-ARFI/simulation approach has also been
proposed, but it requires a separate simulation step, and its benefit was minimal in the setting of
skull-induced aberrations (< 0.1 rad improvement in phase) [146]. Ongoing work by Jonathan
et al. has shown that aberration corrections may be estimated from many fewer pressure field
measurements in situ after fitting to pre-acquired complex-valued pressure fields via magnitude
least squares optimization. This method benefits from beam illuminations across the entire pressure

field since aberrations are estimated from pressure measurements in multiple voxels jointly (the
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"multi-voxel" method). This method is the subject of Chapter 5.

Adaptive focusing with MR-ARFI offers several advantages for transcranial MRgFUS aber-
ration correction. The standard aberration correction method uses a preoperative CT scan of the
patient’s skull to derive element-wise amplitude and phase corrections that refocus the acoustic
pressure field through the skull. Eliminating the need for CT-based aberration correction would
benefit treatment planning for several reasons. Both CT-based refocusing methods (ray-tracing,
virtual time reversal) are parametric and require a priori knowledge of skull acoustic properties.
Established methods use empirical assumptions of wave propagation that were largely derived
from ex vivo human skull fragments [48, 123]. Studies have shown that the relationship between
skull acoustic properties and CT-derived Hounsfield units is not straightforward, since it varies
with photon energy and reconstruction method [147]. Comparisons between simulated and ex-
perimental treatment efficiencies have revealed the need for skull-specific acoustic models, which
is limited by the availability of patient data to validate such models [50, 51, 53]. Depending on
the acoustic solver that is used, CT-based refocusing can take hours to produce one set of am-
plitude and phase corrections per targeted focus location [126]. In addition, a registration step is
required to align the CT referential frame to MR, which could introduce simulation errors if the
transducer model is not properly aligned to the patient’s skull in situ. Systematic variations in
assigned medium properties result in significant changes in the simulated results [148, 149]. CT
scans also contain ionizing radiation, which is undesirable in transcranial MRgFUS studies with
healthy controls. Conversely, MR-guided adaptive focusing enables immediate feedback of focus-
ing quality. It makes no assumptions of acoustic properties in the supporting medium, and thus
can produce a set of amplitude and phase corrections for any aberrator configuration to refocus the

acoustic pressure field in situ.

25



Chapter 3

Volumetric MRI thermometry using a three-dimensional stack-of-stars echo-planar

imaging pulse sequence

3.1 Abstract
Purpose:

To measure temperature over a large brain volume with fine spatiotemporal resolution.

Methods:

A 3D stack-of-stars echo-planar imaging (3D SoS EPI) sequence combining EPI and radial sam-
pling with golden angle spacing was implemented at 3 Tesla for proton resonance frequency-shift
temperature imaging. The sequence acquires a 188x188x43 image matrix with 1.5x1.5x2.75 mm?
spatial resolution. Temperature maps were reconstructed using SENSE image reconstruction fol-
lowed by the image domain hybrid method, and using the k-space hybrid method. In vivo temper-
ature maps were acquired without heating to measure temperature precision in the brain, and in a

phantom during high-intensity focused ultrasound sonication.

Results:

In vivo temperature standard deviation was less than 1°C at dynamic scan times down to 0.75 sec-
onds. For a given frame rate, scanning at a minimum TR with minimum acceleration yielded the
lowest standard deviation. With a 3.0 second frame rate, the scan was tolerant to a small number
of receive coils, and temperature standard deviation was 41% higher than a standard 2DFT tem-
perature mapping scan, but provided whole-brain coverage. Phantom temperature maps with no
visible aliasing were produced for dynamic scan times as short as 0.38 seconds. k-Space hybrid

reconstructions were more tolerant to acceleration.

Conclusion:

3D SoS EPI temperature mapping provides volumetric brain coverage and fine spatiotemporal res-
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olution.

3.2 Introduction

Temperature monitoring with magnetic resonance imaging (MRI) has enabled many emerging
minimally invasive thermal therapies, including MR-guided focused ultrasound (MRgFUS) and
radiofrequency, microwave, and laser interstitial thermal therapies. Of these, MRgFUS is a com-
pletely noninvasive method that uses an external transducer to focus high-power ultrasound into
tissue for ablation [150]. MRgFUS has been used successfully in humans to treat uterine fibroids
[151], bone metastasis-related pain [152], cancer [153—155], and deep brain tissue [2, 156-159].
Additionally, transcranial MRgFUS [160] has been used without ablation to disrupt the blood-brain
barrier for improved drug delivery [161] and induce neuromodulation [6].

MRI-derived temperature maps based on the proton resonance frequency (PRF) shift with tem-
perature are predominantly used to guide MRgFUS treatment [13]. Temperature maps are typically
acquired using phase-sensitive 2D Fourier transform (2DFT) gradient-recalled echo (GRE) pulse
sequences with a long echo time (TE). To maintain adequate signal-to-noise ratio (SNR) for tem-
perature monitoring, most clinical MR thermometry implementations for transcranial MRgFUS
image a single 2DFT slice [97]. While acoustic energy from MRgFUS is nominally focused to a
single point in one slice, there is an ever-present risk that unintended heating may occur in the near-
and far-fields of the transducer. Therefore, repeated sonications with different scanning planes are
required to capture both the focal spot and the background with sufficient speed, precision, and
volumetric coverage, leading to long treatment times and reduced patient safety.

Previous efforts in volumetric thermometry have used pulse sequences that acquire k-space
data more efficiently and/or temperature reconstruction methods that exploit undersampled k-space
data, so that a full volume of data can be viewed at a high frame rate. Multi-slice echo-planar imag-
ing (EPI) [98], segmented 3D EPI [99], and multi-slice excitation [100] sequences have been pro-
posed. Multi-echo Cartesian [101, 102] and spiral [103, 104] sequences have been shown to opti-
mize SNR in the presence of off-resonance effects. Iterative temperature reconstruction approaches
have also enabled acceleration via temporal regularization [107—110] or fitting constrained treat-

ment models [111]; generally, these approaches can be applied to any k-space trajectory. Of note,
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high acceleration parallel imaging-based techniques (which require multiple receive coils in close
proximity to the body) are currently incompatible with transcranial MRgFUS since the coils must
sit outside the transducer, far away from the head.

In this work, we describe and validate a hybrid radial-Cartesian pulse sequence that acquires
a 3D stack-of-stars k-space trajectory with EPI planes (3D SoS EPI) for volumetric thermometry.
EPI is performed in the slice dimension to provide rapid slice sampling of a volume k-space.
Successive EPI planes are spaced by the golden angle [162], so that radial spokes are approximately
evenly distributed regardless of the width of the reconstruction window. This enables the length
and positions of reconstruction windows to be set retrospectively. The center of k-space (which
contains most of the dynamic image contrast) is acquired each TR, ensuring that peak heat will not
be missed. Also, unlike other non-Cartesian trajectories, off-resonance phase is mostly accrued in
the EPI phase-encode dimension where it is straightforward to correct [163]. This sequence has
been demonstrated in neuroimaging applications other than thermometry [164—168].

Here, we reconstruct volumetric temperature maps from 3D SoS EPI using both non-Cartesian
SENSE image reconstruction [169] followed by hybrid multibaseline subtraction and reference-
less temperature map estimation [170], and the k-space hybrid method [111]. Each slice is recon-
structed in parallel. In vivo experiments without heating and phantom experiments with heating
were performed at 3 Tesla to characterize temperature precision across acceleration factors, repe-
tition times and number of receive coils, and to compare the sequence with a 2DFT temperature
mapping sequence [171]. We further show that heating-induced chemical shift (CS) pixel shifts
that arise in the hot spot can be corrected retrospectively [163]. Aspects of this work have been

presented previously in Ref. [172]

3.3 Methods

3.3.1 Pulse sequence

Figures 3.1 and 3.2 show the k-space sampling pattern of the 3D SoS EPI pulse sequence, which
was implemented on a 3 T scanner (Philips Achieva, Philips Healthcare, Best, The Netherlands).
Following slab excitation along the phase-encode axis, each TR acquires a 2D GRE-EPI plane

using in-plane frequency-encoding (ky-ky) along a radial line and through-plane Cartesian phase-

28



encoding (k;). The plane is rotated between consecutive TRs by 111.25° about the phase-encoded
(k;) axis to acquire a 3D stack-of-stars k-space trajectory with golden angle spacing [162]. Gradient
spoiling is applied at the end of each TR [173]. The sequence was implemented with parameters:
28.0x28.0 cm? in-plane (axial) FOV; 188x188 in-plane matrix size; 1.50x1.50 mm? in-plane voxel
size; 43 slices; slice thickness 2.75 mm; TE 17 ms; phase-encode direction F/H; phase-encoding
pixel bandwidth 31.9 Hz/px; frequency-encoding bandwidth 1904.9 Hz/px; spectrally-selective fat
suppression. The encoded 43 slice imaging volume in the slab direction was 9 mm wider than
the excited slab to prevent wrap-around artifacts. The minimum TR for the sequence was 47
ms. Second-order shimming was performed prior to acquisition. Prior to dynamic scanning, non-
phase-encoded echoes are acquired for each rotated EPI plane to estimate line-to-line delays and

phase shifts for ghost correction.

3.3.2 Temperature reconstruction
Temperature maps were reconstructed offline in MATLAB R2015a (MathWorks, Natick, MA,
USA) using Vanderbilt University’s parallel computing cluster (Advanced Computing Center for
Research and Education, Vanderbilt University, Nashville, TN, USA). Figure ??b shows the 3D
SoS EPI temperature reconstruction pipeline. First, EPI ghost correction was performed on each
EPI plane in the dynamic acquisition [174]. Next, each volume k-space was inverse Fourier trans-
formed along the slice (z) dimension, creating a hybrid k-space/image domain (ky-ky-z) volume.
One volume k-space in the reconstruction (i.e., one dynamic) spanned a contiguous set of radial
lines; the acceleration factor/dynamic scan time was adjusted post-acquisition (e.g., fewer con-
tiguous radial lines per dynamic for more acceleration/shorter dynamic scan time). Each slice’s
k-space data in the hybrid volume was then reconstructed in parallel using one Intel Xeon West-
mere processing core (Intel Corporation, Santa Clara, CA) and 1 GB of RAM per slice.
Temperature maps were reconstructed using the hybrid multibaseline and referenceless method
[170] after image reconstruction using conjugate gradient (CG)-SENSE [169], or were recon-
structed directly from undersampled k-space data using the k-space hybrid method [111]. CG-
SENSE image reconstructions used 30 iterations and nonuniform fast Fourier transforms [175].

Both temperature reconstruction approaches fit the same image domain hybrid multibaseline and
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Figure 3.1: 3D SoS EPI k-space sampling pattern and temperature reconstruction pipeline. (a) 3D SoS EPI
combines in-plane radial sampling and through-plane Cartesian EPI sampling. Each TR acquires one 2D
GRE-EPI plane. Successive EPI planes are spaced by the golden angle (111.25°), producing radial spokes in
a 3D stack-of-stars k-space trajectory. (b) One volume k-space or one dynamic in the reconstruction spans
any contiguous set of radial lines in the acquisition. The length and position of the reconstruction window
can be set retrospectively. In this illustration, data from four consecutive TRs forms a k-space volume,
which is inverse Fourier transformed in the slice dimension (z) to produce a hybrid k-space/image domain
volume (k,-k,-z). Slices are then processed in parallel to reconstruct temperature maps using CG-SENSE
with hybrid multibaseline subtraction and referenceless thermometry, or with k-space hybrid thermometry.
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Figure 3.2: 3D SoS EPI pulse sequence (Philips PPE Output). 3D SoS EPI is a hybrid radial/Cartesian EPI
pulse sequence. The first two dynamics of the pulse sequence are shown. Each dynamic acquires a 2D GRE-
EPI plane, with successive EPI planes spaced by the golden angle (111.25°) to produce a 3D stack-of-stars
k-space trajectory.

referenceless image model, but in k-space hybrid, the Fourier transform of the model is directly fit
to the k-space data, skipping the image reconstruction step. Temperature maps were reconstructed

using one of two temperature reconstruction methods:

1. The hybrid multibaseline subtraction and referenceless method [170] after image reconstruc-

tion using conjugate gradient (CG)-SENSE [169], or
2. The k-space hybrid method [111].

CG-SENSE image reconstructions used 30 iterations and nonuniform fast Fourier transforms [175].
Both temperature reconstruction approaches fit the same hybrid multibaseline and referenceless
image model, but in k-space hybrid, the Fourier transform of the model is directly fit to the k-space
data, skipping the image reconstruction step. The hybrid multibaseline and referenceless image

model is given by:

Np
yj(w,c,0) = [Z bl,jwl] e (1Acl+9)), (3.1)
=1

where y; is the complex-valued MR signal at voxel j, {b;} are complex baseline library images
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reconstructed from fully-sampled k-space data acquired prior to treatment, w; are baseline image
weights, A is a matrix of smooth (e.g., low-order polynomial) basis functions, ¢ is a polynomial co-
efficient vector, and @ is a heating-induced phase shift, which is negative for a temperature increase
[13]. The role of the baseline library images { bl}é\g’l is to capture physiological and anatomical am-
plitude and phase variations across respiratory and cardiac cycles. The polynomial phase shift Ac
models phase changes induced by smooth magnetic field shifts, such as center frequency drift and
those caused by respiration. The phase shift 0 that results from targeted heating is modeled as a
focal shift separate from these other phase components. In both the CG-SENSE plus image do-
main hybrid and k-space hybrid algorithms, the model in Eq. 3.1 is fit to the acquired data in a
least-squares sense using an alternating minimization algorithm, in which the variables w, ¢, and
are alternately updated while holding the others fixed. Sparsity of 0 is exploited by the algorithms
to separate it from the non-sparse polynomial phase shift, and reflects the fact that in a targeted

thermal therapy like MRgFUS, temperature rises will occur in a minority of image voxels. Once

fit, the phase shifts in 8 are converted to temperature changes in degrees Celsius according to:

0

AT = —————,
yaByTE

(3.2)

where 7y is the gyromagnetic ratio in radians per second per Tesla, @ = —0.01 ppm/°C is the PRF
change coeflicient, By is the main field strength in Tesla, and TE is the echo time in seconds [13].
Further details are provided in Refs. [170] and [111]. Experimental data sets described below and
MATLAB code to process data sets can be downloaded from https://bitbucket.org/wgrissom/epi_

stackofsturs_therlm)metry.

3.3.3 In vivo experiments
To evaluate temperature precision in vivo, 5 healthy volunteers (3F/2M) were scanned without
heating with the approval of the Institutional Review Board at Vanderbilt University. An 8-channel
head coil array was used for reception.

First, a 3D SoS EPI scan was collected in each subject to measure temperature standard de-

viation (using the approach described below) across acceleration factors/dynamic scan times: no
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acceleration (300 radial lines; 14.1 s per dynamic), 2x (150 lines; 7.1 s), 4.7x (64 lines; 3.0 s),
9.4x (32 lines; 1.5 s), 18.8% (16 lines; 0.75 s), and 37.5x (8 lines; 0.38 s). These scans used the
sequence’s minimum TR of 47 ms and a 14° flip angle (the Ernst angle, assuming a brain 7'; of
1400 ms at 3.0 T). The scans lasted 2 minutes (2450 radial lines were acquired). For each accel-
eration factor, temperature maps were reconstructed from consecutive non-overlapping temporal
windows. To investigate the tradeoff between TR and acceleration factor for a fixed dynamic scan
time, 3D SoS EPI scans were then acquired at three TRs (47, 90, and 180 ms). Subjects were
scanned at the Ernst angle (14° for TR = 47 ms, 20° for TR = 90 ms, and 28° for TR = 180
ms) and for 2 minutes per acquisition (2450 radial lines for TR = 47 ms, 1250 lines for TR = 90
ms, 650 lines for TR = 180 ms). From each data set, temperature maps were reconstructed from
non-overlapping temporal windows with an acceleration factor set to achieve a dynamic scan time
of 3 seconds (64 radial lines per dynamic for TR = 47 ms, 34 lines for TR = 90 ms, 17 lines for
TR = 180 ms). 100 temperature maps spaced 1 second apart were reconstructed for each data
set. Most current MRgFUS systems use the scanner’s single-channel body coil for receive, and the
number of number of receive coils that can be placed close to the head for high SNR and sensitivity
encoding will likely remain limited in the near future. For this reason, we also investigated the de-
pendence of temperature precision on the number of coils by compressing the multicoil data from
810 6,4, 2, and 1 coil(s) by truncating the singular values of the data matrix before temperature
reconstruction [176]. Coil-compressed images and temperature maps were reconstructed from the
47 ms TR data set with 4.7x acceleration/3.0 second dynamic scan time. We note that the SNR in
these compressed reconstructions will still be higher than that of a body coil scan, so the results
will primarily characterize how temperature precision depends on the spatial encoding provided
by a multicoil array. Also note that in the one-coil case, the SENSE reconstruction becomes a
single-coil iterative reconstruction, with no sensitivity encoding. In addition to the single-shot 3D
SoS EPI scans above, images were acquired in one subject using two and three interleaved EPI
shots to qualitatively evaluate reduction of off-resonance distortions with additional shots. This
increased the phase-encoding pixel bandwidth from 31.9 Hz/px (single-shot) to 61.9 Hz/px (two
shots) and 99.0 Hz/px (three shots). No other scan parameters were changed.

To compare the temperature precision of 3D SoS EPI against a standard 2DFT temperature
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mapping sequence and illustrate differences in volume coverage, 2DFT scans were also acquired
in each subject with representative parameters [171]: 28.0x28.0 cm? FOV; 188x96 image matrix;
1.50%3.0 mm? voxel size; 1 slice; slice thickness 2.75 mm:; TE/TR 12 ms/35 ms; flip angle 13°;
phase-encode direction A/P; frequency-encoding pixel bandwidth 60 Hz/px; spectrally-selective
fat suppression; dynamic scan time 3.3 s. The scans were repeated in three slice orientations
(axial, sagittal, and coronal). Temperature standard deviation was calculated using the same hybrid
multibaseline and referenceless processing applied to the CG-SENSE plus image domain hybrid
3D SoS EPI reconstructions. Subjects were scanned for 2 minutes/40 dynamics. The first 4 images
were used in the 2DFT baseline library, so that approximately the same total time was spent on
baseline acquisition for 2DFT and 3D SoS EPI. The resulting 2DFT maps were compared to those
reconstructed from a TR = 47 ms 3D SoS EPI acquisition with 4.3x acceleration/69 lines per
dynamic, so that the dynamic scans were matched (3.3 seconds per dynamic).

For the above experiments, in vivo temperature errors and subsequently temperature standard
deviation were calculated using the hybrid model validation procedure described in [111]. Briefly,
the hybrid image model in Equation 3.1 was twice fit to each frame of data. The first 300 radial
lines of each 3D SoS EPI acquisition were used to reconstruct a baseline image for this model
using CG-SENSE. All reconstructions used a single baseline, so w was fixed to 1, and a first-order
polynomial basis (drift and two linear terms) [170]. In the first fit, only the polynomial coeflicients
c were updated, while the temperature phase shifts @ were held fixed at zero. In the second fit, the
estimate of ¢ from the first fit was held fixed, and only 8 was updated, with no sparsity penalty or
other regularization. Using this approach, all residual temperature errors after fitting the baseline
and referenceless components of the model are captured in . The temperature error maps were
then used to calculate through-time temperature standard deviation maps [104], and to calculate
temperature standard deviation across all brain voxels, time points, and subjects. Temperature
standard deviation was computed in brain tissue only as determined using an automatic segmenta-
tion algorithm [177]. The through-time standard deviation maps were upsampled onto a 1.50 mm?

isotropic grid for display.
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3.3.4 Phantom heating experiments

A cylindrical tissue-mimicking gel phantom was sonicated using a Philips Sonalleve MR-HIFU
system (Philips Healthcare, Vantaa, Finland) operated at 1.1 MHz and 110 W for 30 s. A single
point 14.0 cm from the transducer was targeted with A/P FUS beam propagation. A 3D SoS
EPI scan was acquired during the sonication with a TR of 47 ms, no fat suppression and A/P
phase-encoding, but otherwise the same parameters as the in vivo scans. A five-element HIFU
abdominal coil array was used for reception. The phantom was allowed to cool for 10 minutes
between consecutive sonications. Temperature maps were compared across acceleration factors.
Temperature maps from 3D SoS EPI were further compared to 2DFT temperature maps. The same
imaging parameters from the in vivo scan were used for 2DFT, except without fat suppression and
with R/L phase-encoding. For all acceleration factors, temperature maps were reconstructed using
a single baseline, 6 TR/282 ms window spacing, and a zeroth-order polynomial basis. €| sparsity
and roughness regularization parameters were tuned for these reconstructions to be 1 =2x 107> and
B =214 respectively [111]. The hybrid model parameters w, ¢, and 8 were all initialized to zeros
in the first dynamic, and were thereafter initialized to the previous dynamic’s values. At peak heat,
CG-SENSE plus image domain hybrid 3D SoS EPI temperature maps were reconstructed with and

without chemical shift compensation applied in the EPI phase encode dimension [163].

3.4 Results

3.4.1 In vivo experiments

Figure 3.3a shows 3D SoS EPI through-time temperature standard deviation maps versus accel-
eration factor in one subject. Temperature uncertainty increased with acceleration factor for both
reconstruction methods, but increased more rapidly for CG-SENSE plus image domain hybrid.
Figure 2b plots temperature standard deviation calculated over all brain voxels, time, and all 5
subjects. The k-space hybrid reconstructions achieved uncertainty less than 1°C up to an accelera-
tion factor of 18.8%, corresponding to a dynamic scan time of 0.75 seconds. The CG-SENSE plus
image domain hybrid reconstructions achieved uncertainty less than 1°C up to 2X acceleration,
and 1.13°C uncertainty at 4.7X, corresponding to a dynamic scan time of 3.0 seconds. Figure 3.4a

shows through-time temperature standard deviation maps versus TR in one subject, reconstructed
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with a fixed 3 second dynamic scan time. Figure 3.4b plots temperature standard deviation calcu-
lated over all brain voxels, time, and subjects. Temperature uncertainty increases with increasing
TR for both CG-SENSE plus image domain hybrid and k-space hybrid reconstructions. These
results indicate that it is better to acquire more data with a minimum TR than to use a longer TR
to obtain higher signal amplitude in each readout. Again, k-space hybrid reconstructions have
consistently lower uncertainty than CG-SENSE plus image domain hybrid. Figure 3.5a shows
through-time standard deviation maps versus number of receive coils for one subject, and Figure
3.5b plots temperature standard deviation calculated over space, time and all 5 subjects. Figure
3.5b shows that the overall precision of both reconstructions degraded as the number of coils de-
creased, though due to significantly increased blurring in the CG-SENSE reconstructions for 2
coils and 1 coil (visible in the magnitude images of 3.5a), the through-time standard deviations
of CG-SENSE plus image-domain hybrid improved in those cases. In all cases, k-space hybrid
temperature precision was better than 1°C, and except for the one coil reconstruction, CG-SENSE
plus image domain hybrid temperature precision was better than 1.25°C.

Figure 3.6a compares 3D SoS EPI and 2DFT temperature standard deviation. Temperature un-
certainty at the edge of the brain was higher in 2DFT, due to its higher sensitivity to physiological
noise (e.g., brain pulsation during the cardiac cycle, respiration, subject motion). These uncertain-
ties are averaged down in 3D SoS EPI since the center of k-space is sampled every TR. Average
temperature standard deviation was calculated in ROIs that excluded blood vessel artifacts, zipper-
like artifacts across the frequency-encoded dimension that may be due to external interference, and
uncertainties around the edge of the brain in the 2DFT maps. Excluding these artifacts, computed
across 5 subjects and 3 slice orientations, 3D SoS EPI had approximately 48% higher temperature
uncertainty than 2DFT (0.27°C for 2DFT vs. 0.40°C for 3D SoS EPI). However, this tradeoff in
temperature precision enables full brain coverage with 3D SoS EPI, as illustrated in Figure 3.6b.

Figure 3.7 illustrates off-resonance distortions in 3D SoS EPI versus multishot factor. Ge-
ometric distortions (white arrows) are present in brain regions where field inhomogeneities are
significant. Off-resonance causes signal to shift in the slice dimension. Distortions are reduced
when multiple shots are used, which increases the pixel bandwidth from 31.9 Hz/px (single-shot)

to 61.9 Hz/px (two shots) and 99.0 Hz/px (three shots). At 3.0 T, the PRF changes by 1.27 Hz
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Figure 3.3: In vivo temperature precision (o) versus acceleration factor/dynamic scan time, for a TR of
47 ms. (a) Brain magnitude images and through-time temperature standard deviation maps in one of the
five volunteers are shown across acceleration factors, from 300 lines (no acceleration/14.1 s per dynamic)
to 8 lines (37.5% acceleration/0.38 s per dynamic), using CG-SENSE plus image domain hybrid (SENSE)
and k-space hybrid (KSH) reconstruction methods. Images are cropped A-P to display the central 22.0 cm
FOV. (b) Temperature standard deviation versus acceleration factor, calculated over the brain volumes of 5
subjects. Standard deviations were calculated from brain tissue only using an automatic brain segmentation
algorithm. The ROI for the subject in (a) is outlined in the 1X/no acceleration column.
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Figure 3.4: In vivo temperature precision versus TR with a fixed dynamic scan time of 3 seconds (varying
acceleration). (a) Brain magnitude images and through-time temperature standard deviation maps using
CG-SENSE plus image domain hybrid (SENSE) and k-space hybrid (KSH) reconstructions in one of the
five volunteers across TRs (47, 90, and 180 ms). Images are cropped A-P to display the central 22.0 cm
FOV. (b) Temperature standard deviation versus TR, calculated over the brain volumes of 5 subjects. The
ROI for the subject in (a) is outlined in the 47 ms TR column.
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Figure 3.5: In vivo temperature precision versus number of receive coils, for TR 47 ms and 4.7% accelera-
tion, corresponding to 3 seconds/64 radial lines per dynamic. (a) Brain magnitude images and through-time
temperature standard deviation maps in one of the five volunteers across the number of receive coils. Images
were cropped A-P and R-L to display the central 22.0 cm FOV. (b) Temperature standard deviation versus
number of coils, calculated over the brain volumes of 5 subjects. The ROI for the subject in (a) is outlined
in the 1 coil column.

per °C, so the expected pixel shifts also improve with more shots (25.1°C/px with single-shot EPI,
48.7°C/px with two shots, 78.0°C/px with three shots). An axial slice positioned for monitoring
MRgFUS thalamotomy (red arrow) is also shown, which contains no visible distortions around the

thalamus with any number of shots.

3.4.2 Phantom heating experiments

Figure 3.8 shows phantom images and temperature maps acquired during focused ultrasound son-
ication across acceleration factors, and Figure 3.9 plots k-space hybrid-reconstructed temperature
in the hottest voxel versus time with no acceleration/14.1 seconds per image, and 4.7x acceler-
ation/3.0 seconds per image. k-Space hybrid peak heat temperature maps perpendicular to the
ultrasound beam in 3D SoS EPI are very similar up to acceleration factors of 37.5x (8 lines per
dynamic or 0.38 s). CG-SENSE plus image domain hybrid temperature maps are also similar up
to an acceleration factor of 4.7x (64 lines per dynamic or 3.0 s), but due to undersampling of the
higher spatial frequencies, the hot spot is blurred out and temperature is underestimated at higher
factors. Figure 3.9 shows that the longer reconstruction window of the 300-line k-space hybrid
reconstruction blurs out the temporal evolution of the hottest voxel’s temperature, which in partic-

ular results in a higher initial temperature and a lower peak temperature (34.9°C versus 36.2°C)
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Figure 3.6: In vivo temperature precision and spatial coverage of 3D SoS EPI compared to standard 2DFT
single-slice temperature mapping. (a) Through-time temperature standard deviation maps in one of five
volunteers from each sequence, in axial, sagittal, and coronal slice orientations. 3D SoS EPI maps were
reconstructed at a 3.3 second dynamic scan time matched to 2DFT (4.3x acceleration factor/69 radial lines
per dynamic). Images were not cropped; solid lines indicate the FOV of each acquisition. Temperature
standard deviation calculated over all 5 subjects was 0.4°C for 2DFT and 0.27°C for 3D SoS EPI. For
2DFT, temperature standard deviation was calculated in ROIs (dashed lines) that excluded artifacts and
brain edges. (b) Illustration of the overall brain coverage of the 3D SoS EPI sequence, displayed in axial
orientation.
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Figure 3.7: Minimizing in vivo off-resonance distortions in 3D SoS EPI with multishot acquisitions. Due to
its relatively low pixel bandwidth in the EPI phase-encode dimension (31.9 Hz), single-shot EPI suffers from
signal dropouts in regions with large off-resonance, such as near the sinuses (white arrows). This is mitigated
when the 3D SoS EPI readout is divided into multiple shorter shots. There are no visible distortions at any
multishot factor in the region targeted for thalamotomy (red arrow).

compared to a 64-line reconstruction.

3D SoS EPI and 2DFT temperature maps in a plane parallel to the ultrasound beam are com-
pared in Figure 3.10a, and profiles through the middle of the hot spot in each dimension are plotted
in Figure 3.10b. 3D SoS EPI maps are shown with and without chemical shift (CS) compen-
sation in the EPI phase encode dimension (the vertical dimension in Figure 3.10a). The full
width at half maximum of the hot spot was 11.5 mm parallel to the beam/3.7 mm perpendicu-
lar to the beam for 2DFT (peak temperature 33.3°C), 13.1 mm parallel/4.2 mm perpendicular for
3D SoS EPI (peak temperature 34.4°C), and 13.1 mm parallel/4.1 mm perpendicular for 3D SoS
EPI after CS correction (peak temperature 34.5°C). The differences in full width at half maxi-
mum between 3D SoS EPI and 2DFT are less than the encoded voxel size in each dimension,
and are likely due to a slightly wider imaging point spread function for the 3D SoS EPI recon-
structions. As expected, chemical shift correction shifted the hot spot by approximately one voxel
(2.75 mm) in the phase encode dimension, so that its peak better lined up with the 2DFT tem-

perature profile, which was acquired with a higher pixel bandwidth (60 Hz/px or 47.2°C/pixel
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Figure 3.8: Phantom heating versus acceleration factor. Peak heat temperature maps perpendicular to
the ultrasound beam reconstructed across acceleration factors, from 300 lines (no acceleration/14.1 s per
dynamic) to 8 lines (37.5% acceleration/0.38 s). The inset numbers report peak temperature in the hottest
voxel for each reconstruction. Temperature maps were cropped F-H and R-L to display the central 9.5 cm
FOV. Magnitude images were not cropped and display the entire 28.0 cm.

in 2DFT vs. 31.9 Hz/px or 25.1°C/pixel in 3D SoS EPI). The Supporting Information Video
shows entire 2DFT and 3D SoS EPI time series temperature maps, and can be downloaded from
https://bitbucket.org/wgrissom/epi_stackofstars_thermometry. The top row in the video shows
maps from a single 3D SoS EPI slice matching a 2DFT slice taken parallel to the ultrasound beam.
A maximal intensity projection volume rendering of the 3D SoS EPI acquisition volume is dis-
played with temperature overlaid in the bottom row, and is rotated over a range of viewing angles.
With slice-parallel processing, each 3D SoS EPI volume took 3.4+0.8 s (averaged across dynam-
ics) to reconstruct using CG-SENSE plus image domain hybrid; k-space hybrid took 80.7+14.2
s. Compute times were not recorded for the in vivo temperature error reconstructions since that

version of the algorithm would not be used during treatment.

3.5 Discussion

3D SoS EPI combines non-Cartesian radial sampling in-plane and Cartesian EPI sampling through-
plane. EPI in the slice dimension provides rapid slice sampling of a volume k-space. Successive
EPI planes are spaced by the golden angle, producing radial spokes in a 3D stack-of-stars k-space.

Golden angle spacing approximately evenly distributes radial spokes, regardless of the width of the
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Figure 3.9: Phantom temperature curves for 300 lines (14.1 s per dynamic) and 64 lines (3 s per dynamic),
in the hottest voxel.
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Figure 3.10: Phantom heating spatial profiles. (a) 3D SoS EPI and 2DFT peak heat temperature maps
parallel to the ultrasound beam, which propagates in the vertical dimension. 3D SoS EPI maps are shown
before and after CS correction, which is applied in the EPI phase-encode/vertical dimension. Temperature
maps were cropped to display the central 5.4 cm X 2.3 cm FOV. The encoding directions for each pulse
sequence are labeled and were chosen so that chemical shift artifacts accrued in the same direction in both
scans (parallel to ultrasound beam propagation). (b) Heating profiles at peak heat in the center of the hot
spot, parallel (||) and perpendicular (L) to ultrasound propagation. CS correction shifted the 3D SoS EPI
temperature profile by approximately one pixel (1.5 mm) in the parallel dimension.

reconstruction window [162]. This enables the length and position of the reconstruction window
to be determined retrospectively. Furthermore, unlike 2DFT scans and conventional 3D EPI and
spiral scans, 3D SoS EPI samples the center of k-space in every TR, so a sliding window recon-
struction will not miss the peak of the heating curve (a clinically important parameter [97]). In
this work, in vivo experiments characterized the dependence of temperature precision on acceler-
ation factor, TR, and number of receive coils. Phantom heating experiments were also performed
using a clinical MRgFUS system. Both sets of experiments compared the sequence to a standard
single-slice 2DFT temperature mapping sequence.

Two approaches to reconstructing 3D SoS EPI temperature maps were compared. The first
was CG-SENSE image reconstruction followed by image domain hybrid temperature estimation,
and the second was the k-space hybrid method. The first approach comprised separate image re-
construction and temperature estimation steps, which is the more familiar and widely-available
workflow. It also required less compute time than k-space hybrid, so it could be more readily

implemented on a scanner for real-time use. However, its temperature uncertainty was always

43



higher than k-space hybrid’s, and its maximum acceleration was more limited. This is because
CG-SENSE reconstructed a completely new image at each dynamic, without leveraging prior data.
In comparison, k-space hybrid directly fits a phase-shifted fully-sampled baseline image to the
k-space data. This resulted in lower errors due to undersampling and consequently lower temper-
ature uncertainty. In practice, this translates to higher acceleration factors and/or the requirement
of fewer receive coils, with the tradeoff of longer computation times. Thus, in the near term, CG-
SENSE plus image domain hybrid reconstruction is better suited for real-time use with moderate
acceleration, while k-space hybrid is better suited for retrospective use with higher acceleration.
Temporally-constrained reconstruction may represent a middle ground between these two strate-
gies [110].

In vivo experiments showed that k-space hybrid and CG-SENSE plus image domain hybrid
temperature reconstructions achieved a temperature uncertainty better than or near 1.0°C up to a
clinically representative dynamic scan time of 3 seconds [97], with k-space hybrid providing lower
uncertainty at all factors and better than 1.0°C uncertainty down to a 0.75 second dynamic scan
time. Temperature maps with no visible errors were also obtained with both methods down to a
3 second dynamic scan time in phantom MRgFUS heating experiments, with k-space hybrid pro-
viding high quality maps down to a 752 ms second dynamic scan time. We found that temperature
uncertainty increased when TR was increased while maintaining a fixed 3 second dynamic scan
time, suggesting that the benefit of higher signal with longer TRs is offset by the concomitant re-
duction in signal averaging and errors from increased k-space undersampling. The temperature
precisions of the reconstructions were tolerant to a small number of receive coils, which is im-
portant since imaging in MRgFUS is presently receive coil-limited since the transducer must be
closest to the body. Current clinical neuro MRgFUS systems either use a single-channel body coil
for reception, or an eight-channel receive coil that sits outside the transducer and provides limited
spatial encoding capability. As expected, the uncertainty of the reconstructions did increase as the
number of coils decreased, though it remained better than 0.5°C.

MR thermometry for transcranial MRgFUS neurosurgery is currently based on a single-slice
2DFT sequence [97]. 3D SoS EPI (reconstructed at a matched dynamic scan time) achieved

slightly worse temperature uncertainty (0.4°C across all subjects) than 2DFT (0.27°C), but this
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tradeoff enabled volumetric brain coverage and the uncertainty was still much better than 1.0°C.
Furthermore, to our knowledge, no other temperature imaging sequence provides volumetric ther-
mometry with equivalent spatiotemporal resolution. While scans were not performed with a clin-
ical transcranial MRgFUS system in this work, the in-plane FOV of the 3D SoS EPI scan is large
enough to accommodate the water bath of the ExAblate Neuro system (InSightec Ltd., Haifa, Is-
rael), and matched the FOV of the 2DFT scan which was set based on that system. The in vivo
comparison to 2DFT also indicated that 3D SoS EPI may be less sensitive to brain and blood pul-
sations, though due to its lower through-slice bandwidth it may be more sensitive to off-resonance
changes caused by motion such as nodding, which changes the off-resonance distribution around
the sinuses. However, in practice MRgFUS treatments use a stereotactic frame to immobilize the
head which minimizes such motion. Since our experiments were not performed with a clinical
transcranial MRgFUS system, we cannot make absolute assertions about 3D SoS EPI temperature
standard errors for actual systems. We expect that errors would be larger on actual systems, prin-
cipally due to larger distances between receive coils and the head. However, one can reasonably
expect that the relative performance of 3D SoS EPI to single-slice 2DFT (the standard clinical
sequence) would be preserved when moving to a clinical system.

A weakness of the present implementation of 3D SoS EPI is its relatively low pixel bandwidth
in the phase encode dimension, which in the present study was the head-foot dimension. This
led to through-plane distortions in brain regions above the sinuses and ear canals, and a shift (ap-
proximately one pixel) of the peak of the hot spot in the phantom experiment. As demonstrated,
these distortions and hot spot shifts are most easily addressed using multishot scans, which in-
crease pixel bandwidth by a factor equal to the number of shots. However, this comes at the cost
of scan time. If multiple receive coils are available across the slice dimension, parallel imaging
acceleration in that dimension would also increase pixel bandwidth by a factor equal to the ac-
celeration factor. This would either necessitate a full 3D image/temperature reconstruction, or a
k-space-domain parallel imaging reconstruction such as GRAPPA to fill in missing data in the
phase encode dimension prior to in-plane radial reconstruction [178]. We also demonstrated that
a previously-described chemical shift compensation method can correct hot spot displacement in

the slice dimension. Real-time implementations of that algorithm are available [163]. Another
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possible source of 3D SoS EPI image and temperature map distortions is readout delays and line-
to-line phase shifts that cause ghosting in the phase encode dimension. These were addressed in the
current implementation by acquiring non-phase-encoded reference scans for each EPI plane and
estimating correction terms from them that were applied to the phase-encoded data [174]. Though
it was not observed in the current implementation, radial scans also often suffer from trajectory
errors that cause projections to miss the center of k-space. These could be compensated using an
automatic trajectory correction method that estimates the errors from the data itself, based on data
consistency between projections [179, 180]. Finally, we note that Svedin et al have also explored
3D golden angle radial acquisitions for MR thermometry [181, 182]. Specifically, they developed
a 3D golden angle acquisition for thermometry in the breast. Compared to the 3D SoS EPI scan
described here, the authors traded off volumetric coverage for the ability to separate water and fat
images and measure 75, which may enable thermometry in fat. They used the phase at the center
of k-space for respiration correction, and reconstructed images using a radial keyhole technique;

the same reconstruction could be applied to 3D SoS EPI.

3.6 Conclusion

We proposed and validated a hybrid radial-EPI temperature mapping pulse sequence that can ac-
quire temperature maps with volumetric brain coverage and 1.5 mm X 1.5 mm (in-plane) x 2.75
mm (through-plane) spatial resolution. High frame rates can be obtained using either the k-space
hybrid temperature reconstruction method or a standard CG-SENSE plus image domain hybrid

method.
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Chapter 4

Optical tracking-guided MR-ARFI for targeting ultrasonic neuromodulation

4.1 Abstract

Purpose:

To implement MR-acoustic radiation force imaging (MR-ARFI) for targeting transcranial mag-
netic resonance-guided focused ultrasound (MRgFUS) neuromodulation experiments in living

non-human primates.

Methods:

A spin echo magnetic resonance-acoustic radiation force imaging (MR-ARFI) pulse sequence was
implemented at 7 Tesla for imaging the acoustic pressure field from a single-element transcranial
MRgFUS transducer operated at 802 kHz. An optical tracking system was used to project the esti-
mated location of the beam onto pre-acquired images of the target. The motion-encoding gradients
(MEGs) were aligned with the ultrasound propagation axis, and the imaged slice was prescribed
at the location of the acoustic focus obtained via optical tracking. Displacement images were ac-
quired in a tissue-mimicking phantom with the transducer rotated in six different configurations to
simulate targeting in vivo. We then used optical tracking to project the estimated location of the
beam onto pre-acquired images of two healthy adult female macaque monkeys (M fascicularis)
and target the transducer to the right somatosensory network (S1 areas 3a/3b) through intact skull.
Displacement images were acquired to verify transcranial ultrasound delivery prior to ultrasonic

neuromodulation experiments performed with low frequency FUS at 250 kHz.

Results:

The method was validated in phantoms, which showed that MR-ARFI-derived displacement sensi-
tivity is maximized when the MR-ARFI MEGs were maximally aligned with the FUS propagation
direction across several different transducer configurations. MR-ARFI scans showed evidence of

focal displacements in the targeted brain region in vivo, which scaled with acoustic power (0.49-
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1.20 um). When the MEGs were oriented off-axis, the measured displacement was reduced, sug-
gesting that proper MEG alignment is required to optimize transcranial displacement sensitivity.
Subsequent functional MRI (fMRI) scans showed activation in areas corresponding to positive

MR-ARFI signal.

Conclusion:
Optical tracking-guided MR-ARFI is a feasible beam localization method for targeting ultrasonic

neuromodulation experiments in living subjects.

4.2 Introduction

Advances in the field of neuromodulation have provided researchers with tools for examining how
widespread brain circuits contribute to normal human behavior, and how they may be altered in
the setting of neuropsychiatric disease [183]. Transcranial focused ultrasound (FUS) has the po-
tential to become a highly specific, non-invasive technology for neuromodulation [10]. FUS uses
an ultrasound transducer to generate high acoustic pressures at a focused location, without affect-
ing intervening tissue. Recent preclinical studies [184] and early human trials [5-8] have shown
that ultrasound can selectively alter neuronal activity, depending on sonication parameters like fre-
quency and exposure time [185]. As a neuromodulation technology, FUS is unique in that it is both
highly specific and non-invasive. The focus location is determined by the transducer geometry and
can be positioned and steered electronically without repositioning the subject or hardware. Un-
like other neuromodulation technologies, FUS can be integrated with magnetic resonance imaging
(MRI) scanners for image guidance and combined functional magnetic resonance imaging (fMRI)
and neuromodulation [186]. MRI-guided transcranial FUS is already FDA-approved for ablative
thalamotomy in essential tremor [2, 158].

Prior to applying FUS, knowledge of the location of the acoustic focus must be obtained to
verify that the ultrasound beam is reaching its intended target. For ablative procedures, small
temperature rises in the target tissue tracked with MR thermometry pulse sequences have been
used to determine where the FUS beam is within the brain [13]. However, off-target heating in

the near- and far-fields of the ultrasound transducer can have deleterious effects [52, 187]. Human
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brain function is also known to be sensitive to fluctuations in brain temperature [ 188]. Given these
concerns, a beam localization method that does not rely on temperature increases is desirable for
FUS applications. For example, optical tracking has been used to target the FUS beam [186, 189,
190]. Optical tracking is used to determine the location of the ultrasound transducer relative to the
targeted location, so that the estimated location of the acoustic focus (e.g., based on focal length or
optically tracked hydrophone measurements in a water tank) can be projected onto an image of the
target. This method does not require any energy to be deposited in the brain. However, it requires
a pre-acquired anatomical image of the subject to be registered to the subject’s anatomy in situ.
Errors introduced in this registration step propagate to the targeted location of the beam, which
could be significantly displaced if misregistration occurs. Also, these methods do not not account
for aberrations that may be induced by the skull. Simulations of the FUS transmitting through
the skull can be performed with CT-derived acoustic property maps to estimate the focus location
[126]. However, these parameter maps are both subject skull-specific [51] and also depend on the
X-ray energy and reconstruction kernel of the measured Hounsfield units (HU) [147]. Additionally,
accurate simulations can require long computation times.

MR-acoustic radiation force imaging (MR-ARFI) pulse sequences can localize the acoustic
focus prior to FUS procedures [76]. In MR-ARFI, motion-encoding gradients are used to encode
the tissue displacement response to a short ultrasound excitation (= ms) into the phase of an MR
image. The acoustic radiation force is proportional to the local acoustic intensity of the ultrasound
beam, so monitoring displacement via MR-ARFI provides a non-invasive tool to both localize the
acoustic focus and to calibrate beam intensity. Unlike current beam localization methods, which
predict the focus location based on simulations that are registered to the experiment, MR-ARFI
is non-parametric and does not require a priori knowledge of skull acoustic properties, but rather
can localize the beam in situ prior to any FUS application. MR-ARFI-derived displacement mea-
surements have been validated in small animal in vivo studies, with ultrasound imaging-derived
measurements as the gold standard [77]. Also, ex vivo studies in human cadavers have shown that
sufficient sensitivity to displacement can be achieved beyond intact skull with MR-ARFI using
commercial transcranial FUS transducers [142].

The goal of the present study is to detect and visualize the transcranial FUS beam with MR-
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ARFI in living non-human primates. To maximize displacement sensitivity, we developed an op-
tical tracking method to ensure that the MR-ARFI motion-encoding gradients are aligned with the
FUS propagation direction and with the imaged slice prescribed at the optically tracked location of
the acoustic focus. The methods described here address the need to determine the precise location
of the FUS beam’s interaction with brain tissue during transcranial FUS stimulation, and are gen-
erally applicable to all transcranial FUS procedures. We present these methods in the context of
minimizing FUS exposure during FUS neuromodulation, where freely moveable transducers are
increasingly being used and have created a need to image the estimated focal location with MR-
ARFI. Notably, this study was informed by simulations of pressure fields and thermal deposition in
the skull and brain prior to implementation, which are discussed in published aspects of this work

[95].

4.3 Methods
4.3.1 Pulse sequence
All MR imaging was performed on a 7 Tesla Philips Achieva human research scanner (Philips
Healthcare, Best, NL). Displacement images were acquired using an optically tracked 2D spin echo
MR-ARFI pulse sequence, which is shown in Figure 4.1. Unipolar trapezoidal motion-encoding
gradients (MEGs) were placed before and after the refocusing RF pulse to generate ARFI contrast
[76]. The MEGs were set to 3 ms in duration and with maximum gradient strength (40 mT/m) on
their plateaus, which resulted in low diffusion-weighting (b-value ~ 9.3 s/mm). Imaging parame-
ters were: 12.0 x 12.0 cm? FOV; 60 x 60 matrix; 2.0 x 2.0 mm? voxel size; 1 slice; 2.0 mm slice
thickness; echo time (TE)/repetition time (TR) 17/1000 ms; 2D multi-shot echo-planar imaging
(EPI) readout with 5 lines per TR. A custom 6 cm surface coil integrated with the transducer’s
coupling cone was used for transmit/receive.

In each TR, a TTL pulse was sent from the scanner to the FUS waveform generator to trigger
a sonication. Sonications were synchronized with the rewinder MEG using a trigger offset of -2
ms to allow displacement to reach a steady state [84]. Sonications were performed at 802 kHz for
4.5 ms (3609 cycles) with an acoustic pressure (maximum free field of 2.81 MPa) that would not

be expected to exceed a temperature increase greater than 1 °C or MI greater than 1.1 within the

50



2D SE-EPI MR-ARFI Pulse Sequence

T Gve - [pef.gve]
[ File Layout View Window Help
HEF PDF | Mrx Ba & o

Glabal ~| MPFMode [ MPF Window Width [ms] 50

fusgiT] 1 7O bl bl bl
| | M m |
| ‘ | ANANANA
ar . ) b LUV
fusarfi2] sarfis] T T e | [ |
|1
[

o ol

dchase fusdffifo]
m

& readou}

ase »base

e

L

phase enc

=g L
— s o

slice select

jase base

. RF

FUS

%

START STOP

Figure 4.1: 2D SE-EPI MR-ARFI pulse sequence (Philips PPE Output). Displacement images were ac-
quired using an optically tracked 2D spin echo-echo-planar imaging (SE-EPI) MR-ARFI pulse sequence.
Unipolar trapezoidal motion-encoding gradients (MEGs) were placed around the refocusing RF pulse to
generate ARFI contrast. The MEGs were set to 3 ms in duration and with maximum gradient strength (40
mT/m). MEGs could be prescribed independently of the slice orientation, so that displacement could be
encoded in any slice and along any direction specified by optical tracking. Sonications were synchronized
with the rewinder MEG using a trigger offset of -2 ms to record displacement in a steady state. Four phase
images with switched polarity MEGs and with or without a sonication were acquired to reconstruct one
displacement image, which took 4.0 minutes to acquire.

brain based on acoustic simulations and hydrophone experiments described elsewhere [95].

Four phase images with switched polarity MEGs and with or without a sonication were ac-
quired in an interleaved fashion (¢rus on+, PFUS Off+> PFUS On—» PFUS Offi-)- Each phase image was
acquired with five averages. Since the ultrasound PRF is specified by the TR of the pulse se-
quence, we used a relatively long TR of 1000 ms (1 Hz PRF) to maintain a low duty cycle. In total,
120 sonications were performed at a duty cycle of 0.2%, with a total scan time of 4.0 minutes to
produce one displacement image. Displacement images were reconstructed using complex phase
subtraction (Ax = Z(Prys ont * Prus ofis * Prus one * Prus o) )/ 2yGT, where y is the gyromag-
netic ratio, G is the gradient strength, and 7 is the gradient duration). Images were reconstructed

offline in MATLAB 2017a (MathWorks, Natick, MA).
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4.3.2 Optically tracked MRgFUS

Since the transducer is freely-movable and manually positioned over the targeted region, prescrib-
ing the MEGs for MR-ARFI requires precise knowledge of the slice offset and angulation of the
transducer along the anterior-posterior (AP or +x), right-left (RL or +y), and superior-inferior (SI
or +z) cardinal axes. We used optical tracking to ensure that the MEGs were aligned with the
FUS propagation direction and that the imaged slice was prescribed at the optically tracked lo-
cation of the acoustic focus. Previous efforts have described how optical tracking can be used
to estimate the focus location and target the FUS beam [96, 186]. This procedure uses a Po-
laris Vicra optical tracking system (Northern Digital Inc., Ontario, CAN). An MRI-compatible
rigid body tracker is mounted to the patient bed and serves as the global reference location. An-
other body tracker is mounted to the transducer as the tracked location. Multimodality fiducial
markers (IZI Medical Products, Maryland, USA) are placed near the focus location. The fidu-
cials are localized in image space using a 3D fast spoiled gradient-recalled echo T1-weighted
high-resolution isotropic volume examination (THRIVE) pulse sequence (voxel size 0.4 X 0.4 X 1
mm?3, TE/TR 1.89 ms/4 ms). The fiducials are manually identified in the T1-weighted image stack
using 3DSlicer (http://www.slicer.org/). In front of the optical tracking camera, the fiducials are
localized in physical space using a reflective positioning stylus and recorded in 3DSlicer. Finally,
these are registered to the fiducials’ image locations, yielding a physical-to-image space transform.
The transducer can then be freely rotated in physical space, with 3DSlicer reporting the slice offset

and angulation required to prescribe the MR-ARFI scan with maximum displacement sensitivity.

4.3.3 Phantom experiments

To simulate the targeting of arbitrary brain regions with our optically tracked MR-ARFI pulse
sequence, and to demonstrate the need to align the MR-ARFI MEGs with the FUS propagation
direction via optical tracking, displacement images were acquired in an ex vivo agarose phantom
designed to mimic brain tissue acoustic properties (1% agarose, 4% graphite, and 10% n-propanol
in water). For these experiments, the transducer housing was rigidly attached to a cylindrical
phantom mold, and the transducer-phantom apparatus was mounted on a plastic tabletop with

a three-axis stereotactic frame. In this way, our sonications could be targeted in any physical
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orientation. Targeting of the transducer-phantom apparatus is demonstrated in Figures 4.2 and
4.3. To fabricate the phantom, 5 grams of food-grade agarose powder was added to a 450 mL
beaker of cold water. The beaker was heated in a microwave until it boiled. Twenty grams of
400 grit graphite powder (Panadyne Inc, Montgomeryville, PA) was then added, and after about
5 minutes of cooling, 50 mL of n-propanol was added to the agarose-graphite phantom mixture.
The transducer housing was partially filled with 1% agarose in water and allowed to set before
the phantom mixture was poured into the housing and phantom mold. Displacement images were
acquired using our optically tracked MR-ARFI pulse sequence after translating and rotating the
transducer to a slice offset and angulation about the AP, RL, and/or SI cardinal axes. The transducer
was positioned in one of six physical orientations: No rotation; 29° about SI only; 48° about SI
only; 21° about RL only; 30° about SI and 25° about RL; and 34° about SI and 19° about RL. Four
displacement images were acquired per transducer orientation: MEGs aligned along AP only; RL

only; SI only; and aligned with the FUS propagation axis as determined by optical tracking.

4.3.4 In vivo experiments

Two healthy adult female macaque monkeys (M fascicularis) were scanned with the approval of
the Institutional Animal Care and Use Committee (IACUC) at Vanderbilt University and in accor-
dance with all relevant guidelines and regulations. For these experiments, a previously developed
experimental platform for targeted ultrasonic neuromodulation in non-human primates was used
[96, 186]. Animals were sedated and positioned in a three-axis stereotactic frame with consistent
physiological monitoring for the duration of the experiments. The experimental setup is shown in
Figure 4.4a. The location of the FUS beam was first determined using the optical tracking protocol
described above (Sec 4.3.2), which is summarized in Figure 4.4b. This information was used to
target the transducer on the right somatosensory network (S1 areas 3a/3b). Transcranial displace-
ment images were acquired with our optically tracked MR-ARFI pulse sequence, ensuring that the
MEGs were aligned with the FUS propagation direction and with the imaged slice prescribed at
the optically tracked location of the acoustic focus. In one living macaque, we acquired additional
displacement images aligned with the beam but with the acoustic pressure reduced by 20% and

40%, to provide an estimate of displacement sensitivity at low acoustic powers. As a negative
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transducer setup

Figure 4.2: Optically tracked MR-ARFI in phantoms with simulated targeting. (A) To simulate the targeting
of arbitrary brain regions with our optically tracked MR-ARFI pulse sequence, and to demonstrate the
need to align the MR-ARFI MEGs with the FUS propagation direction via optical tracking, displacement
images were acquired in an ex vivo agarose phantom designed to mimic brain tissue acoustic properties
(1% agarose, 4% graphite, and 10% n-propanol in water). The transducer housing was rigidly attached to
a cylindrical phantom mold, and the transducer-phantom apparatus was mounted on a plastic tabletop with
a three-axis stereotactic frame. In this way, our sonications could be targeted in any physical orientation.
(B) An MRI-compatible rigid body tracker is mounted to the patient bed and serves as the global reference
location. Another body tracker is mounted to the transducer as the tracked location. Multimodality fiducial
markers (IZI Medical Products, Maryland, USA) are placed near the focus location. (C) The optical tracking
procedure uses a Polaris Vicra optical tracking system (Northern Digital Inc., Ontario, CAN). (D) The
complete optical tracking-based targeting experimental setup is shown. In sight of the optical tracking
camera, the location of the transducer is determined relative to the phantom, so that the estimated location
of the acoustic focus (with the transducer location now known) could be projected onto pre-acquired images
of the phantom.
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Figure 4.3: Targeting with an optically tracked FUS transducer. (A) A spherically-focused single-element
FUS transducer (gray) was used to sonicate a tissue-mimicking brain phantom (purple). An MRI-compatible
rigid body tracker was mounted to the patient bed (blue), and another body tracker was mounted to the trans-
ducer (red). As shown, the phantom mold was rigidly attached to the transducer housing. The transducer-
phantom apparatus was mounted on a three-axis stereotactic frame (green) so that sonications could be
performed in any physical orientation. (B,C) Demonstrate how the location of the transducer was obtained
via optical tracking and used to align the MR-ARFI motion-encoding gradients (MEGs) with the FUS prop-
agation direction (Ggys).

control, we also acquired displacement images in one living macaque with the MEGs oriented off
axis (i.e., 45° and 90° away from the FUS propagation direction). Displacement images without
FUS application were also acquired as a negative control. Subsequent insonation of the somatosen-
sory network with low frequency FUS was performed at 250 kHz, with concurrent functional MRI
(fMRI) readouts of blood oxygenation level dependent (BOLD) signal in the targeted brain region.
Details of the specific FUS stimulation paradigm follow previous work [186].

In a separate experiment, sonications were performed in one animal using the same acoustic
parameters for MR-ARFI, but monitored with an MR thermometry pulse sequence to provide
an in vivo estimate on brain temperature changes during MR-ARFI. Temperature images were
acquired using a 2D gradient-recalled echo thermometry pulse sequence [13]. Imaging parameters
were: 10.0 x 10.0 cm? FOV; 50 x 50 matrix; 2.0 x 2.0 mm?2 voxel size; 5 slices; 2.0 mm slice
thickness; TE/TR 10/25 ms; 2D single-shot EPI readout. Temperature images were reconstructed

in MATLAB using the hybrid multibaseline subtraction and referenceless method [170].

4.4 Results
4.4.1 Phantom experiments
To test whether optical tracking could predict MEG angle, we placed the transducer at varied

angles relative to MEG direction and applied sound to a phantom known to absorb sound and
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Positioning for Ultrasonic Neuromodulation Optical Tracking-guided MR-ARFI Workflow
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Figure 4.4: MR-guided ultrasonic neuromodulation experimental setup. (a) In vivo transducer positioning.
With optical tracking guidance, the MRgFUS transducer was positioned to target the right S1 areas 3a/3b
through intact skull of living macaque brain (M fascicularis). (b) Optical tracking protocol. Using 3DSlicer,
a physical-to-image space transform was computed so that the location of the transducer could be determined

in physical space relative to MRI coordinates. This information was used to prescribe MEG orientations
parallel to the ultrasound propagation axis to maximally encode displacement via MR-ARFI.

deform similarly to tissue. Displacement maps acquired in the agar and graphite phantom using
our optically tracked MR-ARFI pulse sequence in each MEG and transducer/phantom orientation
show micron-scale displacement at the expected location of the ultrasound focus 4.5. Figure 4B
reports mean focal displacements in a 3 X 3 pixel ROI at the focus for each MEG and transducer
orientation pair. In every transducer orientation, the measured displacement was highest when the
MEGs were prescribed along the FUS propagation direction using the optical tracking method. At
matched acoustic output, the range of detected displacements was low when MEGs were prescribed
via optical tracking (1.33-1.41 ym; mean + SD = 1.37 + 0.04 um), suggesting that the optically-

tracked alignment of the MEG can be used to improve SNR.

4.4.2 In vivo experiments

Figure 4.6 shows transcranial displacement images acquired using our optically tracked MR-ARFI
pulse sequence in a living macaque. We measured a mean focal displacement of 1.20 ym at the
highest acoustic power that was applied, which corresponds to a de-rated peak negative pressure

(PNP) of 0.90 MPa in the brain (free-field PNP = 2.81 MPa). Using the MEG orientation deter-
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Figure 4.5: Optical tracking-based alignment of MR-ARFI motion-encoding gradients (MEGs) with the
FUS propagation direction in a phantom. (A) MR-ARFI displacement maps for an oblique rotation of the
FUS transducer. Maps were shown with the MEGs prescribed along the cardinal axes and along the optical
tracking-determined propagation direction. (B) Mean displacement measured by MR-ARFI at the focus for
each MEG orientation and each transducer rotation. The highest mean displacement is detected when the
MEG is aligned with the FUS propagation direction obtained via optical tracking. Mean focal displacement
was computed in a 3 X 3 px ROI at the acoustic focus.
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mined by optical tracking, we reduced the power and measured decreasing displacement values to
estimate the detection threshold during in vivo imaging with MR-ARFI. These results are shown
in Figure 4.7. The smallest displacement we detected was 0.49 um at a power level generating
a de-rated PNP of 0.54 MPa in the brain (free-field PNP = 1.68 MPa). Negligible displacement
was obtained in the negative control image, where no FUS was applied (0.09 um). We acquired
additional displacement images in one living macaque with the MEGs oriented away from the FUS
propagation axis and a de-rated PNP of 0.72 MPa (free-field PNP = 2.25 MPa), which are shown in
Figure 4.8. With the gradients rotated off-axis, the mean focal displacement decreased from 1.12
um (parallel to the beam) to 0.14 um (perpendicular to the beam).

A representative brain temperature image acquired in one living macaque at a de-rated PNP of
0.72 MPa (free-field PNP = 2.25 MPa) is shown in Figure 4.9a. A plot of the mean focal tempera-
ture is shown in red in Figure 4.9b. These results indicate that no significant brain temperature rise
could be detected at the focus via MRI-based temperature monitoring when acoustic parameters
designed for MR-ARFI were used. In the brain near the skull, we detected approximately a 0.2 °C
rise. We did not observe macroscopic evidence of cavitation-induced skin lesions in either monkey
in the region where FUS entered the skull.

Figure 4.10 illustrates the entire workflow of the proposed beam localization methods prior
to ultrasonic neuromodulation experiments with concurrent fMRI readouts in the targeted brain
region. Optical tracking-derived (in blue and yellow) and MR-ARFI-derived (in green) pressure
maps are displayed as contours on a representative BOLD activation map during insonation of the
somatosensory cortex at 250 kHz. Good spatial agreement was seen with both targeting methods

and corresponded to areas with significant activation.

4.5 Discussion

Through simulation and phantom studies, we identified FUS parameters that can be used to tran-
scranially induce displacements in brain tissue and developed methods to measure this displace-
ment with MR-ARFI. We used this system to non-invasively localize the focus of a therapeutic
FUS transducer by measuring ARF-induced displacements within a 4-minute scan time in living

macaque brains at 7 T MRI. Our work demonstrates the feasibility of using MR-ARFI to map
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Figure 4.6: Targeting ultrasonic neuromodulation with optical tracking-guided MR-ARFI. (a) Real-time
projection of free-field acoustic beam maps in 3DSlicer. A physical-to-image space transform was computed
with optical tracking so that the free-field beam could be projected onto anatomical MRI images of macaque
brain acquired in situ. This information was used to target the right S1 areas 3a/3b. No ultrasound was
delivered during this part of the targeting procedure. (b) Representative transcranial MR-ARFI displacement
images in one animal. MR-ARFI scans were performed targeting the right S1 areas 3a/3b in living macaque
brain after insonation at a low duty cycle (0.2%). The acoustic focus can be observed in the displacement
image with a peak value of 1.20 yum. Negligible displacement was observed in the control experiment
without FUS application (0.09 ym). Free-field beam maps are overlaid in contours (thresholded at 5%
(blue), 10% (green), and 25% (red) of peak pressure) and show good spatial agreement with MR-ARFI.
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Figure 4.7: Transcranial MR-ARFI displacement scales with input power. (A) Displacement images were
obtained with our optically tracked MR-ARFI pulse sequence in vivo at different input powers. (B) Peak
transcranial displacement shown as a function of input power. The measured displacement increased with
increasing pressure. At the lowest pressure tested (estimated 0.54 MPa in the brain), a peak displacement of
0.49 um was obtained. This demonstrates that detectable displacement is feasible at pressures that are not
expected to generate cavitation in the brain.
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Figure 4.8: Optical tracking-based alignment of MR-ARFI MEGs with the FUS propagation direction in
vivo. Displacement images were acquired with the MEGs aligned parallel to the beam (left), 45° away
from the beam (middle), and 90° away from the beam (right). When the MEGs were prescribed off-axis,
the measured displacement reduced, indicating that MR-ARFI requires proper MEG alignment to optimize
displacement sensitivity.
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Figure 4.9: MR thermometry in a living macaque using MR-ARFI sonication parameters. (A) A repre-
sentative in vivo brain temperature map shows that no significant temperature rise could be detected using
sonication parameters designed for MR-ARFI. (B) The brain temperature time course at the acoustic focus
(red) and near the skull (green) is shown. Mean focal temperature was computed in a 3 X 3 px ROL

the FUS beam transcranially in a large animal and localize its focus in conjunction with structural
imaging-based neuronavigation via optical tracking. Much prior work has established MR-ARFI
in phantoms [76]; our study demonstrates transcranial MR-ARFI in a survival imaging session
in the brain of a large animal with intact skull with surrounding tissues of skin, soft tissue, and
muscle.

Localizing the ultrasound focus with MR-ARFI should ideally deposit as little FUS energy as
possible. Maximizing sensitivity of the MR sequence allows for detection of smaller displace-
ments for a fixed acoustic intensity. To encode micron-scale displacements, MEGs with high
gradient strengths and long durations are required to accrue detectable phase shifts into the re-
constructed MR-ARFI displacement image. To maximize sensitivity to the ARF-induced phase
change, MR-ARFI is typically implemented by complex phase subtraction of two spin echo MR
acquisitions obtained with switched polarity MEGs [76]. Additional subtraction of an acquisition
without ultrasound application has been shown to minimize motion-induced phase contributions
unrelated to the ARF (e.g., respiration) [81]. Echo-planar imaging (EPI)-based sequences have
also been used to rapidly encode displacement images while minimizing ultrasound energy de-
position [78]. In this work, we further developed the MR-ARFI pulse sequence using an optical

tracking system to predict the transducer orientation so that the MR-ARFI MEGs could be pre-
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Figure 4.10: Beam localization methods for ultrasonic neuromodulation with concurrent fMRI readouts.
(A) and (B) illustrate optical tracking-based targeting of the free-field acoustic beam on the targeted brain
region, projected on (A) coronal and (B) sagittal brain slices of a pre-acquired anatomical MRI volume.
No sonications are performed during this step. (C) and (D) show transcranial displacement images after
insonation via MR-ARFI, encoded in (C) coronal and (D) axial brain slices which show the acoustic pressure
field in situ. Our proposed MR-ARFI pulse sequence uses optical tracking to estimate the slice location of
the acoustic focus and the angulation(s) of the beam propagation axis so that displacement can be maximally
encoded along that direction. White asterisks indicate the acoustic focus location. (E) and (F) demonstrate
good spatial agreement between displacement map contours (thresholded at 1.0 um (light green)) and free-
field beam map contours (thresholded at 50% peak pressure for the 250 kHz (yellow) and 802 kHz beams
(blue)) in two separate T2*-weighted coronal brain slices with BOLD activation readouts shown during
ultrasonic neuromodulation (thresholded at r = 3 (red)).
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scribed along the FUS propagation axis and the slice could be located at the predicted focus. We
showed in living macaques that knowledge of the transducer orientation can improve displacement
sensitivity without requiring any additional sonications. In our experience, a spin echo multi-shot
EPI acquisition strategy provided the best balance between scan time and image quality for our
application. Previous efforts in MR-ARFI pulse sequence development might be considered for
future directions. Both single-shot EPI [78] and steady-state free precession [85] pulse sequences
have been proposed to further reduce scan time for MR-ARF]I, though these acquisitions are highly
sensitive to geometric distortions, especially at 7 T. Encoding schemes that use bipolar gradients
[81] or alternating triggers to the transducer (i.e., triggering the sonication on either the forward
gradient or the gradient rewinder) [83] have also been shown to improve phase stability. Volumet-
ric imaging strategies for MR-ARFI have also been proposed [86, 87, 89]. A custom surface coil
was used for transmit/receive due to the lack of an integrated body/volume coil in our 7.0 Tesla
MRI scanner. We fabricated a 6 cm surface coil integrated with the transducer’s coupling cone
specifically for this imaging application so that the SNR would be maximized near the acoustic
focus in the desired target location of our non-human primate subjects. In our in vivo MR-ARFI
acquisitions, we obtained an SNR of 14.94 (where SNR = peak focal displacement/STD of noise
displacement), which was sufficient to clearly observe the acoustic focus in vivo.

During the MR-ARFI sequence, a low duty cycle (e.g. long TR and short FUS pulse) was
required to avoid heating that could lead to adverse bioeffects in the brain, the skull, and the
scalp. In our study, we minimized heating by using the lowest FUS intensity and shortest pulse
duration needed to generate detectable displacement and separating the FUS pulses in time with
a TR of 1 second (overall duty cycle of 0.23%). The TR must be short enough to acquire a
displacement map in a practical time frame. While tissue damage can occur with large temperature
changes, it is possible that even small temperature changes in the brain can change neurological
function temporally, which would be undesirable during neuromodulation studies [188]. In our
study, heating in the brain was less than 0.1 °C in MR thermometry images derived from phase
maps acquired during MR-ARFI, which is consistent with simulations. Optimization of the FUS

sonication parameters were performed in a separate study [95].
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4.6 Conclusion

This work has demonstrated that optical tracking-guided MR-ARFI is feasible beam localization
method for targeting ultrasonic neuromodulation in living subjects. This method will directly
benefit the field of MR-guided transcranial focused ultrasound, especially for therapies performed
at nominally low intensities where potential bioeffects must be minimized (e.g., neuromodulation,

drug delivery).

4.7 Appendix

4.7.1 Author contribution statement

Aspects of the work described in this Dissertation Chapter were included in a shared first author-
ship manuscript published in Scientific Reports [95]. S.J. designed and programmed the optically
tracked MR-ARFI pulse sequence, with subsequent implementation and optimization of the se-
quence on ex vivo and in vivo platforms. M.P. designed and performed experiments related to
safety testing, using in silico and ex vivo platforms to estimate and minimize potential bioeffects

related to MR-ARFI prior to insonation in living animals.
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Chapter 5

Rapid autofocusing of FUS acoustic pressure fields using MR-ARFI with spatially coded

emissions

5.1 Abstract
Purpose:
To refocus transcranial MRgFUS acoustic pressure fields using MR-ARFI with a fewer number of

required acquisitions.

Methods:

A multi-voxel MR-ARFI-based autofocusing algorithm that fits a set of pre-calibrated MR-ARFI-
derived pressure field measurements to pressure fields acquired in situ using magnitude least-
squares optimization is proposed. Acoustic simulations were used to derive a set of four amplitude-
and phase-based aberration patterns to evaluate the multi-voxel refocusing algorithm to the canon-
ical single voxel MR-ARFI-based refocusing algorithm. Ex vivo experiments with programmed
aberrations that mimic those induced by the skull were performed using a preclinical transcranial
MRgFUS system at 650 kHz. The single and multi-voxel refocusing algorithm were implemented

to estimate the required aberration corrections needed to refocus the acoustic pressure field.

Results:

Multi-voxel refocusing provided better refocusing quality than the single voxel algorithm in every
simulated target tested. The algorithm was tolerant to acceleration, up to when as few as N ac-
quisitions were included in the least-squares fit vs. 4N acquisitions for the single voxel method.
Ex vivo experiments showed that a set of N MR-ARFI images can be used to refocus the acoustic

pressure field and recover displacement to within 98% of what was obtained free-field.

Conclusion:

Multi-voxel MR-ARFI-based refocusing enables rapid aberration correction of transcranial MRg-
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FUS acoustic pressure fields.

5.2 Introduction

Magnetic resonance-guided focused ultrasound (MRgFUS) has many potential neurological ap-
plications [1]. Non-invasive ablative thalamotomy via high intensity FUS is an FDA-approved
treatment option for patients with essential tremor [2] and tremor-dominant Parkinsonism [3].
Successful opening of the blood-brain barrier (BBB) [4] and neuromodulation of various brain
circuitry [5—-8] has been demonstrated in early human trials with low intensity FUS.

In transcranial MRgFUS applications, hemispherical transducers with large apertures relative
to the size of the human skull are used to distribute energy over the skull surface and minimize
ultrasound-induced heating [63, 64]. This design additionally minimizes the challenge of focusing
ultrasound through the skull, since most of the incident waves will be orthogonal to the skull sur-
face for targets close to the geometric center of the transducer. However, overcoming skull-induced
aberrations of the acoustic pressure field remains a significant challenge [191]. Skull-induced aber-
rations are particularly severe when focusing off-center and/or close to the skull surface, which has
fundamentally limited the treatment envelope of current transcranial MRgFUS targeting [16-18].

Commercial MRgFUS systems use phased array transducers with hundreds of elements to fo-
cus an acoustic pressure field through the skull [11, 12]. Each element is electronically driven
with its own voltage waveform, with the goal of keeping each complex-valued acoustic pressure
wave matched in amplitude and phase at the targeted focus location. In this way, aberrations
of the acoustic pressure field caused by the skull can be compensated. The use of preoperative
computed tomography (CT) scans to estimate skull acoustic properties is the standard aberration
correction method [123]. Established CT-based refocusing methods use a software implementation
of the wave equation in order to simulate transcranial ultrasound propagation through a CT-derived
acoustic skull model. A set of element-wise amplitude and phase corrections that nominally max-
imize constructive wave interference at the target is produced for subsequent insonation in situ.
Depending on the acoustic solver that is used, CT-based refocusing methods can take hours to pro-
duce a set of aberration corrections for a single target [126]. Systematic variations in the assigned

medium properties can result in significant changes in the simulated results [148, 149]. In addi-
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tion, a registration step is required to align the CT referential frame to MR, which could introduce
additional errors if the transducer model is not properly aligned to the patient’s skull in situ. CT
scans also contain ionizing radiation, which is undesirable.

Recently, adaptive focusing algorithms via MR-acoustic radiation force imaging (MR-ARFI)
have been proposed to refocus the acoustic pressure field in situ [91]. MR-ARFI pulse sequences
map the incident tissue displacement (proportional to acoustic intensity) generated by the radiation
force field from a propagating ultrasound wave [76]. Studies with ex vivo human skull fragments
have shown superior corrections with MR-ARFI-based adaptive focusing, compared to the canon-
ical hydrophone-based or CT-based refocusing methods [91, 93]. However, current approaches
require 4N MR-ARFI scans to compute aberration corrections in situ (where N is the number of
array elements). Reported scan times (2 hours/512 elements) are too long for practical in vivo use
[142].

In this work, we describe and validate a rapid autofocusing method which can recover the
complex-valued aberrations with many fewer MR-ARFI images. We fit a set of pre-calibrated
pressure field maps to the acquired images in a "multi-voxel" magnitude least-squares approach.
We propose a simulation workflow for deriving realistic skull-induced aberrations from publicly
available datasets of an intact human skull for evaluating this and other aberration correction algo-
rithms. We evaluated our multi-voxel MR-ARFI-based refocusing algorithm in simulations with
a human skull in four different targets, with comparison to the canonical virtual time reversal and
MR-based adaptive focusing algorithms in each case. Finally, we evaluated multi-voxel refocus-
ing with a transcranial MRgFUS transducer in ex vivo phantom experiments with programmed

aberrations that emulate those induced by the skull.

5.3 Methods
5.3.1 Theory
For a phased array transducer of N elements, the observed pressure at a spatial location 7 is the

sum of N individual complex-valued acoustic pressure fields:

N N
p() = pu) = D Pu(Pel®®, (5.1)
n=1 n=1
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where p, is the complex pressure field radiated by element n with an incident pressure amplitude
of P, and phase of ¢,,. The contribution of element # is attenuated in amplitude (A,) and/or phase

shifted (®,) if an aberrator is present in the path of wave propagation:

M=

N
BA= ) Aupu(Pei® = ay pu(P), (5.2)
n=1

n=1

where a,, represents the complex amplitude and phase aberration for element n. In most MRgFUS
applications, acoustic waves interact with tissue via biophysical processes like heating and the

radiation force, which are linked to the temporal average intensity:

P _ 1| :
I(?)_p_c_%‘za”p”(?)

n=1

) (5.3)

where p is the density, and c is the sound speed in the supporting medium. Unfortunately, rela-
tive phase differences between elements cannot be determined from a single magnitude-only in-
tensity measurement. Energy-based methods like iterative optimization [43] (= 20N emissions)
or adaptive focusing [139] (4N emissions) can be implemented to estimate amplitude and phase
shifts between elements from a set of intensity measurements performed in situ. The iterative
method sweeps through a set of [—r, +7] candidate phase shifts between a reference element and
every other element in the array to identify a phase correction that maximizes wave intensity at
the acoustic focus. Focal optimization is performed using radiation force-derived intensity mea-
surements, which have been validated with MR-ARFI for MR-based aberration correction [93].
Energy-based adaptive focusing is a more efficient aberration correction method that is based on
the maximization of wave intensity for different spatially coded emissions. It exploits a physical-
to-logical element basis transformation to improve focal SNR by defining linear combinations of
the elements (e.g., according to the Hadamard matrix). In total, 4N spatially coded emissions are
performed in situ to derive a set of amplitude and phase aberrations that can be inverted to refo-
cus the acoustic pressure field. MR-based adaptive focusing only uses knowledge of the intensity
at the acoustic focus via MR-ARFI (typically only a few image voxels) [141], so this method is

henceforth referred to as the "single-voxel" method.
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In this work, determining element-wise aberrations is cast as an optimization problem:

a= argmin” y (5.4)
a
where y; = p(77), Pixn = pa(77), and & = {an} . The overall refocusing procedure is summarized
in Figure 5.1. The complex-valued pressure fields P are first measured for a given transducer and
tissue type. This step is performed without an aberrator present ("free-field") either in simulations
or ex vivo experiments via iterative optimization or adaptive focusing. Then, the aberrated pressure
field I(7) is measured in situ. The square root of the intensity measurement is used in the fit since
I[(P) ~ | ﬁ(?)lz. The estimated aberrations a are recovered by solving the problem in Eqn 5.4 with

magnitude least squares optimization:

[yl A1

repeat
=(P'P)'P'y 55)
§ = [Vl Fah | Jlyn. e/ P T

until Stop criterion met

The set of correcting amplitudes and phases 47!

are applied to each element to refocus the acous-
tic pressure field. This method benefits from beam illuminations across the entire pressure field
since aberrations are estimated from pressure measurements in multiple voxels () jointly, and is

henceforth referred to as the "multi-voxel" method.

5.3.2 Deriving skull-induced aberrations from simulations

Computational modeling of transcranial MRgFUS was performed in order to derive a set of phase
aberrations that would closely simulate ultrasound propagation in the human skull. Simulations
were performed using the k-Wave Toolbox in MATLAB (The Mathworks, Natick, MA), which
is a full-wave acoustic solver that is widely used to model transcranial ultrasound propagation

[129, 130]. The acoustic models used in this study were constructed from publicly available image
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Figure 5.1: The multi-voxel refocusing algorithm. The multi-voxel refocusing algorithm fits a set of pre-
calibrated pressure field maps to the aberrated MR-ARFI image acquired in vivo. It uses magnitude least-
squares optimization to derive a set of aberration corrections that can be inverted to refocus the acoustic
pressure field.

datasets from the Visible Human Project (VHP), which contain whole-body CT and MR images
of human cadavers [192]. Studies have used these datasets to establish acoustic modeling methods
[193].

Head images from one adult female cadaver were used for all simulations. T1-weighted brain
images (0.86 x 0.86 x 4.00 mm voxel spacing, 256 X 256 X 33 matrix size, 17 ms/600 ms TE/TR)
were skull-stripped followed by affine registration to a standardized space using the MNI152 tem-
plate in FSL [194]. Images were upsampled to 0.50 mm? voxel spacing prior to registration. We
defined four simulation targets with relevant brain circuitry for transcranial MRgFUS therapy: the
anterior cingulate cortex (ACC) and posterior cingulate cortex (PCC) (two deep brain targets), and
the left precentral gyrus (L PreCG) and postcentral gyrus (L PoCG) (two superficial targets) [195].
The cingulate gyrus was chosen in lieu of subcortical structures due to the focal length of the trans-
ducer used for experiments. Cortical masks were derived from the Harvard-Oxford Cortical Atlas
for automated probabilistic segmentation of the VHP brain volume within MNI space [196]. The

masks were projected into MR space using the inverse transform of the affine registration com-
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puted earlier. The centroid voxel of each volumetric mask was chosen as the target location for
subsequent simulations.

Acoustic parameters were derived from CT data following standard methods [126, 193]. The
skull was extracted using a threshold of 450 Hounsfield units (HU) and remaining tissue in the
simulation grid was assumed to be homogeneous. Spatial maps of skull acoustic properties were

computed from tissue porosity (®), which decreases with HU:

HU
®HU) = 1_—1000

P(@) = pskutl = (Pskull — Pwater ) X P
(5.6)

(@) = cskunl — (Cskull — Cwater ) X P

@skull(P) = Cskull min + (@skull max — skull min) X P°,

where p is the voxel-wise density (owater = 1000 and pgiun = 2100 kg/m3), ¢ is the sound speed
(cwater = 1500 and ¢y = 2900 m/s), agkun 1s the absorption in the skull (@skumin = 1.33 and
Uskullmax = 93.33 dB/cm/MHz), and S is a constant equal to 0.5 [193]. These equations assume a
linear relationship between porosity (filled with water) and Hounsfield units, so @ is close to 0 in
most soft tissues and 1 in bone.

A 128-element phased array transcranial MRgFUS transducer (Image Guided Therapy, Bor-
deaux, FR) customized for ultrasonic neuromodulation in non-human primates was modeled in
k-Wave and used for subsequent phantom experiments [197]. The transducer has a focal length of
7.2 cm, an opening diameter of 10.3 cm (f/0.7), and a center frequency of 650 kHz. Sonications
were performed for 10 cycles (15.38 us, dt = 50 ns or 30.77 points per period). A spatial dis-
cretization of 0.5 mm?> was used, which resulted in 4.56 points per wavelength in tissue and 9.54
in bone. These parameters were chosen to balance computational burden with numerical accuracy
[130]. The grid size was 480 x 480 x 270 voxels and 1955 time steps (97.75 us), which took ~ 2.9
min per simulation with GPU acceleration (NVIDIA GeForce RTX 2080 Ti, Turing architecture).
Simulations were performed on the Advanced Computing Center for Research and Education HPC
Cluster (Vanderbilt University, Nashville, TN) on GPU-dedicated compute nodes.

To obtain the voxel locations of the four simulation targets (ACC, PCC, L PreCG, L PoCG)
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in CT space, the CT brain images (0.49 x 0.49 x 1.00 mm voxel spacing, 512 x 512 x 209
matrix size, 120 kVp, 170 mAs) were upsampled to 0.5 mm> voxels and registered to MR space
in 3DSlicer using SlicerElastix [198]. The targeted location within each volumetric mask was the
centroid voxel (registered from MNI to MR space using the workflow described earlier). These
voxel locations were then projected into CT space using the inverse transform computed in this
step. Simulations were performed in native CT space to preserve the highest achievable spatial
resolution in the skull. The transducer was translated in the simulation domain to be coaxial with
the target and rotated so that the skull was approximately tangential to the incident waves [68].
The propagation of a 10-cycle wavefront emitted from an acoustic source placed at the target
location was simulated in k-Wave. The distorted wavefront was numerically recorded at the ele-
ment locations after propagation through the skull. Differences in amplitude and phase between
the received signals represent the element-wise complex-valued aberrations induced by the skull
[119]. This procedure is exploited in virtual time reversal [126], in which the received signals
are time-reversed and re-emitted to produce constructive wave interference back at the acoustic
source. Here, the signals were recorded for each of the targeted locations to derive a set of four
unique phase aberration patterns and used as input for subsequent experiments. Relative phase
differences between elements were extracted in the frequency domain following FFT of the time-
resolved data. This simulation workflow can be replicated with code soon to be available on our

website (https://bitbucket.org/wgrissom).

5.3.3 Refocusing experiments in simulations

Three refocusing methods for transcranial MRgFUS aberration correction were evaluated in sim-
ulations: virtual time reversal, the single-voxel method, and the multi-voxel method. Virtual time
reversal is the standard aberration correction method [124]. The derived phase aberration patterns
were programmatically conjugated to refocus the acoustic pressure field in situ. Waves received
first are emitted last, and vice versa. The peak pressure was computed after refocusing to evaluate

the effectiveness of the aberration correction algorithm for each target.
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The single voxel method was simulated using 4N spatially coded emissions [141]:

1 \2 .
s{ = §(h1 +h) s = T(hl +Jjhi)
1 V2
b
s; = §(h1 —-h;) S?' = T(hl - jhi),

(5.7)

where H = [h;...hy] is a set of independent emission column vectors that define the transmit
functions for the ith logical element. In practice, H is given by the Hadamard matrix so that every
emission transmits the full power capability of the array (i.e., |s;| is always 1 for at least half of
the elements). The complex-valued pressure fields were computed through intact skull in a 1 cm?
mean ROI at the focus (20 voxels) according to [141] following decomposition of the Hadamard-
coded transmit functions. In total, 4 X 128 = 512 simulations were performed to estimate phase
corrections for one target. Spatial maps of intensity were computed by taking the mean square of
the time-resolved pressure in each voxel in order to simulate MR-ARFI-derived measurements of
temporal average intensity.

The proposed multi-voxel method was implemented in simulations by first computing the free-
field complex-valued pressure fields (P in Eqn 5.4; 512 simulations per target). This was performed
using the same procedure for the single-voxel method, but without the skull in the simulation grid.
Then, the pressure field was simulated with the aberrator (y) to estimate the skull-induced aber-
rations (4) with magnitude least squares optimization. In this experiment, the aberrated pressure
field measurements used for fitting were those already acquired for the single voxel method, which
were performed through intact skull via spatially coded intensity measurements. Prior to fitting,
P was programmatically shifted in phase by the same phase shift used to generate each coded
emission so that we could jointly estimate aberrations from a large number of voxels (20 voxels X
512 coded emissions = 10240 voxels). No additional calibrations were required. We evaluated the
performance of the multi-voxel method using fewer simulated intensity measurements in the least-
squares fit. We first estimated aberrations using all of the spatially coded emissions (4N or 512
images). Then, we kept the emissions corresponding to the first 2N (256 images), N (128 images),
N/2 (64 images), and N/4 (32 images) column vectors of the Hadamard matrix, and evaluated the

effectiveness of the aberration corrections for each target.
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5.3.4 Refocusing experiments in phantoms

The previously described 128-element phased array transducer was used to sonicate a human brain
tissue-mimicking phantom (0.5% agar/4% graphite) in a water tank. Sonications were performed
at 650 kHz for 10 ms (6500 cycles) at an acoustic power generating a free-field peak negative pres-
sure of 4.8 MPa (MI = 5.95). Displacement images were acquired using a spin echo 2D MR-ARFI
sequence implemented on a 7 Tesla scanner (Philips Achieva, Philips Healthcare, Best, NL) [95],
with parameters: FOV/matrix/voxel size 120x120x4 mm?3/60x60x1/2x2x4 mm?>; TE/TR 29/500
ms; 18° flip angle. A volume head coil was used for transmit/receive (Nova, Nova Medical Inc,
Wilmington, USA). Repeated unipolar MEGs were used for ARFI encoding, with gradient dura-
tion/strength 10 ms/40 mT/m. The second MEG was synchronized with an ultrasound emission
using TTL outputs to trigger the transducer. Displacement images were reconstructed by complex
subtraction of four phase images with opposite MEG polarities and with FUS turned on or off.
One displacement image took 2.25 minutes to acquire and required 120 sonications. Two dummy
displacement images were acquired afterward, resulting in a duty cycle of 0.89%. Images were
reconstructed offline in MATLAB 2019a (MathWorks, Natick, MA).

The phase aberration patterns derived in simulations were used to evaluate the single voxel
method and the multi-voxel method with MR-ARFI. We compared refocusing quality in both
methods using the aberration pattern derived from one of the deep brain targets (PCC). Trans-
ducer elements were grouped into 8 logical elements (16 physical elements per logical element)
using same-size k-means clustering of the phase aberrations [199]. This paradigm was chosen to
reduce problem complexity while generating a set of logical elements that when driven together
would closely emulate the skull. The mean phase aberration across an individual logical element
grouping (computed in simulations) was programmatically added to each physical element prior
to transmission. We demonstrate the effectiveness of this dimensionality reduction technique in a
separate simulation study.

The single voxel method was implemented to recover the programmed aberrations using 4
spatially coded emissions per logical element (8 logical elements X 4 MR-ARFI acquisitions per
element = 32 MR-ARFI acquisitions or 72.0 min scan time). We used the displacement measured

in a 20 voxel mean ROI at the acoustic focus to estimate phase corrections. For multi-voxel-
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based refocusing, the complex-valued pressure fields generated by each logical element were first
computed using the single-voxel method but without programmed aberrations (32 MR-ARFI ac-
quisitions). The aberrated pressure field measurements used for fitting were those already acquired
for the single voxel method (like in the simulation experiment), so no additional acquisitions were
performed. We evaluated the performance of the multi-voxel method using fewer aberrated MR-
ARFI images in the least-squares fit. We first estimated aberrations using all of the spatially coded
emissions (4N or 32 images). Then, we identified the "best set" of N or 8 candidate images by
iteratively reducing the number of aberrated images that went into the fit by eliminating the im-
ages that produced aberration corrections with the worst RMSE against what was programmed.
We attempted to refocus the acoustic pressure field using the phase corrections computed by the

single-voxel method and the multi-voxel method.

5.4 Results

5.4.1 Simulation experiments

Figure 5.2 shows volumetric visualizations of the MR- and CT-based human brain volumes from
the Visible Human Project following atlas-based segmentation in FSL. The ACC (blue), PCC
(cyan), L PrCG (red), and L PoCG (yellow) were automatically segmented using this method.
The segmented volumes were registered to CT space using SlicerElastix for subsequent simula-
tions in k-Wave. The results of that registration are shown as a volume rendering in the top right
portion of the figure, and qualitatively indicate good registration between the two image volumes.
The simulation grids for each of the targeted locations are shown in Figure 5.3 (left), where the
estimated amplitude and phase aberrations were computed following virtual time reversal (shown
on the right). Significant spatial heterogeneities in the aberrations are observed, both within and
between the four different targeted locations.

Figure 5.4 shows simulated RMS pressure maps and beam profile plots before and after re-
focusing the beam with virtual time reversal. In every target, virtual time reversal significantly
increased the peak pressure through intact skull (ACC: 1.27 to 1.83 MPa; PCC: 1.18 to 2.28 MPa;
L PrCG: 0.45 to 1.05 MPa; L PoCG: 0.67 to 1.23 MPa). In addition, no targeting errors were

observed following refocusing when compared to the location of the free-field beam. This was
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an especially significant improvement in targets like the ACC, which was displaced by 7.5 mm
(15 voxels) without any aberration correction applied. Figure 5.5 shows simulated RMS pressure
maps after refocusing the beam with 8 logical elements derived from same-size k-means clustering
of the phase aberrations. These results indicate that as few as N/16 aberration corrections can be
estimated and applied to refocus the acoustic pressure field with comparable refocusing quality to
refocusing with all of the array elements individually.

Figure 5.6 shows the estimated element-wise amplitude and phase aberrations following single
and multi-voxel MR-ARFI-based refocusing in simulations through intact skull. The magnitude
error of the complex-valued aberrations is shown in Figure 5.7 and was computed as the deviation
from the aberration estimates with virtual time reversal. In every target, both refocusing algorithms
estimated aberrations that closely matched what was derived with virtual time reversal, except in
the PCC, where the single voxel method was unable to reliably estimate the amplitude aberrations.
The RMSE of the estimates is plotted in Figure 5.8 as a bar plot for all of the targeted locations.
The multi-voxel method performed as well as the single-voxel method when as few as N simulated
acquisitions were included in the least-squares fit. The refocused RMS pressure maps are shown
in Figure 5.9, and the beam profiles are shown in Figure 5.10. Both the single and the multi-
voxel method successfully refocused the acoustic pressure field in every target tested. The single
voxel method refocused the peak pressure to within 97.4% (L PrCG) and 96.6% (L PoCGQG) in
the superficial brain targets compared to what was refocused with virtual time reversal, but only
87.0% (ACC) and 78.4% (PCC) in the deep brain targets. These results are reflected in the error
plots shown earlier (Figure 5.7), where the amplitude aberrations were not reliably estimated by
the single voxel method in these targets. Conversely, the multi-voxel method refocused the peak
pressure better than the single voxel method in every target up to when N acquisitions were used
in the least-squares fit. When as few as N/4 (32 images) were included in the fit, the algorithm still

performed better than when no refocusing was used in every target.

5.4.2 Phantom experiments
Figure 5.11 show representative MR-ARFI displacement images acquired using our transcranial

MRgFUS transducer before and after programmed aberrations were applied. The programmed
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Figure 5.2: Targeted brain volumes from the Visible Human Project. Publicly available MR- and CT-based
image datasets were downloaded from the Visible Human Project and displayed for volume visualization in
3DSlicer. Atlas-based segmentation was performed in FSL to automatically identify segmented regions of
the anterior cingulate cortex (ACC), posterior cingulate cortex (PCC), left precentral gyrus (L. PrCG), and
left postcentral gyros (L PoCG) for subsequent acoustic simulations with the k-Wave Toolbox in MATLAB.
These brain regions were registered from MR to CT space using the SlicerElastix module in 3DSlicer. They
are shown as a volume rendering in the top right portion of the figure.

skull reduced the measured peak displacement in the tissue-mimicking phantom by 50.6%. Figure
5.12 compares phase aberration estimates obtained by the canonical single-voxel MR-ARFI-based
refocusing method and our proposed multi-voxel method. When all 4N or 32 images were included
in the least-squares fit to the pre-calibrated free-field pressure field measurements, the multi-voxel
method recovered the programmed aberrations with similar RMSE to the single-voxel method.
We were able to identify a set of N or 8 images that when included in the least-squares fit, these
images actually provided a better estimate of the programmed aberrations than either the single
voxel method or the multi-voxel method with all 4N candidate images from the spatially coded
emissions included in the least-squares fit. This represents a 75% reduction in the number of
required acquisitions for MR-ARFI-based refocusing. The computed aberration corrections were
applied to refocus the programmed aberrations, and the resulting beam maps and profiles are shown
in Figure 5.13. Both the single voxel method and the multi-voxel method with 4N fitted images
refocused the peak displacement to within 70% of what was obtained in the free-field beam map.

However, multi-voxel-based refocusing with N images provided the best refocusing effectiveness,
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Figure 5.3: Estimated amplitude and phase aberrations in four targeted brain regions. Following registration
of MR and CT data sets in 3DSlicer, the targeted locations of four brain regions (ACC, PCC, L PrCG, and
L PoCG) were identified in CT space and used for acoustic simulations via virtual time reversal to estimate
the set of amplitude and phase aberrations observed when targeting in each respective brain region. The
amplitude aberration patterns are scaled such that the element experiencing the least amplitude aberration
was assigned a relative amplitude of 1 (or O dB). The phase aberration patterns are shown relative to the
central element of the transducer, which was assigned a relative phase aberration of 0 rad.
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Figure 5.4: RMS pressure maps and beam profile plots before and after virtual time reversal. Virtual time
reversal was applied in the four simulated target regions to refocus the acoustic pressure field. The aberration
correction procedure refocused the peak pressure in every single case, with no targeting error relative to the
free-field beam. The free-field beam maps were scaled relative to the peak pressure of the refocused beam
and are intended to show the beam shape relative to the aberrated and refocused beams.
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Figure 5.5: RMS pressure maps and beam profile plots with same-size k-means clustering. K-means clus-
tering was applied to the estimated phase aberrations to produce a set of 8 logical elements that when driven
together would still emulate the skull-induced aberration patterns estimated by the full array. Negligible
differences were seen when refocusing with a fewer number of logical elements, which reduces problem
complexity for aberration correction since a fewer number of elements would be required to refocus the
acoustic pressure field.
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Figure 5.6: Estimated amplitude and phase aberrations with single and multi-voxel-based refocusing meth-
ods in simulations. The single and multi-voxel MR-ARFI-based refocusing methods were implemented in
simulations to estimate aberrations in the four simulated targets. The estimated aberrations closely follow
what was estimated with virtual time reversal.
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Figure 5.7: Magnitude error in estimated aberrations with single and multi-voxel-based refocusing methods
in simulations. The error in the estimated aberrations computed with the single and multi-voxel MR-ARFI-
based refocusing methods are shown relative to what was estimated with virtual time reversal.
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Figure 5.8: Magnitude error in estimated aberrations with single and multi-voxel-based refocusing methods
in simulations (bar plot). The element-wise aberrations estimated with the single and multi-voxel MR-ARFI-
based refocusing methods are shown relative to what was estimated with virtual time reversal as RMS error.
Bar plots indicate the achievable RMS error across the entire range of the four different targets evaluated. In
every case, the multi-voxel method refocused the acoustic pressure field with lower RMSE than the single
voxel method. When a fewer number of aberrated images were included in the least-squares fit, the multi-
voxel method provided comparable results to the single-voxel method up until N images were included in
the least-squares fit.
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Figure 5.9: RMS pressure maps and beam profile plots before and after aberration correction. The effective-
ness of virtual time reversal, the single voxel method, and the multi-voxel method for aberration correction
in four simulated targets is shown in representative beam maps acquired at the focus location. All three
correction algorithms successfully refocused the peak pressure better than when no aberration correction
was applied through intact skull. The multi-voxel method performed better than the single voxel method up

Intact Skull

Intact Skull + Multi-Voxel Method
Single Voxel Method ntact Skull + Multi-Voxel Methoc

Intact Skull Intact Skull + TR 4N Free-Field

ANESANAVAVAVARAY

Y(cm) +2

+2  X(cm) -2 +2  Z(cm)
X N

N]

2

~
N
*®

+2  X(cm) -2 +2  Z(cm)
X N]

N]

Y(cm) +2

2
S
B

+2  Z(cm)

-2

+2  X(cm)

N
<
7
El
-
I

2
P
R

+2  Z(cm)

-2

-2 X(cm) +2
2

- Y(cm) +2

+2  X(cm)

to when N images were included in the least-squares fit.
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Figure 5.10: Beam profile plots before and after aberration correction. The effectiveness of virtual time
reversal, the single voxel method, and the multi-voxel method for aberration correction in four simulated
targets is shown in representative beam profile plots acquired at the focus location, corresponding to the
beam maps in Figure 5.9.
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Figure 5.11: Representative MR-ARFI displacement images in an ex vivo phantom. MR-ARFI images
were acquired using our transcranial MRgFUS system at 650 kHz using 10 ms sonications and a 2D spin
echo MR-ARFI pulse sequence. A set of phase aberrations were programmatically applied to the trans-
ducer elements prior to transmission, which emulate skull-induced aberrations observed in the PCC (50.6%
reduction in displacement).
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Figure 5.12: Estimating programmed aberrations with single and multi-voxel refocusing algorithms. The
single and multi-voxel MR-ARFI-based refocusing algorithms were used to estimate aberrations from an
acoustic pressure field programmatically aberrated in phase (black line). Both the single voxel (orange) and
multi-voxel (cyan, solid) refocusing algorithms with 4N acquisitions (32 images) estimated the aberrations
with similar RMSE compared to what was programmed. We identified a set of N aberrated acquisitions that
estimated the programmed aberrations with even lower RMSE when the multi-voxel method was used.

which recovered 98.1% of the peak displacement.

5.5 Discussion

In this work, we provide preliminary evidence for the use of a multi-voxel algorithm for rapid
aberration correction of transcranial MRgFUS acoustic pressure fields. We developed a simula-
tion workflow for deriving skull-induced aberrations from an intact human skull and subsequently
evaluating the effectiveness of MR-ARFI-based aberration correction algorithms in deep and su-
perficial targeted brain regions. We evaluated the multi-voxel algorithm on simulated and ex vivo
platforms of skull-induced aberrations, and showed that the algorithm can refocus the acoustic
pressure field with as few as N MR-ARFI-based intensity measurements. This represents a 75%

reduction in the number of acquisitions currently required for refocusing with MR-ARFI.
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Figure 5.13: Refocusing acoustic pressure fields with single and multi-voxel refocusing. The estimated
aberration corrections determined from the single and multi-voxel MR-ARFI-based refocusing algorithms
were used to refocus the programmatically aberrated acoustic pressure field. Both the single and multi-voxel
refocusing algorithms with 4N acquisitions refocused the acoustic pressure field to within 70% of the peak
displacement with what was obtained free-field. However, the multi-voxel refocusing algorithm with N
acquisitions provided the best refocusing quality (98% recovery of peak displacement).

Through acoustic simulations, we derived sets of complex-valued amplitude and phase aberra-
tions from four different targeted regions in the human brain (Figure 5.3). We observed significant
spatial heterogeneities in the patterns of the aberrations that were estimated, which are qualitatively
in agreement with a few studies that have published patterns estimated from other human skulls
[93, 142]. Both amplitude- and phase-based aberrations are generally lower in magnitude near the
center of the skull where incident waves are less likely to be reflected (ACC, L PrCG). However,
this is not always the case, as in the PCC, which had a relatively flat amplitude aberration across the
transducer face, but a sharp phase aberration close to the center of the skull. Similarly, the L PoCG
exhibits a left-to-right gradient in the magnitude of the estimated aberrations. In all cases, each of
the three aberration correction algorithms tested (virtual time reversal, single voxel method, multi-
voxel method) were successfully able to refocus the acoustic pressure field better than when no
aberration correction was applied. Interestingly, the single voxel method had better performance
in the superficial brain targets than the deeper targets (Figure 5.9). In both deep targets, the single

voxel method was unable to reliably estimate the amplitude aberrations (Figure 5.7). Since the
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single voxel method computes the complex-valued aberrations in a mean ROI near the acoustic fo-
cus, it is possible that the spatial variations in the amplitude aberrations induced by the skull were
too high to be effectively encoded by this method. The multi-voxel method is relatively insensitive
to these effects, since it attempts to estimate the best set of amplitude and phase aberrations that
explain the aberrated pressure field measurements induced by the skull from a large number of
voxels, not just in an ROI measurement near the focus. We showed that the multi-voxel method
robustly estimated aberrations when as few as N images (corresponding to the first N column vec-
tors of the Hadamard matrix) were included in the least-squares fit. We additionally showed in
simulations that same-size k-means clustering can be used to compress the estimated aberrations
to just N/16 logical elements (Figure 5.5), which reduced problem complexity when performing
subsequent ex vivo experiments ex vivo with a programmed skull.

Our ex vivo experiments with MR-ARFI-derived intensity measurements showed that the multi-
voxel algorithm can refocus the MRgFUS acoustic pressure field with as few as N MR-ARFI scans
(Figures 5.12 and 5.13). In our analysis, we identified the "best set" of N candidate images by it-
eratively eliminating the acquisitions that did not significantly contribute to the least-squares fit.
Interestingly, including fewer aberrated images in the least-squares fit provided better performance
than when all 4N images were included. This suggests that some error in the model used may
be present when determining the aberration corrections with a greater number of images. For
example, non-linearities in the acoustic pressure field may propagate to the MR-ARFI-derived es-
timates of acoustic intensity, which is assumed to follow a linear relationship [76]. In addition,
even when sonicating in a linear regime, non-linearities in the tissue elastic response are known
to be present [200]. The methods described in the present study would in practice require a priori
knowledge of the programmed aberrations prior to the refocusing procedure. Still, we show that a
set of significantly fewer candidate images than is currently required can be used to estimate aber-
ration corrections and refocus the acoustic pressure field with excellent refocusing quality (Figure
5.13). Future work with this technique will identify more systematic ways of choosing which aber-
rated images to include for the fitting procedure that are valid for a number of different aberration
patterns.

Adaptive focusing with MR-ARFI offers several advantages for transcranial MRgFUS aber-
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ration correction. The standard aberration correction method uses a preoperative CT scan of the
patient’s skull to derive element-wise amplitude and phase corrections that refocus the acoustic
pressure field through the skull. Eliminating the need for CT-based aberration correction would
benefit treatment planning for several reasons. Both CT-based refocusing methods (ray-tracing,
virtual time reversal) are parametric and require a priori knowledge of skull acoustic properties.
Established methods use empirical assumptions of wave propagation that were largely derived from
ex vivo human skull fragments [48, 123]. Studies have shown that the relationship between skull
acoustic properties and CT-derived Hounsfield units is not straightforward, since it varies with pho-
ton energy and reconstruction method [147]. Comparisons between simulated and experimental
treatment efficiencies have revealed the need for skull-specific acoustic models, which is limited
by the availability of patient data to validate such models [50, 51, 53]. Depending on the acoustic
solver that is used, CT-based refocusing can take hours to produce one set of amplitude and phase
corrections per targeted focus location [126]. In addition, a registration step is required to align the
CT referential frame to MR, which could introduce simulation errors if the transducer model is not
properly aligned to the patient’s skull in situ. Systematic variations in assigned medium properties
result in significant changes in the simulated results [148, 149]. CT scans also contain ionizing
radiation, which is undesirable in transcranial MRgFUS studies with healthy controls. Conversely,
MR-guided focusing enables immediate feedback of focusing quality. It makes no assumptions of
acoustic properties in the supporting medium, and thus can produce a set of amplitude and phase
corrections for any aberrator configuration to refocus the acoustic pressure field in situ.

Ongoing work in this field is aimed at improving the efficiency of adaptive focusing, either
by reducing acquisition times and/or the number of required intensity measurements to compute
the complex-valued aberration corrections. The first demonstration of MR-ARFI-based refocusing
in a clinical MRgFUS environment required 1536 Hadamard-coded emissions (384 elements X
4) and took 2 hours of acquisition time to refocus the acoustic pressure field [142]. Since then,
Zernike polynomials have been proposed to replace the canonical Hadamard basis transformation.
One study showed that the number of Zernike-derived emissions required to approximate a set of
skull-induced aberrations represented a small fraction of the number of elements (= 0.8N). Un-

fortunately, the aberration corrections in that study were largely derived from simulations, so its
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performance in situ is unknown [143]. Another study showed that random calibration measure-
ments could be fit in a least-squares sense to the complex-valued free-field pressure transmission
matrix to further improve refocusing efficiency. Again, this study derived aberration corrections
from simulated acquisitions of MR-ARFI, so its true benefit is unknown. Also, it did not recognize
that displacement is proportional to temporal average intensity, which is a quantity that does not
contain phase information [144]. Efficient adaptive focusing with MR-ARFI has been achieved
with a rapid EPI pulse sequence acquisition. One study estimated aberration corrections from 64
groups of 4 elements (256 physical elements) in less than 10 minutes using an EPI pulse sequence
optimized for MR-ARFI. However, it used a short TR of 44 ms to obtain a short acquisition time,
which resulted in a high duty cycle (2.3%) and unacceptable heat deposition at the focus (4.86
°C) [145]. A hybrid MR-ARFI/simulation approach has also been proposed, but it requires a sep-
arate simulation step, and its benefit was minimal in the setting of skull-induced aberrations (<
0.1 rad improvement in phase) [146]. In the present study, we show that aberration corrections
may be estimated from many fewer pressure field measurements in situ after fitting to pre-acquired
complex-valued pressure fields via magnitude least squares optimization. This method benefits
from beam illuminations across the entire pressure field since aberrations are estimated from pres-

sure measurements in multiple voxels jointly (the "multi-voxel" method).

5.6 Conclusion

We proposed and validated a multi-voxel MR-ARFI-based aberration correction method that can
refocus transcranial MRgFUS acoustic pressure fields with as few as N MR-ARFI scans. The
method was evaluated in simulated and ex vivo models of human skull-induced aberrations and
performed better than the canonical single voxel MR-ARFI-based refocusing method, which re-

quires 4N MR-ARFI scans.
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Chapter 6

Conclusion

6.1 Contributions of this work

Advancements in magnetic resonance imaging (MRI)-based targeting methods have been pre-
sented for guiding transcranial MR-guided focused ultrasound (MRgFUS) applications during high
intensity ablation treatments via volumetric thermometry pulse sequences (3D SoS EPI; Chapter
3), and also during low intensity neuromodulatory treatments via MR-acoustic radiation force
imaging (MR-ARFI) pulse sequences with optical tracking-based neuronavigation (Chapter 4).
In addition, a rapid aberration correction method is described that uses pre-calibrated MR-ARFI-
derived intensity measurements fit to a set of a few aberrated measurements acquired in situ via
magnitude least squares optimization in order to focus ultrasound through the skull (Chapter 5).
The methods described in this dissertation are generally applicable to any MRgFUS platform when

concurrent MRI guidance is available during treatment.

6.2 Future work

6.2.1 Enabling in vivo aberration corrections with the multi-voxel algorithm

We have demonstrated that the multi-voxel algorithm can be used to refocus transcranial MRgFUS
acoustic pressure fields with many fewer MR-ARFI-derived intensity measurements than are cur-
rently required. The algorithm benefits from a set of complex-valued pressure field calibrations
that are pre-acquired from separate in silico or ex vivo experiments. We have already developed a
workflow for deriving the complex-valued pressure field matrix in acoustic simulations with an ac-
tual human skull, and furthermore demonstrated a benefit when multi-voxel refocusing was used to
refocus the pressure field compared to the canonical single voxel method. Future work with this al-
gorithm will develop methods to use the pressure fields computed from an in silico implementation
of the transducer with the aberrated images that are derived in vivo via MR-ARFI. Aberration cor-
rections that use a hybrid simulation/MR-ARFI-based approach have already been proposed [146],

though the existing technique uses an iterative strategy that continuously acquires MR-ARFI im-
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ages until the simulations agree with what was acquired experimentally. The methods proposed
here would use the simulated pressure fields to perform magnitude least-squares optimization with
a single set of aberrated MR-ARFI images. The MR-ARFI-derived pressure fields are expected to
be broader than what is computed in simulations, due to the viscoelastic properties of the tissue
in response to an applied radiation force field; we observed this effect in the present study, where
the beam width was much larger experimentally than what was computed in simulations. Future
work will adapt methods that can better model the MR-ARFI-derived intensity measurements in

simulations so that they agree with what is acquired experimentally [200].

6.2.2 Pressure field calibrations with multi-focus sonications

Phased array transducers enable flexible control of focusing for transcranial MRgFUS applica-
tions. For example, the acoustic focus can be steered from its geometric location, or multi-focus
sonications can be generated in order to improve treatment efficiency and/or enhance specificity
beyond what is capable with a single focus. We have already shown that the proposed multi-voxel
MR-ARFI-based refocusing algorithm benefits from beam illuminations across the entire pressure
field, since it uses magnitude least squares optimization over a large number of voxels to estimate
aberration corrections. Future work with this algorithm will establish the efficacy of the algorithm

when steered and/or multi-focus sonications are used to calibrate the pressure field.

6.2.3 Dimensionality reduction techniques for rapid pressure field calibrations

Dimensionality reduction is a classic machine learning task that can reduce problem complexity
when working with high-dimensional data sets [201]. Since the number of elements in a typical
transcranial MRgFUS transducer phased array design is in the hundreds to thousands (e.g., 1024
elements for the Insightec ExAblate Neuro), element-wise modeling of the transducer is not prac-
tical in a short time frame. We have shown that strategies like k-means clustering can be used to
reduce the number of aberration corrections required to refocus the acoustic pressure field by a
factor of N/16 with existing aberration correction methods. Future work with the proposed meth-
ods will investigate the efficacy of other dimensionality reduction techniques for determining the

optimal set of logical elements that can represent the full array but with fewer driving functions.
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