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Abstract

Using 114 years of U.S. stock market data we relate movements in stock
prices to changes in technology. We find

e Highly significant vintage effects in stock-price data that are especially
strong in the 1920’s. We interpret the vintage effects as shocks to organi-
zation capital,

e A rise in the productivity of organization capital at a rate of 1.9 % per
year,

e A large shift to stocks and away from debt finance over the entire period,

e The smallest stock-market entrants have been getting smaller, probably
because it is getting cheaper to go public, and

e Three major technological waves: The electricity wave (1895-1930) the
“post-WW?2” technological wave 1945 - 1970) and the IT wave (1971 -
...). The puzzle is that most value is created by firms that enter at the
tail end of the waves.

1 Introduction

We study how technological change affects the economy and the stock market. We
find that some vintages of entrants have far more surviving value than others. Rel-
ative to trend, the 1920’s firms are the most remarkable on this score and this runs
counter to the conventional view that the "20s were a time of exuberance and unsound
investment. We also find that over the past century and, especially over the past 30
years, entrants seem to find it easier to list on one of the exchanges, and this has
probably raised the speed with which the economy will absorb any new technologies
that may arrive.

*NYU and Vanderbilt University. We thank the National Science Foundation for support, and
Bob Lucas for comments.



Figure 1 provides an accounting of the value, in 1998, of all firms that were then
listed on the three major U.S. stock exchanges: the NYSE, the AMEX and the
NASDAQ.! The solid line accounts for the total 1998 value of the stocks by year of
their first listing.? An OLS regression of its logarithm on a constant and linear time
trend indicates annual growth of 4.53 percent

Some vintages retain a strong presence in 1998, even allowing for the volume of
investment. The dashed line in Figure 1 accounts for all cumulative real investment
by the vintage of that investment. * Relative to that investment, the '50s and even
the ’60s, which saw the Dow and the S&P 500 indexes do very well and which some
economists refer to as a golden age — did not do as well as the 1920’s.

In a one-sector world in which firms financed their initial investments entirely with
stock-issues and replaced their capital as it wore out, the dashed lines and the solid
lines would coincide. Why, then, does the solid line deviate from the dashed line?

1'We extended the CRSP stock files backward from their 1925 starting year by collecting year-end
observations from 1885 to 1925 for all common stocks traded on the NYSE. Prices and par values
are from the The Commercial and Financial Chronicle, which is also the source of firm-level data
for the price indices reported in the famous 1938 Cowles Commission’s volume titled Common Stock
Prices Indexes. We obtained firm book capitalizations from Bradstreet’s, The New York Times, and
The Annalist. The resulting dataset, though limited to annual observations, actually includes more
common stocks than the CRSP files in 1925. Our study complements others that have begun to
build a more complete view of securities prices in other markets during this period. See, for example,
Rousseau (1999, 2000) on Boston’s equity market.

’In raw form, Figure 1 would include large spikes in 1962 and 1972 that correspond to the
years in which the AMEX and Nasdaq were added to CRSP. Since Nasdaq firms traded actively in
over-the-counter prior to 1972 and AMEX’s predecessor (the New York Curb Fxchange) dates back
to at least 1908, it is important to re-assign the capital of the AMEX and Nasdaq firms in these
spikes to an approximation of the “true” entry years. We do not know the actual years in which
the surviving 274 Nasdaq firms that entered CRSP in 1972 became active in OTC trading, but
we have, however, identified the incorporation dates for 117 (42.7%) of them from the March 1999
edition of Standard and Poor’s Stock Report. We also know incorporation dates for 907 (17.4%) of
the 5,213 firms that entered CRSP/Nasdaq after 1972, and can thus use the sample distribution
of differences between incorporation and listing years of the post-1972 entrants to assign the 1972
firms into proper “IPO” years. We do this by starting with 1971 and re-scaling the distribution of
post-1972 differences to include only the relevant distances. For 1971, this procedure implies taking
the percentages associated with listing lags of 0 years and 1 year, re-scaling them to sum to unity,
and applying the re-scaled percentages of the share of firms incorporated in 1971 to the 1971 and
1972 entry years. We repeat the procedure for each year from 1970 back to 1885, re-scaling the
post-1972 sample density each time to include only the relevant year ranges. The result is a vector
of percentages of the 1972 Nasdaq entrants that should be assigned to each prior year. Even though
13.38% of the surviving 1998 capital can be attributed to firms that entered CRSP in 1972, not
all of this capital entered via Nasdaq. We therefore assume that the average entry percentage for
1969-1971 of 1998 capital (1.72%) entered the sample in 1972 through NYSE or AMEX, leaving the
differences (13.38%-1.72%=11.66%) to be re-distributed. We use a similar procedure to re-distribute
the 1962 spike associated with AMEX’s entry to CRSP.

3The cumulative investment series is private domestic investment from Kendrick (1961), table
A-Tla for 1885-1953, joined with estimates for more recent years from the National Income and
Product Accounts.
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Figure 1: Annual U.S. gross investment and the 1998 value of all listed firms by year
of listing.

Why, for example, do the vintage-"20s firms account for relatively more stock-market
value than they do for gross investment? Several explanations come to mind:

1. Technology: The entrants of the 1920’s came in with technologies and products
that were better and therefore either (a) accounted for a bigger-than-average
share of all "20s investment, (b) delivered a higher return per unit of investment
or (¢) invested more than other firms in subsequent decades. The state of
technology at the firm’s birth affects that firm for a long time, sort of like the
weather affects a vintage of wine; some vintages of wine are good, some not so
good, and the same seems to be true of firms.

2. Mergers and spinoffs: The dashed line is aggregate investment, not the invest-
ment of entrants (on which we do not have data). The entrants of the 1920’s
were, perhaps, not new firms embodying new investment but, rather, existing
firms that split or that merged with other firms and re-listed under new names,
or privately held firms that went public in the '20s.* Some mergers may em-
body a decision by incumbents to redirect investment and re-deploy old capital

*We adjust Figure 1 for mergers using several sources. CRSP itself identifies 7,455 firms that
exited the database by merger between 1926 and 1998, but links only 3,488 (46.8%) of them to
acquirers. Our examination of the 2000 Edition of Financial Information Inc.’s Directory of Obsolete
Securities and every issue of Predicasts Inc.’s F&S Index of Corporate Change between 1969 and
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to new uses. Such mergers arise because of technological change. Others may
arise because of changes in antitrust law or its interpretation. Either way, a
new listing may be a pre-’20s entity disguised as a member of the "20s cohort.

3. Financing. The entrants of the 1920’s may have financed a higher-than-average
share of their own investment by issuing shares, or they later (e.g., in the 1990’s)
bought back more of their debt or retained more earnings than other firms did.

4. Bubbles: The ’20s cohort may be overvalued, as may be the high tech stocks of
the 1990s, while other vintages may be undervalued.

5. Market power, monitoring: The '20s cohort may be in markets that are less
competitive or in activities for which shareholders can monitor management
more easily.

Only the first explanation invokes the quality of the entering firms. We build a
model in which differences between the solid and dashed lines in Figure 1 arise because
of factors 1(a), and 1(b) alone — a quality explanation as one would naturally use
with vintage wines, for instance. In justifying some of the assumptions, we implicitly
appeal to the market power that a firm derives from the patents that it may own on
its inventions and products. In the data work, we control for factors 2 and 3. We
believe that factor 4 does not contaminate our estimates because differences among
values of vintages have been highly stable over time (Jovanovic and Rousseau, 2001,
and reproduced as Figure Al in the appendix). That is, if a firm today is overvalued
relative to its fundamentals, it has more likely than not always been overvalued, and
that would seem highly improbable. Finally, we do not know how much the last
factor affects things.

Results From stock prices, we derive a series of estimates of the technology shock
to firms’ organization capital. The shock grows at about 1.9 percent per year but
is more variable than the technology shocks extracted from productivity data or
from information on the relative price of capital. Moreover, technology does not rise
monotonically because a monotonic shock cannot produce a large dip in values of a
vintage. We argue that a good technology is brought in and then appropriated by

1989 uncovered the acquirers for 3,646 (91.9%) of these unlinked mergers, 1803 of which turned
out to be CRSP firms. Further, we recorded all mergers from 1895 to 1930 in the manufacturing
and mining sectors from the original worksheets underlying Nelson (1959) and collected information
on mergers from 1885 to 1894 from the financial news section of weekly issues of the Commercial
and Financial Chronicle. With these source data, we then recursively traced backward the merger
history of every 1998 CRSP survivor and its targets, apportioning the 1998 capital of the survivor
to its own entry year and those of its merger partners using the share of combined market value
attributable to each in the year immediately preceding the merger. The process of adjusting Figure
1 ended up involving 5,422 mergers. The extent of the corrections suggest that any effects of mergers
that remain unaccounted for would be small.



the entrants of the day, perhaps with the help of patents and technological secrecy,
but we do not model these impediments to imitation.

The volatility of the estimated shock is not surprising considering that it is based
primarily on stock prices. Hayashi (1982 p. 223) and Pakes (1986 p. 403) have
found that a rise in a firm’s stock of capital or a rise in the number of its patents is
accompanied by an increase in its stock-market value that is far larger than one would
expect based on reasonable adjustment costs of investment in capital and knowledge.
Grossman and Shiller (1981) found that the S&P 500 index fluctuates more than the
dividends of the firms that comprise it, and De Long and Shleifer (1991) found that
closed-end fund values fluctuate more than the values of their component securities.

Previous work on vintage effects by Johnson (1980) on workers’ wages and by
Levin and Stephan (1991) on physicists’ research publications considers individuals
for whom one would expect negative age effects and positive vintage effects on per-
formance. Since age and vintage are perfectly negatively correlated, if each variable
operates linearly, their separate effects cannot be identified. To complicate things
further, the passage of time matters too. We have time effects, however, because the
solid line in Figure 1 is a cross-section quantity and we use it to extract a 113-year
series of technology estimates from the cross-section of 1998 prices of firms that en-
tered the stock market at different times. That is, the volatility of these estimated
shocks derives from relative stock-price volatility in 1998, and not time-series volatil-
ity. Moreover, Figure Al shows that the differences in values of the various vintages
are quite stable over time, which suggests that age per se does not matter here — the
’20s firms are not especially valuable because they are 65 years old but because the
pre-"20s vintages had much less value at a comparable age. We are not the first to
have detected vintage effects in stock prices because Gerdes (1999) has already found
them in the returns to buy-and-hold portfolios of stocks entering the CRSP.

2 Model

Our model follows a string of vintage capital models in the last few years, such as
Atkeson and Kehoe (1997), Cooley et al (1999), Helpman and Trajtenberg (1998),
Greenwood and Yorukoglu (1998), Hornstein and Krusell (1998). As in Lucas’s (1978)
exchange economy, the representative agent, Crusoe, plants trees that bear fruit. He
faces no uncertainty. The output of the final good is denoted by y;, and Crusoe’s
consumption by ¢;. Crusoe’s lifetime utility is

ZﬂtU (er) .

Trees. A tree’s fruit-crop, y, depends on its quality, 0, which is fixed over time,

and on 1its variable input, m:
y = 0" *m”. (1)



The variable input is produced using the services of capital, k, and labor, h:
m =k"h'""

Since o < 1, returns to the variable inputs diminish and Crusoe prefers to have many
trees. A tree’s quality has a vintage-specific part z and a tree-specific part e:

0 = z,e.

Crusoe starts every period with the same menu of tree-specific qualities given by the
density of €, f (). Crusoe knows a tree’s e before he plants it, and therefore plants
only qualities above some threshold. Once planted, the tree springs forth and yields
fruit right away. The first few trees that Crusoe plants are of very high quality, and
he will plant some at each date. Trees yield fruit in the same period and continue to
yield that fruit for ever.

Variable inputs. Physical capital is homogeneous and it evolves as follows:

keyr = (1= 6) ke + qoe,

where x; is fruit set aside for capital production. Labor quality, h, evolves exogenously,
with a growth-factor . That is,

hiv1 = vpha,

Planting: We assume that ¢, is the fixed cost of planting a tree. If s, is the worst
tree planted at ¢, the number of trees planted is n (s;) = f;:o f (¢)de, and in units of
fruit the cost is ¢;n (s¢).

Income identity: Aggregate output, Y, is divided between consumption, invest-
ment in physical capital, and investment in trees:

Yi=ci+x + dn (se)

2.0.1 Interpretation

The model contains four sources of technological change:

1. In trees: z; is the quality of the technology embodied in trees planted at date
t. This is the shock that will explain the puzzle displayed in Figure (1)

2. In equipment: q; is a technology parameter embodied in the equipment made
at date .

3. In finance: ¢, is the cost of planting trees, the cost of starting a project. One
part of this cost is presumably the cost of getting funds.

4. In labor quality: h; is a labor-augmenting technological change parameter.
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To get to something intuitive and estimable, we have sacrificed some realism.
First, technology is exogenous. Second, trees do not absorb a maintenance fee, and
so, as in the first-generation vintage capital model of Solow (1960), trees are not
abandoned. Third, obsolescence of trees occurs only through interest-rate movements,
an assumption that Hobijn and Jovanovic (2000) relax, and one that we entertain in
a version of this paper that circulated last summer. Fourth, tree-quality is known
before the tree is planted, an assumption that Jovanovic (1982) relaxes. Fifth, this is
a perfect foresight model in which technological “shocks” are exogenous and perfectly
foreseen.

2.0.2 Crusoe’s decision problem

Fach period, Crusoe spreads his capital among trees of all vintages so as to maximize
total output

I,??S)C{Z/ (z02)' (€)hi"(€)}af(€)d€},

subject to:

Z / e)de < ky, and Z / f(e)de < Iy

V=—00 V=—00
We then have the aggregation result:

Proposition 1
= A (kM)

where
t—1

A = Z 2o H (sy) (2)

V=—00

Proof: Take any distribution on the line, say ¥ (). The optimal policy to the
problem

(n;ao((){Y _ /ela k7 (0) 1 (6)" "] A (9)} ot. /k:(&)d\l/ (0) = k and /h(@) 4T (0) = h
k(8),h(0

is of the form k (0) = k6/6 and h(0) = h0/0, where 6 = [ 0dV (0). Substituting for

k (0) and h () into the criterion, Y = (9) e (K"h1")%. Finally, letting W (0) denote

the distribution of quality among all living vintages of trees, we get 6 = A;,. R



Then

¢ = Ay Omg =z — dn(sy)
kivq—(1—906)k
_ Agfam?c . ( t+1 ( ) t) . ¢tn (31&)7
4y
and, from (2), the law of motion for A; is
Apyr = A+ 2 H (1) (3)
which we can solve for s and write the result as
= 5 <Z7 A7 A/) )
so that % = —ZS;(S) and 85 = — f( 3 The Bellman equation pertaining to Crusoe’s
decision problem is
1-o 1-n\ & k' — (1 _ 6) k / / /
Vi(k,A) = max U A (k" ")~ T a — ¢ [1 = FA[S (20, A, AN ) + BV (K, A)
t

This problem is now unconstrained. Its two first-order conditions are

1 ! 8%4»1
—=U" (¢r) + =0,
. () + 8 T,
and,
¢t / 8Vlvﬂrl
Tty _
2t St ( ) ﬂaAtJrl

The envelope theorem gives us

oV, o ye  (1—96) 1
o <O‘"k:t Ry RC)

and

8‘/1; _ Yt ¢ /
T4~ <(1— )At+zt3t>U (cr)-

Updating these two expressions to ¢t 4+ 1 and substituting into the previous two gives
us the two first order conditions purged of the unknown function V:

1-6
——U/ (Ct) + ﬂ <Oé Zt—+1 + > U/ (Ct+1) ) (4>
t+1 qt+1
and 5 5
— LU () + <1—a Yol it >U’c =0. 5
150 (ce) + 81 ( )At+1 it (ceq1) (5)



2.0.3 Decentralizing the allocation

Markets are competitive and there are no external effects, and so the optimum should

decentralize easily. Defining the rate of interest r, implicitly by 5 jm =8 UU/,((C;SI),

we

combine (4) and (5) into one condition:

1-6
1+7 =g <omyt+1 4 >> _ o <(1 —ay ey >

ki dt+1 ¢t Ay Zt+15t+1

This asset market condition equates the returns to three different forms of saving and
storage: (1) earn 1+ 7, dollars per dollar saved in the bank; (2) convert the dollar
into ¢ machines, use them to produce (i.e., receive a rental of) granyiy/key1 units
of tomorrow’s output, sell the undepreciated machines at 1/¢,,; dollars per machine;
and (3) convert the dollar into 1/¢, trees of quality z;s; each, get their dividends

tomorrow and then sell them. Trees drav&lfgnthe aresidual income and their share of
output is (1 — «). The quantity (1 — «) ( ”1) hg:ln)a is the additional dividend,

Agr1

P11
Z¢418t+1
the additional surviving trees. So, the last (or worst) tree that is planted in each

and the quantity is the resources that Crusoe can save tomorrow by having
period has the same yield as the purchase of a machine. But the inframarginal trees
are more rewarding.

Next, the factor market. The marginal product of capital is equated to the user
cost of capital, J;. That is,

1—96
QNYr1 147, — Qt( )
l{ft+1 gi+1
Tt 6 + Gq,t

= J, (6)

where g, is the growth of ¢, at date ¢. In terms of the final good, the price of capital
is 1/¢; and the user cost of an efficiency unit of capital is J;/g;.

Similarly, while Crusoe takes his labor endowment as exogenous, for a firm it is
a choice variable. The firm will set the marginal product of skill equal to its shadow
price:

a(l—n)==w
When the inputs of k and h are priced in this way, the net income from a tree is

max {6" “m* — Jk —wh} = (1 —a)y (0,w,J),

k,h

where

y(0,w,J)=Q(w,J)0

is the tree’s fruit yield and where

Q (w; J) = (O”l" (1 — 7])177> af(1-a) |

wi-—njn



The price of a tree is the present value of the income it generates:

pe (0) =m0,
where -
U it
m=(1-a) ZﬁjﬁQ (werj, Jrs) - (7)
=0

Let P,, be the date - ¢ value of all vintage - v trees:

P, =Tz, /OO ef (e)de (8)

v

It depends positively on the tree-vintage shock z,, positively on vintage v investment
as indexed by the identity of the marginal project s,, negatively on the growth of g,
because that raises J;, and negatively on the price of skill w;.

We can not predict the series for the solid line in Figure (1). Since y is linear
in 0, so is p. That is, p; (0) = 740, where 7, does not depend on the tree’s vintage.
At any date, then, the value of the capital of various vintages is proportional to
the aggregate quality that each vintage accounts for. Thus we get a series for the
percentage of 1998 value of each vintage that we had earlier plotted as the solid line
in Figure (1). According to the model, that series is

Pt,v o ~u f;;o 5f (5) de
Ev’gt Ptﬂ)/ Zv/gt Zy! fsi(: E:f (5) dg’

where ¢ = 1998. Now let A > 1, and let £ have the Pareto distribution

(&) =2, (9)
for £ > 0. Then [ cf (s)de = [" e e = s *and so

P, Zys07*

_ v

- 1-X
ZU’St Ptﬂ)/ ZU’St ZU’SU/

This will be the starting point for the empirical work.

2.0.4 Long run growth

Assume that vy, > 1, v, > 1,7, > 1 and v, < 1 are given. By “y,”, we mean the
growth factor of variable “b”. We shall describe a path along which ¢ grows at the
growth factor . The following result is proved in the appendix:
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Proposition 2 The long-run growth factor forY is

1-«
v = <[%%(; N/ A} Iy

and its long run growth-rate, approximately, is

> M [Aa(l-n)+1—a]

A
Aa(l-=n)+1—-a

g%

CELIEE Y

{(1_a)92+7]a9q+a<1_7])9h+

If n =1 and the labor input drops out, these expressions simplify to

v =7, 0"y

or, in terms of growth rates, the long run growth rate of Y is

gr 1A_—aa9q+kgz + (1 =X gy
A comment on the heterogeneity of trees and the effect on growth of the rollback
of the extensive margin. If the planting of trees becomes cheaper over time, v, < 1
and g4 < 0. If ¢ declines steadily, the parameter A determines how much that decline
will raise growth, and we shall elaborate on how it works.
The number of trees planted is n (s) = fsoo e e = %s”‘,and their aggregate

quality is H (s) = fsoo e e = 5)\1:; As s — 0, n(s) and H (s) both grow without
bound, but quality per tree, % = (ﬁ) s, converges to zero as s — 0. As figure

2shows, the higher is A, the more slowly does quality converge to zero, and this opens
the door to a bigger boost to growth as the extensive margin is rolled back.

3 Estimation

To relate the model to the data, we assume that a firm owns and manages exactly
one tree, so that each tree planted at date ¢ represents an initial public offering of a
new firm. Thus we shall explain the pattern in Figure (1) with the 2’s — that is, with
vintage organization capital shocks.

3.1 Vintage organization capital

Organization capital is whatever makes a collection of people and assets more produc-
tive together than apart. Firm-specific human capital (Becker 1962), management
capital (Prescott and Visscher 1980), physical capital (Ramey and Shapiro 1996),
and a cooperative disposition in the firm’s workforce (Eeckhout 2000 and Rob and
Zemsky 1997) are examples of organization capital. Most of that capital is probably
not on the firm’s books and is an “intangible” asset. Moreover — and this is what
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Figure 2: The Pareto Distribution.

matters here — the nature of organization capital will reflect conditions that prevailed
at the time the firm was created. The firm founder’s idea, the patents that he may
take out on it, and the plant and equipment that he acquires at the TPO stage will,
presumably, all reflect technology that was state of the art and the relative prices of
inputs that prevailed then. The firm’s founder and its original managers will often
pick their successors and the initial character of the organization may live on even
after they are no longer with the firm. The firm will, in other words, carry an “im-
print”, as Carroll and Hannan (2000, ch. 9) put it, and the imprint will persist if
the organization capital is subject to adjustment costs. Organization capital must
indeed be costly to change, because many a firm will disband, sell its assets off at a
mere fraction of their marginal internal value and impose on its members the costs
of searching for new jobs, rather than reorganize internally.

Organization capital differs from other intangibles because it is costly for other
organizations to acquire. An example is a patent on a technological invention. To
get the most out of its patent, a firm will buy specific machinery and hire the kind of
labor needed to work that technology. The organization is then built around the idea,
and it determines the value of the firm. How much of the firm’s value derives from
intangibles? One way to judge this is to look at the tangible assets that are included
as part of a firm’s book value. Figure 3, which is the frequency distribution of the
ratio of market to book value for all 6,739 firms listed in the combined CRSP and

12



700
600 — ,
500 — -
400 — .

1 288 obs. with ratio > 7
300 [ and u= 2755\ 3

Frequency

200 —

100 —

Figure 3: Ratio of market to book valuations for 1998 CRSP/Compustat firms.

Compustat files in 1998, shows just how often and widely market values can diverge
from the value of the firm’s assets at historical cost. Before proceeding, we explain
why the median is not unity but 1.65, and then we explain why the ratio differs so
widely among firms.

(1) Why the median differs from unity: From (6), the marginal product of capital
is equated to the user cost of capital, J;. That is,

kit _ ANYer1
Gt 147 — —Qt;t:‘s)

Assume that 7 is fixed, and take the simple case in which ¢ is a constant, say at ¢ = 1.
Moreover, assume that ¢ is spending on underwriters, lawyers and brokers that does
not get on the books as an asset. Then k and y would grow at the same rate and a
firm with a capital stock of k would have a book value of

k:_ any

qg r+6
The market value of such a firm would be (1 — «)y/r and so the market-to-book
value of that firm would be

market value (1 —a) (r +9)

book value ram ’

13



which does not depend on a firm’s € or on its vintage. In other words, all firms would
have the same market-to-book values. The 1998 median of the M /V distribution in
Figure 3 1s 1.65. If n = 0.33, r = 0.055, and 6 = 0.125, we should have

(I—a)(r+6) a (0.18)
Ty = 165, sothat T = 55771033 (0.055)”

which gives o = 0.86, just a little below what one would expect.

(i1) Why dispersion arises in Figure (3): Dispersion among vintages arises if g
grows over time. In that case, young firms have gotten more k per dollar spent,
and their ratio of market to book value should be higher. Dispersion within vintages
occurs if a part of ¢ shows up on the books. Large firms can spread this fixed cost over
more output and their market-to-book values should be higher. One could derive this
precisely but the long and the short of it is that young firms and large firms should
be in the right tail of the distribution.

3.2 Estimating the 2’s from the series in Figure (1).

min

Now let pj)" denote the period-t price of the lowest-quality (i.e., 0 = z,s,) tree planted
at date v. Then,

min pglin
Diy = Tt2u50, or 8, = FZ’U (10)
o (1-2)
Substituting, (7¢) cancels, and

sy 1—=A
A min
Pt,v . ZU <pt,v )

P o A < min>17>"
ZU’St 2 ZU’St v! pt,v’

We need to correct for the trend away from debt and into equity. Letting e; denote
total stock-market capitalization and d; debt outstanding, we assume that the new

firms raise their capital through the two kinds of borrowing in the same proportion
as the old capital outstanding. Therefore, a fraction

_ &
St_et‘l—dt

of capital formation at date is financed through stocks. We do not explain this, but
we try to account for it by interpreting the solid line in Figure 1 to be the ratio

A min ) 1=
SUPQS,U o vRY <p98,v>

= TR
D ur<os Surbosv > or<os Evr 2o ()

. 1-X
X E Z)‘ pmln X
This lets us solve for the sequence ¢, = 20 (PE7) ——. Since we know £, and
> <1998 51)’23/ (ngzo

min : . R
piu™, once we have an estimate A, we can calculate our estimates of the 2’s, call them

?
b
Z’s.

14



Estimating A The number of trees planted at date t is given by n (s) = fsoo e 0t ge =

%sf)‘. The value of the marginal tree is

min

Peyg = ~tTt5¢,

while, if A > 1, the total value of all trees planted at ¢ is

o 1
P = e = .
tt 2Tt /St £ £ P 248y
Then _ .
gyt A —1 Dit smallest IPO
’ = = ’ = =wy < 1.
Py A Py/ny average IPO
Therefore, A = 1}wt .Our estimate for A would then, logically, use all the years together
as follows: 1008
. 1 1
STE 1—w;
t—1ee6 Wt

From ) to the 2’s Having found 5\, we compute the series for the Z’s shown in
Figure -. Since not all of the early years have surviving firms, we denote interpolated
values by a dashed line. An OLS regression of the logarithm of the Z’s on a linear
time trend, excluding any interpolated entries, implies an average growth rate of
1.9 percent per year. Gort, Greenwood and Rupert (1999, Figure 2) find that the
vintage effects in the rent on structures are similar to our estimates of the shocks — a
U-shaped pattern, but their estimates are not “cleansed” of quality in the way that
we have tried to cleanse ours through the use of pin,.

4 Entry distributions

Let Ny (p) denote the number of firms that IPO at a value exceeding p. Since p; (0) =
4l = Tz, and since f (g) = g*(H)‘)7

00 1 B
N (p) = / f(e)de = X?T?z?p A
p/ﬂ'tzt

for p > pgltin, and zero for p < p’gltin. The total number of entrants 1s IV, (p]tnin> The
density is
dN,
. t_ W?Z?p—(H)\) =

dp n (p)
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Figure 4: Estimates of z.
Total value created by date-t entrants is
R [e%] [e%] 1 S
V, = ﬂtzt/ ef (g)de = ﬂtzt/ e e = Tz )\514
pmin/ﬂ—tzt pmin/ﬂ—tzt 1 - pmin/ﬂ-tzt
1 )\pmin .
A A 1—X ¢ min
= oz p = ——N¢(p .
P A—1 (#i™)

Now we wish to report the densities by decade on an arithmetically-labelled log

scale. Note that p~(1*) = exp {ln [p*(HA)} } =exp{— (14 A)Inp}. Therefore sub-
stituting this into the previous equation and correcting for the share of equity in

external finance for each entry year, we obtain the density of n, on the Inp = x axis

i ={, STESR 0N

for x > In pmin
for z < In p™in
and this inderlies the solid lines in the figure.

t )

t

of the smallest one-third of entrants in a given year from the data as a robust estimate
of pin,  Figure 5 presents the series.

We have already estimated A and the z; sequence, and we shall use the average size
5

Finally we need the model’s prediction for
in the figure.

°The average firm size and average number of employees per business concern are also included
of a tendency for businesses to downsize.

These plots show that the decline in entry size after 1960 was not simply the result
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Figure 5: Characterizations of firm size.

7y in (7). To compute this, we shall assume that U (¢) = Inc and use the actual
sequence for per capita real consumption.® For w we would want the time-wage (wh)
divided by h, but we do not have a reliable measure of h. The U.S. has had a lot
of immigration over this period — less so in the middle, but most of it unskilled —
and so it was probably skilled labor that was relatively scarce. We shall therefore
use the skill premium as a proxy for w. Specifically, we combine Williamson’s and
Lindert’s (1980) estimates of the wage ratio for urban skilled and unskilled workers
for 1885-1894 with estimates from Goldin and Katz (1999) of the ratio of clerical to
manufacturing production wages for 1895-1938 and the returns to 16 versus 12 years
of schooling for men for 1939-1995.7

As for J, we will use the growth rate of relative equipment prices, after correcting
for changes in quality, to estimate the technology parameter q. Krusell et al. (2000)
build such a series for 1963-1992 by using the consumer price index to deflate the

5We construct the consumption series from unpublished tables underlying Kuznets (1961) for
1885-1928 and the National Income and Product Accounts for 1929-1998.

"Combining several very different series into a continuous “skill premium” is necessary due to
sectoral shifts in the skilled and unskilled labor forces that render particular measures of skill more
applicable to some periods than others. For example, a college education appears to have become
a more important determinant of income in the postwar period than it was in the earlier part of
our sample. Since the Goldin and Katz observations are generally decadal, we interpolate between
them to obtain an annual series for 1895 to 1995.
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Figure 6: The skill premium.

quality-adjusted estimates of producer equipment prices from Gordon (1990, table
12.4, col. 2, p. 541), which are available from 1947 to 1983, and then using VAR
forecasts to extend the result through 1992, and we will use this series. For 1947-
1962, we deflate Gordon’s series with an index for non-durable consumption goods
prices that we derive from the National Income and Product Accounts (NIPA).

To build estimates for the pre-1947 period, we begin with the cross-country rela-
tion between real per capita income (y) and the relative price of capital (p*) in 1980.
The cross-country regression, using data from Jones (1994), is

lnpf’lgso = const — 0.231n y; 1980

We then choose the constant so that the U.S. in 1947 is on the regression line, i.e.,

k
const — 0.23Inyus 1947 = Pirs 10475

thereby ‘splicing’ the pre- and post 1947 series at that point. Next, we use per capita
real GDP from the NIPA for 1929-1947 and from unpublished technical tables un-
derlying Kuznets (1961) for 1870-1928 to backcast the trend of U.S. quality-adjusted
relative equipment prices through 1870. A series of the relative prices of durable
goods can also be constructed directly from the NIPA and Kuznets sources. This
series has a gradual upward trend, presumably due to the lack of an adjustment for
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Figure 7: The relative price of equipment

quality. Nevertheless, the series might be expected to reflect fluctuations in rela-
tive prices reasonably well. To incorporate these fluctuations into our estimates,
we subtract the unadjusted NIPA/Kuznets series from our initial backcast, apply
the Hodrick-Prescott (1980) filter to the result, and add the residuals from the filter
to the backcasted series. Figure 7 presents our final estimates of quality-adjusted
relative equipment prices.

In applying this technique, we are assuming that the relative price of equipment in
the U.S. in 1900, say, was in the bottom twenty percent of the world’s countries. In
fact, with a relative price of equipment about four times higher in 1900 than in 1980,
the U.S. across time has differences similar to those between the U.S. in the 1980
cross-section and Pakistan, the Philippines, or Peru. Why, then, do we think that
there is any relation between the two sets of numbers? Two points in favor: First,
the quality adjustment is more uniform, we think, in the Jones data than it is in the
NIPA /Kuznets figures, although there is some quality-bias in the cross-country data
as well (Le., the U.S. uses better tractors than Zimbabwe and their price is higher).
Second, if these countries were at the same stage of development, they would perhaps
want capital goods that do similar things. On the other hand, the poor countries in
1980 used older capital than the advanced countries, but certainly newer vintages of
capital than were in use in the U.S. in 1900. If quality adjustment is imperfect, this
will make the 1900 estimate for the U.S. too low, and thus creates a downward bias
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in our relative price estimates the farther back we go. On these grounds, we should
be adjusting the NIPA /Kuznets numbers even more upward than we do.

With the model calibrated, we pool the data in each decade, generate histograms
of real firm entry size, and display them in Figure 8. We then superimpose the vertical
addition of the predicted densities upon these histograms.® We should note, however,
that the predicted distributions are conditional on the realized p™® sequence that
we cannot predict because we have no measure of ¢, so that we treat the latter as a
residual.

To assess the model’s ability to predict the market values of cohorts upon entry
to the market as well as their numbers, we next compare N, (p]tnin> and V, to the
observed quantities by decade. Table 1 shows that the model generally underpredicts
the amount of new capital that enters the market in each year

Table 1: Goodness of Fit
Number of Firms Value Entrants (bil. 1998$>

Model Data % Model Data %
1890-99 378 550 -31.3 48.7 152.5 -68.1
1900-09 116 540 -78.4 46.1 175.5 -73.7
1910-19 1067 1040 +2.6  241.8 301.5 -19.8
1920-29 4748 2715 +74.9 864.8 1007.1 -14.1
1930-39 557 1140 -51.2  197.3 342.9 -42.5
1940-49 373 1355 -725 1771.8  3436.1 -48.4
1950-59 111 1270 -91.3 89.5 599.4 -85.1
1960-69 1914 10040 -R0.9 559.3  3056.3 -81.7
1970-79 16120 22585 -28.6 1437.8  3820.7 -62.4
1980-89 55340 31610 +75.1 5211.0 4695.8 +11.0
1990-99 26770 34650 -22.7 3798.2 11028.2 -65.6

We have reduced the value that the model predicts for the early cohorts by using
a w series that tracks the skill premium — Figure (6). That series shows labor getting
much cheaper after 1914. Though not implied by the model, this measure may be
the right one if one wants to predict lifetime returns on firms that are adopting a
new technology. Skilled labor matters for adopting new technologies and less so for
using old ones. The use of this labor cost series helped us predict the initial entering
values somewhat better, yet now we end up underpredicting the early entering val-
ues. Another factor helping us is the secular rise in the user cost of capital implied
by the increasing downward slope of the relative price of capital in Figure (7) but,
quantitatively, this does not affect the predictions that much because the decline in
the price of capital is but one component of the user cost of capital and because the
share of capital is half that of labor. Nevertheless, it would have been as disastrous

8We adjust the eleven predicted densities displayed in Figure 8 by setting the sum of the areas
beneath them equal to the total area under the actual histograms.
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as it would have been inappropriate to use the standard pre-war estimates of the
relative price of capital.

5 Conclusions

One hundred and thirteen years of stock-market data reveal large vintage effects in
the quality of firms. Some cohorts of firms appear to be more valuable, per unit
of investment and in the aggregate, than others. These vintage effects, or quality
differences among the cohorts, persist over long periods of time and are not likely to
reflect noise or bubbles. Nor do they seem to be the result of merger waves or shifts
between equity and debt finance.

We argue that these differentials persist because organization capital is costly to
adjust. Indeed, the model assumes that it is infinitely costly except through merger.
Now, in fact, it is not impossible for firms in the bad cohorts to become like the
firms in the good cohorts, and we see firms trying to redefine themselves by imitating
the successful firms, by merging with them, by raiding their personnel, and so on.
Nevertheless, the costs of adjustment of organization capital must be large; if they
were not, we would not be seeing such large vintage effects in the values of stocks.

If the quality of organization capital does vary substantially over vintages, then
this has some interesting consequences. First, it implies that imitation must be
relatively hard. For, if it were easy, the firms born, say, in the 1970’s should have
done as well as firms born in the 1960’s. It appears, though, that the technological
laggard does not have such an easy time. The near-first movers on a technology do
well relative to latecomers. That may be why Europe is having trouble reproducing
the successes of the U.S. high-tech sector. One would like to know how the firms
born in the ’20s fared on world markets and how much of a development lead the
U.S. got through the success of those vintages. Implicitly, we are finding that because
of patents or other barriers to imitation, first mover advantages persist. The stability
of the inter-vintage value differentials persists over periods of time longer than the
18- or 20-year patent protection window. It seems that initial success feeds on itself
and so, therefore, does its absence. Our model asserts this much when we say that a
firm can tend only one tree and cannot switch trees, but this leads to the unanswered
question of why initial conditions should matter so much to the long-run value of the
organization capital of U.S. firms.

Finally, if our interpretation of the vintage effects is true, we have another puzzle.
The puzzle is not that value is created as late as 20 or 30 years after the technological
revolution has begun. Rather, the puzzle is that value is not created earlier in the
technological cycle. Figure 7?7 shows the average number of years between incorpo-
ration and exchange listing for 3,500 of the firms included on CRSP in 1998 by year
of listing The successful cohorts are not the very first but, rather, the later waves
of entrants and the gestation period for the birth of the successes is as long as 15
or even 20 years. The microprocessor is dated to 1971 but it isn’t until 1986 that
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Apple and Microsoft first list on the stock exchange. The WW2 inventions took 20
years to materialize in the successful entrants of the late 1960s. Finally, Niagara Falls
was completed in 1895 which many would say is the starting gun for the commercial-
electricity era and yet the successful entrants did not come until 20 - 25 years after
that. The delays may partly be illusory since many firms do incorporate years before
they first list on the exchanges, but, nevertheless, it is on its first-listing date that a
firm really cashes in on its success.
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6 Appendix

Proof of Proposition 2 By “constant”, we shall mean the value that a variable

assumes on the balanced growth path. Since H (s) = 5)\1:; ,
Vi =" (11)
From the evolution of k,
x
n=1-6+2, (12)

k
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¢y, x grows at the rate v, and from (12), since 2% is constant,

Ve = T (13)

From Y =c+ x + ¢n, where n = fsoo f (£)de is the number of projects. Then

V=4 (14)
From Y = Al @ (k‘"hl*")a
v =AY T me (15)

Substituting from (13) for v,,

—a a 1—m)ex o o 1—m)ex 1/(17770‘)
=75 (1) A = (e (16)
Since A'= A+ [T zef (e)de, vy =1+ ZH(S) Then ZH( ) is a constant so that
VY = Va- (17)
Substituting from (17) into (16),
e V)
7= (lval e ) (18)

It remains for us to solve for 7,, in terms of v, using

ZtSt kf?ﬂ > - (1-na ¢t+1
= — | (1l—«a)| —/ h + —
¢t << ) <At+1 o Zt415t+1

and - )

U 1

ﬂU ! (c’ ) p

Writing “—1” for date ¢, and omitting (for brevity) the subscript ¢+ 1, the above two
equations combine into

1 E\ ! 1-6 T\ “ 1
— =aq (=] Ay =p <1—a <—> h<1">a+—> 19
57 q1<A> = pog | ( )\ 7 . (19)

where p = %, so that

/YM — /YZ/YS (20>



If we can solve the above two equations for v, we are done. The first of these equations
implies that q (kn> P p=me g 4 constant, which means that gh'~"M* grows as fast

as (%)17 , or that

(1-n) ’y(l ajn
’Yq’)/h K k N (21>
WA

Now, by (13), 7Yy = Vi The second equality in (19) implies that u ( ) p=me
constant, which means that,

Tu = —a_na_(A-na y - y - y
Ya Ve Tn

where the second equality follows by (15) which states that v = v} O"yza’yg me , the
third equality stems from (17) which states that 7,7, = 774, and the last equality

(20) gives us

_ - 1/x
v VoV Vs v
vy =Ly, = -2 o (2 (23)
v, v, v v

follows because H =

where the second equality follows from (22). The last equality in (23) follows because

1
—1-X —A
—= d = -

so that ~y, = ;. Substituting from (23) into (18) yields

11—«
(e V(02 v\ I o (e
v = (hﬂH] ey ) = [% <7¢> ey

1/(1=na)

(1=2)/2
where we have used (11) which implies that v, = vl = (7‘1’) by (23).
Multiplying through by 7 raised to the power
(1-XN(1-«
A1 —na)

leads to an expression for 7y raised to the power

AMl=na)+(1-AN)(1-0a) —Mat+ra+l—a l(l-n+l-a
A (1= na) A=) A=)

Simplifying then yields

1-0]7% 0 0-na
v = <[%%§s )/} S
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Itn=1,
v =y Myt

whereas, if n = 0,

Approximately,
A (1—a)(l—X)
R 1-— . 1-—
g Aa(l—n)+1—a{< @) g: +nogy + o (l—n)gn+ 3 9
Iftn=1
A (1—a)(1—=2X)
g =~ E{(l_a)gﬁ-@gﬁ' \ 9¢

aX
= A¢g, + —— 1—A
9+1_a9q+< ) 94

whereas, if n = 0,

N A
N)\oz—l—l—oz

9

(1-a)(1-) }
9¢ ¢ -

{(1—a>gz+agh+ .
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Figure 10: Shares of market capital retained by ten-year incumbents cohorts
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Figure 11: Patents issued per million persons
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Figure 12: Ratios of market capitalization and debt to GNP
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