
Non-Contrast Perfusion Ultrasound Imaging for Evaluating Transarterial

Chemoembolization

By

Jaime Tierney

Dissertation

Submitted to the Faculty of the

Graduate School of Vanderbilt University

in partial fulfillment of the requirements

for the degree of

DOCTOR OF PHILOSOPHY

in

Biomedical Engineering

August 9, 2019

Nashville, Tennessee

Approved:

Brett C. Byram, Ph.D.

Daniel B. Brown, M.D.

Charles F. Caskey, Ph.D.

Michael I. Miga, Ph.D.

Don M. Wilkes, Ph.D.



To my husband, Matt, and to my parents, Mike and Johnna. Thank you for your

unconditional support and encouragement.

ii



ACKNOWLEDGMENTS

I would like to thank Dr. Byram for believing in me and providing me with the resources

I needed to complete this dissertation. I am extremely grateful and lucky to have had his

support and guidance throughout this process.

I would like to thank the other members of my committee: Dr. Brown, Dr. Caskey, Dr.

Miga, and Dr. Wilkes. This work would not have been possible without their insight and

willingness to collaborate.

I thank the members of the BEAM lab for their help, advice, and camaraderie. A special

thanks to Kristy Walsh and Kazuyuki Dei who have been there for me since day one.

I would also like to thank and acknowledge the staff of the Vanderbilt University AC-

CRE computing resource and our funding sources: NIH grants 1R35HL135790-01 and

S10OD016216-01 and NSF award IIS-1750994.

iii



TABLE OF CONTENTS

Page

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

1 Background and Significance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Fundamentals of Ultrasound Imaging . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Conventional B-mode . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.2 Doppler Ultrasound Theory . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.3 Overview of Velocity Estimation Techniques . . . . . . . . . . . . . . . 5

1.2 Tissue Clutter Filtering for Doppler Ultrasound . . . . . . . . . . . . . . . . . 6

1.3 Transarterial Chemoembolization (TACE) . . . . . . . . . . . . . . . . . . . 7

1.4 Challenges with Non-Contrast Ultrasound Perfusion Imaging . . . . . . . . . 9

1.4.1 Spectral Broadening of the Tissue Clutter Signal . . . . . . . . . . . . . 9

1.4.2 Ensemble Length and Frame Rate . . . . . . . . . . . . . . . . . . . . 11

1.5 Potential Solutions for Imaging Perfusion with Non-Contrast Ultrasound . . . 12

1.5.1 Adaptive Pre-Filter Phase Shift . . . . . . . . . . . . . . . . . . . . . . 12

1.5.2 Plane Wave and Plane Wave Synthetic Focusing . . . . . . . . . . . . . 13

1.5.3 Coherent Flow Power Doppler . . . . . . . . . . . . . . . . . . . . . . 14

1.5.4 Eigen-Based Clutter Filtering . . . . . . . . . . . . . . . . . . . . . . . 15

1.5.5 Statistical Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2 Developing an Adaptive Clutter Demodulation Scheme: Preliminary Studies . . . 18

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

iv



2.2 Adaptive Tissue Clutter Demodulation Theory . . . . . . . . . . . . . . . . . 18

2.2.1 Tissue Clutter and Blood Flow Models . . . . . . . . . . . . . . . . . . 18

2.2.2 Adaptive Tissue Clutter Demodulation Model . . . . . . . . . . . . . . 20

2.3 Adaptive Tissue Clutter Demodulation Implementation . . . . . . . . . . . . 23

2.4 Proof of Concept Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4.1 Data Acquisition and Beamforming . . . . . . . . . . . . . . . . . . . 25

2.4.2 Intentional Hand Motion Phantom Experiment . . . . . . . . . . . . . . 25

2.4.3 No Motion Phantom Experiment . . . . . . . . . . . . . . . . . . . . . 26

3 Evaluation of Adaptive Clutter Demodulation for Non-Contrast Ultrasound Perfu-

sion Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.1 Data Acquisition and Beamforming . . . . . . . . . . . . . . . . . . . 28

3.2.2 Sonographer Hand Motion Phantom Experiment . . . . . . . . . . . . . 29

3.2.3 In Vivo Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.4 SNR Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.5 Simulation Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.1 Sonographer Hand Motion Phantom Results . . . . . . . . . . . . . . . 35

3.3.2 In Vivo Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3.3 SNR Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.3.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4 Combining Adaptive Clutter Demodulation with Other Perfusion-Focused Ad-

vancements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

v



4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.2.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.2.2 Phantom Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.2.3 In Vivo Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3.2 Phantom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.3.3 In Vivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5 Adaptive Clutter Demodulation for Transarterial Chemoembolization Treatment

Evaluation of Liver Tumors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.2.1 Patients and Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.2.2 Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2.3 Post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2.3.1 Beamforming . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.2.3.2 Adaptive Demodulation . . . . . . . . . . . . . . . . . . . . . 84

5.2.3.3 Tissue Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.2.3.4 Image Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.2.3.5 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

vi



6 Developing an Independent Component Analysis-Based Spatiotemporal Clutter

Filtering Method for Non-Contrast Slow Flow Ultrasound Imaging . . . . . . . . 97

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.2 Theory and Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.2.1 ICA Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.2.2 Independent Component Sorting . . . . . . . . . . . . . . . . . . . . . 100

6.2.3 Blood Component Selection . . . . . . . . . . . . . . . . . . . . . . . 101

6.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.3.1 Simulation Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . 103

6.3.2 Phantom Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . 103

6.3.3 In Vivo Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.3.4 Beamforming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.3.5 Post-Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.3.6 Optimal Blood Component Selection . . . . . . . . . . . . . . . . . . . 106

6.3.7 Adaptive Blood Component Selection . . . . . . . . . . . . . . . . . . 106

6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.4.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.4.2 Phantoms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.4.3 In Vivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

7 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

vii



LIST OF TABLES

Table Page

3.1 Imaging cases are summarized by field of view (FOV), tissue clutter source,

probe, acquisition method, and transmit voltage. . . . . . . . . . . . . . . . 33

3.2 Bandwidths (BWs) averaged across subjects and corresponding velocities

at -60dB before and after adaptive demodulation for the sonographer hand

motion experiment (imaging cases 1-4). Standard error of the mean is shown

in parenthesis for each measurement. . . . . . . . . . . . . . . . . . . . . . 36

3.3 Bandwidths (BWs) relative to the noise floor averaged across subjects and

corresponding velocities before and after adaptive demodulation for the sono-

grapher hand motion experiment (imaging cases 1-4). The first column in-

dicates dB above the noise floor. Standard error of the mean is shown in

parenthesis for each measurement. . . . . . . . . . . . . . . . . . . . . . . . 37

3.4 Average bandwidths (BWs) and corresponding velocities at -60dB after adap-

tive demodulation with amplitude demodulation, phase demodulation, phase

& amplitude demodulation with varying median filter sizes, and phase &

amplitude demodulation with no median filtering for data acquired with

the L12-5 probe and SPW acquisition method (7.8MHz imaging frequency,

imaging case 2). Standard error of the mean is shown in parenthesis for each

measurement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.1 Simulation Experiment Parameter Summary. Baseline parameters are in

bold font. AD, SPW, PWSF, and IIR stand for adaptive demodulation, single

plane wave, plane wave synthetic focusing, and infinite impulse response,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

viii



4.2 Tumor-to-background contrast (dB) before and after TACE computed on

power Doppler images with no filtering and with all possible combinations

of IIR, SVD, CFPD, and adaptive demodulation (AD). GCNR values are

indicated in parentheses. Change in contrast = Cbe f ore−Ca f ter. . . . . . . . . 72

5.1 Summary of patient demographics and tumor characteristics for each sub-

ject acquisition. Tumor types consisted of neuroendocrine tumors (NET)

and hepatocellular carcinomas (HCC). Tumor size is indicated as the largest

measured diameter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.2 Post-hoc power estimates and p-values for comparisons between each pro-

cessing method and the conventional method. Adaptive demodulation and

mean phase shift are abbreviated as AD and MPS, respectively. . . . . . . . . 92

ix



LIST OF FIGURES

Figure Page

1.1 (a) Example RF line (blue) and corresponding A-line (red). (b) Example

RF amplitude image. (c) Example B-mode image. . . . . . . . . . . . . . . 2

1.2 Example M-mode image. . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Diagram of blood velocity detection coordinate system with ultrasound. . . 4

1.4 Schematic of ultrasound signal components and tissue clutter filtering. . . . 7

1.5 Schematic depicting spectral broadening of the tissue clutter signal and the

resulting overlap of tissue and perfusion signals. Non-perfusion blood sig-

nal is shown as the dotted orange curve. . . . . . . . . . . . . . . . . . . . 10

1.6 Theoretical lower bound on velocity estimation with ultrasound for differ-

ent imaging frequencies is shown in black. Average venule and capillary

flow are shown in blue and red, respectively. . . . . . . . . . . . . . . . . . 11

1.7 Schematic describing adaptive pre-filter phase shift. (a) Tissue signal has

non-zero mean velocity. (b) Phase shift modulates the tissue signal to be

about DC, allowing for more blood signal to be conserved. . . . . . . . . . 12

2.1 Displacement profiles in pink superimposed on top of corresponding RF

lines through slow-time are shown for several depths. . . . . . . . . . . . . 26

2.2 (a) Example M-mode data before adaptive demodulation. (b) Example M-

mode data after adaptive demodulation. (c) The average spectra through

slow-time before and after adaptive demodulation are shown in teal and

orange, respectively. Example half-width bandwidth estimate at -60dB is

shown in red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

x



2.3 Amplitude through slow-time is shown for two example depths from the

same data set. For each depth, amplitude is shown for the raw RF data

(purple), phase demodulated RF data (orange), and phase & amplitude de-

modulated RF data with (teal) and without (pink) median filtering. Individ-

ual power estimates in dB for each line are shown next to corresponding

labels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1 Spectra averaged through depth and across subjects are shown for (a) three

beamforming methods, SPW (teal), PWSF (orange), and MPW (purple),

before (thick) and after (thin) adaptive demodulation for the data acquired

with the L12-5 probe (7.8MHz imaging frequency, imaging cases 1-3) and

(b) the SPW beamforming method before (thick) and after (thin) adaptive

demodulation for the data acquired with the C5-2 probe (3.1MHz imaging

frequency, imaging case 4). A 35 sample median filter was used for the

adaptive demodulation for both cases. . . . . . . . . . . . . . . . . . . . . 35

3.2 Spectra averaged through depth across subjects are shown for the data ac-

quired with the L12-5 probe and SPW acquisition method (7.8MHz imag-

ing frequency, imaging case 2) for different steps of the adaptive demod-

ulation scheme. The frequency axis is cropped to highlight differences at

-60dB. Spectra are shown for baseline (black), after amplitude demodula-

tion (red), after phase demodulation (green), and after phase & amplitude

demodulation with median filter sizes of 141 (pink), 71 (purple), 35 (teal),

and no median filter (orange). . . . . . . . . . . . . . . . . . . . . . . . . . 38

xi



3.3 (a) Median relative power with respect to the last in vivo arterial occlusion

time point (for each filtering method) is plotted for every 50ms for each

filtering case: proposed filter (teal), proposed filter with no amplitude de-

modulation (orange), 20Hz high pass (purple), and 50Hz high pass (pink).

The time point at which the cuff was released is marked by the dark gray

vertical dotted line (at about 4s). (b) Power Doppler and corresponding

B-mode images (bottom row) are shown for 2, 8, 22, and 30 second time

points of the in vivo arterial occlusion scan for each filtering case: proposed

filter (first row), proposed filter with no amplitude demodulation (second

row), 20Hz high pass (third row), and 50Hz high pass (fourth row). . . . . . 40

3.4 (a) Median relative power with respect to the last in vivo muscle contrac-

tion time point (for each filtering method) is plotted for every 50ms for each

filtering case: proposed filter (teal), proposed filter with no amplitude de-

modulation (orange), 20Hz high pass (purple), and 50Hz high pass (pink).

The time points at which the muscle contracted and released are marked

with arrows (at about 8s and 13s, respectively). (b) Power Doppler and cor-

responding B-mode images (bottom row) are shown for 5, 17, 26, and 30

second time points of the in vivo muscle contraction scan for each filtering

case: proposed filter (first row), proposed filter with no amplitude demodu-

lation (second row), 20Hz high pass (third row), and 50Hz high pass (fourth

row). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.5 Power Doppler images are shown for the 22 and 17 second time points of

the (a) in vivo arterial occlusion and (b) muscle contraction scans, respec-

tively, for data processed with no median filter (first column), with median

filters of size 35 (second column), 71 (third column), 141 (fourth column),

and with no amplitude demodulation (fifth column). The corresponding

B-mode images are shown in the last column. . . . . . . . . . . . . . . . . 42

xii



3.6 B-mode and power Doppler images before and after adaptive demodulation

(using a median filter of 35 samples for the amplitude demodulation) are

shown for the 22s time point of the in vivo occlusion scan. . . . . . . . . . 42

3.7 Power Doppler images made from the 22s time point of the occlusion scan

for the proposed filter (first row) and conventional filter with 20Hz (second

row), 50Hz (third row), and 80Hz (bottom row) filter cutoffs. Dynamic

ranges between 5 and 15dB are compared. The maximum in all images is

3dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.8 Power Doppler images are shown for 0.5mm/s, 1mm/s, and 2mm/s parabolic

blood scatterer velocities for (a) normal and (b) adaptively demodulated

simulation data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.9 Power Doppler images of the 1mm/s peak velocity simulation with and

without adaptive demodulation (AD) (left and right in each column, re-

spectively) are shown for dynamic ranges between 5 and 15dB (columns)

with filter cutoffs between 0.1Hz and 5Hz (rows). . . . . . . . . . . . . . . 44

4.1 (a) Example realization of tissue (black) and blood (white) scatterers used

for simulations. (b) Example simulated plane wave synthetic focused B-

mode image on a dB scale. (c) Example simulated power Doppler image

with no tissue motion on a dB scale. (d) Root mean square of hand mo-

tion velocities (mm/s) for each tissue clutter realization. (e) Histogram of

velocities for an example pixel from an example tissue clutter realization. . 51

xiii



4.2 Example tissue and noise eigenvalue cutoff selection. (a) Tissue cutoff 1 is

selected by finding when the slope of the singular value magnitude curve

goes below a certain threshold (e.g., 5). (b) Tissue cutoff 2 is selected by

finding the first temporal eigenvector mean Doppler frequency to go above

a certain threshold (e.g., 1Hz). (c) The noise cutoff is selected by fitting a

line to the singular value magnitude curve and finding when the curve starts

to deviate from the line by more than a certain threshold (e.g. 0.05). . . . . 55

4.3 Simulated blood-to-background SNR (± standard error) for (a) varying

adaptive demodulation (AD) kernel sizes, (b) AD slow-time lag, (c) blood-

to-noise ratio, (d) tissue-to-blood ratio, (e) peak blood velocity, and (f)

imaging frequency. SNRs with and without AD are shown in gray and

black, respectively. Plane wave synthetic focusing and IIR filtering were

used for each case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4 Simulated (a) CNR and (b) GCNR (± standard error) vs. ensemble size

are plotted for single plane wave (SPW) (orange), plane wave synthetic

focusing (PWSF) (teal), and CFPD (purple) beamforming methods with

adaptive demodulation (AD) (dotted) and without (solid). (c) Simulated

power Doppler images for an example tissue motion realization are shown

for SPW (left), PWSF (middle), and CFPD (right) beamforming methods

with AD (bottom) and without (top) for the 400ms ensemble. Images are

on a dB scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.5 Simulated blood-to-background (a) SNR and (b) CNR (± standard error)

vs. ensemble size is plotted for IIR (teal) and SVD (orange) filtering meth-

ods with adaptive demodulation (AD) (dotted) and without (solid). (c) Sim-

ulated power Doppler images for an example tissue motion realization are

shown for IIR (left) and SVD (right) filtering methods with AD (bottom)

and without (top) for the 400ms ensemble. Images are on a dB scale. . . . . 64

xiv



4.6 (a) Average optimal IIR cutoff (± standard error) (black) vs. ensemble

size for baseline (solid) and adaptively demodulated (AD) data (dashed).

1Hz cutoff is shown in teal. (b) Average CNR (± standard error) obtained

with optimal cutoff (black) and with a 1Hz cutoff (teal) vs. ensemble size

for baseline (solid) and AD (dashed). (c) Baseline (top) and AD (bottom)

power Doppler images for a single realization made using a 400ms ensem-

ble size and conventional high-pass IIR filter with the following cutoffs

(imaged from left to right): 0.5, 1, 5, and 10Hz. Images are on a dB scale. . 65

4.7 (a) Optimal (black) and adaptive (teal) SVD average tissue cutoff (± stan-

dard error) vs. ensemble size for baseline (solid) and adaptively demod-

ulated (AD) data (dashed). (b) Average CNR (± standard error) obtained

with optimal (black) and adaptively selected (teal) cutoffs vs. ensemble size

for baseline (solid) and AD data (dashed). (c) Baseline (top) and AD (bot-

tom) power Doppler images for a single realization made using a 400ms

ensemble size and SVD filter (without noise filtering) with the following

tissue eigenvalue cutoffs (imaged from left to right): 2, 3, 4, and 8. Images

are on a dB scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.8 Blood-to-background SNR (top), CNR (middle), and GCNR (bottom) (±

standard error) vs. ensemble size is plotted for baseline (teal), SVD (or-

ange), CFPD (purple), and CFPD+SVD (black) with adaptive demodula-

tion (AD) (dotted) and without (solid) for (a) 1mm/s simulations (b) 5mm/s

phantom and (c) 1mm/s phantom. Baseline is plane wave synthetic focus-

ing beamforming with a conventional IIR filter and no AD. AD was applied

for all cases using a 10λ kernel size and 1ms slow-time lag. Simulated data

had a blood-to-noise ratio of 0dB and a tissue-to-blood ratio of 40dB. For

both simulations and phantoms, a 7.8125MHz transmit frequency was used. 67

xv



4.9 Qualitative example of the single vessel phantom with 5mm/s average blood

velocity. (a) B-mode image and power Doppler image made without filter-

ing. (b) Power Doppler images made with adaptive demodulation (AD)

(bottom) and without (top) for baseline, SVD, CFPD, and CFPD+SVD. A

400ms ensemble was used for all power Doppler images. CNR and GCNR

values are displayed on each image for reference. Images are on a dB scale. 68

4.10 Qualitative example of the single vessel phantom with 1mm/s average blood

velocity. (a) B-mode image and power Doppler image made without filter-

ing. (b) Power Doppler images made with adaptive demodulation (AD)

(bottom) and without (top) for baseline, SVD, CFPD, and CFPD+SVD. A

400ms ensemble was used for all power Doppler images. CNR and GCNR

values are displayed on each image for reference. Images are on a dB scale. 69

4.11 Gold-standard contrast-enhanced CT, anatomical SLSC and power Doppler

images before (top) and after (bottom) TACE. Post-treatment CT and ultra-

sound were acquired 2 months and immediately after TACE, respectively.

Power Doppler images are shown for each combination of adaptive demod-

ulation (AD), SVD, and CFPD as well as for baseline IIR filtering and no

tissue filtering. Dynamic ranges (DR) are displayed on each power Doppler

image and were chosen to ensure qualitatively similar noise floors. . . . . . 70

4.12 In vivo dynamic range evaluation. Power Doppler images are on a dB scale

and are shown for the data before TACE made with conventional IIR filter-

ing. Images without adaptive demodulation (AD) are shown in the top row

with dynamic ranges of 10dB (left) and 20dB (right). The image with AD

is shown in the bottom right and is made with a dynamic range of 10dB.

The plot in the bottom left shows the histograms of the data (after log com-

pression but before scaling to the maximums) with AD (gray) and without

AD (black). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

xvi



5.1 Cartoon depiction of the different transmit sequences used in this study. Fo-

cused scans acquire a single lateral location of an image at a time and are

focused at a single depth. Plane wave scans sacrifice transmit focusing and

involve transmitting from all elements at once to insonify the entire field of

view. Plane wave synthetic focusing (PWSF) involves transmitting multi-

ple angled plane waves and then summing them to gain transmit focusing

throughout the image (i.e., at all depths and lateral locations). . . . . . . . . 82

5.2 Example full field of view focused B-mode (top) and SLSC (middle and

bottom) images before (left) and after (right) TACE. Potential vessels are

indicated in the after TACE SLSC image that are not apparent in the B-

mode. Example crop region (orange), tumor (red), and background (yel-

low) ROIs are displayed on focused full field of view SLSC images in the

bottom row. B-mode images are scaled to individual maximums and are

displayed on a dB scale. SLSC images are scaled from 0 to the maximum

coherence in the image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.3 Focused B-mode, focused SLSC, and power Doppler images before (top)

and after (bottom) TACE for subjects 10 (a), 9 (b), and 5 (c). Power Doppler

(PD) images were made with conventional (Conv.) methods and with adap-

tive demodulation (AD) and SVD filtering. 27ms (16 samples) and 0.5s

(300 samples) ensemble sizes were used for the conventional and advanced

methods, respectively. SLSC images are scaled from 0 to the maximum co-

herence in the image. Potential vessels, tumor flow, and decreased flow are

indicated in the AD+SVD images that are not apparent in the conventional

PD images for each case. . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

xvii



5.4 Example dynamic range evaluation for subject 9 after TACE. Histograms

are shown on the left for power Doppler (PD) images made with conven-

tional methods (black) (i.e., 16-sample ensemble and IIR filtering) and with

adaptive demodulation (AD) and SVD filtering (gray). Histograms were

made after log compression and scaling to individual maximums. The or-

ange and green dots indicate the dynamic ranges adaptively chosen (middle

70% of the full dynamic range) for the conventional and AD+SVD cases,

respectively. Corresponding power Doppler (PD) images are shown on the

right on dB scales. PD images were log compressed, scaled to individual

maximums, and cropped to the adaptively selected dynamic ranges. . . . . . 90

5.5 Change in tumor-to-background contrast for each processing technique:

Conventional (Conv.), adaptive demodulation (AD)+Conv., mean phase shift

(MPS)+Conv., IIR, AD+IIR, SVD, AD+SVD. The median value for each

method is the central mark in each box. The 25th and 75th percentiles

are the bottom and top edges of each box, respectively. The bars extend-

ing from each box indicate the minimums and maximums, and outliers are

marked in red. Statistically significant differences from the conventional

method are indicated with * (p < 0.05) and ** (p < 0.01). . . . . . . . . . 91

5.6 Average contrast (left) and change in contrast (right) for varying ensemble

sizes and for each processing method: IIR (orange), adaptive demodula-

tion (AD)+IIR (purple), SVD (black), and AD+SVD (green). On the left,

contrast values before and after TACE are shown as the solid and dashed

curves, respectively. On the right, change in contrast for when no tissue

filtering is used is shown in teal for reference. The no tissue filter values

are negative likely because the lipiodol used during TACE is hyperechoic

and becomes structure in the tumor. . . . . . . . . . . . . . . . . . . . . . . 93

xviii



5.7 Focused SLSC and power Doppler images of subject 1 before TACE (top)

and after TACE (bottom). Power Doppler images are made using no tis-

sue filtering, IIR filtering, and with adaptive demodulation (AD) and SVD

filtering for ensemble sizes of 200, 300, and 400 samples (333ms, 500ms,

and 667ms). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.1 Example simulation realization for a 400 sample slow-time ensemble. Power

Doppler images shown in the top row are scaled to individual maximums

and a 20dB dynamic range. The power Doppler image on the left depicts

a case with blood flow only (i.e., no tissue or noise). The power Doppler

image on the right shows a case with tissue, blood, and noise with no clut-

ter filtering. The bottom row shows the energy of the singular values for

each principal component on the left and the correlation coefficients (as

computed in Equation 6.6) for each independent component on the right.

Example adaptive and optimal cutoffs are shown for each case (SVD on

the left and ICA on the right). A fixed noise cutoff of 20 was used for this

example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.2 Optimal and adaptive simulation results for a single realization using a 400-

sample ensemble and adaptive demodulation. Singular values are shown

for each principal component in the top left. The optimal and adaptively

selected principal component cutoffs are indicated in teal and purple, re-

spectively, and are equivalent for this case. Correlation coefficients for

each independent component (Equation 6.6) are shown in the bottom left

plot. Optimal and adaptively selected independent component cutoffs are

indicated in pink and orange, respectively. Corresponding optimal and ad-

pative SVD and ICA power Doppler images are shown on the right on dB

scales. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

xix



6.3 Simulated average correlation coefficients computed using Equation 6.7 are

shown for ensemble sizes between 20 and 1000-samples (i.e., 20ms and 1s).

Optimal and adaptive results are shown in the top left and right, respec-

tively. Error bars indicate standard error. The plot on the bottom has both

optimal and adaptive results without error bars for visualization purposes.

Dashed curves indicate results with adaptive demodulation. . . . . . . . . . 109

6.4 Simulated average SNR (left), CNR (middle), and GCNR (right) are shown

for ensemble sizes between 20 and 1000-samples (i.e., 20ms and 1s). Opti-

mal ICA (orange) and optimal SVD (teal) are shown in the top row. Adap-

tive ICA (pink) and adaptive SVD (purple) are shown in the bottom row.

Error bars indicate standard error. Dashed curves indicate results with adap-

tive demodulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.5 Optimal and adaptive 1mm/s phantom results for a single realization using

a 400-sample ensemble. Adaptive demodulation was not used for this ex-

ample. Singular values are shown for each principal component in the top

left. The optimal and adaptively selected principal component cutoffs are

indicated in teal and purple, respectively, and are equivalent for this case.

Correlation coefficients for each independent component (Equation 6.6) are

shown in the bottom left plot. Optimal and adaptively selected independent

component cutoffs are indicated in pink and orange, respectively. Corre-

sponding optimal and adpative SVD and ICA power Doppler images are

shown on the right on dB scales. . . . . . . . . . . . . . . . . . . . . . . . 111

xx



6.6 Optimal and adaptive 5mm/s phantom results for a single realization using

a 400-sample ensemble with adaptive demodulation. Singular values are

shown for each principal component in the top left. The optimal and adap-

tively selected principal component cutoffs are indicated in teal and pur-

ple, respectively. Correlation coefficients for each independent component

(Equation 6.6) are shown in the bottom left plot. Optimal and adaptively

selected independent component cutoffs are indicated in pink and orange,

respectively. Corresponding optimal and adpative SVD and ICA power

Doppler images are shown on the right on dB scales. . . . . . . . . . . . . 112

6.7 Average SNR (left), CNR (middle), and GCNR (right) are shown for en-

semble sizes between 20 and 1000-samples (i.e., 20ms and 1s) for the

1mm/s phantom data. Optimal ICA (orange) and optimal SVD (teal) are

shown in the top row. Adaptive ICA (pink) and adaptive SVD (purple) are

shown in the bottom row. Error bars indicate standard error. Dashed curves

indicate results with adaptive demodulation. . . . . . . . . . . . . . . . . . 113

6.8 Average SNR (left), CNR (middle), and GCNR (right) are shown for en-

semble sizes between 20 and 1000-samples (i.e., 20ms and 1s) for the

5mm/s phantom data. Optimal ICA (orange) and optimal SVD (teal) are

shown in the top row. Adaptive ICA (pink) and adaptive SVD (purple) are

shown in the bottom row. Error bars indicate standard error. Dashed curves

indicate results with adaptive demodulation. . . . . . . . . . . . . . . . . . 114

6.9 Average SNR for varying ensemble sizes is shown for simulations (top left),

1mm/s phantom data (top right) and 5mm/s phantom data (bottom). SNR

produced using optimal ICA (orange), adaptive ICA (pink), optimal SVD

(teal), and adaptive SVD (purple) are shown on each plot. Dashed curves

indicate results with adaptive demodulation. . . . . . . . . . . . . . . . . . 115

xxi



6.10 In vivo data of a HCC tumor in the liver. A full field of view focused B-

mode image is shown on the left. The tumor is outlined in red and the field

of view used to make power Doppler images is outlined in blue and indi-

cated by the angled plane wave B-mode image in the bottom left. Power

Doppler images were made using a 100-sample ensemble with no tissue fil-

tering (top left), adaptive SVD filtering (top right) and adaptive ICA filter-

ing (bottom right). Adaptive demodulation was not used for this example.

All images are on a dB scale. . . . . . . . . . . . . . . . . . . . . . . . . . 116

xxii



Chapter 1

Background and Significance

1.1 Fundamentals of Ultrasound Imaging

Ultrasound is widely used clinically for characterizing soft tissue structures and measur-

ing blood flow in the human body. Compared to other modalities, ultrasound is noninvasive,

affordable, portable, and can provide real-time 2D or 3D cross-sectional information. This

section will cover the fundamental principles of conventional anatomical brightness-mode

(B-mode) imaging and Doppler ultrasound blood flow imaging.

1.1.1 Conventional B-mode

Ultrasound imaging generally works by transmitting a high frequency sound wave gen-

erated by a piezoelectric transducer into a medium [1, 2]. The same transducer then re-

ceives the subsequent backscattered echoes that return from interaction of the sound wave

with structures within the medium [1, 2].

Transducers typically have multiple elements through which signals are transmitted and

received [1, 2]. Focusing of the transmitted and received waves is achieved by applying

time delays to each element's signal [2]. For conventional ultrasound imaging, a single

radio frequency (RF) amplitude-line (A-line) of the image is acquired at a time by focusing

the transmitted wave at a single lateral location and depth [2]. For each A-line, echo signals

are received by each element or channel. These receive channel signals are delayed and

then summed to generate a single RF line, which is shown as the blue line in Figure 1.1a.

The envelope of the RF line is the A-line, which is shown as the red line in Figure 1.1a.

Subsequent A-lines are acquired by sweeping the lateral transmit focus across the field of

view. Concatenation of each A-line produces an amplitude image that has an axial (fast-
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time or depth) and lateral dimension, as shown in Figure 1.1b. The RF amplitude image

will have a large dynamic range, making it difficult to differentiate structures [1]. This

image is therefore compressed to generate a B-mode image, as shown in Figure 1.1c.

Figure 1.1: (a) Example RF line (blue) and corresponding A-line (red). (b) Example RF
amplitude image. (c) Example B-mode image.

The overall process of focusing using time delays and summation is called beamform-

ing. A very generic method for beamforming is described here, but there are several varia-

tions that will become relevant later in this dissertation.

1.1.2 Doppler Ultrasound Theory

Conventional Doppler sequencing shares the same fundamentals as conventional A-

line and B-mode imaging. The difference is that Doppler imaging involves the acquisition

of multiple A-lines at a single lateral location, resulting in a third dimension that will be

referred to as slow-time. A-lines concatenated through slow-time are called a motion-mode

(M-mode) image. An example M-mode image is shown in Figure 1.2. When only flowing

blood is in the field of view, motion detected in received signals in the slow-time dimension

will be related to the velocity of the flowing blood. This relationship is partly understood

by the effect by which the name Doppler ultrasound originates from.

The well-known Doppler effect, discovered by Christian Doppler, an Austrian physicist,

in 1842, describes the phenomenon of an observed frequency seemingly changing with

respect to a moving source [3]. In reality, the transmitted frequency from the source is
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Figure 1.2: Example M-mode image.

not changing, but as the source moves towards or away from an observer, the observed or

received frequency seems to increase or decrease, respectively. The difference between the

transmitted and received frequencies is known as the Doppler frequency, or shift, and is

related to the speed of the transmitted wave and the difference in velocity of the source and

observer, as described in Equation 1.1,

fd = fr− f0 =−
v0r

c
f0 (1.1)

where fd is the Doppler frequency or shift, fr is the received or observed frequency, f0 is

the transmitted frequency, v0r is the difference between the velocity of the transmitter and

receiver, and c is the speed of the transmitted wave [3]. Relating this to measuring blood

velocity with ultrasound, f0 would be the transmitted ultrasound frequency, fr would be the

received frequency from moving blood scatterers, v0r would be the negative axial velocity

of the blood scatterers if the transducer is stationary, and c would be the speed of sound.

Measuring the true Doppler effect with ultrasound equates to measuring a difference

in pulse time duration between the transmitted and received signals [1]. This difference

caused by the Doppler shift is small and difficult to detect with pulsed systems due to

depth-dependent attenuation and noise, which can cause shifts larger than that caused by

the Doppler effect [1]. Therefore, instead of measuring differences in pulse time durations

between transmitted and received signals, most Doppler ultrasound techniques measure
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differences in receive time delays between received signals from several transmitted pulse

emissions [1]. Regardless, the relationship between Doppler frequency and velocity with

these techniques equates to a similar relationship to that shown in Equation 1.1,

fd = fr1− fr2 =
2vz

c
f0 (1.2)

where fr1 and fr2 are received ultrasound frequencies from two different pulse emissions,

vz is the axial velocity of the scatterers, and c is the speed of sound [1]. A factor of 2 is

included here to account for the time it takes to travel away from the transducer and back

between received signals. Assuming only blood scatterers are moving in the field of view

of the ultrasound beam, vz is equal to the axial velocity of the blood. Equqation 1.2 can be

rewritten to include the true velocity of blood, vb, as follows,

fd = fr1− fr2 =
2|vb|cos(θ)

c
f0 (1.3)

where θ is the beam-to-flow angle. A simple diagram of the transducer and blood flow

coordinate system is shown in Figure 1.3.

Figure 1.3: Diagram of blood velocity detection coordinate system with ultrasound.
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1.1.3 Overview of Velocity Estimation Techniques

Doppler ultrasound comprises several different blood velocity estimation techniques,

including continuous and pulsed wave (CW and PW), color, and power Doppler systems.

All of these systems work by estimating the Doppler frequency and using it to compute

velocity using the relationship described in Equation 1.3. They differ in dimensionality

and intended application.

CW and PW systems provide one dimensional velocity estimates along a single line or

at a single lateral and axial location, respectively [1]. CW systems compute the so called

true Doppler frequency as the difference between continuously transmitted and received

frequencies along a single line while PW systems compute the Doppler frequency as the

time shift between received frequencies at a single depth or small window of depths [1].

Both CW and PW systems work well for measuring higher velocity blood flow at specific

locations and have been shown to be useful for cardiac applications [1, 4].

Color Doppler systems overcome the limited field of view in CW and PW systems by

providing 2-dimensional velocity and directional information [1]. Color Doppler systems

use similar technology as PW systems to measure changes in received signals except at

multiple axial and lateral locations to provide average velocity measurements at each pixel.

Specifically, these systems use phase or time shift estimation techniques to measure ax-

ial displacements between consecutive received slow-time signals and corresponding axial

velocities [1, 5, 6, 7]. Because these systems measure axial velocity, they are best at mea-

suring high velocity blood flowing towards or away from the transducer or at small angles

relative to the beam. They also are able to show directional information in the form of

different colors. However, this causes color Doppler systems to be limited by direction and

speed of flow.

Power Doppler is a more recent addition to the suite of velocity estimation techniques

and overcomes directional limitations by computing the energy of signals through slow-

time [1, 8, 9]. Doppler frequencies and corresponding velocities are observed by looking
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at the power spectra through slow-time at a given pixel. However, the technique does

not measure velocities from received signals like the CW, PW, or color Doppler systems.

Instead it computes the amount of blood within a given pixel by taking the sum of squared

values through slow-time, as shown in Equation 1.4,

P =
N

∑
t=1

s(t)2 (1.4)

where N is the number of slow-time points and s(t) is the signal amplitude at time t [10].

Because this technique reflects amount or volume of blood, it is particularly useful when

imaging slower flow at larger angles relative to the beam [1, 10, 11, 12]. Power Doppler

imaging is therefore the focus of this dissertation which aims to measure perfusion, or the

slowest flow in the smallest vessels.

1.2 Tissue Clutter Filtering for Doppler Ultrasound

The above techniques rely on the changes in received signals to reflect changes in blood

flow. However, for in vivo applications, the signal from tissue has been variably reported in

the literature as being as low as 10-100 times and up to 100dB larger than the signal from

blood [1, 13, 14, 15, 16, 17]. Therefore, for any of the above techniques to work, the signal

from tissue must be filtered prior to estimating blood velocity or power.

Apart from the tissue signal being stronger than the blood signal, tissue is also as-

sumed to be stationary or moving at lower frequencies or velocities than most blood flow.

Therefore, high pass filters are used to attenuate tissue signal, as depicted in Figure 1.4.

Conventional high pass filters have been investigated extensively for the purpose of sup-

pressing tissue clutter in Doppler ultrasound imaging [18, 19, 20, 21, 13, 15]. Among the

most commonly used are infinite and finite impulse response (IIR and FIR) filters and poly-

nomial regression filters [13, 15, 16]. Each of these can be optimized in terms of frequency

response parameters by choosing appropriate filter orders and frequency cutoffs [13]. Ad-
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ditionally, instead of choosing a single cutoff for an entire image, adaptive selection of

frequency cutoffs through depth has been proposed as a way to improve velocity detection

[15, 22]. In order to achieve optimal tissue clutter filtering, sufficient slow-time sampling

is needed, which causes a trade-off to be made between optimal filtering and frame rate for

conventional Doppler sequencing [13].

Figure 1.4: Schematic of ultrasound signal components and tissue clutter filtering.

1.3 Transarterial Chemoembolization (TACE)

There are several clinical applications for which non-contrast ultrasound perfusion

imaging would be beneficial. Contrast agents are limited by time and dose in the blood

stream and can make procedures more expensive and invasive. Additionally, contrast

agents can cause misleading artifacts for certain applications. Evaluation of transarterial

chemoembolization (TACE) treatment of liver tumors is one application for which non-

contrast perfusion ultrasound imaging would be invaluable. Because of the severity of liver

cancer, effective and timely evaluation of treatments like TACE are crucial for improving

patient outcomes.

Liver cancer remains the 5th and 9th leading cause of cancer-related deaths globally

among men and women, respectively [23]. Most affected patients (>70%) are not eligible

for curative surgical treatment due to the severity of the disease upon diagnosis [24]. TACE
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is a palliative treatment option for hepatic malignancies that do not qualify for curative

transplant or resection [24, 25, 26, 27]. TACE is also used as a down-staging or bridging

tool to qualify or maintain qualification for curative treatment, respectively [24, 27]. The

minimally invasive procedure simultaneously delivers high doses of chemotherapy and em-

bolizing agents to the blood supply of a tumor to provide targeted treatment and occlude

the arterial supply [24, 25, 26]. TACE is variably effective, with reported response rates

between 62-76% [28, 29]. Low response rates can be in part due to a lack of real-time

assessment of treatment adequacy. Intra-procedural monitoring could identify the need for

additional embolization during TACE and limit the number of repeat treatments.

Contrast-enhanced computed tomography (CE-CT) and magnetic resonance imaging

(CE-MRI) are currently used to evaluate TACE treatment response [30, 27]. Both modal-

ities depict contrast agents in the blood stream as hyper-enhancement [30]. Therefore,

because TACE intends to substantially reduce tumor blood perfusion, complete response is

indicated by absence of enhancement in the tumor, and residual tumor manifests as hyper-

enhancement in follow-up images. Both are effective evaluation tools, but follow-up imag-

ing is not performed until at least 4-6 weeks after treatment to allow time for treatment-

related imaging artifacts to subside [30, 27]. These artifacts include hyper-enhancement in

CE-CT and CE-MRI due to treatment-induced inflammation [31, 32]. Also, one of the sub-

stances typically used for delivering chemotherapy in conventional TACE, lipiodol, mimics

hyper-enhancement in CE-CT [31, 27]. Contrast-enhanced ultrasound (CE-US) has been

proposed as a solution for earlier treatment evaluation (during or 1-2 weeks post-treatment)

because it is less affected by these artifacts in addition to being more affordable and acces-

sible [33, 32, 27]. However, trapped air bubbles and drug-eluting beads (DEB) used in

DEB-TACE can cause misleading hyper-enhancement in CE-US which can last up to 2

weeks post-treatment and interfere with perfusion visualization and quantification [33, 27].

Additionally, all CE imaging is limited by time and dose of contrast agents in the blood

stream, making any real-time treatment evaluation difficult.
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Compared to CE-US, because conventional non-contrast Doppler ultrasound imaging

measures the signal from moving red blood cells directly as opposed to contrast agents, it

is less susceptible to misleading enhancements from the TACE treatment. For this reason,

non-contrast ultrasound is a potential solution for treatment assessment during or immedi-

ately after treatment. Having immediate and reliable treatment evaluation could potentially

increase treatment response rates by allowing for repeat treatments to occur during the

same session, which would also be both cost and time effective for the patient and inter-

ventional radiologist. Additionally, without contrast, imaging is not constrained by time

and dose of contrast agents in the blood stream, allowing for unlimited scanning time and

intra-procedural imaging. However, conventional power Doppler ultrasound techniques

without contrast agents have been shown to be limited by attenuation and tissue clutter for

perfusion imaging applications in the past [34, 35, 14, 36], as discussed in more detail in

the following section.

1.4 Challenges with Non-Contrast Ultrasound Perfusion Imaging

Although power Doppler is superior to other Doppler techniques for measuring slow

flow, it has significant limitations when it comes to measuring perfusion (i.e., the slowest

flow in the smallest vessels). A few of the main limitations are presented in this section.

1.4.1 Spectral Broadening of the Tissue Clutter Signal

In a realistic setting, the tissue signal will not be well separated from the blood signal,

as was shown in Figure 1.4, due primarily to sonographer hand motion and patient physio-

logical motion [14]. This motion will cause tissue to move at greater velocities than blood,

causing a spectral broadening of the tissue clutter signal, as shown in Figure 1.5. These

velocities can be similar to or even higher than those from slow flow, resulting in the tissue

clutter signal overlapping with, and overpowering, the signal from lower velocity blood

flow. Conventional Doppler methods are therefore limited to blood velocities higher than
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those of tissue clutter. This scenario is depicted in Figure 1.5 where the low blood velocity

signal (red dotted line) is below the high pass filter cutoff and would therefore be attenuated

upon application of the high pass filter.

Figure 1.5: Schematic depicting spectral broadening of the tissue clutter signal and the
resulting overlap of tissue and perfusion signals. Non-perfusion blood signal is shown as
the dotted orange curve.

Considering only patient physiological and sonographer hand motion as the primary

sources of tissue clutter, Heimdal et al. estimated theoretical lower bounds on blood ve-

locity estimates at different imaging frequencies with conventional Doppler imaging [14].

Based on this work, it has been long claimed that ultrasound without contrast agents is lim-

ited to blood velocities greater than 5mm/s for clinical center frequencies less than 8MHz

[14, 36], as shown in Figure 1.6. This limitation eliminates sensitivity to small vessels such

as capillaries, venules, and 17-32µm diameter arterioles, which have average velocities of

0.33mm/s, 3.3mm/s and 2-4mm/s, respectively [14, 37]. Perfusion imaging is therefore

seemingly impossible with conventional ultrasound methods because perfusion constitutes

the slowest blood flow in the capillaries or smallest vasculature.
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Figure 1.6: Theoretical lower bound on velocity estimation with ultrasound for different
imaging frequencies is shown in black. Average venule and capillary flow are shown in
blue and red, respectively.

1.4.2 Ensemble Length and Frame Rate

In addition to the spectral broadening problem, Doppler techniques involve a tradeoff

between accuracy of velocity estimates and frame rate [10]. Specifically for slow flow, the

minimum detectable velocity is inversely proportional to the number of slow-time points

or ensemble length N,

vmin =
c fpr f

2N f0
(1.5)

where c is the speed of sound, fpr f if the pulse repetition frequency (PRF), and f0 is the

center frequency of the transmitted ultrasound pulse [1]. Increasing N will allow for lower

velocities to be detected. Additionally, larger ensemble lengths increase the sensitivity of

the power Doppler estimate, as shown in Equation 1.4 [10]. Furthermore, as mentioned in

section 1.2, larger ensembles ensure sufficient sampling for high-pass filtering. However,

because conventional Doppler sequencing acquires multiple A-lines through slow time for

a single lateral location at a time, large ensembles lower the frame rate, diminishing real-

time capabilities.

11



1.5 Potential Solutions for Imaging Perfusion with Non-Contrast Ultrasound

Because of the discussed limitations, it has been assumed that perfusion imaging with

conventional ultrasound techniques is impossible without using contrast agents [14, 36].

This notion has been expressed in studies as recent as 2014 [36]. However, there have been

significant advancements in recent years that have overcome some of these limitations,

making slow flow imaging more attainable with non-contrast ultrasound. This section will

discuss these potential solutions as well as some of the remaining challenges.

1.5.1 Adaptive Pre-Filter Phase Shift

In an attempt to better separate the tissue clutter and blood signals prior to high-pass

filtering, Bjaerum and Torp expanded upon a method introduced by Thomas and Hall that

involves adaptively modulating the tissue clutter bandwidth at each depth to be centered

around DC before applying a conventional high pass filter [15, 19]. The basic idea behind

the method is shown in Figure 1.7.

Figure 1.7: Schematic describing adaptive pre-filter phase shift. (a) Tissue signal has non-
zero mean velocity. (b) Phase shift modulates the tissue signal to be about DC, allowing
for more blood signal to be conserved.

As mentioned in section 1.4.2, when trying to maintain real-time frame rates with con-

ventional Doppler acquisitions, ensemble lengths need to be relatively short. Because of

this, the tissue motion can result in a non-zero mean Doppler frequency or velocity, causing
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even more overlap with the signal from blood, as shown in Figure 1.7(a). By shifting the

mean frequency of the tissue signal to DC, more blood signal can be resolved, as shown in

Figure 1.7(b).

However, due to the spectral broadening of the tissue clutter signal caused by sono-

grapher hand motion and patient physiological motion, even if the tissue clutter signal is

modulated to be centered about DC, the bandwidth of the clutter still makes it impossible to

separate the perfusion blood signal from the tissue clutter signal, as shown in Figure 1.7(b).

1.5.2 Plane Wave and Plane Wave Synthetic Focusing

Plane wave and plane wave synthetic focusing techniques are alternative beamforming

methods that have, for the most part, solved the ensemble length and frame rate trade off

problem [38, 39]. A plane wave sequence differs from a conventional focused sequence

in that it acquires an entire image at once instead of each line at a time, allowing for

much higher frame rates and longer ensemble lengths to be achieved simultaneously. It

works by applying no delays on transmit, thereby transmitting an unfocused wave into the

medium. The received channel signals are then delayed and focused using parallel receive

beamforming before summing across the aperture [38, 39]. Parallel receive beamforming

applies delays for each lateral location or beam to the same 2D receive data set, resulting

in a 3D receive data set: axial (depth) by channel by beam (lateral position). Summing oc-

curs along the channel dimension to generate a conventional 2D RF amplitude or B-mode

image as described in section 1.1.1. However, because no focusing is used on transmit,

the resulting image will have lower spatial resolution and signal-to-noise ratio (SNR) than

with conventional techniques [38]. To regain resolution and SNR, transmit focusing can be

synthetically achieved by acquiring and then summing multiple angled plane wave low res-

olution images [39]. Depending on the application, typically only a few angles are needed

to achieve resolution and SNR that are comparable to focused images [10, 39]. Therefore,

frame rates and ensemble lengths are still much higher and longer than with conventional
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sequencing.

These methods have allowed for the implementation of more effective high pass fil-

tering and more accurate velocity estimation, including improved power Doppler sensi-

tivity for slow-flow applications [10, 38, 39]. Additionally, with these longer acquisition

sequences, the Doppler frequency shift of tissue clutter discussed in the previous section

becomes less of a problem since tissue does not typically move uniformly over long periods

of time and will therefore already be centered about DC. However, similar to the pre-filter

phase shift, plane wave and plane wave synthetic focusing do not solve the spectral broad-

ening problem of the tissue clutter signal. Therefore, even though they can allow for a

perfectly optimized and sufficiently sampled conventional high pass filter, these methods

will be unable to preserve the slowest flow.

1.5.3 Coherent Flow Power Doppler

In addition to plane wave and plane wave synthetic focusing, coherent flow power

Doppler (CFPD) has been proposed as an alternative beamforming method for improv-

ing imaging of slow flow in small vessels [40, 41]. CFPD uses short-lag spatial coherence

(SLSC) receive beamforming in combination with power Doppler processing [40]. SLSC

beamforming differs from conventional delay and sum beamforming (described in section

1.1.1) in how it generates a single line from the channel data. In conventional delay and

sum, the channel signals are summed to generate a single A-line. In SLSC beamforming, an

average normalized covariance is computed across the aperture to generate a single SLSC

line [40, 42]. Specifically, at a given depth, the average normalized covariance is computed

for pairs of channel signals si(n) separated by lag m as follows,

R(m) =
1

N−m

N−m

∑
i=1

∑
n2
n=n1

si(n)si+m(n)√
∑

n2
n=n1

s2
i (n)∑

n2
n=n1

s2
i+m(n)

(1.6)

where N is the total number of channel signals. This is computed for lags up to M. Nor-
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malized covariance estimates for each lag are then averaged to generate a SLSC pixel value

as follows,

Vslsc =
1
M

M

∑
m=1

R(m) (1.7)

Vslsc is computed at every depth to generate a single SLSC line. SLSC lines are then

concatenated the same way A-lines are in conventional delay and sum beamforming to

generate an SLSC image. Apart from using SLSC beamforming, CFPD differs from con-

ventional power Doppler imaging only in that it performs tissue clutter filtering on delayed

channel data prior to computing the SLSC line. In conventional power Doppler, tissue

clutter filtering is performed on the fully beamformed data. Additionally, since SLSC is a

receive beamforming technique, SLSC and CFPD are compatible with any type of transmit

beamforming, including plane wave synthetic focusing [40, 41].

SLSC and CFPD data are sensitive to spatially coherent structures and therefore work

by suppressing incoherent noise and clutter. Compared to conventional power Doppler,

CFPD has been shown to improve blood-to-background SNR by up to 30dB in relatively

large vessels (2mm diameter) with relatively fast flow (30mm/s) [40]. It was also shown to

improve smaller vessel detection (down to 0.5mm diameter) with slower flow (10mm/s) by

up to 12.5dB [41]. However, although CFPD is able to suppress spatial clutter and noise,

it does not suppress clutter in the slow-time domain. Therefore, as with plane wave and

plane wave synthetic focusing, spectral broadening of the tissue clutter signal will still limit

estimation of the slowest flow.

1.5.4 Eigen-Based Clutter Filtering

As explained in Section 1.4.1, the tissue clutter signal spectral broadening problem is

encountered in the frequency domain of the slow-time dimension (i.e., along the ensemble).

Several eigen-based filtering techniques have been proposed as solutions to this problem

15



because they operate in a different domain and incorporate statistical information about the

clutter and blood signals [43, 44, 45, 46]. These methods use principle or independent com-

ponent analysis (PCA or ICA) to take advantage of the temporally and spatially coherent

nature of tissue compared to the temporally and spatially incoherent nature of blood flow.

For example, Gallippi and Trahey proposed a time-domain blind source separation (BSS)

technique that used ICA with polynomial regression to adaptively filter out tissue clutter

in the slow-time dimension [44]. Although shown to be effective, these methods require

sufficient temporal sampling which is often not achievable with conventional beamform-

ing, which typically has only 8-16 slow-time samples [46]. More recently, Demene et al.

addressed this problem by proposing a PCA-based singular value decomposition (SVD)

algorithm using plane wave synthetic focusing imaging to achieve sufficient temporal sam-

pling [17]. Moreover, with sufficient temporal sampling and therefore reasonably similar

spatio-temporal statistics, two-dimensional as well as higher order decompositions are able

to be performed [17, 47, 48]. Other methods have expanded upon this SVD filter approach

by making it more adaptive to different spatial regions within the image [49, 45]. All of

these methods have improved slow flow measurements with ultrasound. However, tissue

motion can still cause an overlap in the eigen-domain [44, 48], and therefore imaging of

the slowest flow or perfusion remains challenging.

1.5.5 Statistical Approaches

Statistical approaches have also been explored as a way to make blood perfusion imag-

ing with non-contrast ultrasound more efficient [50, 51, 52, 53]. These techniques use

ideal discriminator (ID) methods to classify ultrasound signals through slow-time as either

containing perfusion or not [52, 53]. Using this binary classification scheme, areas un-

der receiver operator characteristic (ROC) curves can be used to quantify efficiency of the

method at correctly classifying perfusion. These methods relies on full knowledge of the

covariance matrices for different flow conditions, which is possible only with controlled
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phantom or simulation experiments [53]. Therefore, although these methods have helped

explain perfusion characteristics with ultrasound, they are not necessarily clinically appli-

cable and thus not the focus of this dissertation.

17



Chapter 2

Developing an Adaptive Clutter Demodulation Scheme: Preliminary Studies

This work was originally published in [54]: Tierney, Jaime, et al. “Adaptive Clutter Demod-

ulation for Non-Contrast Ultrasound Perfusion Imaging.” IEEE Transactions on Medical

Imaging 36.9 (2017): 1979-1991.

2.1 Introduction

In order to address the tissue clutter bandwidth limitation, we developed an adaptive

frequency and amplitude demodulation scheme. This section will present a theoretical

model that was derived to describe the method. Additionally, the practical implementation

of the method will be explained. Finally, results from initial phantom experiments with

intentional hand motion as well as no motion will be used to illustrate and validate the

methodology.

2.2 Adaptive Tissue Clutter Demodulation Theory

2.2.1 Tissue Clutter and Blood Flow Models

A model for tissue vibration and blood flow has been previously derived by Heimdal

and Torp [14]. For the purposes of this paper, we consider a simple realization of their

classic model relevant to a single resolution cell. Assuming only stationary tissue is present

in the field of view, the resulting signal at a given spatial location and slow-time point, t,

could be represented as the sum of the complex amplitudes of the tissue scatterers,

stissue =
M−1

∑
m=0

Am (2.1)

18



where Am is the complex amplitude of a single scatterer and M is the total number of tissue

scatterers. Since the scatterers are stationary over time, this signal is constant in the time

domain and thus a delta function at DC in the frequency domain.

Similarly, if only blood were present, the resulting signal at time t could be represented

as the sum of complex amplitudes modulated by the velocity term of each scatterer since

each blood scatterer is moving at some variable speed,

sblood(t) =
N−1

∑
n=0

Ane jωn(t)t (2.2)

where An and ωn(t) =
2vn(t)cos(θn)ω0

c are the amplitude and angular frequency of a single

blood scatterer, respectively, and N is the total number of blood scatterers. In the angular

frequency equation, c is the speed of sound, vn(t) is the velocity of a single scatterer at time

t, θn is the beam-to-flow angle of a single scatterer, and ω0 is the angular transmit frequency.

Since blood scatterers will be moving at some distribution of velocities, this signal would

be broad-band and centered about the mean frequency or velocity of the blood scatterers in

the frequency domain.

When both stationary tissue and flowing blood are present simultaneously, the signals

in (2.1) and (2.2) are summed. To complete the model, a thermal noise component is also

included in the sum,

s(t) = stissue + sblood(t)+n(t) (2.3)

Conceptually, for this case, the tissue and flowing blood are well separated in the frequency

domain. Tissue clutter is therefore easily removed with conventional techniques.

When sonographer hand motion and patient physiological motion are present, the signal

will include an additional velocity term that describes the resulting axial motion of both the
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tissue and blood scatterers,

s(t) = (stissue + sblood(t))× e jωphysio+sono(t)t +n(t) (2.4)

where ωphysio+sono is the angular frequency produced by patient physiological and sonog-

rapher hand motion. This motion causes a phase modulation that contributes to the spectral

broadening of the tissue clutter bandwidth and causes an overlap between the tissue clutter

and blood flow signals in the frequency domain. This spectral broadening makes conven-

tional high pass filtering of the tissue clutter signal difficult when trying to image lower

velocity blood flow.

2.2.2 Adaptive Tissue Clutter Demodulation Model

We propose a method that aims to estimate and correct for the patient physiological and

sonographer hand motion in order to remove the added velocity term in (2.4),

sphaseDemod(t) = ((stissue + sblood(t))× e jωphysio+sono(t)t +n(t))× e− jω̂physio+sono(t)t (2.5)

where ω̂physio+sono is an estimate of the angular frequency produced by patient physiolog-

ical and sonographer hand motion. By correcting for this motion at each depth through

slow-time, we are adaptively demodulating the tissue clutter bandwidth, and we assume

the error induced by the demodulated noise is insignificant. In doing so, we are ideally left

with (2.3), which, again, can easily be addressed with conventional filters.

However, due to non-axial tissue motion and inherent scanner variability, there will

also be an amplitude modulation that will further contribute to the spectral broadening of

the tissue clutter signal [14]. Amplitude modulation from tissue motion could result from

residual axial motion as well as lateral and elevational motion. This amplitude modulation
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can be simply described by a time dependence of the amplitude term in (2.1),

stissue(t) =
M−1

∑
m=0

Am(t) (2.6)

To correct for this time dependence of the tissue amplitude, the signal at each time point

can be normalized to the amplitude of the envelope or magnitude of the signal at that time

point. Additionally, to preserve the power of the original signal, each term can then be

multiplied by the power of the envelope of the signal. These operations are summarized in

the following equation,

fnorm(t) =

√
∑

L
l=1|stissue(l)|2

L

|stissue(t)|
(2.7)

where L is the total number of slow-time points. By applying this correction to the tissue

only signal, we remove the time dependence and are ideally left with (2.1),

stissue(t)× fnorm(t) = stissue (2.8)

However, this operation becomes more complicated when applied to (2.5) since fnorm(t)

will reflect amplitude modulation of both tissue and blood and will subsequently also de-

modulate the blood signal amplitude. Similar to the tissue signal, the blood signal will also

exhibit a time dependence of the amplitude term,

sblood(t) =
N−1

∑
n=0

An(t)e jωn(t)t (2.9)

Incorporating the amplitude modulated tissue and blood signals into (2.5), fnorm(t) of the

phase demodulated signal becomes

fnorm(t) =

√
∑

L
l=1|sphaseDemod(l)|2

L

|sphaseDemod(t)|
(2.10)
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By applying (2.10) to the phase demodulated signal, we are left with a phase and amplitude

demodulated signal,

sphase+ampDemod = sphaseDemod(t)× fnorm(t) (2.11)

This normalization demodulates all of the signal amplitude, including the blood, which

causes the signal to become constant through slow-time.

To avoid demodulating the blood signal amplitude, we can take advantage of the differ-

ence in temporal coherence length between tissue and blood. The blood signal has a shorter

coherence length so it is possible to apply a median filter to fnorm(t) that is large enough to

not incorporate changes in blood amplitude while still small enough to capture significant

tissue amplitude modulation. In doing so, we can approximate (2.7) from (2.10),

fnorm(t) = R{

√
∑

L
l=1|sphaseDemod(l)|2

L

|sphaseDemod|
,k}

≈

√
∑

L
l=1|stissue(l)|2

L

|stissue(t)|

(2.12)

where R{x,k} represents the median filter operation on signal x of size k samples. Substi-

tuting the median filtered fnorm(t) for (2.10) in (2.11), tissue amplitude modulation can be

removed while blood amplitude modulation is preserved,

sphase+ampDemod(t) = (stissue(t)+ sblood(t)+n(t))

× fnorm(t)

≈ stissue + sblood(t)+n(t)

(2.13)

We are then left with (2.3), which, again, can easily be addressed with conventional filters.
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2.3 Adaptive Tissue Clutter Demodulation Implementation

To implement the described phase demodulation, we first use a standard 2D autocorre-

lation method to compute relative displacements between temporally adjacent beamformed

RF lines [6]. Then, similar to approaches used in phase aberration estimation [55, 56], abso-

lute displacements relative to the first RF line can be reconstructed by solving the following

system of equations in a least square error sense,



0

d01

d10

d12

...

dL−1L−2


=



1 0 0 · · · 0

−1 1 0 · · · 0

1 −1 0 · · · 0

0 −1 1 · · · 0
...

...
... . . . ...

0 0 0 · · · 1





D0 = 0

D1

D2

D3

...

DL−1


(2.14)

where dmn represents the relative displacement estimate between time steps m and n (we

assume that dmn =−dnm, which is not true for all motion estimators), Dl represents absolute

displacement at slow-time point l, and L represents the number of samples through slow-

time. Since we are using a lag of 1, this computation is the same as taking a cumulative

sum of the relative displacements through slow-time.

A shape-preserving piecewise cubic interpolation can then be used to interpolate each

RF line through depth from the computed absolute displacement to zero displacement,

which is equivalent to adaptively demodulating the slow-time signal based on the tissue

motion. For this method to work, we assume that the tissue is sufficiently bright relative

to the blood signal so that only tissue displacement is measured by the 2D autocorrelation

[57].

As described in the previous section, to minimize tissue signal amplitude variation

through slow-time while still preserving the power of the signal, each interpolated RF sig-

nal through slow-time is normalized to the amplitude of the envelope of the signal divided
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by the amplitude of the power of the envelope of the signal. This normalization function

is described in (2.10) and is applied to the RF signal through slow-time. In comparison

to (2.11), because the normalization is applied to the real part of the signal, this phase

and amplitude demodulated signal is not constant through slow-time and does not fully

demodulate the blood signal. Before this correction is applied, the normalization function

is median filtered through slow-time as in (2.12) to avoid blood signal amplitude demodu-

lation, as described in the previous section.

It is worth noting that, for simplicity, a narrow-band model was used to describe the

theory. However, in practice, because we perform corrections in the time domain, the

implementation is wide-band. Specifically, despite our narrow-band description, which

suggests different adaptive modulation signals for each frequency, in practice, we estimate

a single average displacement and amplitude fluctuation and assume they apply equally

well to all frequencies.

2.4 Proof of Concept Experiments

Two proof-of-concept experiments were performed to confirm proper development of

the method. First, to validate the full adaptive tissue clutter demodulation scheme at sup-

pressing the bandwidth of the tissue clutter signal, an intentional hand motion experiment

was performed using a quality assurance phantom (CIRS Model 040GSE, Norfold, Vir-

ginia). Because the phantom was stationary, sonographer hand motion was the only source

contributing to the bandwidth of the tissue clutter signal. Additionally, to demonstrate the

need for the described amplitude demodulation and to confirm its functionality, a no mo-

tion phantom experiment was performed. For this experiment, inherent scanner variability

was the only contributing source of phase and amplitude modulation.
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2.4.1 Data Acquisition and Beamforming

Channel data from a plane wave transmit sequence were acquired using a Verasonics

Vantage Ultrasound System (Verasonics, Inc., Kirkland, WA) and L12-5 linear array probe

with a 7.8MHz center frequency. Data were acquired at a PRF of 1000Hz to an end depth

of 3cm. The center line of each plane wave acquisition was beamformed using parallel

receive beamforming to generate an M-mode image. A Hann apodization and aperture

growth with an F/# of 2 were implemented during receive beamforming. RF data were

up-sampled through depth by a factor of 2 and band-pass filtered. All beamforming and

signal processing were done in MATLAB R2014a (The MathWorks, Inc., Natick, MA).

2.4.2 Intentional Hand Motion Phantom Experiment

A single subject acquired channel data of the phantom for 3s. During the scan, the

subject intentionally moved their hand to create exaggerated tissue clutter motion. The data

were beamformed and then processed using the adaptive tissue clutter phase and amplitude

demodulation scheme described in Sections 2.2 and 2.3. No median filtering was used

during the amplitude demodulation.

To qualitatively demonstrate the absolute displacement computation described in Equa-

tion 2.14, example absolute displacement profiles through slow-time are shown in Figure

2.1 superimposed on top of the intentional hand motion M-mode image. This result con-

firmed that the displacement estimation scheme accurately measures total displacements

through slow-time for an extreme case.

To illustrate adaptive demodulation, examples of hand motion M-mode data sets be-

fore and after adaptive demodulation are shown in Figures 2.2a and 2.2b, respectively.

These images show how adaptive demodulation successfully removes tissue clutter motion

through slow-time. For the same examples, average spectra before and after adaptive de-

modulation are shown in Figure 2.2c. This result confirms that the method suppresses the
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Figure 2.1: Displacement profiles in pink superimposed on top of corresponding RF lines
through slow-time are shown for several depths.

bandwidth of the tissue clutter signal, as expected.

(a) Before AD (b) After AD (c) Example Spectra

Figure 2.2: (a) Example M-mode data before adaptive demodulation. (b) Example M-
mode data after adaptive demodulation. (c) The average spectra through slow-time before
and after adaptive demodulation are shown in teal and orange, respectively. Example half-
width bandwidth estimate at -60dB is shown in red.

2.4.3 No Motion Phantom Experiment

For the no motion phantom experiment, a ring stand and probe holder were used to

ensure that no sonographer hand motion, patient physiological motion, or blood flow were

present. Channel data were acquired for 3s.

Amplitude through slow-time is qualitatively compared between raw RF data, phase

demodulated RF data, and phase and amplitude demodulated (with and without median

filtering) RF data for two example depths in Figure 2.3. A 35 sample median filter was
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used for the median filtered case. Additionally, the power of each signal was computed and

compared to ensure that the amplitude demodulation preserves signal power as expected.

Because no added motion is present, this result shows that amplitude modulation can

result from inherent scanner variation. For the two example depths (from the same data

set) shown in Figure 2.3, large variable trends in amplitude modulation are present in the

baseline data. Amplitude decreases through slow-time in Figure 2.3a while it increases

through slow-time in Figure 2.3b. For both example depths, phase demodulation is able to

correct for this larger bias, while amplitude demodulation is able to correct for additional

smaller variations in amplitude, as seen in both Figures 2.3a and 2.3b. Additionally, both

phase and amplitude demodulation preserve the power of the baseline signal as seen in the

power estimates shown next to corresponding labels.

The results from this experiment demonstrate the need for an amplitude demodulation

step to more completely suppress the tissue clutter bandwidth. However, as discussed in

Section 2.2, the proposed method will also likely suppress the blood signal without median

filtering. Further exploration of median filtering of the normalization function is therefore

included in the following research design and methods.

(a) (b)

Figure 2.3: Amplitude through slow-time is shown for two example depths from the same
data set. For each depth, amplitude is shown for the raw RF data (purple), phase demodu-
lated RF data (orange), and phase & amplitude demodulated RF data with (teal) and without
(pink) median filtering. Individual power estimates in dB for each line are shown next to
corresponding labels.
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Chapter 3

Evaluation of Adaptive Clutter Demodulation for Non-Contrast Ultrasound Perfusion

Imaging

This work was originally published in [54]: Tierney, Jaime, et al. “Adaptive Clutter Demod-

ulation for Non-Contrast Ultrasound Perfusion Imaging.” IEEE Transactions on Medical

Imaging 36.9 (2017): 1979-1991.

3.1 Introduction

Preliminary study results presented in Chapter 2 suggest that adaptive tissue clutter de-

modulation has the potential to be an effective solution to the spectral broadening problem

described in Section 1.4.1. Additionally, because it has been implemented using plane wave

sequencing, it also addresses the frame rate and ensemble length limitations. By overcom-

ing both of these problems, we demonstrate in this chapter how the proposed technique

has the potential to allow for detection of blood flow well below assumed fundamental

limits [14]. We accomplish this through sonographer hand motion phantom, in vivo, and

controlled simulation experiments, as described in more detail in the following sections.

3.2 Experiments

3.2.1 Data Acquisition and Beamforming

Channel data from plane wave transmit sequences were acquired using a Verasonics

Vantage Ultrasound System (Verasonics, Inc., Kirkland, WA), L12-5 linear array probe,

and C5-2 curvilinear array probe. Data were acquired at center frequencies of 7.8MHz and

3.1MHz to end depths of 3cm and 8cm with the L12-5 and C5-2 probes, respectively.
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Three different plane wave acquisition methods were used and will be referred to as

follows: single plane wave (SPW), plane wave synthetic focusing (PWSF), and multiple

plane wave (MPW). For the SPW method, 0◦ plane waves were acquired at a PRF of 1kHz.

For the PWSF case, plane waves angled between -8◦ to 8◦ spaced by 2◦ were acquired at

a PRF of 9kHz. All 9 angles were used to generate a single frame using the method by

Montaldo et al., resulting in a final PRF of 1kHz [39]. For the MPW case, 0◦ plane waves

were acquired at a PRF of 9kHz and 9 consecutive plane waves were summed together

after beamforming to generate a single frame, again resulting in a final PRF of 1kHz.

All data sets were beamformed with a Hann apodization on receive, and aperture growth

with an F/# of 2 was implemented during beamforming. To obtain a final sampling fre-

quency greater than or equal to 50MHz, RF data were upsampled through depth by an

integer number of samples (i.e. by 2 and 4 to achieve 62.5MHz and 50MHz sampling

frequencies for the data acquired with the L12-5 and C5-2 probes, respectively). Before

further processing, a FIR band-pass filter was applied to the beamformed RF data.

All beamforming and signal processing for all studies were done in MATLAB R2014a

(The MathWorks, Inc., Natick, MA).

3.2.2 Sonographer Hand Motion Phantom Experiment

Six volunteers were recruited for three separate trials to acquire channel data using a

quality assurance phantom (CIRS Model 040GSE, Norfolk, Virginia) for 3s using a trans-

mit voltage of 30.7V. For the first trial, the L12-5 probe and PWSF acquisition method were

used. The 0◦ plane wave acquisitions from this sequence were used to generate SPW data.

For the second trial, the L12-5 probe and MPW acquisition method were used. Since the

PWSF and MPW methods theoretically improve SNR, trials 1 and 2 were performed to as-

sess signal-to-noise ratio (SNR) limitations of the standard SPW method that is used for all

other studies in this paper. Additionally, since the PWSF method focuses on transmit while

the SPW and MPW methods do not, the effects of transmit beamforming induced spectral
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broadening were also examined. The third trial used the C5-2 probe and SPW acquisition

method. This trial provided an assessment of the algorithm at a lower imaging frequency

(3.1MHz), compared to the standard 7.8MHz imaging frequency used for the rest of the

studies. For all three trials, the phantom was stationary, so that sonographer hand motion

was the only variable causing clutter motion in the acquired data. All four imaging cases

are summarized in Table 3.1 and labeled as cases 1 through 4.

For each imaging case, the center line of each plane wave acquisition was beamformed

to generate an M-mode image. The adaptive clutter demodulation scheme (described in

Sections 2.2 and 2.3) was performed on each M-mode image. A median filter of 35 samples

(35ms) was used for the amplitude demodulation. Using the same cutoffs as the first band-

pass filter, an additional FIR band-pass filter was applied to the RF data through depth. For

each subject, full-width bandwidths were computed on averaged power spectra at -60dB be-

fore and after adaptive demodulation. The bandwidths were then averaged across subjects.

Figure 2.2 shows an example half-width bandwidth estimate of the adaptively demodulated

average spectrum at -60dB. Additionally, full-width bandwidths were computed relative to

the thermal noise floor. For this metric, the mean was subtracted from each signal prior to

estimating its power spectrum. For both bandwidth metrics, corresponding velocity esti-

mates in mm/s were computed using v = f∗c∗1000
2∗ f0

, where f is slow-time frequency in Hz, c

is the speed of sound in m/s, and f0 is the center frequency in Hz.

Additionally, to compare the individual effects of the phase and amplitude demodula-

tion steps, bandwidth values were also computed for data with phase demodulation only

and with amplitude demodulation only (using a median filter of 35 samples) for the SPW

case from trial 1 (imaging case 2). Furthermore, phase and amplitude demodulation with

two additional median filters of size 71 and 141 samples (71ms and 141ms) as well as phase

and amplitude demodulation with no median filtering were compared for this case to assess

the effects of median filtering on the tissue clutter bandwidth.
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3.2.3 In Vivo Experiments

Two experiments were performed to assess in vivo feasibility: an arterial occlusion (re-

active hyperemia) experiment and a muscle contraction (exercise hyperemia) experiment.

Informed written consent in accordance with Vanderbilt University’s institutional review

board (IRB) was given by two subjects prior to the start of the studies. The first subject

was a healthy 35 year old male, and the second subject was a healthy 44 year old male. For

both studies, data were acquired at a transmit voltage of 16.1V using the L12-5 probe and

SPW method.

For the arterial occlusion experiment, ultrasound data were acquired of the first sub-

ject’s left gastrocnemius muscle. To prevent the muscle from being compressed against the

scanning bed, the subject’s left calf was raised slightly and his left foot was secured while

lying supine. To ensure continual contact of the probe, hand-held assistance was used in

combination with a stationary holder to hold the probe beneath the gastrocnemius muscle.

Just above the subject’s left knee, a thigh blood pressure cuff (Model CC22, Hokanson,

Bellevue, WA) was placed and inflated within 1s to 300mmHg using a rapid cuff inflator

(Model E20, Hokanson, Bellevue, WA). To induce arterial occlusion in the calf, the cuff

was kept inflated for 5min [58, 59, 60]. Data were acquired for 30s after the 5 minute

occlusion. The cuff was rapidly released about 4s into the scan. This imaging case is

summarized in Table 3.1 and labeled as case 5.

For the muscle contraction experiment, ultrasound data were acquired of the second

subject’s left tibialis anterior muscle. While lying supine, the subject’s left calf was slightly

raised and his left foot was secured in a custom-built foot device [61]. A volunteer held

the probe on the tibialis anterior muscle and data were acquired for 30s. About 8s into the

scan the subject was instructed to dorsiflex his left foot to contract and induce subsequent

perfusion in the tibialis anterior muscle. After 5s the subject relaxed his foot. This imaging

case is summarized in Table 3.1 and labeled as case 6.

For both in vivo studies, for every 50ms time point, data were broken up into 2s time
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frames, and each time point was processed separately. Using parallel receive beamforming,

full images were formed from each plane wave transmit.

Adaptive clutter demodulation was applied to each in vivo time point using the methods

described in Sections 2.2 and 2.3. A median filter of 35 samples (35ms) was used for the

amplitude demodulation. Using the same cutoffs as the first band-pass filter, an additional

FIR band-pass filter was applied to the RF data through depth. Four fourth order Butter-

worth filtering cases were compared: a 20Hz high pass applied to adaptively demodulated

(i.e., both phase and amplitude demodulated) RF data (proposed filter case), a 20Hz high

pass applied to phase demodulated RF data (proposed filter case with no amplitude demod-

ulation), a 20Hz high pass applied to normal RF data, and a 50Hz high pass applied to

normal RF data. An additional 80Hz high pass case was compared for a single time point

of the occlusion data. For each method and signal through slow-time, a mirror reflection

of the first 20 points was added to the beginning of the signal before filtering and removed

after filtering. Power Doppler images were generated by computing power at each pixel

using P = 20log10(

√
∑

L
l=1 s2(l)

L ), where L is the number of slow-time points and s(l) is the

slow-time signal at time l. A 1mm by 1mm spatial median filter and a 7ms slow-time

median filter were applied to each power Doppler image prior to log scaling.

For each filtering case and time point, the relative change in power from the last time

point was measured at each pixel within a muscle region of interest (ROI). Due to large

motion artifacts during the cuff release and contraction of the muscle, time points with 5th

percentile normalized cross correlation values below 0.995 were not included when mea-

suring the dynamic ranges of the relative median power. For each in vivo study, power

Doppler images were scaled to dynamic ranges that qualitatively highlight differences be-

tween the filtering methods while maintaining similar noise floors.

Adaptive demodulation with no median filtering and with median filters of size 71 and

141 samples (71ms and 141ms) were also compared for a single time point for each in vivo

case to further assess the effects of amplitude demodulation.
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Table 3.1: Imaging cases are summarized by field of view (FOV), tissue clutter source,
probe, acquisition method, and transmit voltage.

Case FOV
Motion
Clutter
Source

Probe
(Frequency)

Acq.
Method

Transmit
Voltage (V)

1 Phantom Hand
L12-5

(7.8MHz)
PWSF 30.7

2 Phantom Hand
L12-5

(7.8MHz)
SPW 30.7

3 Phantom Hand
L12-5

(7.8MHz)
MPW 30.7

4 Phantom Hand
C5-2

(3.1MHz)
SPW 30.7

5 in vivo
Patient &

Hand
L12-5

(7.8MHz)
SPW 16.1

6 in vivo
Patient &

Hand
L12-5

(7.8MHz)
SPW 16.1

3.2.4 SNR Comparison

The phantom and in vivo studies could potentially result in different SNRs due to differ-

ent transmit voltages used for the acquisitions. Additionally, the PWSF and MPW methods

will likely result in increased SNR. To quantify potential differences in SNR and its effect

on the proposed algorithm, we computed SNR in each case using SNR = ρ

(1−ρ) , where ρ

is the slow-time RF A-line to A-line normalized cross correlation value [62]. Kernel sizes

of 5 and 1.25 wavelengths were used for the normalized cross correlation estimates for the

in vivo contraction study and all other studies, respectively. The RF-lines were upsampled

to a sampling frequency of 156MHz to improve the quality of the estimate. A sliding win-

dow of 1 sample was used to estimate ρ for every pair of RF lines over the first 2s of data

from the in vivo and phantom acquisitions. We performed a Fisher transformation, and

then averaged the estimates of ρ . We then estimated the SNR after performing the inverse

transformation.
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3.2.5 Simulation Experiment

Using similar methods as Li et al. [41], a simple simulation experiment was performed

to confirm that the proposed technique can preserve slow blood flow in a controlled setting.

Field II was used to simulate plane wave channel data of a single vessel using the same pa-

rameters as the L12-5 SPW acquisitions (7.8MHz frequency, 3cm end depth, PRF=1kHz)

[63]. A single 0.5mm diameter vessel of blood scatterers was centered at a depth of 2cm

at 60◦ to the beam within a 1.5 by 3cm area of tissue scatterers. To simulate tissue clutter,

displacements estimated from one of the hand motion data sets were used to displace the tis-

sue and blood scatterers. One second of data were simulated with blood scatterers moving

under laminar flow with maximum velocities of 0.5mm/s, 1mm/s, and 2mm/s. However,

because the flow was parabolic, the velocity of most of the simulated blood scatterers was

lower than the respective maximum. Tissue and blood scatterers were both generated with

a scattering density of 17 scatterers per resolution cell. The simulated signal from blood

was scaled to be 40dB lower than the tissue. Thermal noise was added at 0dB relative to

the blood signal.

Simulated channel data were then beamformed and processed the same way as for the

in vivo studies. A fourth order 1Hz high pass Butterworth filter was applied to two different

cases: adaptively demodulated RF data (using a 35 sample median filter for the amplitude

demodulation) and normal RF data. Several additional filter cutoffs were compared for the

1mm/s case. Power Doppler images were generated and scaled the same way as for the in

vivo data.

3.3 Results

The following sections present the results from the phantom, in vivo, SNR, and simula-

tion experiments. Section 3.3.1 includes the sonographer hand motion phantom experiment

results. The in vivo results are then shown in Section 3.3.2 followed by the SNR results in
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Section 3.3.3. Finally, the simulation experiment results are presented in Section 3.3.4.

3.3.1 Sonographer Hand Motion Phantom Results

For the data acquired with the L12-5 probe (7.8MHz imaging frequency, imaging cases

1-3), adaptive demodulation resulted in average bandwidth estimates below 20Hz at -60dB

for all three acquisition methods, allowing for velocities below 1mm/s to potentially be

detected, as seen in Figure 3.1a and Table 3.2. Table 3.3 shows that, for these imaging

cases, subsequent blood flow processing would need to provide a gain of at least 25dB

above the noise floor to allow for detection of velocities below 1mm/s.

(a) (b)

Figure 3.1: Spectra averaged through depth and across subjects are shown for (a) three
beamforming methods, SPW (teal), PWSF (orange), and MPW (purple), before (thick) and
after (thin) adaptive demodulation for the data acquired with the L12-5 probe (7.8MHz
imaging frequency, imaging cases 1-3) and (b) the SPW beamforming method before
(thick) and after (thin) adaptive demodulation for the data acquired with the C5-2 probe
(3.1MHz imaging frequency, imaging case 4). A 35 sample median filter was used for the
adaptive demodulation for both cases.

For the data acquired with the C5-2 probe (3.1MHz frequency, imaging case 4), adap-

tive demodulation resulted in an average bandwidth of 22.0Hz at -60dB, allowing for ve-

locities below 2.71mm/s to potentially be detected, as shown in Figure 3.1b and Table 3.2.

Table 3.3 shows that, for this imaging case, subsequent blood flow processing would need
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Table 3.2: Bandwidths (BWs) averaged across subjects and corresponding velocities at -
60dB before and after adaptive demodulation for the sonographer hand motion experiment
(imaging cases 1-4). Standard error of the mean is shown in parenthesis for each measure-
ment.

Imaging Case
BW Before

(Hz)
Velocity

Before (mm/s)
BW After

(Hz)
Velocity After

(mm/s)
1 (PWSF,
7.8MHz)

168 (± 25.0) 8.26 (± 1.23) 5.11 (± 1.28) 0.25 (± 0.06)

2 (SPW,
7.8MHz)

175 (± 25.7) 8.60 (± 1.26) 10.5 (± 6.49) 0.52 (± 0.32)

3 (MPW,
7.8MHz)

177 (± 32.0) 8.74 (± 1.58) 10.6 (± 4.12) 0.52 (± 0.20)

4 (SPW,
3.1MHz)

135 (± 15.2) 16.6 (± 1.87) 22.0 (± 6.62) 2.71 (± 0.82)

to provide a gain of at least 25dB above the noise floor to allow for detection of velocities

below 2mm/s.

Figure 3.2 and Table 3.4 show the results for the individual effects of phase and am-

plitude demodulation as well as the effects of median filtering with the amplitude demod-

ulation on the tissue clutter bandwidth for the L12-5 SPW method (7.8MHz imaging fre-

quency, imaging case 2). These results show that with only amplitude demodulation (no

phase demodulation), minimal suppression of the bandwidth is seen (175Hz suppressed

to 168Hz). Phase demodulation alone suppresses the bandwidth pretty well. At -60dB,

phase demodulation (no amplitude demodulation) resulted in a full-width bandwidth of

35.8Hz (1.76mm/s). The combination of phase and amplitude demodulation further im-

proved the bandwidth suppression, with smaller median filter sizes resulting in increased

suppression. Phase and amplitude demodulation with no median filtering decreased the

bandwidth to 4.78Hz (0.24mm/s), while phase and amplitude demodulation with 35 sam-

ple median filtering decreased the bandwidth to 10.5Hz (0.52mm/s). Although no median

filtering produced the best results in terms of tissue clutter bandwidth suppression, it would

also suppress the blood signal in a realistic application, as described in Sections 2.2 and

2.3.
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Table 3.3: Bandwidths (BWs) relative to the noise floor averaged across subjects and cor-
responding velocities before and after adaptive demodulation for the sonographer hand
motion experiment (imaging cases 1-4). The first column indicates dB above the noise
floor. Standard error of the mean is shown in parenthesis for each measurement.

dB
Imaging

Case
BW Before

(Hz)
Velocity

Before (mm/s)
BW After

(Hz)
Velocity After

(mm/s)

3
1 (PWSF,
7.8MHz)

477 (± 7.55) 23.5 (± 0.37) 227 (± 9.00) 11.2 (± 0.44)

3
2 (SPW,
7.8MHz)

413 (± 14.7) 20.3 (± 0.73) 168 (± 9.27) 8.29 (± 0.46)

3
3 (MPW,
7.8MHz)

567 (± 17.9) 28.0 (± 0.88) 647 (± 48.2) 31.9 (± 2.38)

3
4 (SPW,
3.1MHz)

403 (± 12.2) 49.7 (± 1.51) 255 (± 2.31) 31.4 (± 0.28)

25
1 (PWSF,
7.8MHz)

67.6 (± 4.17) 3.33 (± 0.21) 15.4 (± 3.63) 0.76 (± 0.18)

25
2 (SPW,
7.8MHz)

50.2 (± 2.79) 2.48 (± 0.14) 2.50 (± 0.31) 0.12 (± 0.02)

25
3 (MPW,
7.8MHz)

83.3 (± 7.54) 4.10 (± 0.37) 17.4 (± 1.87) 0.86 (± 0.09)

25
4 (SPW,
3.1MHz)

46.9 (± 1.66) 5.78 (± 0.20) 8.83 (± 0.64) 1.09 (± 0.08)

3.3.2 In Vivo Results

Figures 3.3a and 3.4a show that the proposed filter case resulted in a larger dynamic

range within the muscle compared to the case with no amplitude demodulation and the

two conventional filters for both in vivo studies. For the occlusion study, dynamic ranges

between the highest and lowest blood flow time points were 4.73dB, 1.79dB, 2.1dB and

0.15dB for the proposed, proposed with no amplitude demodulation, 20Hz conventional,

and 50Hz conventional filters, respectively. For the contraction study, dynamic ranges be-

tween the highest and lowest blood flow time points were 4.80dB, 0.91dB, 1.95dB and

0.16dB for the proposed, the proposed with no amplitude demodulation, 20Hz conven-

tional, and 50Hz conventional filters, respectively.

Figures 3.3b and 3.4b further support these results qualitatively. Compared to the case
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Figure 3.2: Spectra averaged through depth across subjects are shown for the data acquired
with the L12-5 probe and SPW acquisition method (7.8MHz imaging frequency, imaging
case 2) for different steps of the adaptive demodulation scheme. The frequency axis is
cropped to highlight differences at -60dB. Spectra are shown for baseline (black), after am-
plitude demodulation (red), after phase demodulation (green), and after phase & amplitude
demodulation with median filter sizes of 141 (pink), 71 (purple), 35 (teal), and no median
filter (orange).

with no amplitude demodulation and the conventional filter cases, the proposed filter case

shows larger differences between the time points during occlusion and before contraction

(2s and 5s, respectively) and the time points after occlusion and contraction (8, 22, and

30s for the occlusion case and 7 and 26s for the contraction case). Additionally, the case

with no amplitude demodulation and the conventional filter cases show structure that is

strongly correlated to structure seen in the B-mode images, whereas the proposed filter

cases exhibit more independent structure, especially within the muscle ROI (between 0.5

and 1cm depths).

Time points between 4.55s and 6.95s were excluded when determining the axis in Fig-

ure 3.3a and the scaling of the images in Figure 3.3b. Time points between 7.7s and 15.65s

were excluded when determining the axis in Figure 3.4a and the scaling of the images in

Figure 3.4b. Excluded time points had 5th percentile normalized cross correlation values

below 0.995.

Figure 3.5 shows power Doppler images for different amplitude demodulation meth-
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Table 3.4: Average bandwidths (BWs) and corresponding velocities at -60dB after adap-
tive demodulation with amplitude demodulation, phase demodulation, phase & amplitude
demodulation with varying median filter sizes, and phase & amplitude demodulation with
no median filtering for data acquired with the L12-5 probe and SPW acquisition method
(7.8MHz imaging frequency, imaging case 2). Standard error of the mean is shown in
parenthesis for each measurement.

Demod. Method BW After (Hz)
Velocity After

(mm/s)
Amp 168 (± 25.2) 8.29 (± 1.24)
Phase 35.8 (± 7.35) 1.76 (± 0.36)

Phase & Amp.
(No Med. Filt.)

4.78 (± 1.08) 0.24 (± 0.05)

Phase & Amp.
(Med. Filt. 35)

10.5 (± 6.49) 0.52 (± 0.32)

Phase & Amp.
(Med. Filt. 71)

14.6 (± 7.12) 0.72 (± 0.35)

Phase & Amp.
(Med. Filt. 141)

28.0 (± 7.53) 1.38 (± 0.37)

ods. Images are shown for the 22s and 17s time points of the arterial occlusion and muscle

contraction studies, respectively, at which we expect to see increased perfusion within the

muscle. Increasing the size of the median filter used during amplitude demodulation in-

creases the amount of B-mode structure seen in the power Doppler image, with the most

B-mode structure seen when no amplitude demodulation is employed. Decreasing the size

of the median filter appears to suppress the blood signal, but not completely. These trends

support the results from the hand motion study which showed increased suppression of

the tissue clutter with decreased median filter sizes used for the amplitude demodulation.

These results also suggest that amplitude demodulation is able to suppress tissue clutter

while still preserving blood flow.

Figure 3.6 shows larger views of the B-mode and power Doppler images before and

after adaptive demodulation for the 22s time point of the in vivo occlusion scan. The nor-

mal B-Mode, normal power Doppler, and adaptively demodulated power Doppler images

are the same as seen in Figure 3.3b for the 22s time point B-mode, 20Hz high pass, and
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(a) (b)

Figure 3.3: (a) Median relative power with respect to the last in vivo arterial occlusion time
point (for each filtering method) is plotted for every 50ms for each filtering case: proposed
filter (teal), proposed filter with no amplitude demodulation (orange), 20Hz high pass (pur-
ple), and 50Hz high pass (pink). The time point at which the cuff was released is marked
by the dark gray vertical dotted line (at about 4s). (b) Power Doppler and corresponding
B-mode images (bottom row) are shown for 2, 8, 22, and 30 second time points of the
in vivo arterial occlusion scan for each filtering case: proposed filter (first row), proposed
filter with no amplitude demodulation (second row), 20Hz high pass (third row), and 50Hz
high pass (fourth row).

proposed rows, respectively. The adaptively demodulated B-mode image is included in

Figure 3.6 to show that the proposed phase and amplitude demodulation preserves B-mode

structure. It also reveals new, independent power Doppler structure. This result therefore

provides further evidence that power Doppler with adaptive demodulation suppresses tis-

sue clutter while conserving blood signal compared to the conventional case, which has

structure strongly correlated to the B-mode image. This observation is also supported

quantitatively with normalized cross correlation values of 0.4743 and -0.0096 between the

adaptively demodulated B-mode image and the conventional and adaptively demodulated

power Doppler images, respectively.

Figure 3.7 shows power Doppler images with various dynamic ranges for the 22s time

point of the occlusion scan for the proposed filter and conventional filter with different

frequency cutoffs. Regardless of cutoff value, the conventional filter cases fail to resolve
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(a) (b)

Figure 3.4: (a) Median relative power with respect to the last in vivo muscle contraction
time point (for each filtering method) is plotted for every 50ms for each filtering case:
proposed filter (teal), proposed filter with no amplitude demodulation (orange), 20Hz high
pass (purple), and 50Hz high pass (pink). The time points at which the muscle contracted
and released are marked with arrows (at about 8s and 13s, respectively). (b) Power Doppler
and corresponding B-mode images (bottom row) are shown for 5, 17, 26, and 30 second
time points of the in vivo muscle contraction scan for each filtering case: proposed filter
(first row), proposed filter with no amplitude demodulation (second row), 20Hz high pass
(third row), and 50Hz high pass (fourth row).

any of the independent structure within the muscle that is seen in the proposed filter case.

3.3.3 SNR Results

SNR values for the hand motion data acquisitions were computed to be 37.7dB, 45.3dB,

and 46.4dB, for the SPW, PWSF, and MPW sequences, respectively. For the in vivo data,

SNR was computed to be 36.8dB and 40.9dB, for the occlusion and contraction studies,

respectively.

3.3.4 Simulation Results

Figure 3.8 demonstrates that, compared to conventional power Doppler, the proposed

technique can suppress tissue clutter while preserving slow flow. The vessel is clearly
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(a)

(b)

Figure 3.5: Power Doppler images are shown for the 22 and 17 second time points of the (a)
in vivo arterial occlusion and (b) muscle contraction scans, respectively, for data processed
with no median filter (first column), with median filters of size 35 (second column), 71
(third column), 141 (fourth column), and with no amplitude demodulation (fifth column).
The corresponding B-mode images are shown in the last column.

Figure 3.6: B-mode and power Doppler images before and after adaptive demodulation
(using a median filter of 35 samples for the amplitude demodulation) are shown for the 22s
time point of the in vivo occlusion scan.
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Figure 3.7: Power Doppler images made from the 22s time point of the occlusion scan
for the proposed filter (first row) and conventional filter with 20Hz (second row), 50Hz
(third row), and 80Hz (bottom row) filter cutoffs. Dynamic ranges between 5 and 15dB are
compared. The maximum in all images is 3dB.

seen in Figure 3.8b for 1mm/s and 2mm/s peak velocities, while tissue clutter dominates

in Figure 3.8a for the same speeds. The 0.5mm/s adaptively demodulated case is less

prominent, but still shows more flow than the normal power Doppler image for that speed.

Figure 3.9 shows normal and adaptively demodulated power Doppler images side-by-

side for cutoff values between 0.1 and 5Hz (to detect flow above 0.01 and 0.5mm/s, respec-

tively) and for dynamic ranges between 5 and 15dB. Regardless of clutter filter cutoff or

dynamic range, no flow is visible with the conventional method.

3.4 Discussion

The sonographer hand motion bandwidth results demonstrate that adaptive demodula-

tion can isolate slow flow velocities from tissue clutter at relative blood signals at least

60dB lower than the tissue. Others have reported the amplitudes of blood signals as be-

ing up to 100dB lower than tissue clutter [15]. For our current system, the signal to noise
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(a)

(b)

Figure 3.8: Power Doppler images are shown for 0.5mm/s, 1mm/s, and 2mm/s parabolic
blood scatterer velocities for (a) normal and (b) adaptively demodulated simulation data.

Figure 3.9: Power Doppler images of the 1mm/s peak velocity simulation with and without
adaptive demodulation (AD) (left and right in each column, respectively) are shown for
dynamic ranges between 5 and 15dB (columns) with filter cutoffs between 0.1Hz and 5Hz
(rows).
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limit is reached around 80dB below tissue after adaptive demodulation. The PWSF and

MPW sequence modifications used for the hand motion studies both improve SNR and

lower the noise floor by about 10dB (as seen in Figure 3.1a). However, the MPW case

did not result in improved bandwidth suppression at −60dB, and we only saw a minor im-

provement with the PWSF sequence (as seen in Table 3.2). Since the PWSF sequence also

improves resolution and image quality, the improvement seen with PWSF, although small,

is not negligible and is likely due to decreased intrinsic spectral broadening resulting from

the transmit beam shape. Since the SPW and MPW methods have lower resolution due to

unfocused transmit beams, intrinsic spectral broadening will result from geometrical focal

broadening during receive beamforming, resulting in larger bandwidths of the tissue clutter

[64]. This suggests that intrinsic spectral broadening is a more immediate limitation of the

method compared to SNR. Apart from sequence modifications, higher transmit voltage also

improves SNR. However, the use of a higher transmit voltage (30.7V) for the hand motion

phantom SPW study did not result in a substantially higher SNR value compared to the in

vivo studies, which used the same acquisition sequence using only half the transmit voltage

(16.1V). This is likely due to the the phantom and in vivo data being acquired on different

media. However, this further suggests that SNR is not a significant direct limitation of the

method.

As discussed in Chapter 2, we propose a median filtering of the amplitude demodulation

function in an attempt to ensure that tissue signal is the primary contributor to the amplitude

modulation estimate. Ideally, the median filter should be long enough to avoid suppression

of the blood signal and short enough to allow for maximal tissue clutter suppression. For

example, if blood flows outside of a given pixel faster than the acquisition rate (i.e. blood

is incoherent between consecutive acquisitions), small median filter sizes would suffice.

Although little is known about the coherence length of slow flow, it is plausible that when

imaging slow flow, the blood signal will be coherent across a longer time than with fast

flow. Therefore, larger filter sizes would be required to ensure the blood signal amplitude
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is not demodulated. A median filter of 35 samples was used for the experiments in this

paper. Additionally, the effects of increasing the filter size on tissue clutter bandwidth and

qualitative power Doppler images were assessed. Future work will aim to confirm optimal,

application-specific filter sizes.

Expected reactive and exercise hyperemia behaviors are well characterized, which pro-

vided reasonable standards for evaluating our algorithm in applicable clinical settings. Al-

though the in vivo results presented in this paper are preliminary, both the arterial occlu-

sion and contraction studies are consistent with previous findings of perfusion and blood-

oxygen-level-dependent (BOLD) MRI characteristics under these conditions. For the arte-

rial occlusion study, Lebon et al. and Englund et al. both showed time to peak perfusion

times between 15 and 20s after arterial occlusion in the calf muscle, which agrees with the

results shown in Figure 3.3a [65, 66]. For the adaptively demodulated data with a 20Hz

high pass filter (proposed filter method), the peak blood flow time point occurs at about

22s, which is about 18s after the cuff was released (cuff was released at about 4s), as seen

in Figure 3.3a. Similarly for the contraction study, Towse et al. showed that peak BOLD

signal intensity occurs between 5-7s post-muscle contraction, which correlates with the

results shown in Figure 3.4a [61, 67]. In Figure 3.4a, the proposed filter method resulted

in peak power at about 17s which is approximately 5s post-contraction (last contraction

time point occurs at about 12s). It is also important to note that the median power Doppler

values in both Figures 3.3a and 3.4a are referenced to the last time point for each case. We

therefore expected to see power Doppler values below or at least at zero during occlusion

and before contraction, assuming there should be increased perfusion post-occlusion and

post-contraction, which was not the case. However, results found in the literature show

similar trends in perfusion values, with post-occlusion and post-contraction values even

decreasing to values below those during occlusion and before contraction after reaching

peak perfusion [61, 65, 66].

Although the in vivo studies involved changes in blood flow and are supported by sim-
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ilar findings in the literature, neither study definitively proved that the proposed technique

is able to suppress tissue clutter while also preserving slow flow. The simulation results

address this and are consistent with other experiments in the literature for testing slow flow

detection [40, 41]. The simulation results confirm that the technique can preserve slow flow

in addition to suppressing tissue clutter.

Finally, our results indicate that previous limits on blood flow estimation with ultra-

sound are not fundamental and are conservative [14]. The true fundamental limit remains

an open question.

3.5 Conclusion

Due to spectral broadening caused by patient and sonographer hand motion, conven-

tional Doppler methods are limited to blood flow above 5-10mm/s for clinical imaging

frequencies, which eliminates sensitivity to slow flow or perfusion [14]. To address this,

we introduced an adaptive clutter demodulation scheme that suppresses the bandwidth of

tissue clutter while still preserving signal from slow blood flow. The proposed algorithm

was developed and assessed by way of phantom and in vivo studies. The approach was

shown to successfully reduce hand motion spectrum bandwidths, potentially allowing for

the detection of blood velocities well below assumed theoretical limits. Additionally, the

proposed filter resulted in a higher dynamic range between the lowest and highest blood

flow time points compared to conventional filters for both in vivo studies. Furthermore,

both in vivo studies resulted in peak blood flow time points that supported previous find-

ings. Finally, we confirm that the method can simultaneously suppress tissue clutter and

preserve slow flow through controlled simulation experiments.
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Chapter 4

Combining Adaptive Clutter Demodulation with Other Perfusion-Focused Advancements

This work was originally published in [68]: Tierney, Jaime, et al. “Combining Slow Flow

Techniques with Adaptive Demodulation for Improved Perfusion Ultrasound Imaging with-

out Contrast.” IEEE Transactions on Ultrasonics, Ferroelectrics and Frequency Control

66.5 (2019): 834-848.

4.1 Introduction

In the previous chapter, we introduced an adaptive phase and amplitude demodulation

scheme to reduce the bandwidth of the tissue clutter signal prior to high pass filtering to

better enable ultrasound perfusion imaging without contrast agents [54]. We developed and

implemented an initial realization of the method using single plane wave power Doppler

imaging with conventional high pass filtering on experimental phantom and in vivo data.

We demonstrated that adaptive demodulation can solve the tissue clutter spectral broad-

ening problem and potentially allow for lower blood velocities (<1mm/s) to be detected

without contrast [54]. However, our results were mainly proof-of-concept, and we have

yet to fully explore the boundaries and limitations of the method. Additionally, apart from

the spectral broadening problem, there are several other factors that can limit perfusion

visualization.

In our initial implementation of adaptive demodulation, we overcame some of the other

limitations associated with slow blood flow imaging, like beam-to-flow angle dependence

and short ensemble lengths, by using power Doppler and plane wave imaging. Power

Doppler is less angle-dependent and more sensitive to smaller vessels since it measures the

amount of blood rather than the true velocity [1, 10], as discussed in Section 1.1.3. There-
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fore, because we are focusing on perfusion, or the slowest, most randomly-oriented flow,

we use power Doppler. Additionally, we use plane wave imaging to eliminate the trade-off

between frame rate and ensemble length, allowing for high frame rate imaging while also

maintaining sufficient sampling for tissue filtering [13, 38]. However, limitations still exist

with single plane wave imaging and conventional tissue filtering, and recent advancements

in both beamforming and tissue clutter removal have been proposed to help solve these

additional problems [10, 17, 40, 41, 44].

As discussed in Sections 1.5.2 and 1.5.3, plane wave synthetic focusing and coherent

flow power Doppler (CFPD) applied to plane wave synthetic focused data are alternative

beamforming methods that can help overcome single plane wave imaging limitations. Sin-

gle plane wave images suffer from low signal-to-noise ratio and reduced lateral resolution

because it only uses a single unfocused transmit event per image. Plane wave synthetic

focusing involves transmitting and coherently summing multiple angled plane waves to in-

crease signal-to-noise ratio and synthesize transmit focusing at all locations in the image

[39]. Because plane wave synthetic focusing only needs a few angles to regain the resolu-

tion of a focused transmit, it maintains the frame rate and ensemble length benefits of single

plane wave imaging [10]. CFPD applied to plane wave synthetic focused data intends to

further improve signal-to-noise ratio by suppressing non-stationary diffuse reverberation

clutter in addition to thermal noise [40, 41]. Although plane wave synthetic focusing and

CFPD can improve sensitivity to slow flow, they still rely on effective tissue filtering.

Conventional Doppler tissue filtering, which typically uses infinite or finite impulse

response or polynomial regression filters, has been extensively studied and optimized [13,

15, 16]. Two of the main limitations with conventional filters are that they rely on clear

temporal spectral separation of tissue and blood, and they are applied only in the slow-

time dimension [17]. Adaptive demodulation helps overcome the former. As discussed in

Section 1.5.4, singular value decomposition (SVD) methods have been proposed to help

overcome both of these limitations, assuming long slow-time ensembles are used [17, 49].
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These SVD methods incorporate both temporal and spatial information to better separate

tissue from blood, presumably decreasing the reliance on clear temporal spectral separation

[17, 49]. However, it has been shown that the frequency content of temporal eigenvectors

is still important to consider when using these filters [46, 49].

Here we aim to improve upon our initial implementation of adaptive demodulation by

using controlled simple simulation experiments to assess the limitations and boundaries of

the method. We also evaluate beamforming and tissue filter improvements with and with-

out adaptive demodulation. Additionally, because adaptive demodulation is a pre-filtering

method, CFPD is a beamforming technique, and SVD is a filter, we are able to assess each

of these proclaimed slow-flow techniques separately as well as in combination. We test our

simulation findings using phantom and in vivo data.

4.2 Methods

4.2.1 Simulations

To evaluate the limitations and boundaries of adaptive demodulation as well as im-

provements in beamforming and tissue filtering, we use a single small vessel simulation

experiment. Using Field II [63], we simulated plane wave channel data of a 0.5mm diame-

ter vessel of blood scatterers angled 30◦ to the beam and centered at a depth of 2cm within

a 0.6cm by 1cm area of tissue scatterers (Figure 4.1a). In the following subsections, we

describe how tissue motion was implemented and how each adaptive demodulation, beam-

forming, and tissue filtering parameter was adjusted and evaluated.

Tissue Motion

To simulate realistic tissue motion, we used displacements estimated from sonographer

hand motion phantom data to displace both the tissue and blood scatterers. Six volun-
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(a) (b) (c)

(d) (e)

Figure 4.1: (a) Example realization of tissue (black) and blood (white) scatterers used for
simulations. (b) Example simulated plane wave synthetic focused B-mode image on a dB
scale. (c) Example simulated power Doppler image with no tissue motion on a dB scale.
(d) Root mean square of hand motion velocities (mm/s) for each tissue clutter realization.
(e) Histogram of velocities for an example pixel from an example tissue clutter realization.

teers acquired 0◦ plane wave channel data of a stationary quality assurance phantom (CIRS

Model 040GSE, Norfolk, VA) using a 7.8125MHz center frequency at a pulse repetition

frequency of 9kHz for 3s using a Verasonics Vantage System (Verasonics, Inc., Kirkland,

WA) and L12-5 probe. A Hann apodization and aperture growth to achieve an F/# of 2

were implemented during receive beamforming. Beamformed data were band-pass filtered

and up-sampled by a factor of 2 to achieve a sampling frequency of 62.5MHz. Total dis-

placements over the first second of data were computed using the same method described

in Section 2.3 using an axial kernel size of 1.25λ and a lag of 1ms for the relative displace-

ment estimator. Total displacements were interpolated according to the location of the

tissue and blood scatterers and used to generate 6 realistic tissue clutter realizations. Root

mean square of hand motion velocities through slow-time are shown for each realization

in Figure 4.1d. Velocities were computed on the hand motion data sets using a slow-time
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lag of 8ms and a kernel size of 1.25λ . Figure 4.1e shows a histogram of velocities for an

example pixel from an example realization.

Parameter Study

For each realization, we simulated 1s of channel data using 9 transmit angles evenly

spaced between -8◦ and 8◦ at a pulse repetition frequency of 9kHz using a 1 cycle pulse.

We simulated tissue and blood channel data separately. We varied transmit frequency,

blood-to-noise channel signal ratio, tissue-to-blood channel signal ratio, peak blood scat-

terer velocity, beamforming methods, tissue filter methods, and also displacement estima-

tion parameters used for adaptive demodulation. The adaptive demodulation displacement

estimation parameters are axial kernel size and slow-time lag. The kernel size defines the

window size used for axial averaging in the 2D autocorrelation relative displacement esti-

mator. For a given kernel, relative displacements are computed between slow-time samples

that are up to a maximum lag apart. A summary of all parameters is shown in Table 4.1.

We used a fixed sampling frequency of 31.25MHz. We band-pass filtered and up-sampled

all data to 62.5MHz after beamforming. We band-pass filtered all data again after applying

adaptive demodulation.

Baseline Parameters

When varying each parameter, we used the same baseline values for all other parame-

ters. Our baseline case used a 7.8125MHz transmit frequency and the full ensemble (1s).

We scaled the blood channel data to be 40dB lower than tissue and added noise 0dB relative

to the blood. Blood scatterers moved laminarly with a peak velocity of 1mm/s. We beam-

formed the data using the plane wave synthetic focusing method (resulting in a frame rate

of 1kHz and 1s ensemble) and filtered tissue using a conventional 1Hz (≈0.1mm/s) high-
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Table 4.1: Simulation Experiment Parameter Summary. Baseline parameters are in bold
font. AD, SPW, PWSF, and IIR stand for adaptive demodulation, single plane wave, plane
wave synthetic focusing, and infinite impulse response, respectively.

Parameter Values/Methods

AD Kernel Size (wavelengths) 1.25, 2.5, 5, 10, 15
AD Lag (ms) 1, 3, 5, 7

Blood-to-Noise Ratio (dB) -30, -20, -10, 0, 10, 20
Tissue-to-Blood Ratio (dB) 10, 20, 30, 40, 50, 60
Peak Blood Velocity (mm/s) 0.5, 1, 2, 5, 10
Imaging Frequency (MHz) 2, 4, 6, 7.8125, 10

Beamforming Method SPW, PWSF, CFPD
Tissue Filtering Method IIR, SVD

pass infinite impulse response (IIR) filter. We performed adaptive demodulation using a

kernel size of 10λ for our axial displacement estimator. However, when varying imaging

frequencies, we adjusted the kernel size to ensure the same number of samples was used for

each case. We used a single 1ms lag to compute total displacements, which is equivalent

to performing a cumulative sum of the relative displacements through slow-time. For all

simulations, we did not incorporate any amplitude demodulation because we controlled the

experiment to only have axial tissue motion. Baseline parameter values are bold font in

Table 4.1.

Beamforming and Tissue Filtering

We used the same channel data for all three beamforming methods. For the single plane

wave case, we used only the 0◦ plane wave channel data and parallel receive beamforming

[38]. For the plane wave synthetic focusing case, we used all 9 angles and summed consec-

utive angled beamformed plane wave data [39]. For the CFPD case, we applied short-lag

spatial coherence (SLSC) beamforming to filtered plane wave synthetic focused data using

a max aperture lag of 20 and a kernel size of 1.5λ , as in Li et. al. [41]. For all cases, we

used a Hann apodization and aperture growth to achieve an F/# of 2 during receive beam-
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forming. For the CFPD case, we up-sampled and band-pass filtered the delayed channel

data.

We used two different tissue filtering methods for this study: a conventional IIR filter

and an SVD filter [17, 49]. A conventional 6th order type 1 Chebyshev IIR high-pass filter

with a 1Hz cutoff was used. The cutoff was adjusted only for the peak blood scatterer

velocity study. For all peak velocities, ranges of cutoffs were tested on the full 1s ensemble

for a single realization, and an optimal cutoff was chosen based on the highest blood-to-

background signal-to-noise ratio (see Equation 4.2). A 1Hz cutoff was used for the 0.5mm/s

and 1mm/s normal and adaptively demodulated cases. A 10Hz cutoff was used for the

2mm/s normal and adaptively demodulated cases. 30Hz and 20Hz cutoffs were used for

the 5mm/s normal and adaptively demodulated cases, respectively. 55Hz and 50Hz cutoffs

were used for the 10mm/s normal and adaptively demodulated cases, respectively. For

the SVD filter, tissue and noise eigenvalue cutoffs were chosen adaptively, as in Song et

al. [49]. This process is summarized in Figure 4.2 and involves thresholding the singular

value magnitude and temporal eigenvector mean Doppler frequency curves to select tissue

and noise cutoffs. Thresholds were tested and chosen separately for data with and without

adaptive demodulation based on which produced the closest to optimal SNR (see Equation

4.2). For tissue cutoff selection, two pre-cutoffs are chosen [49], as depicted in Figures

4.2a and 4.2b. In the method by Song et al., the maximum of these two cutoffs is used

as the final tissue cutoff [49]. We looked at both the maximum and minimum and, based

on highest blood-to-background SNR (see Equation 4.2), used the minimum for data with

adaptive demodulation. For CFPD data, tissue filtering was performed on delayed channel

data and all channels were included as spatial information for the SVD filter. Thresholds

for choosing tissue cutoff 1, tissue cutoff 2, and the noise cutoff are respectively based on

the slope of the singular value magnitude curve, mean Doppler frequency, and deviation of

a linear fit to the singular value magnitude curve at the highest singular value orders. For all

data without adaptive demodulation, thresholds of 5, 1Hz, and 0.05 were used for selecting
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tissue cutoff 1, tissue cutoff 2, and the noise cutoff, respectively. For all data with adaptive

demodulation, thresholds of 1.5, 0.5Hz, and 0.05 were used for selecting tissue cutoff 1,

tissue cutoff 2, and the noise cutoff, respectively.

For the beamforming and filtering parameter studies, we also varied the ensemble size

that we use for high-pass filtering and power Doppler estimation. For these studies, we

looked at ensemble sizes of 20ms-1s (20-1000 samples).

Additionally, for both filtering techniques, we performed a more extensive tissue cutoff

analysis on the 1mm/s peak velocity baseline and adaptively demodulated data. For the

IIR filter, we tested a range of cutoffs between 0.5 and 25Hz (spaced by 1Hz from 1 up to

10Hz then spaced by 5Hz up to 25Hz) for ensemble sizes between 20ms and 1s for each

realization. For the SVD filter, we tested tissue eigenvalue cutoffs between 1 and 20 for

ensemble sizes between 20ms and 1s for each realization. For the SVD cutoff analysis, we

did not incorporate any noise filtering.

Figure 4.2: Example tissue and noise eigenvalue cutoff selection. (a) Tissue cutoff 1 is
selected by finding when the slope of the singular value magnitude curve goes below a
certain threshold (e.g., 5). (b) Tissue cutoff 2 is selected by finding the first temporal
eigenvector mean Doppler frequency to go above a certain threshold (e.g., 1Hz). (c) The
noise cutoff is selected by fitting a line to the singular value magnitude curve and finding
when the curve starts to deviate from the line by more than a certain threshold (e.g. 0.05).

Qualitative and Quantitative Metrics
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The power Doppler signal was computed using

PD(x,z) =
T

∑
t=1

s(x,z, t)2 (4.1)

where s(x,z, t) is the filtered SLSC signal for the CFPD cases and the magnitude of the

filtered analytic signal for all other cases, x,z, t are the spatial, axial, and temporal dimen-

sions, and T is the total number of slow-time samples or ensemble size. A 1mm by 1mm

spatial median filter was applied to each power Doppler image. To quantify differences

between different parameter values and techniques, we used blood-to-background signal-

to-noise ratio (SNR), contrast-to-noise ratio (CNR), and generalized contrast-to-noise ratio

(GCNR) metrics from Li et al. [41], Baranger et al. [69], and Molares et al. [70], respec-

tively,

SNR = 10log10

√
1
N ∑

N
i=1 PD2

sig(i)√
1
M ∑

M
i=1 PD2

bkgd(i)
(4.2)

CNR = 10log10
| 1N ∑

N
i=1 PDsig(i)− 1

M ∑
M
i=1 PDbkgd(i)|

ST D( 1
M ∑

M
i=1 PDbkgd(i))

(4.3)

GCNR = 1−OV L (4.4)

where N and M are the total number of pixels in the vessel and background, respectively,

PDsig and PDbkgd are the power Doppler values in the vessel and background, respectively,

ST D stands for the standard deviation, and OV L represents the overlap between histograms

of the background and vessel pixels. The vessel mask was interpolated as necessary for the

varying center frequency study to account for changes in resolution. Power Doppler images

were made by log compressing Equation 4.1 (I = 10log10PD(x,z)). Images were scaled

to individual maximums and dynamic ranges were chosen separately for each beamformer

and filter combination by computing the average power value of the background pixels of

the adaptively demodulated data for that beamformer and filter. This value was used as the

minimum value in the image for both data with and without adaptive demodulation. Exam-
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ple B-mode and power Doppler images are shown in Figures 4.1b and 4.1c, respectively,

for a case with no tissue motion.

4.2.2 Phantom Experiment

Polyvinyl alcohol (PVA) and graphite phantoms with a single small diameter vessel

were used to further evaluate improvements in beamforming and tissue filtering with and

without adaptive demodulation. Phantoms were made by placing 0.60-0.64mm diameter

wires through the short ends of 2 by 3cm molds. A PVA and graphite mixture [71] was

then poured into the molds, and then the molds were placed in the freezer for several days.

After thawing for a few hours and removing the molds and wire, a syringe pump was

used to flow blood-mimicking fluid (CIRS Model 046, Norfolk, VA) through the vessel of

each phantom at flow rates of 95µl/min (90 for 0.60mm diameter vessel) and 17µl/min,

which equates to average velocities of about 5 and 1mm/s. For each flow speed, 6 differ-

ent phantoms were used to ensure 6 different speckle realizations. For each phantom, a

volunteer sonographer acquired 1s of plane wave channel data using the same Verasonics

L12-5 probe used for the sonographer hand motion realizations described in Section 4.2.1.

Channel data were acquired using a 7.8125MHz center frequency, 9 transmit angles evenly

spaced between -8◦ and 8◦, a pulse repetition frequency of 9kHz and a 1 cycle pulse length.

Channel data were beamformed using both the plane wave synthetic focusing and

CFPD methods with the same receive beamforming parameters described in Section 4.2.1.

Beamformed data were band-pass filtered and up-sampled to a sampling frequency of

62.5MHz. Adaptive demodulation was performed using the same baseline settings as in

Section 4.2.1. Although lateral motion was likely present in this experiment, amplitude de-

modulation was not used in order to maintain consistency with the simulations. Data were

band-pass filtered again after adaptive demodulation. The same IIR and adaptive SVD fil-

ters were used as described in Section 4.2.1, except that a 25Hz cutoff was used for the

IIR filter for the faster flow case, and the thresholds were adjusted for the adaptive SVD
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filter for both cases. For the faster flow case, for data without adaptive demodulation, tissue

cutoffs 1, 2, and the noise cutoff were selected using thresholds of 2, 8Hz, and 0.01, respec-

tively. For data with adaptive demodulation, tissue cutoffs 1, 2, and the noise cutoff were

selected using thresholds of 0.5, 10Hz, and 0.01, respectively. For the slower flow case, for

data without adaptive demodulation, tissue cutoffs 1, 2, and the noise cutoff were selected

using thresholds of 2, 1Hz, and 0.01, respectively. For data with adaptive demodulation,

tissue cutoffs 1, 2, and the noise cutoff were selected using thresholds of 2.5, 1.5Hz, and

0.01, respectively. Similar to the simulation experiment, the maximum tissue cutoff was

used for data without adaptive demodulation, while the minimum was used for data with

adaptive demodulation.

For this experiment, we considered our baseline case to be the plane wave synthetic

focusing beamforming method with the conventional IIR filter and without adaptive de-

modulation. Adaptive demodulation, SVD, and CFPD were then evaluated separately as

well as in combination. Power Doppler was computed and images were formed the same

way as in Section 4.2.1. As was done for simulations, dynamic ranges were computed

adaptively for each beamformer and filter combination by using the average power of the

background of the adaptively demodulated data as the minimum value in the images with

and without adaptive demodulation. Blood-to-background SNR, CNR, and GCNR (Equa-

tions 4.2, 4.3, and 4.4, respectively) were computed for ensemble sizes between 20ms and

1s, as was done for the simulations.

4.2.3 In Vivo Experiment

To demonstrate in vivo feasibility, we tested all combinations of adaptive demodulation,

CFPD, and SVD on data acquired from a patient receiving trans-arterial chemoemboliza-

tion (TACE). TACE is a minimally invasive treatment for intermediate stage liver lesions

that do not qualify for curative resection or transplant [26]. TACE works by delivering

high doses of chemotherapy as well as embolizing agents to simultaneously treat a tumor
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and occlude its arterial supply [25]. Therefore, because these tumors are highly vascular-

ized compared to the surrounding healthy liver tissue, we expect to see increased power or

perfusion in a tumor before TACE and suppressed or no power in a tumor after TACE.

The patient gave informed written consent in accordance with Vanderbilt’s Institutional

Review Board prior to the start of the study. Using a Verasonics C5-2 probe, we acquired

2s of angled plane wave channel data (9 angles spaced evenly between -8◦ and 8◦) imme-

diately before and after TACE. The channel data were acquired using a 1 cycle pulse at a

pulse repetition frequency of 5.4kHz (600Hz frame rate after beamforming) and an imaging

frequency of 4.2MHz. Channel data were acquired at a sampling frequency of 16.7MHz,

and all beamformed data were up-sampled by a factor of 3 to achieve a sampling frequency

of 50MHz. For anatomical reference, immediately prior to the acquisition of each plane

wave scan, a conventional focused scan was acquired at 6cm. SLSC beamforming was per-

formed on the focused data using a maximum lag of 10 and a kernel size of 1.5 wavelengths

[42].

Using the same plane wave synthetic focusing and CFPD methods and the same receive

beamforming parameters described in Section 4.2.1, 0.5s ensembles of channel data before

and after TACE were beamformed. Adaptive demodulation was performed using the same

baseline settings as in Section 4.2.1. The same IIR filter described in Section 4.2.1 was used

except with a 30Hz cutoff. SVD was applied using the same adaptive SVD approach with

adjusted thresholds that was used for the simulation and phantom experiments. Thresholds

of 0.25, 10Hz, and 0.0005 were used for selecting tissue cutoffs 1 and 2 and the noise

cutoff, respectively. The same thresholds were used for data with and without adaptive

demodulation.

Power Doppler was computed and images were formed the same way as in Section

4.2.1, except that a 2mm by 2mm spatial median filter was applied to each image (instead

of 1mm by 1mm). Displayed images were scaled to individual maximums. Dynamic

ranges were chosen to achieve qualitatively similar noise floors. To quantify differences
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between techniques and time points, a tumor-to-background contrast metric was computed

as follows,

C = 10log10

1
N ∑

N
i=1 PDtumor(i)

1
M ∑

M
i=1 PDbkgd(i)

(4.5)

where N and M are the total number of pixels in the tumor and background, respectively,

and PDtumor and PDbkgd are the power Doppler values in the tumor and background, re-

spectively. GCNR was also computed as in Equation 4.4, where OV L represents the overlap

between histograms of the power Doppler values in the tumor and background.

Gold-standard contrast-enhanced computed tomography (CT) was also acquired before

and 2 months after TACE. Before TACE, we expect to see tumor enhancement. After

TACE, assuming successful treatment, we expect to see lipiodol uptake with no enhance-

ment. Lipiodol is a carrier substance for the chemotherapy that is selectively retained in tu-

mors and enhances CT images separate from the contrast agents used for enhancing blood

flow in follow-up imaging [72]. Therefore, bright lipiodol enhancement in the tumor in

follow-up imaging indicates successful retention of the chemotherapy [30].

4.3 Results

4.3.1 Simulations

Figure 4.3 shows blood-to-background SNR for the parameters listed in Table 4.1 (ex-

cept for beamforming and tissue filtering). The kernel size of the relative displacement

estimator and the lag used for computing total displacements have minimal effect on SNR

(Figures 4.3a and 4.3b). The blood-to-noise ratio result shown in Figure 4.3c suggests that

adaptive demodulation becomes less effective if blood is more than 20dB lower than noise

(i.e., overall SNR is less than 20dB). Figure 4.3d shows that adaptive demodulation is most

effective when the tissue-to-blood ratio is between 20 and 50dB. Adaptive demodulation is

most effective and necessary for velocities below 5mm/s, as shown in Figure 4.3e. Finally,

Figure 4.3f shows that with adaptive demodulation, SNRs increase slightly with increas-
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ing imaging frequency. Without adaptive demodulation, SNRs remain fairly constant with

increasing imaging frequencies.

(a) (b) (c)

(d) (e) (f)

Figure 4.3: Simulated blood-to-background SNR (± standard error) for (a) varying adap-
tive demodulation (AD) kernel sizes, (b) AD slow-time lag, (c) blood-to-noise ratio, (d)
tissue-to-blood ratio, (e) peak blood velocity, and (f) imaging frequency. SNRs with and
without AD are shown in gray and black, respectively. Plane wave synthetic focusing and
IIR filtering were used for each case.

Figure 4.4 compares single plane wave, plane wave synthetic focusing, and CFPD

beamforming methods with and without adaptive demodulation. A 1Hz IIR cutoff was

used for tissue filtering. Figures 4.4a and 4.4b show that CNR and GCNR increase with

adaptive demodulation for all ensembles for all three methods. Adaptive demodulation

with CFPD produces the highest CNRs for all ensembles and shows a peak between 100

and 200ms ensembles. Without adaptive demodulation, CFPD produces the highest CNRs

and GCNRs compared to plane wave synthetic focusing and single plane wave beamform-
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ing. Figure 4.4c supports these results qualitatively and shows power Doppler images for an

example tissue motion realization for the 400ms ensemble for each beamforming method

with and without adaptive demodulation. For the cases without adaptive demodulation, the

images are primarily dominated by tissue clutter, but the vessel can be seen in the CFPD

case. With adaptive demodulation, the vessel can be seen in all three cases, but the tissue

clutter and noise are suppressed the best with the combination of adaptive demodulation

and CFPD.

(a) (b)

(c)

Figure 4.4: Simulated (a) CNR and (b) GCNR (± standard error) vs. ensemble size are
plotted for single plane wave (SPW) (orange), plane wave synthetic focusing (PWSF)
(teal), and CFPD (purple) beamforming methods with adaptive demodulation (AD) (dot-
ted) and without (solid). (c) Simulated power Doppler images for an example tissue mo-
tion realization are shown for SPW (left), PWSF (middle), and CFPD (right) beamforming
methods with AD (bottom) and without (top) for the 400ms ensemble. Images are on a dB
scale.

Figure 4.5 compares conventional IIR (with a 1Hz cutoff) and adaptive SVD filtering

methods with and without adaptive demodulation. Figures 4.5a and 4.5b show that adaptive
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demodulation increases blood-to-background SNR and CNR for all ensembles for the IIR

filter. With SVD filtering, adaptive demodulation improves SNR and CNR for ensembles

below 500ms. For ensembles below 500ms, adaptive demodulation with SVD produces the

highest SNRs. Figure 4.5c supports these results qualitatively and shows power Doppler

images for an example tissue motion realization for the 400ms ensemble for each filtering

method with and without adaptive demodulation. Without adaptive demodulation, the IIR

image is dominated by tissue clutter, but the vessel is seen clearly with SVD by itself. With

adaptive demodulation, the vessel can be seen in both cases, but the background noise and

tissue clutter are suppressed the best in the image with adaptive demodulation and SVD.

Figure 4.6 summarizes the IIR filter cutoff selection analysis. Figure 4.6a shows the

average (across realizations) optimal cutoff to produce maximum CNR for each ensemble

size for baseline and adaptively demodulated data. Based on this plot, a 1Hz cutoff is

not the exact optimal cutoff on average for baseline or adaptively demodulated data for

most ensemble sizes. However, the optimal cutoff for all cases is below 5Hz. Figure 4.6b

shows how using a 1Hz cutoff for all realizations and ensemble sizes produces fairly similar

CNR to the optimized cases. These observations are supported qualitatively in Figure 4.6c,

which shows power Doppler images for an example realization using a 400ms ensemble

for different cutoffs for baseline and adaptively demodulated data. Regardless of cutoff,

the vessel cannot be seen in the baseline case. A 1Hz cutoff suppresses background noise

better than a 0.5 or 5Hz cutoff for the adaptively demodulated case. Also, as expected with

a peak velocity of 1mm/s (10Hz), flow cannot be seen when using a 10Hz cutoff in either

case.

Figure 4.7 summarizes the SVD tissue filter cutoff selection analysis. Figure 4.7a shows

the average (across realizations) optimal tissue cutoff to produce maximum CNR for each

ensemble size for baseline and adaptively demodulated data. Based on this plot, we are not

able to reproduce the exact optimal average tissue cutoff for baseline or adaptively demod-

ulated data using the adaptive cutoff selection technique. However, Figure 4.7b shows how
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(a) (b)

(c)

Figure 4.5: Simulated blood-to-background (a) SNR and (b) CNR (± standard error) vs.
ensemble size is plotted for IIR (teal) and SVD (orange) filtering methods with adaptive
demodulation (AD) (dotted) and without (solid). (c) Simulated power Doppler images for
an example tissue motion realization are shown for IIR (left) and SVD (right) filtering
methods with AD (bottom) and without (top) for the 400ms ensemble. Images are on a dB
scale.

using the adaptive method for all realizations and ensemble sizes produces very similar

CNR to the optimized cases and preserves the overall trends of the optimal curves. These

findings are supported qualitatively in Figure 4.7c, which shows power Doppler images for

a range of tissue eigenvalue cutoffs for an example realization using a 400ms ensemble.

For this example, the optimal tissue eigenvalue cutoffs are 3 and 2 for the baseline and

adaptively demodulated data, respectively. The adaptively chosen cutoffs are 4 and 2. Al-

though the adaptive cutoff selection is an eigenvalue off for the baseline case, the resulting

power Doppler images are fairly comparable. Also, the optimal adaptively demodulated
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Figure 4.6: (a) Average optimal IIR cutoff (± standard error) (black) vs. ensemble size for
baseline (solid) and adaptively demodulated (AD) data (dashed). 1Hz cutoff is shown in
teal. (b) Average CNR (± standard error) obtained with optimal cutoff (black) and with
a 1Hz cutoff (teal) vs. ensemble size for baseline (solid) and AD (dashed). (c) Baseline
(top) and AD (bottom) power Doppler images for a single realization made using a 400ms
ensemble size and conventional high-pass IIR filter with the following cutoffs (imaged from
left to right): 0.5, 1, 5, and 10Hz. Images are on a dB scale.

case suppresses background noise better than the optimal baseline case. For both cases,

the vessel is clearly seen within 1-2 eigenvalues away from the optimal cutoff, but tissue

clutter and noise strongly interfere when a larger eigenvalue of 8 is used.

Adaptive demodulation, CFPD, and SVD have all been proposed as potential meth-

ods for improving slow blood flow imaging with ultrasound [17, 40, 54]. Because adap-

tive demodulation is a pre-filtering method, CFPD is a beamforming method, and SVD

is a filtering method, they can be used separately or in combination. Figure 4.8a com-

pares simulated blood-to-background SNR and CNR for varying ensemble sizes for each

proclaimed slow flow method separately as well as for each combination of the methods

(adaptive demodulation with CFPD, adaptive demodulation with SVD, CFPD+SVD, adap-
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Figure 4.7: (a) Optimal (black) and adaptive (teal) SVD average tissue cutoff (± stan-
dard error) vs. ensemble size for baseline (solid) and adaptively demodulated (AD) data
(dashed). (b) Average CNR (± standard error) obtained with optimal (black) and adap-
tively selected (teal) cutoffs vs. ensemble size for baseline (solid) and AD data (dashed).
(c) Baseline (top) and AD (bottom) power Doppler images for a single realization made
using a 400ms ensemble size and SVD filter (without noise filtering) with the following
tissue eigenvalue cutoffs (imaged from left to right): 2, 3, 4, and 8. Images are on a dB
scale.

tive demodulation with CFPD+SVD). Adaptive demodulation in combination with CFPD

with a 100ms ensemble produced the highest SNR and CNR overall while CFPD+SVD

produced the highest GCNR overall. For smaller ensemble sizes (below 200ms), combina-

tions with adaptive demodulation produced the highest SNRs, CNRs, and GCNRs, while

combinations with SVD perform similarly to those with adaptive demodulation for larger

ensembles.
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Figure 4.8: Blood-to-background SNR (top), CNR (middle), and GCNR (bottom) (± stan-
dard error) vs. ensemble size is plotted for baseline (teal), SVD (orange), CFPD (purple),
and CFPD+SVD (black) with adaptive demodulation (AD) (dotted) and without (solid) for
(a) 1mm/s simulations (b) 5mm/s phantom and (c) 1mm/s phantom. Baseline is plane wave
synthetic focusing beamforming with a conventional IIR filter and no AD. AD was applied
for all cases using a 10λ kernel size and 1ms slow-time lag. Simulated data had a blood-to-
noise ratio of 0dB and a tissue-to-blood ratio of 40dB. For both simulations and phantoms,
a 7.8125MHz transmit frequency was used.

4.3.2 Phantom

Figure 4.8b shows the same information as Figure 4.8a for the 5mm/s average velocity

single vessel phantom data. The overall SNR and CNR trends and values match fairly

well to those observed in simulations. Similar to simulations, adaptive demodulation with

CFPD results in a peak SNR and CNR around 100ms. However, the highest overall SNR

and CNR was produced using adaptive demodulation with CFPD+SVD. For the smallest

ensemble sizes (below 200ms), combinations with adaptive demodulation produced the
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highest SNRs and CNRs, while SVD by itself performs similarly to methods with adaptive

demodulation for larger ensembles. GCNR shows different trends than SNR and CNR.

SVD with and without adaptive demodulation produces the most separation between blood

and background, while CFPD by itself produces the most overlap.

Figure 4.9 supports the results in Figure 4.8b qualitatively and shows power Doppler

images for an example case for the 400ms ensemble for all combinations of adaptive de-

modulation, CFPD, and SVD. Figure 4.9a shows the B-mode and no filter power Doppler

images for reference. Adaptive demodulation with CFPD suppresses the background noise

the best and resulted in the highest CNR, but adaptive demodulation with CFPD and SVD

shows the most uniform flow through the vessel. However, adaptive demodulation with

SVD resulted in the highest GCNR.

Figure 4.9: Qualitative example of the single vessel phantom with 5mm/s average blood
velocity. (a) B-mode image and power Doppler image made without filtering. (b) Power
Doppler images made with adaptive demodulation (AD) (bottom) and without (top) for
baseline, SVD, CFPD, and CFPD+SVD. A 400ms ensemble was used for all power
Doppler images. CNR and GCNR values are displayed on each image for reference. Im-
ages are on a dB scale.

The quantitative results for the 1mm/s average velocity single vessel phantom data are

shown in Figure 4.8c. For this case, SNR and CNR are low for all methods at the small-

est ensembles (below 200ms), indicating poor vessel visibility. However, SNR and CNR

improve with ensembles above 200ms, especially when using adaptive demodulation with

SVD. Adaptive demodulation with SVD also resulted in the highest GCNR for ensemble

sizes above 200ms, but SVD by itself produces the least amount of overlap for ensembles

below 200ms. Generally, adaptive demodulation improved SNR, CNR, and GCNR for each
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method.

Figure 4.10 shows power Doppler images for an example case for the 400ms ensemble

for all combinations of adaptive demodulation, CFPD, and SVD for the 1mm/s average

flow phantom data. Figure 4.10a shows the B-mode and no filter power Doppler images for

reference. Adaptive demodulation with SVD appears to suppress the background noise the

best, but, similar to the faster flow phantom data, adaptive demodulation with CFPD+SVD

shows the most uniform flow through the vessel and resulted in both the highest CNR and

GCNR.

Figure 4.10: Qualitative example of the single vessel phantom with 1mm/s average blood
velocity. (a) B-mode image and power Doppler image made without filtering. (b) Power
Doppler images made with adaptive demodulation (AD) (bottom) and without (top) for
baseline, SVD, CFPD, and CFPD+SVD. A 400ms ensemble was used for all power
Doppler images. CNR and GCNR values are displayed on each image for reference. Im-
ages are on a dB scale.

4.3.3 In Vivo

Figure 4.11 shows anatomical SLSC images with corresponding power Doppler images

before and after TACE. Before TACE, SVD and adaptive demodulation with SVD show

the most heightened power in the tumor compared to the surrounding healthy liver tissue.

After TACE, adaptive demodulation by itself and adaptive demodulation with SVD show

the clearest suppression of power in the tumor compared to the surrounding tissue. There is

an apparent vessel to the right of the tumor after TACE that is most clearly seen with CFPD

combined with adaptive demodulation and CFPD combined with adaptive demodulation
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and SVD.

Figure 4.11: Gold-standard contrast-enhanced CT, anatomical SLSC and power Doppler
images before (top) and after (bottom) TACE. Post-treatment CT and ultrasound were ac-
quired 2 months and immediately after TACE, respectively. Power Doppler images are
shown for each combination of adaptive demodulation (AD), SVD, and CFPD as well as
for baseline IIR filtering and no tissue filtering. Dynamic ranges (DR) are displayed on
each power Doppler image and were chosen to ensure qualitatively similar noise floors.

Figure 4.12 demonstrates the potential need for different dynamic ranges for data with

and without adaptive demodulation. Based on the example in Figure 4.12, a 10dB dy-

namic range includes the majority of the signal for the image with adaptive demodulation.

However, if a 10dB dynamic range is used for the data without adaptive demodulation, the

majority of the signal is excluded. This is likely because more tissue passed through the

conventional IIR filter when adaptive demodulation was not used. Therefore, a 20dB dy-

namic range was chosen for the data without adaptive demodulation to obtain qualitatively

similar overall intensities.

The quantitative tumor-to-background contrast results are displayed in Table 4.2. SVD

by itself resulted in the highest contrast and GCNR before TACE, while adaptive demodu-

lation with IIR filtering resulted in the lowest contrast after TACE (i.e., largest suppression

of power in the tumor compared to surrounding tissue). Adaptive demodulation with SVD

resulted in the largest temporal change in power (6.9dB).

70



Figure 4.12: In vivo dynamic range evaluation. Power Doppler images are on a dB scale
and are shown for the data before TACE made with conventional IIR filtering. Images
without adaptive demodulation (AD) are shown in the top row with dynamic ranges of
10dB (left) and 20dB (right). The image with AD is shown in the bottom right and is made
with a dynamic range of 10dB. The plot in the bottom left shows the histograms of the data
(after log compression but before scaling to the maximums) with AD (gray) and without
AD (black).

The gold-standard contrast-enhanced CT images support the ultrasound results. The

pre-treatment CT image confirms that the tumor had greater cumulative vasculature com-

pared to the surrounding healthy liver tissue. The 2 month follow-up CT image after TACE

confirms that the treatment successfully stopped blood flow to the tumor and that lipiodol

was retained, indicating tumor necrosis [30].

4.4 Discussion

The simulated parameter study resulted in expected trends for the blood-to-noise ratio,

tissue-to-blood ratio, and peak velocity experiments. We anticipated that adaptive demod-

ulation would become less effective in noisy environments because, regardless of tissue

bandwidth suppression, blood would be overpowered by noise, which is what we saw for
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Table 4.2: Tumor-to-background contrast (dB) before and after TACE computed on power
Doppler images with no filtering and with all possible combinations of IIR, SVD, CFPD,
and adaptive demodulation (AD). GCNR values are indicated in parentheses. Change in
contrast = Cbe f ore−Ca f ter.

Method Before TACE After TACE Change

No Filter 2.4 (0.19) 7.4 (0.64) -5.0
IIR 2.2 (0.88) -3.3 (0.91) 5.5

AD+IIR 1.8 (0.90) -5.0 (1.00) 6.8
SVD 2.4 (0.97) -3.7 (1.00) 6.0

AD+SVD 2.3 (0.96) -4.6 (1.00) 6.9
CFPD 0.1 (0.33) 2.2 (0.58) -2.1

AD+CFPD -0.7 (0.62) 0.1 (0.07) -0.7
CFPD+SVD 0.4 (0.29) 3.7 (0.93) -3.3

AD+CFPD+SVD -0.4 (0.49) 2.6 (1.00) -3.1

blood-to-noise ratios below -20dB. Also, because adaptive demodulation relies on tissue

to be sufficiently stronger than blood so as not to estimate and demodulate blood motion,

we expected to see a decrease in blood-to-background SNR at low tissue-to-blood ratios,

which is what we observed for tissue-to-blood ratios less than 20dB. Finally, we expected

to see increased blood-to-background SNR as peak blood velocity increased because this

would lead to better spectral separation between blood and tissue, which is what we saw

for all velocities tested.

The parameter study also resulted in a few unexpected trends. We expected to see

an increase in blood-to-background SNR with larger kernel sizes, longer lags, and higher

imaging frequencies, but we saw minimal changes when varying these parameters. We

expected that increasing the kernel size would improve the accuracy of the tissue displace-

ment estimator and thereby improve the adaptive demodulation of the tissue clutter [57],

but we actually observed a slight decrease with larger kernels. It is possible that small tissue

displacements were averaged out with the larger kernels [57], preventing full demodulation

of the tissue clutter. We also expected tissue displacement estimation accuracy, and there-

fore adaptive tissue clutter demodulation, to improve with larger lags [56], and although we
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did see a very slight increase in SNR for lags above 1 slow-time sample, the small improve-

ment does not warrant the trade off for longer processing times. For the realizations used in

this experiment, it is possible that a lag of 1 slow-time sample produces estimates that are

sufficiently close to the true displacement which is why we do not see much improvement

with larger lags. Larger kernel sizes and lags can also suffer from decorrelation effects

which could also explain the observed trends [73]. Finally, we expected to see a consistent

increase in SNR with increasing imaging frequencies, which would support the findings

by Heimdal and Torp [14]. However, without adaptive demodulation, SNRs are relatively

constant, and with adaptive demodulation, SNR does increase slightly, but decreases for

the 10MHz case. These discrepancies could be because we used different kernel sizes for

different center frequencies to maintain similar axial fields of view. Also, it is possible that

we would see a steadier increase if we looked at more frequencies above 10MHz.

Although precisely optimal tissue cutoffs were not used for IIR and SVD filtering, Fig-

ures 4.6 and 4.7 demonstrate that the observed optimal trends are still generally achieved

with a fixed IIR cutoff and an adaptive SVD approach. Optimal cutoff selection is impossi-

ble clinically with unknown structures in the field of view. Therefore, for realistic clinical

scenarios, cutoffs are chosen based on the application, which we have reproduced here to

showcase the feasibility of these methods.

The simulation results were mostly validated with the single vessel phantom data with

5mm/s average blood flow. The phantom blood-to-background SNR, CNR, and GCNR for

this case have similar trends and values to the simulated metrics. However, unlike simula-

tions, the highest SNR is achieved when combining all three methods together. Apart from

this discrepancy, the 5mm/s velocity phantom trends generally agree with the simulation

trends, which supports the reproducibility of our simulations. The slower flow phantom

data (1mm/s average flow) produced lower metric values overall and the trends were not as

well matched to the simulation and faster flow phantom data. For this case, SVD with and

without adaptive demodulation produced the highest SNR, CNR, and GCNR. For ensem-
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bles below 500ms, adaptive demodulation with SVD improves SNR and CNR compared to

SVD by itself. Although this phantom case produced different trends than the simulations

and 5mm/s phantom case, it still demonstrates the value of adaptive demodulation for each

method (i.e., the dotted AD curves are all generally higher than the solid no AD curves).

Furthermore, the example realization shown in Figure 4.10 shows how these techniques

have the potential to resolve predominately lateral flow.

For both the simulations and 5mm/s average flow phantom data, the SNRs, CNRs,

and GCNRs for all cases appear to either peak at smaller ensembles and then converge

at larger ensembles or slowly plateau. This is less apparent for the 1mm/s average flow

phantom, but still generally true. It is possible that the metrics converge due to signal

decorrelation at long ensembles and that averaging over shorter ensembles would produce

higher image quality metrics. Another hypothesis is that the demodulated noise becomes a

more significant source of error for longer ensembles. Future work will aim to investigate

correlation changes through slow-time as well as the effects of the demodulated noise term.

Additionally, longer than 1s ensembles should be evaluated to see if SNR, CNR, and GCNR

truly converge or if they ultimately continue to increase or decrease.

The in vivo TACE study provides a unique setting for testing slow flow techniques be-

cause it involves both spatial and temporal changes in perfusion. Before TACE we expect

to see heightened power in the tumor because we know liver tumors are highly vascularized

compared to the surrounding healthy liver tissue. Gold-standard pre-treatment CT imaging

confirms this, and 2-month follow-up CT imaging confirms that the treatment was suc-

cessful. Therefore, after TACE we expect to see suppressed power Doppler in the tumor

compared to surrounding tissue. For the example case included in this work, adaptive de-

modulation combined with IIR and adaptive demodulation combined with SVD resulted in

the largest changes in tumor contrast, suggesting that there is a potential benefit of using

adaptive demodulation for detecting both temporal and spatial changes in tumor perfusion

before and after TACE. Although other factors could contribute to the increase in power
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in the tumor before TACE, it is reasonable to believe that most of the enhanced power is

due to increased flow because we know this happens physiologically. Also, because we are

using a 30Hz (5.5mm/s) IIR cutoff, we do not expect power in the images to be directly

correlated to perfusion, but we do expect to be visualizing flow in vessels that directly feed

into and drain out of capillaries, such as arterioles and venules. In the power Doppler im-

ages after TACE, a vessel to the right of the tumor is clearly resolved. This residual flow

could potentially be from the pressure head of the feeding artery reaching but not perfusing

the tumor branches, indicating successful arterial occlusion.

GCNR is a newly proposed metric that should be robust to dynamic range alterations

caused by adaptive beamformers [70]. By computing the probability of detection, GCNR

avoids the inherent issue with scaling SNR, CNR, and contrast for different beamformers

that alter the signal in some way. We have implemented it in this work to account for com-

parisons between the different beamformers used in simulations, phantoms, and in vivo

data, namely plane wave synthetic focusing and SLSC used in CFPD. In our initial imple-

mentation, GCNR generally agrees with the SNR, CNR, and contrast metrics. However,

we also observed that GCNR can result in discrepancies between what is observed qualita-

tively. For example, in Figure 4.10, the GCNR value for conventional IIR filtering by itself

(i.e., baseline) is 0.5, suggesting that there is a 50% chance of detecting flow in the vessel,

which is not seen in the image. However, for adaptive demodulation and SVD, the GCNR

value is only 0.43, even though the vessel is clearly seen in the image. The GCNR values

make sense because the vessel signal is clearly much lower compared to background in the

baseline image, while the vessel and background have more overlapping pixels in the adap-

tive demodulation and SVD image. However, the vessel is visually detected in the adaptive

demodulation with SVD image despite the GCNR metric. Therefore, GCNR along with

CNR, SNR, and contrast should be used carefully for flow detection comparisons.

The single vessel model used for the simulation and phantom experiment is useful for

comparing techniques. However, it is not fully representative of realistic in vivo settings in
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which many small vessels will be in the field of view and within a given resolution cell. The

simulation and phantom vessel diameters used in this work are relatively small, but they

are not on the order of capillary or other small vessel diameters, which are smaller than

the achievable lateral resolution. Therefore, we do not expect to resolve flow in individual

capillaries or other small vessels, especially with lower transmit frequencies and at deeper

depths, as was used in our in vivo study, but we do expect to be sensitive to flow from the

collection of small vessels within a given resolution cell. Based on this assumption, we

hypothesize that heightened power within a single pixel in the tumor in our in vivo images

before TACE in Figure 4.11 potentially results from increased flow in several small vessels

within that pixel.

Apart from resolution limitations, depth-dependent SNR limitations will also affect per-

fusion imaging techniques at deeper depths. The simulation and phantom experiments in

this work focus on shallower depths for testing different techniques, but realistic in vivo

imaging will require sensitivity at deeper depths, as we observe in our in vivo example. We

demonstrate that these techniques, especially adaptive demodulation and SVD, can work

in realistic settings at depths down to 9.5cm and produce results that are consistent with

expected physiological treatment effects. However, we show in Figure 4.3c that adaptive

demodulation performs best at blood-to-noise SNRs above 20dB. This suggests that adap-

tive demodulation will suffer as SNR decreases. Similarly, the global SVD approach that

we have applied relies on similar noise statistics throughout the field of view. This is less

attainable in vivo with larger, deeper fields of view [49]. Song et al. addresses this with a

block-wise approach with noise equalization [49]. Also, CFPD intends to improve depth-

dependent SNR limitations by reducing near field reverberation clutter and thermal noise

[41]. Therefore, implementing and optimizing some of these techniques could further im-

prove imaging of slow flow at deeper depths.

It is worth noting that the CFPD signal has not yet been shown to be linearly correlated

to blood volume as is the case with conventional power Doppler. Also, conventional power
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Doppler signal will become less correlated to blood volume in low SNR environments.

Because capillaries and other small vessels often cannot be qualitatively resolved, blood

volume quantification is crucial. Therefore, the value of CFPD may be most relevant for

resolvable structures, and, assuming reasonable SNR, conventional power Doppler with

adaptive demodulation and SVD would be the best option for sub-resolution structures.

4.5 Conclusion

Perfusion ultrasound imaging is difficult, mainly because of spectral broadening of tis-

sue clutter signal caused by patient and sonographer hand motion, but other issues like

SNR are also challenging. We previously introduced adaptive demodulation as a solution

for suppressing tissue clutter bandwidths. We implemented the method using single plane

wave imaging and conventional IIR filtering. Here, we showed that we can improve this

technique with better beamforming (plane wave synthetic focusing and CFPD) and tissue

filtering (SVD). Simulated blood-to-background CNRs were highest when using adaptive

demodulation with CFPD with smaller ensembles. Phantom CNRs were highest when

combining adaptive demodulation, CFPD and SVD for the 5mm/s flow speed and when

combining adaptive demodulation and SVD for the 1mm/s flow speed. Finally, we showed

clinical feasibility and potential benefit for combining adaptive demodulation and SVD in

our in vivo liver tumor embolization study. Combining these proclaimed slow-flow tech-

niques has the potential to make perfusion ultrasound imaging possible.

77



Chapter 5

Adaptive Clutter Demodulation for Transarterial Chemoembolization Treatment

Evaluation of Liver Tumors

This work is currently in review for publication in Scientfic Reports: Tierney, Jaime, et

al. “Non-contrast power Doppler ultrasound imaging for early assessment of trans-arterial

chemoembolization of liver tumors” Scientific Reports.

5.1 Introduction

As discussed in Section 1.3, transarterial chemoembolization (TACE) is a treatment op-

tion for hepatic malignancies that do not qualify for curative surgery [24, 25, 26, 27]. It

works by simultaneously delivering high doses of chemotherapy and embolizing agents to

the blood supply of a tumor to provide targeted treatment and occlude the arterial supply

[24, 25, 26]. Gold-standard imaging evaluation aims to detect changes in tumor perfusion

using contrast agents, assuming that decreased contrast in the tumor post-TACE indicates

successful treatment [30]. However, contrast agents can cause artifacts that prevent follow-

up imaging from being performed earlier than 4 weeks after treatment with gold-standard

modalities [30, 27]. Although contrast-enhanced ultrasound has been considered as a so-

lution to this problem [27], ultrasound contrast agents can also introduce treatment-related

artifacts [33, 27]. Furthermore, contrast agents in general are limited by time and dose in

the blood stream, making real-time applications challenging. Although Doppler ultrasound

techniques without contrast have been shown to be limited by attenuation and tissue clutter

for perfusion (i.e., the slowest blood flow in the smallest vessels) imaging applications in

the past [34, 14, 36], there have been several significant advancements to slow blood flow

imaging with ultrasound in recent years (as discussed in previous chapters) that have yet to

78



be assessed for use in TACE treatment evaluation.

Perfusion imaging with conventional Doppler techniques has been challenging mainly

because of Doppler processing limitations, ineffective tissue filtering, and beamforming

limitations [14, 36]. Conventional color Doppler techniques are generally limited by signal-

to-noise ratio (SNR) and depend on knowing the beam-to-flow angle to make accurate esti-

mations of blood velocity [8]. However, because perfusion signal is weak and occurs in the

smallest and most randomly oriented vessels, estimating perfusion velocity is particularly

challenging with color Doppler techniques [11, 12]. The introduction of power Doppler

helped to overcome this problem because it computes the energy of the Doppler signal

or the amount of moving blood as opposed to velocity, making it more sensitive to weak

perfusion signal in addition to being relatively angle independent [8, 9].

Despite addressing SNR and the angle-dependency problem, tissue clutter interference

with blood signal remains a barrier for perfusion applications. Tissue filtering techniques

in general have been extensively studied and optimized for the purposes of conventional fo-

cused Doppler processing [13, 15, 19, 18, 20, 21]. Among these techniques are adaptive tis-

sue motion correction schemes to be implemented prior to tissue filtering in the frequency-

domain [13, 19]. Additionally, the most common clutter filtering methods, including infi-

nite and finite impulse response (IIR and FIR, respectively) filters and polynomial regres-

sion filters, have been exhaustively evaluated and compared [15, 21]. Similarly, eigen-

based filtering techniques have been extensively studied and have been shown to be supe-

rior to more traditional techniques, albeit more computationally expensive [43, 44, 45, 46].

However, a main limitation for all of these methods has been the trade-off between main-

taining real-time frame rates and acquiring long ensembles for sufficient tissue filtering, a

problem resulting from conventional Doppler beamforming which acquires a single line of

a Doppler ensemble at a time [10].

More recently, advancements in beamforming have been proposed to improve sensitiv-

ity to slow flow, including plane wave synthetic focusing and coherent flow power Doppler
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(CFPD) [39, 10, 41]. Plane wave applications have simultaneously overcome the trade-off

between ensemble length and frame rate and have sparked renewed research in the area

of slow flow imaging with ultrasound. As part of this renewal, we expanded upon the

the tissue motion correction schemes mentioned previously [19, 13] and developed a time-

domain adaptive tissue clutter demodulation scheme on long ensemble plane wave data,

accounting for both phase and amplitude modulation to suppress the bandwidth of tissue

clutter prior to filtering [54]. Plane wave techniques have also led to advanced eigen-based

filtering techniques that can achieve full spatio-temporal 2D and higher order singular value

decompositions (SVD) [17, 47, 48, 49]. Using mainly proof-of-concept experiments, we

previously showed that combining our adaptive demodulation technique with some of the

other latest improvements in tissue filtering and beamforming could potentially make imag-

ing perfusion without contrast possible [68].

Although non-contrast power Doppler imaging has been considered for TACE treat-

ment evaluation in the past [34], it has not been considered with the latest perfusion-focused

improvements. Here, we propose non-contrast power Doppler imaging with adaptive de-

modulation in combination with improvements in beamforming and tissue filtering as a

potential tool to evaluate TACE. Apart from the clinical benefits of using non-contrast

ultrasound, because TACE acutely changes tumor perfusion, it also provides a unique clin-

ical scenario to evaluate adaptive demodulation and other slow flow ultrasound algorithms.

Additionally, this study tests these methods at deeper depths and with a lower transmit fre-

quency than used in any other proof-of-concept studies. We demonstrate initial feasibility

in a small pilot study.
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5.2 Materials and Methods

5.2.1 Patients and Procedure

This study was approved by and performed in accordance with the relevant guidelines

and regulations of Vanderbilt's institutional review board. Ten patients undergoing TACE

gave informed written consent to participate. One of the patients received TACE twice (3

months apart) and consented twice, resulting in a total of 11 subject acquisitions. Inclusion

criteria consisted of the patient being over 21 years of age with a scheduled TACE proce-

dure and the ability to provide informed consent. All patients received conventional TACE.

The ultrasound acquisitions did not alter the treatment protocol or impose any additional

risk for which ethical committee authorization would be necessary. Table 5.1 summarizes

patient demographics and tumor information.

Table 5.1: Summary of patient demographics and tumor characteristics for each subject
acquisition. Tumor types consisted of neuroendocrine tumors (NET) and hepatocellular
carcinomas (HCC). Tumor size is indicated as the largest measured diameter.

Subject Age (y) Sex BMI ( kg
m2 ) Type Size (cm) Location

1 56 M 47.4 HCC 4.7 Segment 3
2 52 F 23.0 HCC 2.0 Segment 5/6
3 55 M 24.4 NET 6.3 Segment 6

4* 60 F 27.3 HCC 3.4 Segment 5
5 58 M 25.8 HCC 2.4 Segment 5
6 43 F 25.0 NET 6.0 Segment 6/7
7 64 F 22.4 NET 4.1 Segment 4B

8* 60 F 27.3 HCC 4.5 Segment 5
9 60 M 32.5 HCC 3.4 Segment 5/6

10 73 M 21.7 NET 6.0 Segment 6
11 63 M 24.4 HCC 5.3 Segment 6

*same patient
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5.2.2 Imaging

A Verasonics C5-2 probe with a 4.2MHz center frequency was used to acquire a 6cm

focused scan followed continuously by 2s of an angled plane wave sequence. For both the

focused and unfocused sequences, the channel data were acquired and saved immediately

before and after TACE for each patient. Compared to a focused scan which acquires a

single line at a time, plane wave imaging insonifies the entire field of view at once, as

depicted in Figure 5.1. In the case of a curvilinear array, the wave is more spherical than

planar, but we use the term “plane wave” to be consistent with the literature. With respect

to Doppler techniques, plane wave imaging overcomes the long-standing trade-off between

frame rate and ensemble length [10] and is discussed in more detail in the following section.

The plane wave sequence used 9 angles between -8◦ and 8◦ at a PRF of 5.4kHz. Both

sequences imaged down to 10cm. Imaging was performed by the interventional radiologist

performing the procedure. When possible, patients were asked to hold their breath during

each scan.

Figure 5.1: Cartoon depiction of the different transmit sequences used in this study. Fo-
cused scans acquire a single lateral location of an image at a time and are focused at a
single depth. Plane wave scans sacrifice transmit focusing and involve transmitting from
all elements at once to insonify the entire field of view. Plane wave synthetic focusing
(PWSF) involves transmitting multiple angled plane waves and then summing them to gain
transmit focusing throughout the image (i.e., at all depths and lateral locations).

5.2.3 Post-processing

All post-processing was done in MATLAB R2014a (The MathWorks, Inc., Natick, MA).
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5.2.3.1 Beamforming

For the focused sequence, conventional delay-and-sum beamforming was used to gen-

erate anatomical B-mode images. Short-lag spatial coherence (SLSC) beamforming was

also implemented on the focused data for additional and sometimes improved anatomi-

cal referencing [42]. A maximum aperture lag of 10 elements and an axial kernel size of

1.5λ (λ=center frequency wavelength) were used for SLSC beamforming. For both delay-

and-sum and SLSC, Hann apodization and aperture growth to achieve an F/# of 2 were

implemented during receive beamforming.

For the plane wave sequence, plane wave synthetic focusing was implemented as in

Montaldo et al. [39], resulting in a frame rate of 600Hz after beamforming. Plane wave

synthetic focusing, as depicted in Figure 5.1, combines beamformed consecutive angled

plane wave data to achieve transmit focusing throughout the image [39]. Hann apodization

and aperture growth to achieve an F/# of 2 were implemented during receive beamforming.

Beamformed data were up-sampled and band-pass filtered. Up-sampling was performed to

achieve a sampling frequency of 50MHz. For tissue filtering and power Doppler estimation

(described in following subsections), a 1s (600 sample) ensemble (either the first or second

half of the full 2s ensemble) was qualitatively chosen based on M-mode motion for each

data set. The first 0.5s of each 1s ensemble was used for initial qualitative and quantitative

comparisons between patients and filtering techniques. An ensemble size evaluation was

also performed for which ensembles between 83ms and 1s (50 and 600 samples) were

compared. Due to frame rate limitations, conventional focused power Doppler imaging

only uses up to 16 samples [10]. To mimic a conventional scan, a 16 sample ensemble was

also evaluated and will be referred to as the “conventional” method. However, it is worth

noting that because we are using plane wave synethetic focusing to focus at all locations,

our “conventional” method should still be better (in terms of resolution) than traditional

power Doppler imaging as currently implemented on most commercial scanners.
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5.2.3.2 Adaptive Demodulation

Adaptive demodulation was applied as in Tierney et al. [54] to the beamformed plane

wave data. To account for axial tissue motion, phase demodulation was implemented using

a 10λ (λ=center frequency wavelength) axial kernel size and lag of 1 slow-time sample

(1.7ms) to compute relative and total tissue displacements through slow-time, respectively.

These parameters were chosen based on previous work [68]. Amplitude demodulation did

not provide any additional benefit and was therefore not applied.

A mean frequency down-mixing approach was also implemented on the conventional

sequence for which there may be a substantial mean tissue frequency other than zero due

to the short ensemble length. This was implemented the same way as was done in Bjaerum

et al. [15]

5.2.3.3 Tissue Filtering

Each data set was cropped to a smaller field of view prior to tissue filtering. A con-

ventional IIR filter as well as an adaptive SVD filter were applied to each data set. For

the IIR filter, a 30Hz (5.5mm/s) high-pass 6th order type 1 Chebyshev filter was used. A

symmetric initialization was performed for which 20 mirrored samples (16 samples for

the conventional case) were added to each slow-time signal before filtering and removed

after. The IIR filter used was chosen based on previous studies [13] as well as internal

comparison to other IIR and FIR filters. For the SVD filter, an adaptive 2D spatio-temporal

approach was used as in Song et al. [49]. The same thresholds were used for all data sets

for adaptively determining tissue and noise cutoffs. Two tissue cutoffs were computed and

the maximum or minimum were used based on which produced the best qualitative and

quantitative result for the 0.5s (300 sample) ensemble for each data set.
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5.2.3.4 Image Evaluation

Power Doppler was computed on each data set using

PD(x,z) =
T

∑
t=1
|s(x,z, t)|2 (5.1)

where s(x,z, t) is the filtered analytic signal, x,z, t are the spatial, axial, and temporal di-

mensions, and T is the total number of slow-time samples (i.e, ensemble size). A 2mm

by 2mm spatial median filter was applied to each power Doppler image. Aperture growth

effects were accounted for by dividing each power Doppler value at a given depth by the

number of aperture positions used for aperture growth at that depth.

To quantify differences between before and after TACE time points as well as differ-

ences between processing techniques, we use a tumor-to-background contrast metric as

follows,

C = 10log10

1
N ∑

N
i=1 PDtumor(i)

1
M ∑

M
i=1 PDbkgd(i)

(5.2)

where N and M are the total number of pixels in the tumor and background, respectively,

and PDtumor and PDbkgd are the power Doppler values in the tumor and background, re-

spectively. Contrast provides a relative measurement of spatial changes in power between

the tumor and surrounding liver tissue. To measure temporal changes, change in contrast

was computed as the difference between time points (before minus after) for each patient.

Power amplitude can vary between acquisitions due to different noise characteristics and

fields of view, which can make comparisons between before and after TACE challenging.

However, because contrast is a relative metric to each individual image, comparing tempo-

ral changes in contrast is feasible. Furthermore, these quantitative metrics are independent

of how the images are scaled for qualitative display. Example tumor and background masks

are shown in Figure 5.2. Masks were manually drawn for each data set using the power

Doppler images in addition to the anatomical B-mode and SLSC images.
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Assuming successful treatment, we expect decreased power (i.e., perfusion) in the tu-

mor after TACE. We also expect potentially elevated power in the tumor before TACE due

to tumor hypervascularity [27, 30, 33]. Based on this hypothesis, we expect contrast to be

positive before TACE, which would suggest increased blood flow in the tumor relative to

the background tissue. Conversely, we expect contrast to be negative after TACE if blood

flow in the tumor has been effectively occluded. Therefore, we expect the change in tumor

contrast to be positive and greater than the before TACE contrast value, which would mean

that the power in the tumor decreased after TACE relative to the power in the tumor before

TACE.

Displayed power Doppler images were made by log compressing (5.1) (I = 10log10PD(x,z)).

Images were scaled to individual maximums and dynamic ranges were chosen to include

the middle 70% of the full dynamic range (i.e., the top and bottom 15% were set to the

maximum and minimum values, respectively).

5.2.3.5 Statistics

Post-hoc power was computed on the change in contrast values for comparisons be-

tween each filtering technique and the conventional method, assuming a 2-sided test with

α = 0.05 and normal distribution. Additionally, a two-sample paired t-test was performed

between each filtering technique and the conventional method. Furthermore, to determine

relative contributions to differences between techniques, a linear regression model was fit

to the change in contrast values for which ensemble size, adaptive demodulation, and SVD

were used as predictors. To facilitate direct comparisons, each predictor was centered about

the mean and normalized by overall power. An F-test was used to assess the model fit.

5.3 Results

Focused B-mode and SLSC images were both used for identifying tumor boundaries

and determining crop regions. Figure 5.2 shows example focused B-mode and SLSC im-
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ages of subject 10 before and after TACE. The tumor is clearly seen in both the B-mode

and SLSC images, but some boundaries and structures are enhanced with SLSC. Example

tumor and background regions of interest (ROIs) are shown overlaid on the SLSC images

for reference. Using the anatomical focused B-mode and SLSC images, the beamformed

data were cropped to around the tumor for tissue filtering and power Doppler estimation,

as depicted by the orange crop region in Figure 5.2. This smaller field of view was used

to better facilitate our global SVD filtering approach which assumes similar noise statistics

throughout the input region [49].

Figure 5.2: Example full field of view focused B-mode (top) and SLSC (middle and bot-
tom) images before (left) and after (right) TACE. Potential vessels are indicated in the after
TACE SLSC image that are not apparent in the B-mode. Example crop region (orange),
tumor (red), and background (yellow) ROIs are displayed on focused full field of view
SLSC images in the bottom row. B-mode images are scaled to individual maximums and
are displayed on a dB scale. SLSC images are scaled from 0 to the maximum coherence in
the image.

Qualitatively, adaptive demodulation with SVD filtering produced power Doppler im-

ages that have increased power (i.e., blood flow or perfusion) in the tumor before TACE

and decreased power after, which is consistent with the hypothesis for complete or partial

response and is less apparent with conventional power Doppler. This is apparent in Fig
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5.3 which shows example cropped B-mode, SLSC, and power Doppler images for subjects

10, 9, and 5 before and after TACE. Power Doppler images were made with conventional

methods (16-sample ensemble with IIR filtering) as well as with adaptive demodulation and

SVD filtering (300-sample ensemble). Specifically, the overall power distribution within

the tumor in the conventional power Doppler images is similar between time points for

each case. Furthermore, the structures seen in the conventional power Doppler images are

highly correlated to the structure seen in the focused B-mode and SLSC images. The power

Doppler images with adaptive demodulation and SVD filtering show structures unseen in

the B-mode and SLSC images, such as clear vessels surrounding the tumor, as shown in

Fig 5.3a for subject 10. Although the power in the tumor for subject 9 (Fig 5.3b) is not nec-

essarily lower than the power in the surrounding liver tissue after TACE in the image with

adaptive demodulation and SVD filtering, as is perhaps the case in Figs 5.3a and 5.3c for

subjects 10 and 5, respectively, it is likely that a partial response to treatment was achieved

based on the comparison between the post-TACE the pre-TACE images. Additionally, for

subject 5, although power in the tumor is faint before TACE with adaptive demodulation

and SVD filtering, power is clearly lower in the tumor after TACE compared to surrounding

liver tissue when using advanced methods, as shown in Fig 5.3c. These observations are

not apparent when using conventional methods.

The dynamic ranges of the displayed power Doppler images are different because of

the adaptive scaling approach described previously. However, the dynamic ranges are also

inherently different because of the different filters and processing techniques used. If the

advanced methods are better able to suppress signal from tissue and noise, the dynamic

range will be smaller because it will only include the blood signal. If tissue and noise are

still present, as can be the case with conventional methods, the dynamic range will be larger

because it will include the signal energy from each component (tissue, blood, and noise).

Figure 5.4 demonstrates the potential variability in dynamic ranges and shows histograms

and corresponding power Doppler images after TACE for subject 9. Histograms were made
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(a)

(b)

(c)

Figure 5.3: Focused B-mode, focused SLSC, and power Doppler images before (top) and
after (bottom) TACE for subjects 10 (a), 9 (b), and 5 (c). Power Doppler (PD) images
were made with conventional (Conv.) methods and with adaptive demodulation (AD) and
SVD filtering. 27ms (16 samples) and 0.5s (300 samples) ensemble sizes were used for the
conventional and advanced methods, respectively. SLSC images are scaled from 0 to the
maximum coherence in the image. Potential vessels, tumor flow, and decreased flow are
indicated in the AD+SVD images that are not apparent in the conventional PD images for
each case.
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of the power Doppler images after log compression and scaling to individual maximums.

The histograms show how the dynamic range is much larger when conventional methods

are used, suggesting that tissue and noise are present. The adaptively chosen dynamic

ranges intend to include the majority of each signal, as seen by the orange and green dots

on the histograms in Figure 5.4 which indicate the adaptive dynamic ranges for the con-

ventional and advanced methods, respectively.

Figure 5.4: Example dynamic range evaluation for subject 9 after TACE. Histograms are
shown on the left for power Doppler (PD) images made with conventional methods (black)
(i.e., 16-sample ensemble and IIR filtering) and with adaptive demodulation (AD) and SVD
filtering (gray). Histograms were made after log compression and scaling to individual
maximums. The orange and green dots indicate the dynamic ranges adaptively chosen
(middle 70% of the full dynamic range) for the conventional and AD+SVD cases, respec-
tively. Corresponding power Doppler (PD) images are shown on the right on dB scales.
PD images were log compressed, scaled to individual maximums, and cropped to the adap-
tively selected dynamic ranges.

Quantitatively, changes in contrast were highest when using advanced methods. Fig 5.5

shows a box plot of the change in contrast for each processing technique. Except for the

conventional method which used a 27ms (16 samples) ensemble size, a 0.5s (300 samples)

ensemble size was used for all other methods. The conventional method by itself, with

adaptive demodulation, and with the mean phase shift resulted in the smallest changes in

median contrast of 0.62dB, 0.03dB, and -0.80dB respectively. Change in contrast is highest

when using adaptive demodulation with SVD filtering which resulted in a median change in
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contrast of 7.42dB. Adaptive demodulation with IIR filtering resulted in a notable median

change in contrast of 4.76dB and also resulted in the highest 75th percentile value. Both

of these cases also resulted in statistically significant differences from the conventional

method with p-values less than 0.01. All post-hoc power values and t-test p-values are

displayed in Table 5.2.

Figure 5.5: Change in tumor-to-background contrast for each processing technique: Con-
ventional (Conv.), adaptive demodulation (AD)+Conv., mean phase shift (MPS)+Conv.,
IIR, AD+IIR, SVD, AD+SVD. The median value for each method is the central mark in
each box. The 25th and 75th percentiles are the bottom and top edges of each box, re-
spectively. The bars extending from each box indicate the minimums and maximums,
and outliers are marked in red. Statistically significant differences from the conventional
method are indicated with * (p < 0.05) and ** (p < 0.01).

Compared to standard IIR filtering alone, advanced methods were more robust to vary-

ing ensemble sizes. Figs 5.6a and 5.6b show average contrast and average change in con-

trast, respectively, for each processing method and for ensemble sizes between 27ms and

1s (16 and 600 samples). Before TACE, adaptive demodulation with SVD filtering and

SVD by itself produce the highest average contrast for ensemble sizes below 600ms (360

samples), as shown in Fig 5.6a. Adaptive demodulation with conventional IIR filtering pro-
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Table 5.2: Post-hoc power estimates and p-values for comparisons between each processing
method and the conventional method. Adaptive demodulation and mean phase shift are
abbreviated as AD and MPS, respectively.

Method: AD+Conv. MPS+Conv. IIR AD+IIR SVD AD+SVD

power (%) 11.7 6.77 63.5 94.6 81.2 99.3
p-value 0.460 0.651 0.044 0.005 0.017 0.001

duces the highest average contrast for the largest ensemble sizes. After TACE, all methods

produce lower average contrast when using ensemble sizes above 0.5s (300 samples), and

adaptive demodulation with IIR filtering produces the lowest average contrast overall at a

667ms (400 sample) ensemble size. These trends are supported in Fig 5.6b which shows

that adaptive demodulation with SVD filtering produces the highest average change in con-

trast for smaller ensemble sizes, while adaptive demodulation with IIR filtering produces

the largest average change overall when using an 833ms (500 samples) ensemble size.

When no tissue filtering is used, the average change in contrast is negative, indicating that

there is increased power in the tumor after TACE. This is likely because of lipiodol in the

tumors which shows up as bright B-mode structure and would therefore translate to height-

ened power in an image without adequate tissue filtering. Statistically, the linear model

used to fit the data in Fig 5.6b (excluding the no tissue filter data) resulted in an F-statistic

corresponding to a p-value less than 0.01, indicating that the model fit the data significantly

better than a constant intercept value. Additionally, the model predictors resulted in coef-

ficient values of 11.9, 17.3, 32.4, and 4.57 for SVD (compared to IIR filtering), adaptive

demodulation, ensemble size, and the intercept, respectively. These coefficient values sug-

gest that ensemble size is the most important factor in manifesting differences in the change

in contrast values from conventional IIR filtering. These values also indicate that adaptive

demodulation and SVD filtering strongly influence improvements in changes in contrast

values, with adaptive demodulation being more important than SVD.

To support the trends in Figure 5.6 qualitatively, Figure 5.7 shows example power
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(a) (b)

Figure 5.6: Average contrast (left) and change in contrast (right) for varying ensemble sizes
and for each processing method: IIR (orange), adaptive demodulation (AD)+IIR (purple),
SVD (black), and AD+SVD (green). On the left, contrast values before and after TACE
are shown as the solid and dashed curves, respectively. On the right, change in contrast for
when no tissue filtering is used is shown in teal for reference. The no tissue filter values
are negative likely because the lipiodol used during TACE is hyperechoic and becomes
structure in the tumor.

Doppler images of subject 1 using conventional IIR filtering and using adaptive demodula-

tion with SVD filtering for ensemble sizes of 333ms, 500ms, and 667ms (200, 300 and 400

samples). Before TACE, the power Doppler images made with conventional IIR filtering

show minimal signal inside the tumor, while the images made with adaptive demodulation

and SVD filtering show enhanced power in the tumor compared to when no tissue filtering

is used. After TACE, both methods show suppressed power in the tumor, but IIR filtering

fails to suppress all of the signal seen in the SLSC and no filter images. In contrast, the

images made with adaptive demodulation and SVD filtering show suppressed signal in the

tumor, especially when using the 0.5s (300 samples) ensemble size. Also a clear vessel is

seen lining the tumor in the images made with adaptive demodulation and SVD filtering

that is not seen in the images made with IIR filtering, no filtering or the SLSC images.
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Figure 5.7: Focused SLSC and power Doppler images of subject 1 before TACE (top)
and after TACE (bottom). Power Doppler images are made using no tissue filtering, IIR
filtering, and with adaptive demodulation (AD) and SVD filtering for ensemble sizes of
200, 300, and 400 samples (333ms, 500ms, and 667ms).

5.4 Discussion

The results demonstrate that adaptive demodulation in combination with advancements

in beamforming and filtering can adequately detect changes in perfusion after TACE. More

specifically, adaptive demodulation with SVD filtering resulted in the largest median changes

in contrast between time points, which is indicative of successful occlusion of the tumor

arterial supply. These changes were far less apparent with conventional methods.

Because our conventional method uses synthetic transmit aperture beamforming to fo-

cus at all locations in the image, it should have better resolution and SNR than a true

conventional power Doppler acquisition implemented with single focus transmits. How-

ever, because we use plane waves and acquire our data with a research scanner, we will

likely not have SNR that is comparable to what is commercially available. Future studies

could incorporate a truly conventional power Doppler scan using a commercial scanner to

address this, but the improved SNR that comes from using a clinical platform would also
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improve the advanced methods.

The results are supported by previous work that showed the benefit of using adaptive de-

modulation and SVD compared to IIR filtering alone in simulations, in vitro phantom, and

preliminary in vivo experiments [68, 74]. However, most of those studies tested these tech-

niques at a 7.8MHz imaging frequency and at depths only down to 2.5cm [68, 74]. Here,

we show that these methods can be effective at a clinical imaging frequency of 4.2MHz and

down to 10cm. Moreover, compared to other studies that have shown the benefit of SVD

filtering in fairly stationary and shallow organs like transplanted kidneys [17], we show

here that these methods can be successfully applied in the larger and more mobile liver.

In the same previous work, we showed that adaptive demodulation is particularly useful

when using smaller ensemble sizes [68], which is what we observed in this work as well. To

minimize processing time and facilitate real-time applications, smaller ensemble sizes are

preferred. In this work, a 0.5s ensemble size actually produced higher changes in contrast

than the full 1s ensemble for most techniques, which could be due to unoptimized filtering

or decorrelation effects due to large physiological or sonographer hand motion. Regardless,

in this work, a 0.5s ensemble size proved to be the smallest and most effective ensemble

size for visualizing both qualitative and quantitative changes in blood flow before and after

treatment.

This work intends to showcase initial feasibility of using non-contrast ultrasound as a

tool to evaluate TACE. To do this, we made the assumption that treatment was on average

successful, which, based on the cited response rate of 62-76% [28, 29], is unlikely. There-

fore, the tumor and background ROIs were drawn to avoid potential incomplete response

regions in an effort to depict general changes in perfusion. However, there were potential

residual tumor or blood flow regions observed in our small pilot study that will need to be

confirmed as real or artifact with gold-standard follow-up imaging. Thus, a necessary fu-

ture study will aim to statistically compare our proposed non-contrast ultrasound technique

to CE-MR or CE-CT.
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We include preliminary statistics in this work to support the study sample size and to

indicate statistically significant differences between each technique and the conventional

method. With the proposed combination of adaptive demodulation and SVD, we observed

the highest statistical power and significance, suggesting that 11 subjects for an initial pilot

study is sufficient.

Non-contrast ultrasound has several advantages over CE-US, CE-MRI, and CE-CT. It

is completely noninvasive, more affordable, more accessible, and it is not constrained by

time and dose of contrast agents. Additionally, it is not affected by the same treatment-

induced imaging artifacts as with CE imaging and could potentially be used immediately

after or during the procedure. If non-contrast ultrasound has the potential to have similar

if not better performance to these other techniques, it could be an invaluable addition to

current treatment evaluation and potentially substantially improve treatment responses.

5.5 Conclusions

Curative treatments are rarely available for hepatic malignancies, and palliative man-

agement of these diseases are often necessary with TACE treatment. However, TACE is

variably effective and evaluation is limited by late follow-up imaging. We propose non-

contrast perfusion ultrasound imaging as a solution for immediate, and potentially intra-

procedural, treatment evaluation. We show preliminary feasibility of our proposed tech-

nique in a small pilot study. Our results indicate that combining slow flow techniques

could potentially make non-contrast perfusion imaging a viable tool for evaluating TACE.
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Chapter 6

Developing an Independent Component Analysis-Based Spatiotemporal Clutter Filtering

Method for Non-Contrast Slow Flow Ultrasound Imaging

This work is currently in review for publication in IEEE Transactions on Medical Imaging:

Tierney, Jaime, et al. “Independent Component-Based Spatiotemporal Clutter Filtering for

Slow Flow Ultrasound” IEEE Transactions on Medical Imaging.

6.1 Introduction

As discussed in detail in previous chapters, several recent advancements in Doppler

processing, beamforming and tissue filtering have been proposed as potential solutions to

improve slow blood flow ultrasound imaging. Among these is our proposed time-domain

adaptive tissue clutter demodulation technique [54]. Additionally, PCA-based filtering has

been extensively considered for optimal tissue filtering [43, 45, 44, 46], and it has been

incorporated with other recently proposed slow flow techniques [17, 49, 48, 68].

Independent component analysis (ICA)-based tissue filtering has also been considered

and was previously shown to better separate blood from tissue and noise compared to PCA-

based filters [44, 75]. However, ICA-based filtering has not been as extensively investigated

as PCA-based filtering, and its fundamental limits have yet to be evaluated with other slow

flow-focused advancements, like angled plane wave beamforming or adaptive demodula-

tion. Additionally, because it was applied to focused Doppler sequences, its potential as a

full spatiotemporal filter has yet to be evaluated. Because ICA assumes statistical indepen-

dence between components, it should better identify statistically dependent non-gaussian

source signals that are uncorrelated and would therefore map to different principal compo-

nents [76]. In other words, it is possible that tissue, blood, and noise source signals could
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be mapped to overlapping principal components (assuming non-gaussian source signals),

in which case ICA could provide better delineation [44, 75, 76].

We previously showed that combining adaptive demodulation, angled plane wave beam-

forming, and adaptive SVD filtering can improve image quality of slow flow [68]. Here, we

aim to incorporate a spatiotemporal ICA-based filtering technique with these other slow-

flow advancements and compare it to SVD in terms of highest achievable image quality.

Compared to our previous preliminary work [77], we aim to more thoroughly describe our

ICA implementation and provide more substantial evidence for the benefit of ICA using

single vessel phantoms and controlled simulations with ground truth blood signal. Addi-

tionally, we propose a novel adaptive blood independent component sorting and selection

technique using a correlation-based sorting method and a K-means clustering approach to

adaptively separate tissue and blood components. Furthermore, we apply these methods to

multiple simulation and phantom realizations at different flow speeds, which extensively

expands upon previous work for which we used amplitude thresholding for component

sorting and selection and a single phantom realization for validation [78]. Furthermore, we

demonstrate initial in vivo feasibility using liver tumor data.

6.2 Theory and Implementation

6.2.1 ICA Model

To outline our approach to ICA, we first assume a simple signal model as follows,

D = C+B+N ∈ RZ×L×T (6.1)

where D is our beamformed RF signal composed of tissue clutter (C), blood (B), and noise

(N). RZ×L×T represents the set of real numbers with dimensions Z, L, and T which are

the total number of axial, lateral, and temporal samples, respectively. We use only real

data for the analyses in this work to simplify the ICA implementation. As in to PCA/SVD
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approaches to ultrasound clutter filtering [17, 49], we can reshape D into a two-dimensional

Casorati matrix, S ∈ RM×T , in space and time, where M = ZL. PCA techniques work by

decomposing S directly into its corresponding eigenvectors and eigenvalues. ICA generally

works by solving for two unknowns, A ∈ RM×Q and X ∈ RQ×T , related to S as follows,

S = AX (6.2)

where X contains the unmixed source signals, A is a mixing matrix containing the in-

formation for mixing the source signals in X to produce S, and Q represents the number

of independent components. ICA involves two main steps: solving for A and then using

A−1 to solve for X. Many techniques exist for solving for A. For our approach, we use

a maximum likelihood (i.e., information maximization) method with BFGS optimization

[79, 80, 81].

In our application of ICA, we use a transposed version of S, with dimensions T by M.

We also perform an initial dimensionality reduction on S
′

to remove noise using SVD and

the assumption that noise constitutes the lowest energy eigenvalues [46, 17, 49, 48, 44].

We then perform the optimization on the spatial eigenvectors of S
′

only, denoted Y, as

described below,

S
′
= VλU

′
∈ RT×M (6.3)

Y = λU
′
= AX ∈ RE×M (6.4)

where V ∈ RT×E , λ ∈ RE×E , and U ∈ RE×M are the temporal eigenvectors, eigenvalues,

and spatial eigenvectors of S
′
, respectively, with noise removed, A ∈ RE×Q is a square

mixing matrix, X ∈ RQ×M contains the source signals, and E = Q is the number of princi-

pal and independent components corresponding to blood and tissue. We perform ICA on

the de-noised, spatial eigenvectors to minimize computational burden of the optimization

algorithm. After solving for A, we can multiply A−1 by Y to get X.

Once the independent components are sorted and the principal and independent blood
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components are identified, as described in more detail in the following subsections, we can

then reconstruct the blood signal as follows,

S
′
blood = VT×BPCABPC×BICXBIC×M ∈ RT×M (6.5)

where BPC and BIC are the number of blood principal and independent components, re-

spectively. Finally, we can transpose and reshape S
′
blood back to its original dimensions,

B ∈ RZ×L×T .

6.2.2 Independent Component Sorting

Unlike for principal components, which are, by definition, intuitively sorted by de-

scending energy (i.e., tissue should be greater than blood which should be greater than

noise), independent component ordering is challenging [76, 82, 83, 84]. For our imple-

mentation, we sort according to correlation coefficients computed between reconstructed

power Doppler images made with each individual independent component q (PDq) and a

power Doppler image made with all components (PDQ) as follows,

ρsort(q) =
∑(PDQ.∗PDq)√

∑PD2
Q

√
∑PD2

q

(6.6)

where PDQ and PDq are made by reshaping VT×EAE×QXQ×M and VT×EAE×1
q X1×M

q using

independent component q only, respectively, back to the original dimensions (Z by L by T )

and summing the squared values through slow-time. A power Doppler image made with all

components is equivalent to a power Doppler image made with no tissue filtering for which

tissue power will dominate since tissue signal is stronger than blood. Therefore, a compo-

nent that produces a high correlation coefficient likely contains tissue while a component

that produces a low correlation coefficient contains blood. An example power Doppler

image made with all components and corresponding correlation values are shown in Fig.
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6.1. The power Doppler image displayed in Fig. 6.1 has been log compressed and scaled

for image quality purposes, but no log compression or scaling was done for the correlation

sorting.

Figure 6.1: Example simulation realization for a 400 sample slow-time ensemble. Power
Doppler images shown in the top row are scaled to individual maximums and a 20dB dy-
namic range. The power Doppler image on the left depicts a case with blood flow only (i.e.,
no tissue or noise). The power Doppler image on the right shows a case with tissue, blood,
and noise with no clutter filtering. The bottom row shows the energy of the singular values
for each principal component on the left and the correlation coefficients (as computed in
Equation 6.6) for each independent component on the right. Example adaptive and optimal
cutoffs are shown for each case (SVD on the left and ICA on the right). A fixed noise cutoff
of 20 was used for this example.

6.2.3 Blood Component Selection

Once the independent components are sorted in AX, choosing the appropriate cutoff

between tissue and blood is also challenging–a problem relevant for principal components

as well. To determine whether or not ICA provides any additional benefit to PCA, it is worth

comparing the two methods under optimal conditions. However, because it is impossible to

determine optimal conditions clinically, adaptively identifying blood components is crucial.

To determine optimal cutoffs, we perform an exhaustive cutoff analysis using simula-

tions and phantoms for which we know ground truth information. For SVD, we choose
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whichever cutoff k produces the highest image quality (IQ) correlation coefficient when

compared to the blood only power Doppler image (for simulations) or whichever cutoff

produces the best blood-to-background signal-to-noise ratio (SNR) image quality metric

(for phantoms), as defined in the next section. The correlation coefficient computed for

measuring simulation image quality is similar to Equation 6.6 as follows,

ρIQ(k) =
∑(PDB.∗PDk)√
∑PD2

B

√
∑PD2

k

(6.7)

where PDB and PDk are the power Doppler images made using blood only signal and made

using principal or independent component k as the starting blood component, respectively.

For these power Doppler images, a 2-dimensional spatial median filter, described in more

detail in the next section, is applied before computing ρIQ. Additionally, a Fisher transfor-

mation was applied to all ρIQ values before taking the mean across realizations. An inverse

Fisher transformation was then applied to the mean values for quantitative display. An ex-

ample of a simulated blood only power Doppler image is shown in Fig. 6.1. Again, the

blood only power Doppler image displayed in Fig. 6.1 has been log compressed and scaled

for image quality purposes, but no log compression or scaling was done for the correlation

computation. For ICA, we use the chosen optimal SVD cutoff for the temporal eigenvector

principal component filtering and then use whichever independent component cutoff pro-

duces the highest ρIQ or best SNR as described above. For both methods, we use a fixed

noise cutoff to restrict variables, as indicated in the next section.

To determine adaptive cutoffs, we perform an initial adaptive eigenvalue thresholding

on the principal components. We threshold based on when the slope of the energy of the

eigenvalues goes below a certain value, as depicted in Fig. 6.1 [46, 49] and use this as the

principal component cutoff for SVD filtering and ICA temporal eigenvector filtering. Then,

for the independent components, we perform a 100-iteration K-means clustering on ρsort

(i.e., Equation 6.6) to group the coefficients into 3 groups. Whichever group constitutes the
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last independent component is the group identified as blood. K-means could potentially

group non-consecutive components, thus providing an additional level of sorting. Example

optimal and adaptive cutoffs are depicted in Fig. 6.1.

6.3 Methods

6.3.1 Simulation Data Acquisition

Field II [63] was used to simulate angled plane wave channel data of a 0.6 by 1cm

area of tissue scatterers containing a 0.5mm diameter vessel of blood scatterers centered

at a 2cm depth. Blood flow was laminar and moved at a peak velocity of 1mm/s. Tissue

and blood scatterers were displaced using displacements estimated from 6 different hand

motion phantom data sets to generate 6 realistic tissue motion realizations. Tissue, blood

and noise channel data were simulated, beamformed, and post-processed separately. Blood

and noise channel data were scaled to be 40dB lower than tissue signal.

6.3.2 Phantom Data Acquisition

Eight different phantoms were made using a polyvinyl alcohol and graphite mixture

and 1 freeze-thaw cycle. Each phantom had a 0.6mm diameter wall-less vessel within a 2

by 3cm mold. Using a syringe pump, blood mimicking fluid (CIRS Model 046, Norfolk,

VA) flowed through each phantom vessel at average velocities of either 1mm/s or 5mm/s.

To ensure 6 different realizations for each flow speed, 6 different phantoms were used for

each case. A hand held Verasonics L12-5 probe was used to acquire plane wave channel

data for each realization for each flow speed.

6.3.3 In Vivo Data Acquisition

Plane wave channel data were acquired from a patient with a 4.6cm-diameter hepato-

cellular carcinoma (HCC) lesion located in segment 2 of the liver right above the portal
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vein. HCC tumors are known to be highly vascularized and perfusion characteristics are

used for treatment and diagnosis [30]. Informed written consent in accordance with Van-

derbilt’s Institutional Review Board was obtained from the patient prior to the start of the

acquisition. Using a Verasonics C5-2 probe, an interventional radiologist acquired 167ms

of angled plane wave channel data.

6.3.4 Beamforming

Channel data were acquired at a 7.8MHz transmit center frequency for the simulation

and phantom experiments and a 4.2MHz transmit center frequency for the in vivo data. For

all experiments, 9 angled plane waves evenly spaced between -8◦ and 8◦ were transmitted

at pulse repetition frequencies (PRF) of 9kHz for 1s (simulation and phantom) or 5.4kHz

for 167ms (in vivo). Channel data were beamformed using parallel receive beamforming

and consecutive angles were summed to synthesize transmit focusing, resulting in final

PRFs of 1kHz (simulation and phantom) and 600Hz (in vivo) [39] and ensemble sizes of

1000-samples (simulation and phantom) and 100-samples (in vivo). Hann apodization and

aperture growth to achieve an F/# of 2 were implemented during receive beamforming.

Beamformed data were band-pass filtered after being up-sampled by factors of 2 and 3 to

achieve sampling frequencies of 62.5MHz (simulation and phantom) and 50MHz (in vivo).

Additionally, for in vivo anatomical reference, immediately prior to the acquisition of the

plane wave scan, a conventional focused scan was acquired at 6cm.

6.3.5 Post-Processing

Adaptive demodulation was applied to each data set using the implementation described

in Tierney et al. [54]. An axial kernel size of 10λ and a slow-time lag of 1 sample (i.e.,

1.7ms for in vivo data and 1ms for all other data) were used to compute relative and total

displacements, respectively, for the phase demodulation. Amplitude demodulation was not

used.
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Ensemble sizes between 20 samples (20ms) and 1000 samples (1s) were used for tissue

filtering and power Doppler estimation for each simulation and phantom data set. The full

ensemble size of 100 samples (167ms) was used for the in vivo example. SVD and ICA

tissue filtering were implemented as described in the previous section using 20, 30, 40,

and 47 as the principal component noise cutoff for the simulations, 1mm/s phantom data,

5mm/s phantom data, and in vivo data, respectively (i.e., E = 20 or E = 30 or E = 40 or

E = 47). For the phantom data, a noise cutoff of 20 was used for the 20 sample ensemble.

For the in vivo data, the noise cutoff was adaptively chosen by fitting a line to the right half

of the eigenvalue curve and determining at which component the eigenvalues deviate from

the line by a threshold of 0.01 [49].

Power Doppler was computed using PD(z,x) = ∑
T
t=1 d(z,x, t)2 for each beamformed

and filtered data set. A 1mm by 1mm spatial median filter was applied to each power

Doppler image for the simulations and phantoms. A 2mm by 2mm spatial median filter was

applied to the in vivo power Doppler images. For simulated data, correlation coefficients

(compared to blood only power Doppler, i.e., ρIQ) were computed as in Equation 6.7. For

simulation and phantom data, blood-to-background SNR, contrast-to-noise ratio (CNR)

and generalized contrast-to-noise ratio (GCNR) [70] were computed as follows,

SNR = 10log10

1
N ∑

N
i=1 PDsig(i)

1
M ∑

M
i=1 PDbkgd(i)

(6.8)

CNR = 10log10
| 1N ∑

N
i=1 PDsig(i)− 1

M ∑
M
i=1 PDbkgd(i)|

ST D( 1
M ∑

M
i=1 PDbkgd(i))

(6.9)

GCNR = 1−OV L (6.10)

where N and M are the total number of pixels in the vessel and background, respectively,

PDsig and PDbkgd are the power Doppler values in the vessel and background, respectively,

STD stands for the standard deviation, and OV L represents the overlap between histograms

of the background and vessel pixels. The entire region outside of the simulation or phantom
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vessel was considered as background. Power Doppler images were made by log compress-

ing the power Doppler signal (I = 10log10PD(z,x)). Images were scaled to individual

maximums and dynamic ranges were chosen by computing the average power value of the

background pixels for each image. This value was used as the minimum value in the image.

For the in vivo data, the full dynamic range was used for image display.

6.3.6 Optimal Blood Component Selection

For computing optimal image quality metrics, simulation and phantom data were fil-

tered using tissue cutoffs between 1 and E for SVD and between 1 and Q for ICA for

each realization and ensemble. When reconstructing power Doppler images with ICA, a

fixed principal component cutoff was used for temporal eigenvector filtering. As described

in the previous section, for simulations, the principal component cutoff that produced the

highest SVD ρIQ (Equation 6.7) was used as the cutoff for temporal eigenvector filtering.

For phantoms, the principal components that produced the highest SVD SNR was used for

temporal eigenvector filtering.

6.3.7 Adaptive Blood Component Selection

As described in the previous section, the cutoff between tissue and blood principal

components was chosen by computing when the slope of the eigenvalues goes below a

certain threshold. The same threshold was used for all ensemble sizes for each filter case

(SVD, adaptive demodulation+SVD, ICA, adaptive demodulation+ICA). Thresholds of 2

and 3 were used for determining the principal component cutoff between tissue and blood

for simulated data with and without adaptive demodulation, respectively. Thresholds of

1 and 3 were used for the 1mm/s phantom data with and without adaptive demodulation,

respectively. A threshold of 0.5 was used for all of the 5mm/s phantom data. A threshold

of 0.25 was used for the in vivo data.

To determine the independent component cutoff between tissue and blood, a K-means
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clustering was performed and is described in more detail in Section 6.2.3. Additionally, for

the in vivo data, the noise principal component cutoff was chosen adaptively as described

in Section 6.3.5.

6.4 Results

6.4.1 Simulations

The simulation results demonstrate that ICA can remove tissue clutter better than SVD

by itself both optimally and adaptively for all ensemble sizes tested. Fig. 6.2 shows the

optimal and adaptive results for an example realization using a 400-sample ensemble with

adaptive demodulation applied. For this example, the adaptive SVD eigenvalue threshold-

ing approach chose the cutoff that produced the highest achievable correlation to the blood

only power Doppler image. The same was not true for ICA, but the adaptive K-means

approach chose a cutoff that was reasonably close to the optimal cutoff. Both the optimal

and adaptive ICA power Doppler images show better clutter suppression and more uniform

flow through the vessel than the SVD case.

These qualitative results are supported quantitatively in Figs. 6.3 and 6.4. Fig. 6.3

shows the correlation coefficients (ρIQ) computed for each ensemble size for optimal and

adaptive ICA and SVD both with and without adaptive demodulation. Optimal ICA pro-

duces correlation coefficients that are consistently higher than optimal SVD both with and

without adaptive demodulation. Adaptive demodulation provides an additional benefit to

optimal ICA for smaller ensemble sizes which is consistent with previous work [68]. Adap-

tive ICA also produces correlation coefficients that are higher than adaptive SVD. Adaptive

demodulation provides a benefit to adaptive SVD but does not produce the same improve-

ments for adaptive ICA. Adaptive ICA also produces correlation coefficients that are higher

than optimal SVD for larger ensemble sizes, as shown in the plot overlaying both optimal

and adaptive results.
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Figure 6.2: Optimal and adaptive simulation results for a single realization using a 400-
sample ensemble and adaptive demodulation. Singular values are shown for each principal
component in the top left. The optimal and adaptively selected principal component cut-
offs are indicated in teal and purple, respectively, and are equivalent for this case. Correla-
tion coefficients for each independent component (Equation 6.6) are shown in the bottom
left plot. Optimal and adaptively selected independent component cutoffs are indicated in
pink and orange, respectively. Corresponding optimal and adpative SVD and ICA power
Doppler images are shown on the right on dB scales.

Fig. 6.4 shows the image quality results for the optimal and adaptive ICA and SVD

approaches with and without adaptive demodulation. Similar to the correlation coefficients,

optimal ICA produces higher SNR, CNR, and GCNR than optimal SVD. The same is

true for adaptive ICA compared to adaptive SVD. Also, adaptive demodulation seems to

improve optimal ICA image quality for smaller ensemble sizes but has little effect for

adaptive ICA.

6.4.2 Phantoms

Similar to the simulation results, ICA is shown to produce superior image quality com-

pared to SVD with the 1mm/s and 5mm/s phantom data both optimally and adaptively.

Fig. 6.5 shows results for a single 1mm/s phantom data set using a 400-sample ensemble.

Adaptive demodulation was not used for this example. Similar to Fig. 6.2, the adaptive
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Figure 6.3: Simulated average correlation coefficients computed using Equation 6.7 are
shown for ensemble sizes between 20 and 1000-samples (i.e., 20ms and 1s). Optimal and
adaptive results are shown in the top left and right, respectively. Error bars indicate standard
error. The plot on the bottom has both optimal and adaptive results without error bars for
visualization purposes. Dashed curves indicate results with adaptive demodulation.

SVD approach chose the tissue cutoff that produces optimal SNR, therefore the adaptive

and optimal SVD power Doppler images are the same. The adaptive ICA method did not

result in the same tissue cutoff that produces optimal SNR, but it did result in a cutoff

that produces an image that has arguably better background suppression than the optimal

case. The optimal ICA image has brighter blood pixels and more uniform flow across the

vessel laterally than the adaptive ICA image, but the tissue clutter below the vessel is sup-

pressed better with adaptive ICA. Additionally, both the adaptive and optimal ICA images

demonstrate better tissue clutter suppression than the optimal and adaptive SVD image.

Similar qualitative conclusions can be made for the 5mm/s phantom example shown

in Fig. 6.6 for a 400-sample ensemble with adaptive demodulation. For this case, the

adaptive SVD approach chose a tissue cutoff that does not produce exactly optimal SNR,

but produced very close to optimal image quality. Similarly, adaptive ICA did not choose
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Figure 6.4: Simulated average SNR (left), CNR (middle), and GCNR (right) are shown for
ensemble sizes between 20 and 1000-samples (i.e., 20ms and 1s). Optimal ICA (orange)
and optimal SVD (teal) are shown in the top row. Adaptive ICA (pink) and adaptive SVD
(purple) are shown in the bottom row. Error bars indicate standard error. Dashed curves
indicate results with adaptive demodulation.

an optimal tissue cutoff, but it produced image quality that is very similar to the optimal

ICA case. The ICA and SVD images for this case are similar, but ICA produces more

uniform flow throughout the vessel. Although subtle, the improvement with ICA is not

insignificant, especially for low SNR small vessel environments.

Optimal and adaptive ICA produced higher SNR, CNR, and GCNR for most ensemble

sizes compared to optimal and adaptive SVD, respectively, as shown in Figs. 6.7 and 6.8

for both phantom data sets. For the 1mm/s phantom data, GCNR is higher when using

SVD for the smallest ensemble sizes. This is likely because of no flow being detected

in the vessel, which would result in a clear separation between bright tissue clutter in the

background region and dark blood signal in the vessel. GCNR as we have implemented

it does not account for negated trends. For both phantom cases and for both optimal and

adaptive ICA, adaptive demodulation provides an additional benefit in SNR and GCNR for

most ensemble sizes, which differs from what was seen in simulations. This trend is less
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Figure 6.5: Optimal and adaptive 1mm/s phantom results for a single realization using a
400-sample ensemble. Adaptive demodulation was not used for this example. Singular
values are shown for each principal component in the top left. The optimal and adaptively
selected principal component cutoffs are indicated in teal and purple, respectively, and are
equivalent for this case. Correlation coefficients for each independent component (Equa-
tion 6.6) are shown in the bottom left plot. Optimal and adaptively selected independent
component cutoffs are indicated in pink and orange, respectively. Corresponding optimal
and adpative SVD and ICA power Doppler images are shown on the right on dB scales.

apparent for CNR, but adpative ICA does appear to be less susceptible to outliers when

adaptive demodulation is used, as seen in the adaptive CNR plots in Figs. 6.7 and 6.8

Although the adaptive ICA approach does not produce the same image quality as op-

timal ICA, it does produce better image quality than optimal SVD for larger ensemble

sizes. This was demonstrated in Fig. 6.3, and is also supported in Fig. 6.9 which over-

lays all SNR results for varying ensemble sizes for the simulations, 1mm/s phantom data,

and 5mm/s phantom data. The improvement with adaptive ICA is most apparent with the

simulation and 1mm/s phantom data.
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Figure 6.6: Optimal and adaptive 5mm/s phantom results for a single realization using
a 400-sample ensemble with adaptive demodulation. Singular values are shown for each
principal component in the top left. The optimal and adaptively selected principal com-
ponent cutoffs are indicated in teal and purple, respectively. Correlation coefficients for
each independent component (Equation 6.6) are shown in the bottom left plot. Optimal
and adaptively selected independent component cutoffs are indicated in pink and orange,
respectively. Corresponding optimal and adpative SVD and ICA power Doppler images
are shown on the right on dB scales.

6.4.3 In Vivo

To demonstrate in vivo feasibility, adaptive SVD and ICA were applied to data of a

HCC tumor in the liver. Fig. 6.10 shows example focused B-mode, angled plane wave B-

mode, and power Doppler images made with no filtering, adaptive SVD and adaptive ICA.

Compared to the image with no tissue filtering, adaptive SVD and ICA both show clear

vessel structures that are not seen in the B-mode images. Although subtle, ICA does show

improvements in clutter suppression and vessel SNR. Additionally, the ICA image shows

small vessel structure that is not as clear in the SVD image, as indicated in the image labels.

112



Figure 6.7: Average SNR (left), CNR (middle), and GCNR (right) are shown for ensemble
sizes between 20 and 1000-samples (i.e., 20ms and 1s) for the 1mm/s phantom data. Opti-
mal ICA (orange) and optimal SVD (teal) are shown in the top row. Adaptive ICA (pink)
and adaptive SVD (purple) are shown in the bottom row. Error bars indicate standard error.
Dashed curves indicate results with adaptive demodulation.

6.5 Discussion

The exhaustive search for optimal tissue cutoffs demonstrates the achievable benefit

of ICA-based filtering compared to SVD by itself. In all simulation and phantom exper-

iments, ICA produced the highest optimal SNR, CNR, and GCNR overall as well as the

most qualitatively compelling images of tissue clutter suppression. Although it is mean-

ingful that ICA produces the highest values across multiple image quality metrics, it is

difficult to draw definitive conclusions based on these metrics due to their inherent biases

and differences [70, 68]. We address this concern by making use of controlled simulations

with which we were able to compare filtered images to ground truth blood signal. The

correlation coefficients computed against this ground truth signal provide more substantial

evidence for the potential benefit of ICA-based filtering compared to SVD by itself.

This work is the first to assess ICA-based filtering using ground truth simulations in

combination with other slow flow ultrasound advancements, including angled plane wave
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Figure 6.8: Average SNR (left), CNR (middle), and GCNR (right) are shown for ensemble
sizes between 20 and 1000-samples (i.e., 20ms and 1s) for the 5mm/s phantom data. Opti-
mal ICA (orange) and optimal SVD (teal) are shown in the top row. Adaptive ICA (pink)
and adaptive SVD (purple) are shown in the bottom row. Error bars indicate standard error.
Dashed curves indicate results with adaptive demodulation.

beamforming and adpative demodulation. Compared to conventional Doppler beamform-

ing, plane wave sequences have enabled much longer ensembles to be achieved while main-

taining reasonable frame-rates. The results in this work demonstrate the benefit of long en-

sembles for both ICA and SVD filtering, as shown with ground truth correlation estimates

as well as image quality metrics. Similar to conclusions made in previous work [68], the

metrics evaluated in this manuscript appear to plateau at larger ensembles, which could be

indicative of a fundamental limit or an unaccounted for source of decorrelation. However,

fixed noise cutoffs were used for both simulations and phantoms which could also explain

the plateau, assuming the noise cutoff does not apply equally well to all ensemble sizes.

Future work will aim to incorporate adaptive noise filtering in addition to the adaptive ICA

and SVD techniques used in this work.

Although adaptive demodulation provided minimal benefit to the simulated image qual-

ity metrics, it did result in small improvements in the simulation correlation estimates for
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Figure 6.9: Average SNR for varying ensemble sizes is shown for simulations (top left),
1mm/s phantom data (top right) and 5mm/s phantom data (bottom). SNR produced using
optimal ICA (orange), adaptive ICA (pink), optimal SVD (teal), and adaptive SVD (purple)
are shown on each plot. Dashed curves indicate results with adaptive demodulation.

the optimal ICA approach at the smallest ensembles, which is also consistent with previous

work [68]. However, based on the correlation estimates in Fig. 6.3, adaptive demodulation

appears to improve both optimal and adaptive SVD filtering more so than ICA in simula-

tions. That said, adaptive demodulation did provide more consistent improvements to both

optimal and adaptive ICA in the 1mm/s and 5mm/s phantom data. This could perhaps be

due to more tissue motion being present in the phantom data than the simulations for which

adaptive demodulation would be more useful.

Although it was useful to compute highest achievable metrics to determine the true

potential of each technique, it is not practical or possible in vivo. In this work we pro-

pose a novel adpative K-means clustering approach in combination with simple singular

value thresholding to adaptively select blood independent and principal components, re-

spectively. The simulation and phantom results demonstrate that adaptive ICA can produce

115



Figure 6.10: In vivo data of a HCC tumor in the liver. A full field of view focused B-mode
image is shown on the left. The tumor is outlined in red and the field of view used to
make power Doppler images is outlined in blue and indicated by the angled plane wave
B-mode image in the bottom left. Power Doppler images were made using a 100-sample
ensemble with no tissue filtering (top left), adaptive SVD filtering (top right) and adaptive
ICA filtering (bottom right). Adaptive demodulation was not used for this example. All
images are on a dB scale.

higher metrics than adpative and, for larger ensembles, optimal SVD. Additionally, the in

vivo example supports these conclusions and shows improvements in small vessel visual-

ization with adaptive ICA filtering compared to adaptive SVD. Although effective for the

purposes of this work, the eigenvalue thresholding technique is likely not optimal for de-

termining blood principal components. Several more advanced adaptive SVD approaches

that also incorporate noise filtering have been proposed [49, 69] that would likely improve

the adaptive SVD metrics. However, our results suggest that adaptive ICA will similarly

benefit from these more advanced principal component cutoff techniques.

Finally, as mentioned previously, there are many ICA methods that exist. In this work

we used an information maximization approach [79, 80, 81], and previously Gallippi and

Trahey used the joint approximation diagonalization of eigen-matrices (JADE) algorithm

[44, 75]. Other methods, including fourth-order blind identification (FOBI) and fast ICA,

should also be evaluated to determine which is best suited for the spatiotemporal clutter

filtering application. Additionally, input dimensionality should also be considered. For

our implementation we perform ICA on the spatial eigenvectors. It is worth investigating

further how ICA performs on temporal eigenvectors or if there is value in combining both
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spatial and temporal eigenvector ICA filtering. Without these analyses, it is possible that

the true potential of ICA has yet to be realized.

6.6 Conclusion

ICA was previously considered for ultrasound tissue filtering, but it has not been revis-

ited since the proposal of recent slow flow-focused advancements. Additionally, controlled

simulations with ground truth blood signal have not been previously used for determin-

ing the fundamental potential of both SVD and ICA. Furthermore, adaptive independent

component sorting and selection has not been previously proposed or investigated for the

purposes of ultrasound slow blood flow imaging. We address these shortcomings by devel-

oping a spatiotemporal ICA-based filtering technique using angled plane wave beamform-

ing and evaluate it in comparison to the well-known SVD filter. We show that optimal and

adaptive ICA can produce image quality metrics that are superior to optimal and adaptive

SVD across varying ensemble sizes using simulations and phantom data. Furthermore, we

demonstrate initial in vivo feasibility in a liver tumor data set.
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Chapter 7

Conclusion and Future Work

Transarterial chemoembolization (TACE) treatment of liver tumors aims to reduce tu-

mor perfusion and therefore relies on accurate perfusion imaging to evaluate treatment

response. Although effective, contrast-enhanced imaging modalities suffer from treatment-

induced artifacts that necessitate late follow-up imaging, typically 4-6 weeks post-treatment.

The inability to assess treatment adequacy in real-time is a potential reason for lack of treat-

ment response. Non-contrast perfusion ultrasound is a potential solution to this problem.

However, perfusion ultrasound imaging without contrast is difficult for several reasons.

Without contrast enhancement, blood ultrasound signal is weak compared to tissue signal,

and, because perfusion occurs in the smallest, most randomly oriented vessels, perfusion

blood signal is particularly difficult to detect. Therefore, SNR-enhancing and angle inde-

pendent power Doppler techniques in combination with adequate tissue filtering is critical.

Perfusion blood velocity is also slow and comparable to tissue motion caused by patient

and sonographer hand motion. This causes a spectral overlap in the slow-time frequency

domain which is conventionally used for separating and removing tissue signal. There is

also evidence that this motion causes an overlap in the eigen-domain [48], affecting more

advanced principal component analysis (PCA)-based tissue filtering methods. Therefore,

despite advances in Doppler processing, beamforming, and tissue filtering, tissue clutter in-

terference with blood has remained a barrier for realizing non-contrast perfusion ultrasound

imaging for real-time TACE treatment evaluation.

This dissertation has demonstrated the potential of an adaptive time-domain tissue clut-

ter demodulation scheme to address this problem and potentially allow for velocities to

be detected that were previously thought to be impossible to visualize without contrast

agents. The technique was validated, improved upon, and successfully applied to prelim-
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inary TACE data. Additionally, an independent component analysis (ICA)-based tissue

clutter filtering method was developed and integrated with other advancements, including

the adaptive demodulation method, and was shown to be superior to PCA-based techniques.

Furthermore, this work is the first to demonstrate that Doppler methods without contrast

agents can detect changes in blood flow in unresolvable vessels. Although the work pre-

sented in this dissertation has provided substantial evidence for the possibility of perfusion

ultrasound imaging without contrast to be used as an early TACE treatment evaluation tool,

a few limitations still exist that should be addressed with future work.

The proposed adaptive demodulation technique was developed and validated through

the use of simulation, phantom, and in vivo proof-of-concept experiments. As part of this

work, a novel two-part phase and amplitude demodulation was proposed, and the presented

results were the first to explicitly and quantitatively demonstrate that it is possible to achieve

ultrasound velocity estimates that are an order of magnitude lower than previously deemed

possible without contrast [14, 54]. Although broadly impactful, the developed technique

could be improved. Specifically, the amplitude demodulation worked well for the initial

experiments, but it did not provide substantial improvements for later work. This could in

part be due to not having a logical way to optimize the size of the temporal median filter.

For later work, we implemented a 35-sample median filter because that was what we found

worked well for our initial work, but it is possible that this size needs to be reconsidered and

tested for each individual experiment, making adaptation to different applications difficult.

Another way to potentially solve this amplitude fluctuation problem would be to implement

a lateral displacement estimation and correction using techniques like transverse oscillation

[85] or 2-dimensional normalized cross correlation [86]. Additionally, estimating slow-

time coherence, as was implemented for contrast-enhanced methods [87], could potentially

aid in differentiating between tissue and blood and provide a better way to optimize the

median filter length. Although more computationally expensive, incorporating methods

like these could account for lateral and elevational motion more effectively and potentially
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provide more complete tissue clutter suppression.

Adaptive demodulation combined with other slow flow-focused advancements (i.e., an-

gled plane wave beamforming, coherent flow power Doppler (CFPD) beamforming, and

singular value decomposition (SVD) filtering) was shown to improve slow flow detection

in simulation and phantom experiments. This work is a valuable contribution to the field

because it is the first to compare and combine these techniques, providing insight as to

when each is most beneficial to use. Also, it is the first to evaluate these techniques using

controlled simulations and phantoms with vessel sizes and blood velocities that are within

range of perfusion-feeding vessels, like venules and arterioles. However, there are opportu-

nities for improving these studies. As part of this work, adaptive demodulation parameters

were optimized, but these experiments could have been more exhaustive. For example,

throughout this dissertation, angled plane wave sequences used 9 angles spaced evenly be-

tween -8◦ and 8◦. This sequence design has worked well for the purposes of the work

presented in this dissertation, but other research in the lab has suggested that smaller angle

spacing might be better for coherence-based beamforming methods, which could have af-

fected the CFPD comparisons in Chapter 4. Similarly, it is possible that smaller or larger

angle spacing or ranges could affect the performance of adaptive demodulation. Addition-

ally, the experiments in Chapter 4 used single vessel simulations and phantoms, which we

know are not realistic representations of perfusion environments. It would be valuable to

repeat these studies in the future using perfusion-mimicking phantoms that are being de-

veloped in the lab. Finally, the work in Chapters 4 and 6 consistently show a plateau in

image quality metrics with larger ensemble sizes. We have speculated that this could be

due to decorrelation effects, noise artifacts, or possibly a fundamental limit. Future work is

necessary to determine the true cause of this trend.

Initial evidence was shown to suggest that by incorporating adaptive demodulation with

other slow-flow advancements, non-contrast perfusion ultrasound imaging could be used

as an early and potentially real-time TACE treatment evaluation tool, which, to reiterate,
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would be an invaluable tool for improving patient outcomes. This study showed initial

feasibilty and promising results for potential clinical use. Apart from the clinical value

of this work, because TACE involves spatial and temporal changes in perfusion in tumors

at varying depths, this study also demonstrated the unique experimental value of TACE

for testing slow flow ultrasound techniques. However, as mentioned previously, necessary

future work will need to include confirmed patient outcomes with gold-standard follow-

up CT or MRI imaging. Additionally, a larger sample size will be necessary to generate

meaningful statistics to support clinical adoption. Furthermore, the pilot study presented in

this dissertation used parameters for beamforming, adaptive demodulation and SVD filter-

ing that worked well but were likely not optimal. For example, previous work determined

that a 10λ kernel size worked well for relative displacement estimation for the adaptive

demodulation method. However, this was determined using single vessel simulation data

with a higher transmit center frequency. Therefore, it is possible that this value and other

parameters should be better optimized for future TACE data evaluation.

Finally, in addition to the proposed adaptive demodulation technique, this disserta-

tion summarizes early work developing and validating an ICA-based tissue clutter filter-

ing method to further improve ultrasound detection of perfusion-level blood flow without

using contrast agents. This work is the first to propose ICA as a full spatiotemporal filter

facilitated by plane wave beamforming. Additionally, this work is the first to evaluate SVD

and ICA using ground truth blood signal, made possible by controlled simulations. This

effort is valuable because it addresses the ongoing concern among researchers in the field

about the inherent biases of image quality metrics, including SNR, CNR, and GCNR [70].

Although this work demonstrated the value of ICA, it is preliminary, and there is valuable

future work that should be pursued. Because ICA has so many variables, including the

method used to solve for an appropriate mixing matrix, necessary future work will need

to evaluate and provide mathematical reasoning for which method is best suited for the

perfusion ultrasound imaging problem. Additionally, as part of this work, an initial adap-
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tive approach was proposed for sorting and selecting blood independent components. This

approach is likely not optimal and future studies should be conducted to determine the best

sorting and selection methods for ICA. Furthermore, ICA was performed only on spatial

eigenvectors. This sets the stage for evaluating the temporal dimension as well as a combi-

nation of both dimensions. Finally, for most of the work with SVD and ICA, small fields

of view were used for the single vessel simulations and phantoms which enabled global

implementations. However, block-wise approaches that are currently being developed in

the lab will likely provide substantial improvements to these methods for in vivo TACE

data.

The work proposed in this dissertation has focused on improving TACE treatment

evaluation by providing earlier feedback than possible with other modalities. Because

gold-standard follow-up imaging does not occur until at least 4 weeks post-treatment, re-

treatment for incomplete responses can be more difficult due to tumor growth and decline

of the patient’s overall health. Immediate evaluation of treatment in the interventional suite

could facilitate re-treatment during the same session. Apart from being more convenient

for both the patient and radiologist, preventing multiple treatments and additional follow-

up CT or MRI will also be more cost effective for the patient. Furthermore, assuming the

proposed methods can be incorporated in real-time through the use of parallel computing

and GPUs, non-contrast power Doppler ultrasound could also be a valuable addition to

real-time monitoring of TACE. Digital subtraction angiography (DSA) is currently used

to guide treatment delivery [30]. However, DSA is limited to visualization of the vessel

architecture that has been injected with contrast, potentially leaving collateral tumor feeder

vessels undetected [88]. Therefore, non-contrast blood flow estimation techniques could

provide the necessary complimentary guidance and monitoring of treatment delivery.

In addition to TACE, non-contrast perfusion ultrasound imaging could benefit several

other interventional procedures, including radioembolization and ablation. Transarterial ra-

dioembolization (TARE) differs from TACE in that it aims to induce tumor necrosis through
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delivery of radioactive substances, such as Yittrium-90 (Y90), instead of chemotherapy

to the tumor arterial supply [24]. Unlike TACE, TARE does not aim to induce an acute

macroembolic effect through arterial occlusion [24]. However, changes in CT perfusion

have been shown to indicate treatment response in liver metastases [89]. Similar to TACE

treatment evaluation, these changes are not able to be detected earlier than 4-weeks post-

treatment due to treatment-induced artifacts in gold-standard CT and MRI [89, 90]. There-

fore, non-contrast ultrasound could potentially be similarly adopted for early TARE treat-

ment evaluation to help predict treatment response.

The proposed techniques could also improve guidance of liver ablation therapies. B-

mode ultrasound is currently used to guide ablative therapies, including radiofrequency

ablation (RFA) [91]. However, because tumors can be difficult to differentiate from back-

ground tissue in B-mode, contrast-enhanced ultrasound has been proposed to provide better

delineation of the tumor before and after RFA needle placement [91]. As mentioned pre-

viously, contrast agents are limited by time and dose in the blood stream, which is not

ideal for time sensitive ablation procedures. Therefore, the proposed techniques could fa-

cilitate continuous scanning throughout the procedure and potentially improve targeting of

treatment delivery.

Lastly, in addition to treatment monitoring and evaluation, the methods presented in

this dissertation could also be useful for diagnostic purposes and in organs other than the

liver. For example, a new project in the lab is aiming to use these methods for detecting

brown adipose tissue (BAT), a highly vascularized type of adipose tissue [92]. Thermal

activation of energy conversion in BAT is currently being investigated for treatments of

obesity, and contrast-enhanced ultrasound has been considered as a tool for detecting the

highly perfused BAT during extreme temperature changes [92]. The ongoing work in the

lab is considering non-contrast perfusion imaging to detect these changes, which would

allow flexibility in timing of acquisitions in addition to being less invasive.

Functional ultrasound imaging is another example for which the techniques presented
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in this dissertation could prove useful. SVD filtering with angled plane wave imaging has

been considered for this task [17]. However, adaptive demodulation and ICA have yet to be

evaluated for brain perfusion ultrasound imaging. Adaptive demodulation could potentially

improve awake studies for which tissue motion is more relevant. Additionally, based on the

results in Chapter 6, ICA filtering could potentially greatly improve functional ultrasound

sensitivity compared to SVD techniques. Other efforts in the lab are aimed at incorporating

these techniques to determine practicality for functional imaging.
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