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Chapter 1

INTRODUCTION

1.1 Nanoscale Complexity in Modern Nanotechnology

The drive for miniaturization has pushed nanotechnology to the forefront of the materials

science community. Perhaps the most famous example has been Moore’s Law, the prediction

by G.E. Moore that the number of transistors in an integrated circuit would double every two

years[1]. However, the desire for devices with real-world applications and increasingly small

dimensions extends far past transistors, as miniaturization has become a key aspect across many

subfields of science[2–6].

As device dimensions push into the nanoscale, one of the main focuses of the research

community has been on the interactions of light and matter. Optical nanostructures are of sig-

nificant interest across a wide range of technological subfields such as photovoltaics[7–10],

biomedicine[11, 12], catalysis[13–15], sensing and detection[16–18], laser optics[19–21], and

optoelectronics[22–25].

As devices have pushed deeper and deeper into the nanoscale, they have encountered new

regimes where complex physical phenomena that were dormant at the micro and macroscales

rear their heads[12, 26–28]. The result has been an increased research effort into nanoscale

optical effects that has resulted in parallel endeavors in the fields of nanoscale fabrication, and

tremendous advances have been made in terms of colloidal synthesis[29–33], lithography[34–

37], thin-film deposition[38–40], self-assembly[41–44], and focused-ion-beam (FIB) techniques[45–

49]. As the control over materials in fabrication has increased, so has the precision required

for device applications.

Figure 1.1 shows several examples of nanostructures with a strong dependence on ge-

ometry and morphology. In each of these examples, novel applications are generated from

precision control of the nanoscale features of complex nanostructures. They demonstrate that

to truly understand the full complexity of modern nanotechnology, that we must understand it

1
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Figure 1.1: Complex Nanostructures in Modern Nanotechnology. (a) Figure from Ref. [50].

Heterostructure solar cells, with plasmonic nanopatterning on the back contact. (b) The pitch of

the nanopatterning in (a) significantly effects both the intensity and wavelength of peak charge

carrier generation in the sample. (c) From Ref. [51]. ~8 nm gate-all-around Si nanowire FET.

Device allows for high through-put even at extremely small dimensions. (d) From Ref. [52]

ITO nanocrystals embedded in amorphous NbOx. The bonding between the NbOx and the ITO

changes the optical response under bias, allowing for the formation of smart-windows. (e) From

Ref. [53]. Aggregates of Ag nanoparticles dispersed randomly show a high-environmental de-

pendence on the plasmonic electric field enhancement. (f) From Ref. [54]. By creating meta-

materials with negative indices of refraction, light can be bent around an object allowing light

to travel past it, as if it were not there, to allow for optical cloaking. (g) From Ref. [55]. CdTe

solar cells lose efficiency at the grain boundaries, but by altering the atomic scale composition

of the grain boundary with chemical treatments, (h) the grain boundaries can generate even

stronger photocurrent than the bulk CdTe. (i) From Ref. [56]. To create strong absorbers for

artificial photosynthetic devices regularly spaced forests of Si heterostructure wires are grown

the enhance both absorption and collection efficiency.
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at the nanoscale. This is the focus of this dissertation: to study nanoscale physical, and specif-

ically optical, phenomena that occur in complex nanostructures, and to directly study them at

the nanoscale through both experimental and theoretical techniques.

Many of these optical phenomena arise from the fundamental interactions between pho-

tons and the valence electrons in a solid at the quantum mechanical level. At the atomistic

level, the optical response is dictated by the band structure and the dielectric function, and in

the remainder of this first introductory chapter I will introduce the origin and formula for the

dielectric function, as well as many of the different optical phenomena that can affect the utility

of complex nanostructures. The quantum mechanical picture explains many important optical

phenomena, however the majority of this dissertation will focus on a more classical optical

phenomenon: the plasmon. In the last section of this chapter, I introduce what a plasmon is,

and show several different types of plasmonic resonances that have a wide range of applica-

tions in modern technology.

Chapter 2 introduces the tools and techniques required to study the optical phenomena from

Chapter 1 at the nanoscale. From the theoretical side I introduce different types of calcula-

tions that can access both the quantum mechanical and classical optical response of complex

nanostructures. The bulk of the work in this dissertation is experimental, and utilizes electron

microscopy and related spectroscopies, which can directly detect and measure both the geom-

etry and the near-field response of complex nanostructures.

After the concepts and techniques are introduced, the analyses of complex optical nanos-

tructures can begin. In Chapter 3, I approach the problem of understanding absorption in mul-

tilayer heterostructures from a purely theoretical standpoint. In order to determine the genuine

response of a large scale heterostructure with multiple interfaces, one must first understand

the effects of the unique interface bonds on the absorption spectrum of the structure. In this

chapter I provide a means of quantitatively determining the interface absorption using quantum

mechanical calculations, and then show how such calculations can be applied towards ratio-

nally designing heterostructures with selectable absorption profiles.

3



The experimental research in this dissertation focuses on direct observation of nanoscale

effects using electron microscopy. Chapter 4 shows a series of different analytical techniques

within a microscope that can be used to characterize different complex nanostructures. The

results here demonstrate the wide breadth and versatility of electron microscopy as a tool for

nanoscale analsyes.

In the final two chapters, I will focus on plasmonics in complex nanostructures. Utilizing

electron microscopy to study plasmonics is a powerful combination because the assosciated

spectroscopies allow direct access to the nanoscale near-field response of plasmonic struc-

tures. Chapter 5 demonstrates how complimentary spectroscopies in the electron microscope

can be used to collect three-dimensional data from plasmonic samples without the use of to-

mography, simulation, or computerized reconstructions. Then in Chapter 6, nanoscale spiral

structures with a complicated plasmonic response are studied with the electron microscope.

The complexity of the plasmonic response as well as novel physical phenomena are unveiled

by combining high spatial resolution electron microscopy with photonic techniques and com-

puter simulation.

The final chapter is the future directions and conclusion of the dissertation. I show here

preliminary data from a new generation of experiments that I will perform in the next step of

my research career. And lastly I provide a perspective on this body of work as a whole and

where it fits into the world of nanotechnology.
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1.2 The Interaction of Light and Matter

To utilize light towards advanced applications, a quantitative way of understanding the

manner in which light and matter interact with one another is needed. Since light is an electro-

magnetic wave, its behavior in a material is defined by Maxwell’s Equations

∇ · ε0εrE= ρ (1.1)

∇×E=−∂B

∂ t
(1.2)

∇ ·B= 0 (1.3)

∇× B

µ0µr
= j+ ε

∂E

∂ t
(1.4)

Where E and B are the electric and magnetic fields, ρ and j are the current and charge den-

sities, and ε0 and µ0 are the permittivity and the permeability in free space while εr and µr

are the relative permittivities and permeabilities of the material. It is important to note that the

permittivity and permeability of a material are not independent variables, as they are connected

by the relation,

εrµr = n2 (1.5)

where n is the refractive index of the material, defined as the ratio between the speed of light

in a vacuum and the speed of light in the material. This dissertation primarily deals with non-

magnetic materials, for which µr = 1. Thus, the relative permittivity determines the index of

refraction and is the primary parameter that controls the optical response of the material.

However, the relative permittivity is a function of both themomentum, q, and the frequency,

ω of the incident light. The quantity is better described as the dielectric function, and a formula

to determine the dielectric function in connection to band-theory was developed in a series of

papers by Ehrenreich, Cohen, Adler, and Wiser in the 50’s and 60’s[57–59]. The expression

gives the full three-dimensional-dielectric response of a crystal in terms of q and ω . It is a

matrix in the crystal’s reciprocal lattice vectors, G:

εG,G′(q,ω) = δG,G′ − 8πe2

Ω|G+q||G′+q| ∑
c,υ ,k

〈
ψck+q

∣∣ei(q+G)·r |ψυk〉〈ψυk|e−i(q+G′)·r′ ∣∣ψck+q
〉

Eck+q−Eυk−ω

(1.6)
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Here, c, υ , and k are all indices referring to different points in the band-structure, c and υ

refer to the index of bands in the conduction and valence band, while k refers to a point in the

Brillouin zone (BZ),ψc,υk andEc,υk are the Bloch functions and associated energy eigenvalues

for the system, and Ω is the volume of the primitive-unit cell.

Furthermore, since a Bloch function is the product of a plane wave and a cell-periodic

function, |ψυk〉= eik·r |uυk〉, the numerator of the fraction at the end of Eq. 1.6 can be rewritten

as 〈
ψck+q

∣∣eiq·r |ψυk〉〈ψυk|e−iq·r′ ∣∣ψck+q
〉
= |

〈
uck+q

∣∣uυk

〉
|2 (1.7)

From the above examinations one can infer that the q-dependence derives from the overlap

between the cell-periodic Bloch functions of the initial and final states, which imposes selec-

tion rules on the transitions. The ω-dependence essentially functions as a Dirac delta-function.

Where the energy of the incoming photon, h̄ω , must be equal to the difference between the

final and initial states of the electron in order to conserve energy.

As a result, the dependence of the dielectric function on q and ω can be described qualita-

tively as a weighted sum of transitions from the valence to the conduction bands.

1.2.1 Optical Properties in Semiconductors

The dielectric function is important to understand the optical properties of materials, and

especially semiconductors. The expression in Eq. 1.6 determines the optical response via band-

to-band (interband) transitions. The lowest available interband transition determines the band

gap, which is a defining characteristic of the optical response of a semiconductor. Figure 1.2a

shows a schematic of basic interband absorption and emission in a semiconductor. Light with

energy at least equal to the band-gap can be absorbed and excite an electron from the valence

to the conduction band, and the shape of the absorption spectrum is determined by the number

of allowed transitions at each energy.

Once excited the electron begins to relax back to ground state by releasing energy in the
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Figure 1.2: Optical Excitations in Semiconductors. (a) A semiconductor, allowing absorp-

tion from the conduction to the valence band for energies above the gap, and emitting light

with energy equal to the band gap energy. (b) The effect of defect and dopants is to add new

electronic states in the band gap, altering both the absorption and emission properties. (c)

Excitons, bound-electron hole pairs, function as a quasiparticle excitation in semiconductors,

significantly changing the behavior of excited carriers.

form photons or phonons. Electrons trickle down to the conduction band minimum by emitting

phonons, because photons can only be emitted by q = 0 transitions. In a direct-gap material

photons are emitted across the band gap, but for materials with an indirect band-gap relaxation

to the valence band occurs either by a phonon-assisted process or an Auger process.

Interband excitations are not the whole story, even in the case of a perfectly crystalline

materials. In semiconductors, a class of optical excitations called excitons can form, which are

frequently represented as a conduction band electron and its vacant electron-hole in the valence

band coupled to one another through Coulomb attraction. The pair is considered a quasipar-

ticle and essentially behaves as a hydrogenic atom, with a significantly lower effective mass

(schematic in Fig. 1.2b). Excitons can have a strong effect on the absorption and emission

spectrum of a material, and can also influence transport properties in materials, making them

highly important in the world of optical devices[60, 61].

Additionally, disruptions to the crystalline structure can significantly change the optical

response of a semiconductor. Defects or impurities in the crystal essentially create localized

energy levels in the band structure. These ’defect levels’ open new transitions to the electrons

which provide alternative paths for electron-hole recombination (Fig. 1.2c). Defects and impu-

rities can also function as non-radiative traps and recombination centers that negatively impact
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devices, but in some cases the defect levels can form stable highly-luminescent states used to

control the optical response of the material[62–64].

1.3 Plasmonics: Controlling Light at the Nanoscale

In additions to those discussed in the last section, there are manymore types of fundamental

optical excitations. One in particular bears significant relevance to this dissertation and war-

rants a deeper introduction: the plasmon. There are many different forms of plasmons, and

here I will discuss them briefly.

1.3.1 Plasmon Resonances in Semiconductors and Metals

The plasmon is a many-body excitation of the conduction band electrons. The origin of the

excitation can be seen in the energy loss function. which describes the response of a solid to

an incoming fast electron

Loss = Im

[
− 1

ε

]
=

ε2

ε2
1 + ε2

2
, ε = ε1 + iε2 (1.8)

where ε1 and ε2 are the real and imaginary parts of the dielectric functions. When the real part

of the dielectric function is equal to zero, and the imaginary part is very small, a resonance

occurs. This is a plasmonic excitation.

Figure 1.3a shows the real and imaginary components of the dielectric function of Si. Most

of the features of the dielectric spectrum occur in the proximity of the band gap (~2-6 eV),

but by examining the loss function one can see that the plasmon resonance occurs at 16.7 eV

and represents a very different kind of excitation. To better understand the physical nature of

plasmonic resonances, we turn to Drude theory.

The Drude model assumes that conduction electrons in a metal move freely with respect to

the ions, meaning the electrons can be described as a free-electron gas[65]. As a result, if an

external field (perhaps due to an impinging electron or photon) were to displace a large portion
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of conduction electrons, an electric field between the static ions and the displaced electrons

would generate a restoring force, as is shown in the schematic in Fig. 1.3b, and the electron

oscillations can be treated as a harmonic oscillator

m0
d2x(t)

dt2 +m0γ
dx(t)

dt
=−e

[
E(t) = E0e−iωt]→ x(t) =

eE(t)
m0

1
ω2 + iγω

(1.9)

where m0 is the mass of the electron, E0 is the amplitude of the restoring electric field, and γ

is a damping term. The Drude model can be used to create a new expression for the dielectric

function by considering an alternate expression for Eq. 1.1 in terms of the polarization, P(t) =

−Nex(t)

ε0εrE(t) = ε0E(t)+P(t)→ εr(ω) = 1−
ω2

p

ω2 + iγω
(1.10)

where

ωp =

√
Ne2

m0ε0
(1.11)

is called the plasma frequency, N is the number of free carriers, and m0 is the weight of the

electron.

The origin of bulk plasmon resonances can be understood by replacing εr in Eq. 1.1 with

the expression in Eq. 1.10 and considering a neutral metal (no net charge), Eq. 1.1 becomes

ε0
(
1− ω2

P
ω2 + iγω

)
∇ ·~E(x) = 0. (1.12)

For most frequencies, Eq. 1.12 requires that ∇ · ~E(x) = 0. However, for lightly damped

materials where γ ≈ 0, ω = ωp satisfies the equation, which allows for the creation of longi-

tudinal oscillating modes in the electron gas of the solid.

Equation 1.8 and Eqs. 1.10 and 1.12 present two different physical pictures for the ori-

gin of the bulk plasmon, and while Drude theory is specifically designed for treating metals,

the bulk plasmon mode is present in semiconductive and insulator materials as well. As will

be discussed in the next section, the bulk plasmon is not an optical phenomenon, since it is
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Figure 1.3: Bulk Plasmon Resonances in Semiconductors and Metals. Bulk plasmons occur

when the real part of the dielectric function is zero, and the imaginary part is small. (a) The

dielectric and loss functions of Si, showing the origin of a bulk plasmon resonance in the loss

function at 16.7 eV. (b) The physical interpretation is that the electrons (red minuses) in the

material are all uniformly displaced from the lattice ions (blue plusses). The result is a uni-

form electric field (black arrows) between the lattice and the electron density that generates a

restoring force, and creates an oscillation of the charge density around the lattice ions.

a longitudinal mode and cannot in-couple or out-couple to a transverse wave like a photon.

However, the bulk plasmon can be excited by an electron, and is important to understand when

performing analyses with an electron microscope.

1.3.2 Propagating Plasmon Polaritons at Metal/Dielectric Interfaces

Plasmons, while not optical themselves, can interact with light, and when an electromag-

netic wave couples to a plasmon it forms a polariton and propagates through the medium.

Polaritons must satisfy the wave equation

∇
2E(r, t)− εr

1
c2

∂ 2E(r, t)
∂ t2 = 0 (1.13)

If treated as a standard propagating wave, E(r, t) = E(k,ω)ei(k·r−ωt), and εr is taken from Eq.

1.10, the relationship between k and ω (neglecting the damping term) is required to be

ω
2 = ω

2
p + c2k2. (1.14)
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This relation describes the bulk plasmon polariton dispersion curve, and is plotted in Fig.

1.4a. An important aspect about this dispersion curve is that if ω is less than ωP, the required

wavevector becomes imaginary and plasmon excitation is not possible. As a result, bulk plas-

mons are usually not an important part of optical experiments, as the required frequencies are

far out of the visible regimes.

However, the interface between two materials which have opposite signs on the real part

of the dielectric function, specifically a metal (negative ε1) and a dielectric (positive ε1), can

support surface plasmons which often have lower frequencies to allow for strong optical inter-

actions. The surface plasmons are much like bulk plasmons, in that they consist of collective

oscillations of electron charge, but differ in the sense that the surface plasmon resonances are

highly confined to the interface with the dielectric mismatch.

Plasmon polaritons can also exist at such interfaces in the form of surface plasmon po-

laritons (SPP), which have a broad range of frequencies. A schematic of the charge and field

response of a propagating SPP wave is shown in Fig. 1.4b.

Just like the surface plasmon, the SPP is tightly confined to the interface. As a result,

the form for the propagating wave gets another term, ESPP(r, t) = ESPPe−κ|z|(k,ω)ei(k·r−ωt),

where κ is some damping constant depending on the material (different for the metal and di-

electric sides) and |z| is the absolute distance away from the interface.

By applying the boundary conditions at the interface and solving Maxwell’s equations, the

dispersion of the SPP can be shown to be

k =
ω

c

√
εd(ω2 −ω2

P)

(1+ εd)ω2 −ω2
P

(1.15)

where εd is dielectric function of the dielectric material. This dispersion is also plotted in

Fig. 1.4a and can be seen to capture the range of frequencies going down to zero. It is impor-

tant to note that the ω −k relationship for all photons is defined by the light line, ω = ck. The

dispersion curves of the SPP (and the bulk plasmon polariton) both asymptotically approach
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Figure 1.4: Polariton Propagation and Dispersion. (a) The plasmon polariton dispersion for

bulk plasmons (solid) and surface plasmon polaritons (SPPs - dashed). (b) Schematic of field

lines and charge distribution during SPP propagation.

the line but never reach it, meaning light cannot be used to directly excite either. However, by

patterning metal surfaces with periodic gratings, transverse light can be coupled in and out of

the longitudinal SPP modes very efficiently[66, 67]. The coupled system is highly versatile,

and allows for the control of light with confinement of the electric field to the interface on the

scale of nanometers, and propagation distances for waveguiding on the order of hundreds of

microns[50, 68, 69].

As an alternative to patterning the sample, fast electrons can be used to directly excite

the SPPs in materials[70]. When a fast moving electron transitions between a dielectric en-

vironment and a metallic environment, the induced electric field in the two media requires

additional fields to be created at the interface for the boundary conditions to be satisfied. For

an electron travelling in the ẑ direction and passing from material α to material β , one would

require the boundary conditions εα(Ezα +E ′
zα) = εβ (Ezβ +E ′

zβ
), Erα +E ′

rα = Erβ +E ′
rβ
,

and k′rE
′
r+k′zE

′
z = 0, where E is the induced field of the electron, E ′ is the additional field gen-

erated by the fast electron to satisfy the boundary conditions, and k′ is the wavevector of the

generated electronmagnetic wave. The additional electromagnetic wave can couple with the

surface plasmon to form the SPP[71]. This allows for electron beam techniques to both excite

and probe SPP effects in complex nanostructures across a broad range of wavelenghts[72, 73].
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1.3.3 Localized Surface Plasmon Resonances

Surface plasmon polaritons allow for excellent control of light on quasi-infinite planar sur-

faces, but for finite structures, with hard boundaries, a different treatment is needed. In 1908,

Mie developed a solution toMaxwell’s equations for metallic nanospheres that predicted a plas-

monic resonance in the visible regime [74]. Under his formulation, the extinction cross-section

(fraction of light either absorbed or scattered) of the nanosphere is

σ =
24π2R3ε

3/2
m

λ

ε2

(ε1 +2εm)2 + ε2
2

(1.16)

where ε1 and ε2 are the real and imaginary parts of the dielectric function of the metallic

nanoparticle, and εm is the dielectric constant of the surrounding medium[75]. In Eq. 1.16

it can be seen that the resonance occurs when a specific dielectric match between the metal and

the surrounding medium is met, ε1 = −2εm. Figure 1.5a shows extinction cross-sections for

100 nm diameter spheres made of Au, Ag, and Al in air calculated in Mie theory. The three

materials have plasmon resonances ranging from the visible to the IR, demonstrating that the

dielectric properties of the material can significantly affect the plasmonic response. (Mie cal-

culations performed using the code available at https://github.com/gevero/py_gmm[76]).

These plasmon resonances are called localized surface plasmon resonances (LSPR). They

are localized, because unlike polaritons, they do not propagate, and are confined to the spe-

cific volume in which they are excited. Figure 1.5b, shows the schematic of the LSPR, here

the entire surface charge of the nanoparticle or nanostructure oscillates simultaneously at the

LSPR frequency. The strength of these modes is in their extremely high field enhancement

at the surface of the nanoparticle[77], strong-radiative recombination[17], and high degree of

tunability [78].
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Figure 1.5: Localized Surface Plasmon Resonances. WhenMaxwell’s equations are solved for

metallic spheres, a resonance in the extinction cross section appears when ε1 =−2εm, where

ε1 is the real part of the metal’s dielectric function, and the εm is the dielectric function of the

surrounding medium. This resonance is an LSPR. (a) Shows the LSPRs for 100 nm spheres of

Au, Ag, and Al in air, and how the different materials can significantly alter the plasmonic re-

sponse. (b) Schematic for LSPR oscillations, unlike bulk plasmons or SPPs, where the plasmon

propagates through the structure, for LSPRs the entire surface charge of the structure oscillates

simultaneously.

1.3.4 Surface Plasmons in Complex Nanostructures

Surface plasmons possess strong potential for applications in optical nanotechnology, first

and foremost due to their tunability. The plasmon resonances in nanostructures can be tuned

by geometry, size, material, and dielectric environment. Figure 1.6a from Ref. [79] shows the

wide range of different plasmonic materials and the different uses and spectral regimes they

represent.

Furthermore, plasmons can function as antennas and receive and transmit optical signals,

opening up the possibility for plasmonic circuits. Figure 1.6b from Ref. [80] shows the differ-

ent regimes in terms of device size and speed. Semiconductors suffer from resistive heating that

inherently limits device performance, and photonic devices are diffraction limited and cannot

be reduced to nanometer length scales. Plasmonic devices can use light instead of electrons to

carry the signal and achieve the high throughput of photonics, while confining that light tightly

to the surface of nanostructures and operating at the size-scales of modern semiconductor nan-

otechnology.

Surface plasmons, as well as the other optical phenomena discussed in this chapter, provide
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Figure 1.6: The Benefits of Plasmonic Structures. (a) Different materials used for plasmonics

shift the utility and spectral range of the plasmon resonances dramatically, opening a wide array

of possible applications, from Ref. [79]. (b) Additionally, plasmonics combine a unique blend

of miniaturizability, and ability to process information at high speed, that separates plasmonics

from other phenomena, from Ref. [80]

an excellent tool box for controlling light at the nanoscale. As a result, methods that can ac-

cess and analyze these phenomena at the nanoscale have become highly important in the field

of nanotechnology. The next chapter is an overview of the tools and techniques (theoretical

and experimental) used in this dissertation in order to study the optical properties of complex

nanostructures at the nanoscale.
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Chapter 2

TOOLS AND TECHNIQUES

Chapter 1 showed many of the nanoscale phenomena that have allowed great progress to

be made in nanotechnology in recent years. The sophistication of these nanostructures makes

high-precision analysis at the nanoscale an absolute must, and scientists have risen to the occa-

sion for such analyses from both theoretical and experimental vantages. This chapter will delve

into the methods used in this dissertation, provide the fundamental basics, and go into more

detail about the important aspects of both the theoretical and experimental tools for nanoscale

analysis and beyond.

2.1 Density Functional Theory: Quantum Mechanics for Complex Systems

One of the most prominent techniques for analysis at the nanoscale is density functional

theory (DFT). DFT represents a methodology to treat a system with a large number of charged

particles by determining its electron density as opposed to solving the many-body Schödinger

equation[81, 82].

The many-body Schrödinger equation is expressed in terms of Coulomb potential between

all the charged particles in the solid:

ĤMB =
−h̄2

2
(

Ne

∑
i=1

∇2
ri

m0
+

Ni

∑
α=1

∇2
Rα

Mα

)+
Ne

∑
i=1

Ne

∑
j=i+1

e2

|ri−r j|
+

Ne

∑
i=1

Ni

∑
α=1

Zαe2

|ri−Rα |
+

Ni

∑
α=1

Ni

∑
β=α+1

ZαZβ e2

|Rα−Rβ |
(2.1)

ΨMB = ψ(r1...rNe ,R1...RNi) (2.2)

whereNe andNi are the total numbers electrons and ions in the system, rn andRα are the vectors

from the arbitrary origin of the system to the ith electron or α th ion, and Zα and Mα are the

charge and mass of the α th ion. While for smaller atoms with simple electron configurations,

such as H andHe, the equationmay bemanageable, for more complex (and interesting) systems

Eq. 2.1 becomes highly complicated mathematically.

Many different techniques and approximations have been developed to solve the many-
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body Schrödinger equation for more complex systems from first principles, but the complexity

of the many-body wavefunction still scales unfavorably[83–88].

DFT provided a breakthrough by not solving the many-body Schrödinger equation at all,

and instead dealing directly with the electron density. The Hohenberg-Kohn theorems provided

the framework for treating a complex system in terms of the density[81]:

1. For an external potential influencing a system of electrons, Vext(r), there can only exist

one corresponding electron density, n(r).

2. The electron density that minimizes the energy of the total Hamiltonian, is the true

ground-state density of the system.

The one-to-one correlation of an external potential and the electron density is an extremely

powerful statement, because the interaction Hamiltonian can be reduced to three terms: the

kinetic energy of the electrons, T̂ , the electron-electron interactions, V̂ee, and the interaction

of the electrons with an external potential, V̂ext . The final term, V̂ext , is based off of the Born-

Oppenheimer approximation that the ions are static relative to the electrons, and hence the

contribution of the ions to the Hamiltonian is essentially the equivalent of an external poten-

tial. Now, the first Hohenberg-Kohn theorem can be invoked to express the entire many-body

Hamiltonian in terms of the electron density, and the total energy of the system becomes a

functional of the density

E[n(r)] = 〈Ψ| T̂ +V̂ee +V̂ext |Ψ〉= F [n(r)]+
ˆ

n(r)Vext(r)dr (2.3)

where |Ψ〉 is the many-body wave function, and F [n(r)] = 〈Ψ| T̂ +V̂ee |Ψ〉.

The second theorem then shows that the genuine ground state wave functions of the entire

system can be computed variationally, by systematically minimizing the energy functional with

respect to the electron density.

In order to actually perform DFT calculations F [n(r)] needs to be determined to avoid

evaluating 〈Ψ| T̂ +V̂ee |Ψ〉 which still involves the many-body wavefunctions.
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Kohn and Sham proposed a fictitious system of non-interacting charged particles that has

the same charge density as the genuine system[82]. In the fictitious system, F [n(r)] is written

as the sum of the kinetic energy, the Coulomb potential of the electron density, and a term called

the exchange-correlation energy which encapsulates the Fermionic nature of the particles

F [n(r)] = T [n(r)]+
1
2

ˆ
n(r)n(r′)
|r− r′|

drdr′+Exc[n(r)] (2.4)

Now one can group all terms aside from the kinetic energy functional into a new term

ˆ
n(r)

[
Vext(r)+

1
2

ˆ
n(r′)
|r− r′|

dr′+
δExc[n(r)]

δn(r)

]
dr=VKS[n(r)] (2.5)

The importance of this result is that one can now rewrite the Hamiltonian for the system in

terms of many single-particle wavefunctions, as opposed to one many-body wavefunction

[−h̄2

2m
∇

2
i +VKS(r)

]
ψKSi(r) = EiψKSi(r) (2.6)

n(r) =
N

∑
i

fi|ψKSi(r)|
2 (2.7)

Up until this point, the equations are exact, and only represent a reformulation of the many-

body problem. However, the exchange-correlation functional is still unknown. In order to per-

form calculations on larger systems, one can formulate an approximation of Exc[n(r)], and then

solve the above equations in a self-consistant and iterative manner.

Themost common approximation is called the local density approximation (LDA), inwhich

Exc[n(r)] is approximated at each position, r, as if it were a homogenous electron gas with the

charge density at r. There are a wide-range of other approximations as well, and by understand-

ing the required level of accuracy for the specific type of calculation one wishes to perform,

DFT can utilize these various approximations in order to perform quantum-mechanical calcu-

lations on complex crystals with unit-cells containing hundreds of atoms.
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The strength of DFT is in the fact that it produces a value for the total energy of the sys-

tem. From the energy the forces acting on the lattice ions can be derived, which allows for

DFT to relax unit cells until the internal forces are approximately zero. Thus, structures can

be generated that are accurate to within the approximation of Exc[n(r)]. The ability to relax

crystal structures allows DFT to treat localized effects such as point-defects and interfaces, and

produce realistic estimates of their ionic and electronic properties.

2.1.1 Calculating Optical Properties with Density Functional Theory

In Chapter 1, it was stated that the fundamental quantity of interest for determining the

optical response of the material is the dielectric function. Through the Kohn-Sham equations,

Eq. 2.6 and 2.7, there is now a way of determining it directly for an arbitrary crystal structure.

The potential for this kind of atomistic-scale calculation of optical properties is profound, and

provides the opportunity to directly calculate the effect of localized features, such as interfaces

and point defects, on the optical response of the material. However, the Kohn-Sham wave-

functions are only guaranteed to produce the correct ground-state properties, not the correct

excited-state properties.

As a result there are some systematic errors in DFT calculations of the optical properties

of materials, due to the inaccuracy of treating the excited-states with the Kohn-Sham single-

particle wavefunctions, alongside the embedded inaccuracy of approximating the exchange-

correlation functional[89]. However, this has not slowed progress so much as provided a new

field of study for the theorists in the community interested in the optical response of materials.

Figure 2.1 shows several different methods of calculating the imaginary part of the dielec-

tric function, ε2 of Si through DFT, as well as an experimental determination of ε2 for compar-

ison. The experimental curve is the dashed black line, taken from Ref. [90]. The blue curve

shows ε2 calculated within the generalized gradient approximation (GGA), which is similar to

the LDA but also takes into account the gradient of the electron density[91]. Basic level DFT

calculations such as LDA and GGA famously underestimate the band-gap of semiconductors
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Figure 2.1: Levels of Accuracy in Density Functional Theory. Here the calculation of ε2 is

shown via different levels of density functional theory calculations. The blue line shows the

GGA-DFT calculation. The green and the red are the GW approximation and Bethe-Salpeter

equation calculations, respectively,from Ref. [93]. The dashed black line shows the experi-

mental values determined in Ref. [90]. From these plots it can be easily seen that the flavor of

DFT can significantly effect the result.

(as seen here) and also fail to reproduce some other significant optical phenomena in materials.

To accommodate these issues there are a few popular post-LDA/GGA processes that in-

crease the accuracy of optical calculations. TheGW approximation which was developed inde-

pendently from DFT at around the same time by L. Hedin[92], is one of the most prominent. In

theGW approximation, the exchange-correlation potential is replaced with a energy-dependent

self-energy that can be calculated at varying levels of approximation from the Green’s func-

tion, G, and screened Coulomb potential, (W). GW calculations have shown to produce band

gaps that are fairly close the experimental values, as can be seen from the GW calculations

from Rohlfing et al [93], shown by the green line in Fig. 2.1. However, it can be seen that

while the band gap is more accurate in the GW approximation, it still does not match up to the

experimental results in terms of the spectral shape.

Beyond theGWapproximation, excitonic effects can be included through the Bethe-Salpeter

equation, such calculations of the dielectric function of Si match both the band gap and the spec-

tral profile of the experimental values as shown by Rohlfing et al [93], red line in Fig. 2.1.

Unfortunately, the availability of higher-accuracy calculations does not solve the problem,

as the computational demand of these advanced methods is increased dramatically above stan-

dardDFT-level calculations, making the treatment of complexmany-atom systems difficult. As
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a result, proper utilization of DFT involves choosing the level of the approximation effectively

to maximize the information obtained from the calculation, while keeping the computational

work load manageable.

2.2 Finite-Difference Time-Domain: Electrodynamics for Nanostructures

DFT and other equivalent ab initio techniques are the standard for incorporating atom-

istic effects into theory. However, DFT calculations are only suitable for small systems or the

unit-cells of periodic bulk materials with size-scales on the order of a few hundred atoms at

maximum. Even small nanostructures, on the order of tens of nm in each dimension, corre-

spond to thousands of atoms, and are not viable for DFT.

However, as one escapes from the<10 nm size regime, quantummechanical effects can be

incorporated more loosely or ignored all together, and the optical response of the sample can be

determined through solving Maxwell’s equations, instead of Schrödinger’s equation. Theories

such as the ones put forth byMie and Drude, discussed in the first chapter, provide excellent re-

sults for simple systems, but are not suited for more complicated geometries. A methodology

called finite-difference time-domain (FDTD) simulation was developed by Yee in 1966[94],

in which the system is divided into cells where the different components of the magnetic and

electric fields are offset from each other in a periodic manner and solved sequentially.

The two Maxwell’s equations that connect the electric and magnetic fields (Eqs. 1.2 and

1.4) in curl form are

∂Bα

∂ t
=

∂Eβ

∂γ
−

∂Eγ

∂β
(2.8)

∂Dα

∂ t
=

∂Hγ

∂β
−

∂Hβ

∂γ
− Jα (2.9)

Where α , β , and γ represent Cartesian sets of x, y, and z. A complex structure can be bro-

ken down into a grid of Yee cells, where one can consider the finite-volume of each cell in the

grid, and solving over a time-step function. Using this method, Maxwell’s equations in Eq. 2.8
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and 2.9 are transformed to the following.
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Where n is the iteration of the time step, and i, j, and k, indicate the indices of the Yee cell for

the step of the calculation. From these equations one can see the iterative process by which

one solves Maxwell’s equation on a per cell basis.

FDTD can treat any arbitrary geometry by breaking it up into a mesh of homogenous cells,

and solving Maxwell’s equations in each on. Additionally, the fact that it is a time-domain cal-

culation, as opposed to a frequency-domain calculation, allows for solving over a broad range

of wavelengths in a single simulation simultaneously, as opposed to doing each wavelength

individually. For the plasmonic systems that will be treated later in this dissertation this is the

theoretical method of choice.

2.3 Scanning Transmission Electron Microscopy: Ultrahigh Resolution Analysis

In order to experimentally observe the response of complex nanostructures, high-spatial

resolution analytical techniques have become increasingly important in nanotechnology. Scan-

ning transmission electron microscopy (STEM) offers one the strongest combinations of ana-

lytical detection and spatial resolution available in modern technology, and is the primary form

of experimental technique used in this dissertation.

The basic principle of STEM operation is demonstrated in Figure 2.2. The source for the
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Figure 2.2: Schematic of a Scanning Transmission Electron Microscope. An electron gun

produces a beam of electrons that are formed into a coherent probe by the condenser lenses.

The probe then passes through a series of multipole magnetic lenses that correct aberrations

in the electron beam. The corrected probe then is rastered across the sample by scan coils,

with the objective lens focusing the entirety of the probe to a point (up to < 0.5 diameter at

best). The transmitted electrons are then collected in various detectors, including the annular

dark field (ADF) detector for highly scattered electrons, and the bright field (BF) detector for

elastically scattered electrons.
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beam is called the electron gun. In my experiments I only use field emission guns (FEGs),

which extract the electrons through a sharpened tungsten tip and then applying accelerating

voltage to produce the high-energy electron probe. After the electrons are extracted from the

gun they pass through a series of magnetic lenses in order to form a converged, coherent, and

small probe at the sample. First, the beam passes through the condenser lenses, which collect

the extracted electrons and form a coherent electron beam. Once, the beam is formed the probe

can be corrected, this is an important step for the resolution of the STEM and will be treated in

more detail in the next section. Briefly, the corrector is a series of multipole magnetic lenses

that can be used to remove spherical aberrations from the electron beam.

The corrected probe then passes through scan coils which are used to deflect the beam in

a controlled manner to raster it across the sample, while the objective lens focuses the probe

down to the smallest possible size. The size of the probe determines the spatial resolution of

the microscope, and the smaller the probe-size, the higher the resolution. Current aberration-

corrected probes are capable of obtaining < 50 pm spatial resolution and precisions down to

the single digit picometer range, as well as providing significant improvements to the depth

resolution[95–100]. As the probe transmits through the sample, some electrons are scattered

to high angles and are collected by the annular dark field (ADF) detector, while some are only

elastically scattered and stay close to the optical axis and are collected by the bright field (BF)

detector. The distinction between these two detectors is important, and presents one of the key

benefits of STEM, as will be further discussed later in this chapter. Additionally in Appendix

A the different microscopes that are used in this experiment are described in detail.

2.3.1 Correcting Aberrations in an Electron Probe

As stated earlier, the key to accessing the ultra-high spatial resolutions in the electron mi-

croscope lies in aberration correction. Aberrations result from inhomogeneities in the magnetic

lens, which means different electrons that pass through the lens at different points experience

different magnetic fields, and are focused to different points. Figure 2.3 compares the ray tra-
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Figure 2.3: Aberrations to Electron Wavefronts. When an electron beam interacts with a per-

fect aberration free lens (a), all electrons are converged exactly to the focal point of the lens,

allowing for infinite magnification there. In reality, all lenses have some form of aberration

(b), which cause different ray trajectories to be deflected differently, which prevents the for-

mation of a highly focused probe at a single point. (c)-(f) Profiles of electron probes in the x-z
plane from Ref. [101] demonstrating the effects of spherical aberrations on electron probes.

(g) Schematic from Ref. [102] demonstrating the method of correcting spherical aberrations

through quadrupole magnetic lenses.

jectories of electrons going through a perfect lens (a), with the trajectories of electrons going

through an aberrated lens (b). In the perfect lens all rays converge to a single point, the focal

point of the lens, however in the aberrated lens electrons that interact with the edge of the lens

are deflected more strongly then ones near the optic axis. The deviation causes a difference

in the crossovers between the ray paths on the edge, and those in the center, and as a result

the crossovers of each ray occur at a different point in the z-axis. Since the electrons are not

converged at a point, when the electron beam is rastered across the specimen it samples a much

larger area than just a converged point, which reduces the total spatial resolution.

Aberrations can take many forms, and the shape of the electron probe is essentially deter-

mined through the aberration function, given by the following expression:

χ(θ ,φ) = ∑
n

n+1

∑
m=0

(
Cnma

θ n+1

n+1
cos(mφ)+Cnmb

θ n+1

n+1
sin(mφ)

)
, (2.12)
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where θ is the deflection from the optical axis, φ is the azimuthal angle in the x-y plane, and

Cnma is the spherical aberration of order n, where 2π

m is the smallest angle that results in a phase

shift (for cylindrically symmetric modes m is not included in the index of the aberration), and

a refers to whether the aberration affects the sin or cos term[102].

Figure 2.3c-f show the different effects of different types of aberrations on an electron probe

from Ref. [101]. The figures show the profile of the electron probe intensity in the x-z plane

and demonstrate the probe’s ability to converge under different spherical aberrations. Figure

2.3c shows an aberration-corrected probe, which is converged and localized in the x-z plane.

However, when aberrations are added (C12a in d, C21a in e, and C23a in f) it can be seen that

the probe becomes irregular, and multiple problematic effects arise including multiple local-

maxima, intensity delocalized throughout the z-dimension, and profile x plane spread out across

a larger area. It is straightforward to see how imaging with such probes would make imaging

sub-nm features difficult.

Spherical aberration correction was first predicted by Scherzer in 1949. He noted that while

the aberrations induced by round-lenses were always positive, they could be cancelled out by

inducing negative aberrationswith high-order, multipolemagnetic lenses[103]. The aberration-

corrected microscopy performed in this work is all done on correctors developed in the early

2000’s based on Scherzer’s design, a schematic of which from Ref. [102] is shown in Fig.

2.3g. Now, aberration correction is standard in high-end STEMs and TEMs and sub-Angstrom

resolution is routinely achieved[104].

2.3.2 Bright Field and Dark Field in the STEM

When comparing electron microscopy to optical microscopy, the closest analogue is TEM.

In TEM, the sample is most often illuminated with a beam, where the electrons travel nearly

parallel to the optical axis, and illuminate a large area. The electrons then travel through pro-

jector lenses, to reform an image of the sample at the CCD/detector, similar to the way an

optical microscope reforms the image of the sample at the eyepiece. However, this presents
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Figure 2.4: Bright Field vs. Dark Field Imaging. Here an image of Ge FinFET is acquired

with both high angle annular dark field (HAADF) detection (a) and BF detection (b). Due to

phase-contrast in the BF image a strain/defect layer can be seen in the BF image, but the origin

and nature of the layer cannot be directly inferred from the image. The HAADF image on

the other hand is directly interpretable and reveals that the overall composition throughout the

channel is relatively unchanged.

some problems[105]. As the coherent beam of electrons pass through a sample, slight changes

are made to the phase of each electron, along with the electrons undergoing elastic scattering.

Diffraction and phase contrast provide deep information about the sample, however, the con-

volution of multiple different contrast effects in TEMmakes it difficult to directly interpret the

image, and makes rigorous quantitative understanding of TEM images a significant challenge.

As a result, STEM has gained popularity with respect to TEM in recent years due to the

availability of high-angle annular dark field (HAADF) imaging. In a STEM, after transmitting

through the sample most electrons have not been scattered significantly and are within a few

milliradians the optic axis. Such electrons can be collected by the BF detector, but electrons

collected here still possess all of the phase contrast observed in a standard TEM. However,

many electrons undergo Rutherford scattering when interacting with the sample and are de-

flected out to higher angles. By placing an annular detector with a large inner angle to collect

these electrons, one can form an incoherent image of the sample based only on the scattering
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potential. The result is called Z-contrast imaging, since the intensity in the image is approxi-

mately proportional to the square of the Z value of the probe column, where Z is the total sum

of the atomic numbers of the atoms at the probe position.

Figure 2.4 shows an image of a Ge FinFET acquired with both the BF and HAADF de-

tectors. The HAADF (a) shows a relatively uniform contrast across the entire channel, while

the BF (b) image shows a dark contrast layer along the edge corresponding to a strain or defect

layer on the outer edge of the channel. The BF image shows that there is some type of structural

difference between the outer edge of the channel and the inside, but provides no direct infor-

mation on what the difference might be. The HAADF image on the other hand, does not show

any differences in contrast between the outer-edge and the inner portion of the channel. Since

the HAADF is only based off of Z-contrast it is directly interpretable and shows that the com-

position of the channel is for the most part unchanged. The disparity between BF and HAADF

indictaes that the dark-contrast-layer in the BF image is due to strain or some other effect that

does not change the stoichiometry of the channel. This example demonstrates the versatility

of STEM and how different imaging modes can be used to include or exclude different effects

depending on the desired result of the user.

2.4 Electron-Beam Spectroscopies for Nanoscale Optical Properties

As the Section 2.3.2 demonstrated, one of the primary benefits of STEM is the ability to

image by correlating the signal from an analytical detector with the position of a converged

probe. In addition to the imaging capabilities of the BF and ADF detectors, spectroscopy is

also commonly performed in STEM. The two techniques that will be focused on in this disser-

tation are electron energy loss spectroscopy (EELS) and and cathodoluminescence (CL).

Figure 2.5 shows a schematic for both spectroscopies and how they are acquired in the

electron microscope. For EELS the direct transmitted electron beam is captured, and then sent

through a magnetic prism. Electrons with greater energy are deflected more by the magnetic

field, as a result all the electrons are dispersed by how much energy they lost during transmis-
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Figure 2.5: Spectroscopy in the Electron Microscope. Schematics for the operation of EELS

and CL are shown. The converged probe is rastered across the sample. From this probe one can

collect the transmitted electrons, disperse them by energy lost during transmission with a mag-

netic prism, and collect them for EELS. Or they can examine the radiative decay from beam-

induced excitation, reflect the light out a port in the side of the microscope using a parabolic

mirror, and collected the photons as CL. The two techniques are highly complementary due to

the fact that EELS is a measure of excitation, and CL is a measure of the decay of those same

samples.

sion through the sample. This energy lost during transmission corresponds to energy transferred

into the sample, and as a result EELS is essentially a direct measure of all excitations induced

by the electron beam in the sample.

Conversely, CL only uses electrons for excitation, not detection. The beam-electrons in-

duce excitations in the sample, but the signal comes from conduction band electrons returning

to ground state via radiative decay. As photons are emitted from the sample they are collected

by a parabolic mirror, which sits directly above the sample. A small hole is drilled through the

top of the mirror to allow the electron beam to pass through, but the size is negligible compared
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to the rest of the mirror. The reflected light travels out of a port on the side of the microscope,

or is fiber-coupled out of the machine where it is collected as CL[106].

The two techniques can probe similar phenomena (such as surface plasmons), but by us-

ing different signals for detection they become highly complemenetrary. EELS, by using the

transmitted electrons, measures excitation. As a result it can miss optical phenomena such as

excitons and defect peaks, which have low beam interaction cross-sections, but play a large

role in the emission spectrum. CL, by using the emitted light, measures radiative decay in the

sample. So luminescent phenomena such as excitons and defect states are easily observed, but

non-radiative excitations (such as bulk plasmons) cannot be detected. More on the comple-

mentarity between the two will be discussed later in Chapter 5.

2.4.1 Electron Beam Interactions with Materials

In Section 1.3.1, the energy-loss function was introduced as the response of a solid to an

incoming fast electron. Since STEM-based spectroscopies utilize a converged probe of fast

electrons, it becomes appropriate to discuss the loss function in greater detail. Taking a step

back from the loss function introduced earlier (Eq. 1.8), it is useful to first try to intuitively

consider a fast electron travelling through some dielectric medium and how much energy the

electron imparts to the medium during transmission. By considering two different ways of

considering the energy loss, one can develop an intuitive physical picture of how optical exci-

tations in the electron microscope are detected[107, 108]. The first is based on the work, W ,

done on the electron moving with velocity, v, by the induced field, Eind

W =−e
ˆ

∞

−∞

v ·Einddt (2.13)

Equation 2.13 provides a real-space picture for how a fast electron loses energy. However,

one can also consider a hypothetical energy loss probability, Γ(ω), that simply provides the
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probability of the electron losing h̄ω of energy during transmission

W =

ˆ
∞

0
h̄ωΓ(ω)dω (2.14)

Both equations measure the total energy loss of the electron and should be equivalent, which

allows for one to write the loss probability in terms of the Fourier transform of the induced

field[108]

Γ(ω) =
−e

π h̄ω

ˆ
∞

−∞

Re
[
e−iωtv ·Eind

]
dt. (2.15)

The induced field can then be expressed as the product of the Green’s function of the electron

and Eq. 2.15 can be reduced to

Γ(ω) =
4e2

h̄
Im

[
v̂ ·G(q,R0,ω) · v̂

]
, (2.16)

where q is the wavevector of the electron and R0 is the vector describing the position of the

electron on the plane normal to v. To place a physical meaning on this quantity, the loss proba-

bility can be related to the local density of states (LDOS) which can also be expressed in terms

of a trace of the Green’s function[109])

ρv̂(r,ω) =−2ω

π
Im

[
v̂ ·G(r,ω) · v̂

]
(2.17)

So the loss probability truly is a measure of the LDOS on the path of the beam, with wavevector

q and frequency ω

Γ(q,ω) =−2πe2

h̄ω
ρv̂(q,R0,ω) (2.18)

Equation 2.18 provides a mathematical formula to a physically intuitive picture of the energy

loss of an electron. As the electron travels through some medium, there is some probability

that it loses energy by creating excitations in the sample. As a result, the electron beam is an

excellent tool for studying the optical properties of materials because of its ability to probe
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optical transitions at the local level.

2.4.2 Electron Energy Loss Spectroscopy

In the world of STEM spectroscopy, there is perhaps no technique more important than

EELS, due to its ability to provide extremely localized spectroscopic data, while simultane-

ously acquiring HAADF signal[110–112]. Not only does EELS bring spectroscopy down to the

atomic level, but it also provides two distinct modes of analysis that are each highly-important

and highly-utilized in the field of materials science.

Core-Loss EELS: One of the advantages of electron microscopy over other techniques is

the ability to impart the electron probe with extremely high-energies. The advantage of this lies

in the interaction of the high-energy electrons with heavier atoms. Heavy atoms have deep-core

states that are extremely stable. However, STEMs are typically operated between 60 and 300

keV, meaning the beam electrons can easily impart the needed energy into a deep-core electron

to excite it directly into an unoccupied state in the conduction band. Transitions from each

different electron level have their own signature energies; i.e. the Si-K edge (from the 1s core

level) has its energy loss at 1839 eV, while L-Edge (from the shallower 2p levels) are at 99 eV.

The importance of the technique lies in the fact that the EELS edges are unique to each ele-

ment, allowing for one to sample the chemical composition, beyond the capabilities of HAADF

imaging, of a sample with the precision of the electron probe.

Figure 2.6a shows the core-loss EEL spectrum from an iron oxide nanoparticle on a gold

plasmonic nanotriangle (a sample that will be discussed more in depth in Section 4.2). The

plot shows the O K-edge at 538 eV and the Fe L3- and L2-edges at 708 eV and 721 eV re-

spectively, indicating that the nanoparticles are indeed iron oxide. A closer look at the edges

in our core-loss spectrum reveals a great deal of fine-structure to the EELS edges. The exact

location of different features in the fine-structure contains information based off of the valency

and composition of the material at a local level, and can be used to experimentally study defects

with high precision[113–116].
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Figure 2.6: Modes of Electron Energy Loss Spectroscopy. (a) The core-loss EEL spectrum,

which contains structural and chemical information about the sample. (b) The low-loss region.

The sharpest feature is the zero loss peak (ZLP), corresponding to elastic scattering in the sam-

ple. The peaks to the far right are bulk effects such as interband transitions and bulk plasmons,

which give dielectric and thickness information about the sample, and surface plasmons can

also be observed near the ZLP.

Low-Loss EELS: Fig 2.6b shows the regime called low-loss for the same sample as Fig

2.6a. Here the dominant features are bulk effects, such as bulk plasmons and interband tran-

sitions, and the most prominent feature is the zero loss peak (ZLP) which contains the counts

of the elastically scattered electrons that only loosely interact with the sample during transmis-

sion. The strength of the energy loss due to volume effects are proportional to thickness, which

makes analysis over thick samples very difficult in EELS, however, as will be discussed in Sec-

tion 5.3, careful analysis of the bulk effects and the ZLP can still provide valuable information

about the sample.

For the purposes of optical analyses the regime directly next to the ZLP is of interest, as this

is the region where surface plasmons (as well as other optical phenomena such as band-gaps)

can be observed, as seen in Fig 2.6c. Along the edges of the sample, the free surface charge of

the metal creates a high LDOS to be sampled by the beam electrons. The result is strong exci-

tation of the LSPRs of the nanoparticle at the points of the highest electric field enhancement of

the plasmon mode. The plasmonmodes are delocalized effects, so imaging to the precision that

is achievable in core-loss EELS is inherently impossible. Still, performing EEL spectroscopy

with high dispersions and minimized ZLPs, plasmon modes can be observed and mapped with

precision.
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Figure 2.7: STEM-CL vs. SEM-CL. In CL the spatial resolution of the experiment has a hard

limit of the interaction volume of the beam. While SEM-CL had been preferable for many years

due to higher-signals, the fact that SEM probes bulk-samples with large interaction volumes

fundamentally limits the resolution (a). In STEM-CL the high-energy electrons pass mostly

straight through with minimal beam-sample interaction. Resulting in less signal, but higher

spatial resolution, a trade-off that in the day of highly efficient detectors and optics is more

acceptable than ever.

2.4.3 Cathodoluminescence

The other technique employed heavily in this dissertation is CL. There is a rich history

of research in CL, but a large portion of it has been done on the SEM[117–121]. However,

recently CL in a STEM has become a more popular option[106, 122–125]. Traditionally, in

SEM-CL the beam current is ramped up to put a higher dose of energy into the sample and get

more signal, then the accelerating voltage is reduced to try to localize the signal. However, as

can be seen from the Monte Carlo simulation of 3 keV electrons being injected into 100 nm

of ZnO, the SEM-beam still samples a huge interaction volume that greatly reduces the spatial

resolution, (Fig 2.7a).

STEM-CL uses much higher energy electrons that in turn sample a much smaller area,

and the area of excitation is much more tightly localized to beam column than SEM-CL as

can be seen in Fig 2.7b, for the Monte Carlo simulation of high-energy 60 keV electrons. The

difficulty with STEM-CL is that as a result of this localized excitation the total beam-sample

interaction is greatly reduced from the 3 keV case, and the total CL signal is much lower. This

couples with the fact that is that CL-acquisition is a lossy process, and many of the processes of
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Figure 2.8: Cathodoluminescence in a STEM. (a) The configuration for the CL experiments in

this dissertation. The set-up allows for a few different modes of CL: spectroscopy and PMT-CL

imaging. (b) shows a HAADF image of ZnO nanowire with Ag nanoparticles on the surface.

(c) and (d) show spectrum images (SI) of different features acquired through spectroscopy,

(c) being the band-edge exciton and (d) being the defect luminescence. (e) shows a STEM

image taken with a PMT directly in front of the CL port, which allows for high-efficiency, but

non-spectrally-resolved imaging.

interest for CL are only weakly luminescent to begin with. So at a fundamental level, the only

real difference between SEM- and STEM-CL is the accelerating voltage, and the two tech-

niques are only separated by the availability of low-keV accelerating voltages in SEMs and

high accelerating voltages in STEMs, the advantage of STEM-CL really comes with the abil-

ity to correlate the STEM-CL images with other analytical detectors in STEM such as EELS

and ADF imaging.

The benefits of STEM-CL with respect to EELS are, firstly, the ability to isolate lumines-

cent excitations and phenomena from non-radiative ones which has already been discussed, but

also there is the versatility that results from utilizing a photon signal through electron excita-

tion. Figure 2.8 shows the configuration of the CL microscope used for the experiments in this

dissertation. On the right hand side of Fig 2.8a sits the microscope (a VG-HB601). There is a

port on the side of the microscope that allows the light to leave the column and enter an optics

set up. From there the beam can be directed to a spectrometer. Figure 2.8b shows a HAADF
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image of ZnO nanowire decorated with Ag nanoparticles, while Fig. 2.8c and 2.8d show inten-

sity maps of the different optical features of the sample, called spectrum images (SI): (c) the

band-edge exciton emission SI, and (d) the defect emission SI.

CL can also directly image the luminescent intensity of the sample, by placing a high-

efficiency photomultiplier tube (PMT) detector directly in front of the CL port on the micro-

scope. The PMT collects the signal and gives a direct read-out of the total current, which

corresponds directly to the total luminescence in the sample. PMT-CL imaging allows for

high-signals, but at the cost of spectral resolution. Figure 2.8e shows the PMT-CL image of

the nanowire from b-d. The higher-resolution is easy to see, but it is not possible to distinguish

between the defect and band-edge luminescence. By choosing the right technique at the right

time the savvy materials scientist can maximize the aspects of CL needed for each part of the

experiment by utilizing these different set-ups effectively. Additionally, it can be seen in Fig

2.8a that the entire set-up is on an optics table. This enables the possibility of future advanced

experiments combining photonics and electron microscopy, which will be discussed further in

Chapter 6

Spectral resolution must also be considered a significant advantage of CL. In EELS the

spectral resolution is capped by instrumental limitations, as a standard cold FEG typically pos-

sess no better than 300 meV energy resolution[126]. Monochromation can greatly improve the

energy resolution of the instrument, but even the best instruments world-wide are maxed out

at 8 meV resolutions, and most do not even get that far[126–128]. The spectral resolution of

CL, however is only limited by one piece of equipment, the diffraction grating, which while

wavelength dependent, usually has excellent spectral resolution, < 1 meV.

As a result, in most CL experiments, the spectral resolution is almost negligible because the

actual linewidth of the optical features is significantly broader than the spectral resolution limit

of the grating. Figure 2.9a-c show different segments of the same spectra from GaN doped

with Eu. The sample is extremely bright, and the dopant atoms sitting in different positions

result in a huge number of different emission peaks[64]. The main peaks have widths on the
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order of 10-15 meV, but the smaller satellite peaks in Fig 2.9c have full-width half-maximums

(FWHMs) of <5 meV and peaks separated by less than 5 meV are easily observed.

There is another important distinction to make as the limits of CL are discussed. In terms

of spatial resolution, it turns out that the interaction volume does not end up being the limit-

ing factor in most STEM-CL experiments, because charge carrier diffusion ends up being the

primary culprit. As can be seen in Fig 2.9d, which shows an BF image of a lacey carbon film

with some sparse nanoparticles on a copper grid and Figure 2.9e which shows a simultane-

ously acquired PMT-CL image. The important thing to note from this comparison is that far

away from the copper grid, there is some faint luminescence emanating from the lacey carbon.

However, that luminescence disappears as the beam draws closer to the copper grid, and even

as far as a few microns away the luminescence is quenched. The reason is that lacey carbon

is conduction, so charge carriers excited by the beam can diffuse throughout the lacey carbon,

and near the copper grid the carriers find a non-radiative path to ground, while far away there

is a high enough rate of radiative decay for luminescence to be detected

Together CL and EELS present two excellent techniques for attacking nanoscale optical

complexity from a variety of different angles, and to really push our understanding of highly

complicated nanostructures to the next level.
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Figure 2.9: Spatial and Energy Resolution in STEM-CL. (a)-(c) show a single CL spectrum

from a bright Eu-doped GaN quantum well at different scales and show the various peaks that

the dopant atoms create in the GaN band gap. Features as small as 4 meV can be observed since

the energy-resolution of STEM-CL is less than the linewidth of the features. (d) An ADF image

of a lacy carbon film near a copper grid. (e) A simultaneously acquired PMT-CL image of the

same grid. It can be seen that the carbon is luminescent away from the copper, but not close

to it. The difference is due to charge carriers near the copper grid diffusing and recombining

non-radiatively at the copper grid, showing that the spatial resolution of STEM-CL is limited

by charge-carrier diffusion in the sample, not the probe size.
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Chapter 3

EXTRACTING INTERFACE ABSORPTION EFFECTS FROM FIRST-PRINCIPLES

The focus of this dissertation now switches from the introduction of analytical techniques

to the actual application of those techniques in study of nanoscale optical properties. In this

chapter, first-principles DFT calculations of the dielectric function are used to determine the

effects of an interface on the absorption of a multilayer heterostructure. This results in this

chapter were published in Ref. [129].

For large-scale, 1µm ≤, structures, the optical properties can be determined straightfor-

wardly from less computationally demanding methods. However, superlattices, nanocompos-

ites, and other complex nanoscale structures can have dimensions where quantum mechanical

effects become dominant and must be accounted for. Here I outline a method for quantitatively

determining the interface contribution to light absorption from DFT in NiSi2/Si superlattices,

and demonstrate how it can be applied for the designmultilayer heterostructures with selectable

absorption.

3.1 Atomistic Interface Effects

Interfaces play an important role in determining the optical behavior of thin films[130, 131]

The effect of an interface on light absorption is of interest in laser optics[20, 132], optical sen-

sors and detectors[133], and photovoltaics[8, 134, 135]. The electronic properties of an in-

terface rapidly decay into bulk properties, as has been demonstrated in a variety of different

areas[136–138]. As a result, in macroscopic systems where interfaces account for a negligi-

bly small fraction of the solid, they are treated as merely boundaries between two absorbing

media. The effects of interfaces, namely scattering and reflections, are then treated accurately

using classical electrodynamics and other semi-classical approximations[139–141]. On the

other hand, for nanoscale systems such as thin-film multilayer heterostructures, interfaces can

comprise a non-negligible volume fraction and play a significant role. It has been demonstrated
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that the distinct bonding at interfaces indeed gives rise to new features in the absorption spectra

of heterostructures, and must be included in order to model real device performance[142–146].

As technology moves towards the nanoscale it is necessary to have accurate methods to quan-

titatively account for the absorptive effects of interfaces.

DFT calculations on supercells that contain the relevant interface and a few unit cells of

the constituent materials can be used to study interface absorption effects. However, DFT cal-

culations are subject to computational limitations so that the direct calculation of the optical

response of a large and complex multilayer structure may not be possible. In order to treat such

systems, macroscopic classical calculations are often invoked, but such calculations neglect

interface bonding and are not suitable.

Many applications in modern nanotechnology involve large and highly complex compos-

ites of nanostructures[31, 147, 148]. Llordés et al. have recently demonstrated how changes

in the bonding of ITO nanocrystals embedded in amorphous NbOx can be used to tune opti-

cal transmission and create ‘smart windows’[149]. By understanding the relationship between

nanocrystal sparsity and the interface bonding effects on optical transmission they rationally

design systems with optical transmission in a selected range. In order to utilize these unique

interface bonds in nanotechnology, methods to combine the versatility of macroscopic calcu-

lations with the accuracy of atomistic calculations are needed. To this end, I have developed

a method to extract the atomistic interface effects on absorption in a quantitative manner. The

interface effects are then contained in an independent term, such that they can be combined

with macroscopic calculations to study large-scale systems with quantum mechanical detail.

3.1.1 Extracting Atomistic Interface Absorption Effects

In order to access the interface absorption directly, I consider the absorbance, defined as

the product of the absorption coefficient of an absorbing medium and its thickness. The in-

terface effects are extracted through calculating the difference in the absorbance between two

different types of supercells: atomistic and macroscopic. The first supercell treats the interface
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Figure 3.1: Thicknesses for Absorbance Calculations. The DFT supercell is used to determine

the thicknesses for both the macroscopic and atomistic cases. The total supercell length is the

atomistic thickness, which is divided into the two macroscopic portions by the halfway point

between the interface unit-cells of NiSi2 and Si

atomistically, meaning the interface contains chemical bonds that are not present in either bulk

material and generate unique absorption effects. In the other supercell, the interface is treated

macroscopically, meaning both layers remain in their bulk phases and the interface only serves

as a boundary

First, DFT is used to calculate the absorption coefficient of the atomstic supercell and the

bulk phases of NiSi2 and Si (the method of calculating the absorption coefficient will be ex-

plained later). The atomistic absorbance uses the thickness (tatom in Fig. 3.1) and absorption

coefficient of the atomistic supercell. The macroscopic absorbance defines the thicknesses of

each layer by dividing the thickness of the atomistic supercell up at the halfway point between

the last unit cell of Si and the last unit cell of NiSi2 (tMacr−NiSi2 and tMacr−Si in Fig. 3.1), and

the DFT-absorption coefficients of each bulk material. Since the thickness used to calculate

the two absorbances are equivalent, the only difference between the two values comes from

the differences in the absorption coefficient.

The macroscopic absorbance has only contributions from the bulk phases of each con-

stituent material, while the atomistic absorbance has contributions from the bulk phases and

the unique electronic structure in the interface regions. As a result, when the macroscopic ab-

sorbance is subtracted from the atomistic absorbance, shown schematically in Fig. 3.2a, the

bulk absorbance common to both the macroscopic and atomistic treatments cancel out, leaving
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Figure 3.2: Extracting Interface Absorption Effects. (a) To quantitatively extract the effect

of the interface, the difference between the atomistic absorbance, determined from absorption

coefficients of relaxed superlattices containing interfaces, and the macroscopic absorbance, de-

termined from the bulk absorption coefficients and total layer thicknesses of each material is

taken. (b) The resulting value is referred to as ∆αi, and is an independent parameter that can

then be combined with the macroscopic absorbance of different superlattices in order to deter-

mine the atomistic absorbance of the superlattices without the need for atomistic calculations.

only the difference between an atomistic and macroscopic interface. The difference, ∆αi, is

an independent parameter that contains all of the information about the interface absorption

effects. If multiple reflections have a negligible effect, pertinent ∆αi can be quantitatively

added to the macroscopic absorbance of larger and more complex supercells, schematically

demonstrated in Fig. 3.2b, to gain atomistic accuracy in absorption calculations for a supercell

that cannot be treated directly with DFT (the limitations of the scheme with respect to multiple

reflections will be addressed later).

3.1.2 ∆αi The Interface Absorbance Difference

To calculate∆αi, the absorption coefficient is needed, which in turn can be determined from

the dielectric function (Eq. 1.6). Ergo, the first step is to determine the dielectric functions of

the atomistic supercell, and each of the two bulk materials.

The DFT calculations of the dielectric functions are performed using the Vienna ab initio

Software Package (VASP)[150, 151] within the projector augmented wave framework[152]

and using the Perdew-Burke-Ernzerhof exchange correlation functional in the GGA[91].

The imaginary part of the dielectric function is determined through the formulation put

forth by Gajdoš et al in Ref. [153], using the VASP code and the LOPTICS method where the
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imaginary part of the dielectric function is taken to be a weighted sum over direct transitions

from the occupied valence band states to unoccupied conduction band states, and the real part

is determined from a Kramers-Kronig Transformation as shown in Eqs. 3.1 and 3.2:

ε
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Ω
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ω ′2 −ω2 dω
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For the bulk absorption coefficients in isotropic materials such as NiSi2 and Si (cubic space

group) all three components are the same. However, for the heterostructure calculations, the

dielectric response for electric field normal to the interface (z-direction) differs from that of the

in-plane directions (x-, y-directions). I consider light travelling normal to the interface, mean-

ing all photons that propagate in the z-direction, which results in polarization in the x-y plane.

The calculation of the dielectric function reflect this, and have identical x and y components

for the dielectric tensor, with a different spectrum in the z component, the relevant value is the

x/y component. For all the calculations here, I use the x-component of the dielectric tensor, but

using the y-component would produce an identical result.

These calculations require a large number of empty conduction bands to converge. For each

heterostructure I use approximately 1.5 times the number of electrons in the system as the total

number of bands, and find that for this number of bands all heterostructure dielectric spectra

have converged up to 4.2 eV (the maximum energy value considered in these calculations).

A dense k-point mesh is also required to effectively sample the BZ and accurately determine

the optical properties of a system. Here, a 22x22x2 k-point mesh is used. Both increasing the

in-plane k-point mesh to 24x24 and increasing the out of plane k-points from 2 to 4 are found to

have no effect on the total energy or dielectric spectrum. An energy cutoff of 350 eV is found

to be sufficient for these calculations as well, and no noticeable change is seen when a cutoff

of 400 eV is used instead.
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The frequency-dependent absorption coefficient can now be calculated by combining the

real and imaginary parts of the dielectric function[154]

α(ω) =

√
2ω

c

√
−ε1(ω)+

√
ε1(ω)2 + ε2(ω)2. (3.3)

Once the absorption coefficients and thicknesses for the two supercells are obtained, the

macroscopic value is subtracted from the atomistic, and divided by two (to account for the

fact that there are two interfaces per supercell). The result is a frequency-dependent interface

absorbance difference, ∆αi, expressed as

∆αi(ω) =
AAtom −AMacr

2
=

αSC(ω)tAtom − (αNiSi2(ω)tMacr−NiSi2 +αSi(ω)tMacr−Si)

2
(3.4)

whereαSC is the DFT calculated absorption coefficient for the supercell (as defined by Eq. 3.3),

and αNiSi2 and αSi are the DFT absorption coefficients for bulk NiSi2 and Si.

3.1.3 Accuracy of the Generalized Gradient Approximation

It is known that the absorption spectrum for semiconductors is not described adequately by

the GGA approximation. More sophisticated calculations such the Heyd, Scuseria and Ernzer-

hof range-separated hybrid functional[155, 156], one body Green’s function approaches based

on the GW approximation[157], and the Bethe-Salpeter Equation[93] are needed for accurate

calculations that can be compared with experimental data. However, such calculations are

currently impractical for the large supercells that must be used. The calculations here are a

proof-of-concept, designed to demonstrate the potential for extracting and applying interface

effects on absorption, as opposed to a rigorous description of NiSi2/Si heterostructure absorp-

tion, and are thus left at the GGA level.

In order to validate GGA absorption coefficient used in the calculations, the imaginary part

of the dielectric functions, ε2 of the bulk materials is compared to known sources. When calcu-

lating ∆αi, ε2 is the fundamental quantity, as all of the other optical properties are derived from
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Figure 3.3: Validation of Calculations. (a) NiSi2. The main features are the peak at 2.7 eV

and the peak at 4.5 eV, which are both present at the same values in experiments. (b) Si. Si is

calculated within the GGA approximation hence the underestimation of the band gap. However

all other peak values in the Si dielectric spectrum match with the accepted values for GGA-Si.

it as shown in Eqs. 3.2 through 3.3. Fig. 3.3 shows the calculation for ε2 for NiSi2 compared to

reflectivity measurements from Amiotti et al[158]. The two main peaks (at 2.6 eV and 4.8 eV)

both coincide with the experimental data, indicating our theoretical calculations for the optical

properties of NiSi2 are reasonably accurate.

For Si it is known that GGA underestimates the band-gap, so rather than comparing ε2 for

Si against experimental data, it is compared to the first-principles Si dielectric spectrum in the

GGA approximation reported by Gajdoš et al[153] to verify that the calculations are properly

converged. The calculated spectrum has peak locations and with magnitudes corresponding to

the known values, indicating that it is accurate within the GGA.

3.1.4 Absorption and Reflection at the Atomic Scale

In order to consider the optical response of multilayer heterostructures, an important limi-

tation of this scheme must be addressed, which is that it cannot be applied to structures where

multiple reflections are dominant. There is a required assumption in order to meaningfully ap-
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ply ∆αi to a measurable such as optical transmission, which is that the light interacts with the

entire interface region. In the case of multiple reflections, some light interacts more with one

side of an interface than the other, and hence ∆αi cannot be applied.

The reflectivity of the interface is calculated from the real, η , and imaginary, κ , parts of

the refractive index:

RAB(ω) =
ηA(ω)−ηB(ω)2 +(κA(ω)−κB(ω)2

ηA(ω)+ηB(ω)2 +(κAω)+κB(ω)2 (3.5)

where η and κ in terms of the dielectric function are

η(ω),κ(ω) =

√
+,−ε1(ω)+

√
ε1(ω)2 + ε2(ω)2

2
. (3.6)

To demonstrate this limitation, consider a slab of a single material in vacuum. Once the

values for the reflectivity, R, absorption coefficient, α , and length of the slab, l, are known, the

fractional transmittivity of the material can be calculated

T = (1−R)2e−αl(1+R2e−2αl +R4e−4αl + ...). (3.7)

Equation 3.7 assumes that the reflectivity is symmetric on both sides of the slab, and that

α is homogenous throughout the layer. By breaking down Eq. 3.7 into its individual terms, the

contribution of the multiple reflections to transmittivity can be determined. The first term in

the series is the ’first pass’ transmittivity, or fraction of light that transmits through the medium

without reflection, while each of the subsequent terms in the series refer to an increasing order

of multiple reflections. Explicitly, R2e−2αl refers to the fraction of light that reflects off the

back interface, then off of the front interface before transmitting through the back interface on

the ’second pass’, R4e−4αl is the ’third pass’ and so on and so forth.

Now extend the above equation to a two-layer heterostructure with an interface, such that

light transmitting through passes from vacuum (V) into material A, then into material B, then
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back into vacuum. The ’first pass’ transmittivity is defined straight forwardly based off of

absorption and the reflections from the surfaces and interfaces

Tf p =(1−RVA)e−αAtA(1−RAB)e−αBtB(1−RBV )= (1−RVA)(1−RAB)(1−RBV )e−(αAtA+αBtB).

(3.8)

The exponent in Eq. 3.8 is the macroscopic absorbance defined in Eq. 3.4, indicating that

it can be corrected using ∆αi. However, multiple refelctions are not so simple. All possible

permutations of reflections between the surfaces and interfaces must be considered, through

Taylor expansions the contributions of all of the reflections can be reduced to the following

expression:

T =
Tf p

1−RVARABe−2αAtA −RABRBV e−2αBtB −RVARBV (1−2RAB)e−2(αAtA+αBtB)
. (3.9)

The four terms in the denominator of Eq. 3.9 represent respectively; the ’first pass’, all

internal reflections within layer A, all internal reflections within layer B, and finally all internal

reflections between the two edges of the heterostructure. The ’first pass’ can be corrected using

∆αi as previously stated, and the final term, also contains the macroscopic absorbance and can

be corrected with ∆αi, but the two middle terms only contain transmissions through one layer,

which means ∆αi would have to be divided up based off its contributions from the two sides

of the interface. The nature of DFT calculations gives us the response of the entire supercell

as a whole, not a position-dependent response, and as a result such a division is inherently

impossible with this method.

However, if the reflectivity at the interface is low, then the ’first pass’ transmittivity is

dominant and reflections play a negligible role. Here, NiSi2/Si interfaces are examined, and Eq.

3.5 can be used to calculate and plot the reflectivity of a NiSi2/Si interface. Figure 3.4 shows

the reflectivity throughout the optical regime. While there are some peaks in the reflectivity,

at no point does the value go above 10% indicating that multiple reflections should not play a

dominant role in superlattices composed of these materials. In addition to NiSi2/Si many other
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Figure 3.4: Reflectivity of NiSi2/Si Interface. Reflectivity <10% in optical regime.

optical material combinations have similarly low reflectivities, making the method useful in

many optical applications[159].

3.2 Converging the Interface

The next step is to demonstrate that ∆αi is truly an independent parameter of a given in-

terface, unrelated to the supercell from which it is calculated. Figure 3.5 shows that as the

layer thicknesses in (NiSi2)m/(Si2)n increases, ∆αi converges to a single spectrum, at a layer

thickness of 2.57 nm for NiSi2 (m=8) shown in Fig. 3.5a, and 1.89 nm for Si (n=6) shown in

Fig. 3.5b. The reason for the convergence of ∆αi is that, past a critical layer thickness, the

interface-induced changes to electrical properties have decayed to their bulk values by center

of the slab, as seen in Fig. 3.5c.

Once the electronic properties have returned to those of the bulk, the interface consists

of a finite area and ∆αi is converged. It is important to note that corrections to account for

local-fields and/or electron-hole interactions could impact the ∆αi convergence, but since at

the convergence thickness the energy bands have reached their bulk values, it is likely that the

convergence thicknesses in these advanced schemes are not significantly different. Below the

convergence thickness, the interfaces on opposite sides of each layer in the supercell interact

with one another and change the absorption. For such ‘non-interface-converged’ heterostruc-

tures the absorbance must be calculated directly using DFT. However, if the layers are thick
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Figure 3.5: Convergence of ∆αi.(a) Convergence w.r.t. Si layer thickness. Si thickness does

not have a significant effect on the absorbance spectrum. and complete convergence occurs

by (n=6) or 1.89 nm. (b) Convergence w.r.t. NiSi2 layer thickness. For thin layers (m=2) the

spectral location of the peak enhancement changes, but reaches convergence at (m=8) or 2.57

nm. (c) Convergence of the DOS in the center unit cell of the NiSi2 layer. For thin layers,

the DOS at the center of the layer differs significantly from the bulk values, but above the

convergence thickness the layer returns to the bulk electronic configuration and the influence

of the interface is terminated.

enough such that interface-interface interactions are negligible, ∆αi does not change as layer

thicknesses in the heterostructure increase and the calculation of the atomistic absorbance of

any ‘interface-converged’ heterostructures can be accessed directly from the converged ∆αi

added to the macroscopic absorbance (like in Fig. 3.2b).

3.3 Inverted Design through Interface Concentration

3.3.1 Combining Distinct Interfaces

Ultimately, the goal of the extraction of the interface effects is to apply them to large struc-

tures that cannot be calculated directly with DFT. To that end, I demonstrate that one replicates

the optical response of a large complex structure with multiple interfaces by determining ∆αi

for each individual interface. I calculate ∆αi from several smaller supercells and show that the

sum of the individual ∆αi is equivalent to ∆αi from a large supercell which contains the same

interfaces present in the smaller supercells.

The large and complex (but still manageable for DFT) supercell is (NiSi2)2/(Si2)3/

(NiSi2)5/(Si2)6. There are four interfaces in this supercell, so I also calculate ∆αi for super-
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Figure 3.6: ∆αi from Individual Interfaces vs. ∆αi from Complex Heterostructure. ∆αi from

individual interfaces vs. ∆αi from complex heterostructure. (a) Examples of the complex

structure (2-3-5-6) and each of the four different (NiSi2)m/(Si2)n supercells representing the

individual interfaces within: (2-6), (5-3), (2-3), and (5-6). (b) We calculate ∆αi for each super-

cell shown in (a) and then compare the ∆αi calculated directly from the (2-3-5-6) supercell to

the sum of ∆αi from the smaller interfaces to demonstrate that the interface effects of a large

system can be determined from the individual interfaces.

cells with each of those four interfaces: (NiSi2)2/(Si2)3, (Si2)3/(NiSi2)5, (NiSi2)5/(Si2)6,

and (Si2)6/(NiSi2)2. For the small supercells, ∆αi has contributions from two identical inter-

faces, and must be reduced by a half with respect to ∆αi for the large supercell which contains

a single contribution from four distinct interfaces. Figure 3.6 shows ∆αi for each of the small

supercells, as well as their cumulative sum, and ∆αi from the larger supercell. The excellent

agreement between the sum of the smaller supercells and the direct calculation of the larger

cell indicates that ∆αi accounts for interface absorbance in a consistent, and most importantly,

extractable way. Thus, the atomistic absorbance of large complex multilayer heterostructures

that would be impossible to calculate directly with DFT can be determined by calculating ∆αi

for each interfaces in the structure and adding them linearly.
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Figure 3.7: The Relative Strength of Interface Absorption. RInt:Bulk(m,n), the ratio of ∆αi
and the macroscopic absorbance is determined for a series of (NiSi2)m/(Si2)6 heterostructures

with varying m. At high thicknesses (m = 30) bulk dominates everywhere, except for a small
interface effect in the far infrared. At sub-convergence thicknesses (m = 2) there is a high
interface to bulk ratio, but the ∆αi is weaker since it is not converged. The peak relative

strength of the interface occurs at the convergence value of ∆αi, where interface absorption

is at its peak, with as little additional bulk as possible. From this result it can be determined

that for larger systems (≥10 nm features) interface absorption effects do not play a significant

role, but at single digit nanometer thicknesses interface effects must be accounted for.

3.4 Quantitative Applications

3.4.1 Interface Absorption vs. Bulk Absorption

One of the potential applications for this method is to utilize the quantitative nature of ∆αi

to assess the influence of interfaces on a system. In order to do this, I first define a metric that

contains the quantitative value of the interface effects

RInt:Bulk(m,n) =
|∆αi|

|AMacr−m,n|
. (3.10)

RInt:Bulk(m,n) is the ratio of∆αi to the macroscopic absorbance. When interface effects are

small, RInt:Bulk(m,n) is small as well. When the interface effects are dominant, RInt:Bulk(m,n)

is high. As a result, RInt:Bulk(m,n) can be thought of as the relative strength of the interface,

in terms of absorption in a (NiSi2)m/(Si2)n heterostructure.
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Figure 3.7 shows a plot of (NiSi2)2/(Si2)3, for a range of m values while keeping n at the

convergence value of n = 6. The plot shows in which thickness regimes interface absorption

plays a significant role. The interface effects are primarily at far-IR (low eV), but for sub-

convergence thicknesses, m < 8, the near-IR/vis (~2 eV) features start to become dominant

as well. Recall from Fig. 3.5b that ∆αi is weaker at these sub-convergence thicknesses, but

because bulk absorbance through such thin layers is weak as well, the interface still plays

a dominant role. Interface absorption has its strongest effect at the convergence value for the

NiSi2 layer,m= 8, where∆αi has reached full strength, but bulk absorption has not yet begun to

dominate. For super-convergence thicknesses, m > 8, ∆αi stays constant, but bulk absorption

increases, reducing the relative strength of the interface effect.

3.4.2 Wavelength Selectivity and Absorption Enhancement

A more advanced application of the method is to use ∆αi to rationally design heterostruc-

tures with selectively tuned absorption. I use ∆αi and the macroscopic absorbance to determine

the atomistic absorbance of different supercells, and then normalize them with respect to thick-

ness to reverse engineer the atomistic absorption coefficient of each supercell. In Fig. 3.8a,

the atomistic absorption coefficients of (NiSi2)m/(Si2)n are plotted for supercells with six dif-

ferent configurations, (m = 2,n = 3), (m = 5,n = 8), (m = 8,n = 12), (m = 10,n = 15),

(m = 20,n = 30), and (m = 40,n = 60). It is important to note that the ratio of NiSi2 to Si is

kept approximately constant (~2 : 3) in all of these supercells, and the main difference between

them is the number of interfaces per unit thickness. The (m = 2,n = 3) and (m = 5,n = 8)

cases are ‘non-interface-converged’ structures and require their absorption coefficients to be

calculated explicitly. All the others use the converged ∆αi and macroscopic absorbance. The

strongest absorption enhancement happens in the range of 0.5-2.0 eV, and above these energies

the contributions from bulk absorption dominate the spectrum so these regimes are not consid-

ered.

In Fig. 3.8a it can be seen that the supercell absorption spectrum changes significantly as
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Figure 3.8: Tunable Superlattice Absorption. (a) The absorption coefficients for

(NiSi2)m/(Si2)n supercells are shown with respect to various values of m and n, keeping the
ratio between them constant ~2 : 3. (b) Three distinct spectra appear within the range of struc-
tures calculated at different regimes of interface concentration per unit length. (c) For sub-

convergence structures (i.e. m = 2,n = 3), there is a high concentration of interfaces, 1.2 per
nm, and as a result, strong interface enhancement in the near-IR/visible. (d) For ‘interface-

converged’ structures (m = 8,n = 12), a new peak emerges in the far-IR, while the strength of

the near-IR/visible absorption is diminished due to the lower interface concentration of 0.3 per

nm. (e) For thick layers m = 40,n = 60 the interface concentration is too low to have a sig-

nificant effect, 0.06/nm, and the atomistic absorption is barely different from the macroscopic

absorption.

the concentration of interfaces increases. There are essentially three distinct types of spectra in

play: Strong enhancement in the visible/near-IR range for thin layers, enhancement in the far-

IR range for layers with intermediate thickness, and little to no enhancement for thick layers.

Figure 3.8b shows each of these distinct spectra compared against the macroscopic absorption

spectrum for a 2 : 3 ratio of bulk NiSi2:Si.

For structures with thinner layers, such as the (m = 2,n = 3) structure shown in Fig. 3.8c,

there is a high concentration of interfaces per unit length, 1.2 per nm. As the layer thicknesses

in the heterostructures approach the convergence thicknesses (eight unit cells for NiSi2 and six

for Si), the spectral range of the peak enhancement changes. Recall from Fig. 3.5, that at low

NiSi2 layer thicknesses, there is little enhancement in the far-IR and suppression at m = 2. As

a result the (m = 2,n = 3) structure has its absorption peak at an entirely different spectral

location than the (m = 8,n = 12) structure (shown in Fig. 3.8d. The supercells with long peri-

ods are dominated by the bulk, such as the (m = 40,n = 60) structure shown in Fig. 3.8e, and

the atomistic absorption coefficients are not significantly different from a linear combination
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of the bulk absorption coefficients. Thus, the method predicts which layer thickness regimes

provide absorption enhancement in which spectral ranges, and in which regimes the interface

absorption effects have a strong effect. By choosing supercell periodicity to take advantage of

the changing shape of the interface absorption profile below the convergence value, not only

is the absorption in the structure enhanced, the spectral region where the enhancement occurs

is selectable.

These calculations provide a new technique in the inverted design of materials with se-

lectable optical properties, due to its ability to generate atomistic accuracy with macroscopic

simplicity. It can now be expanded to new systems to help optimize optical detectors and

photovoltaics or many other applications. As well as simply to assess the impact of interface

absorption in complex systems. The quantitative nature of the calculation of ∆αi makes it a

powerful tool in the design of and study of nanotechnology.
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Chapter 4

ADVANCED ELECTRON MICROSCOPY FOR COMPLEX NANOTECHNOLOGY

From this point forward the focus of this thesis will be on electron microscopy. In this

chapter, I examine complex nanostructures with applications in nanotechnology that are highly

dependent on morphological, structural, compositional, and optical effects. The electron mi-

croscope is the ideal tool for this kind of analysis and I show here a wide range of different

STEM techniques that can be used to characterize complex nanotechnology with nanoscale

precision.

4.1 Ge-Based FET Devices

Germanium-based devices have been of significant interest in the field of solid state devices

since the field was founded, in fact the first generation of transistors that won Nobel Prizes for

Bardeen, Shockley, Brittain and Killby were all made of Ge not Si[160–163]. However, Ge did

not thrive in the age of MOSFETs as the native oxides to Ge had significantly inferior electrical

performance compared with Si’s native oxides[164, 165]. Recently, however, Ge has returned

to the forefront of CMOS technology due to the advent of high-k dielectrics and the utilization

of multilayer gate-stacks[166–169].

For the first section of this chapter, STEM is used to investigate a number of different Ge-

based FET designs, with the goal of understanding the structural and compositional properties

of the devices. All devices in this section are fabricated at Interuniversity MicroElectronics

Center (IMEC) in Leuven, Belgium and prepared by me for STEM analysis using the Zeiss

Auriga dual-beam FIB/SEM at University of Tennessee at Knoxville. Details of the dual-beam

extraction process are outlined in Appendix C.1.
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Figure 4.1: Si-Capped Si0.55Ge0.45 pMOSFET Schematic. Cross-sectional view of the gate

stack in the device with the predicted layer thicknesses.

4.1.1 Negative-Bias-Temperature Instability in Flat Si-Capped pMOSFETs

Negative-bias-temperature (NBT) instabilities are one of the primary reliability concerns

in all highly-scaled Si-based pMOSFETs[170–172], because the interface-trap charges gener-

ated during NBT stress detrimentally affect device performance[173, 174]. This section deals

specifically with the charge trapping properties of Si0.55Ge0.45 pMOSFETs fabricated on an

n-type Si wafer, with a Si capping layer to separate the channel from gate oxides (schematic

shown in Fig. 4.1).

Electrical characterization of the samples was performed by Dr. Guoxing Duan and pre-

sented in Ref. [175], and are compared against measurements from Si pMOS FinFETs pre-

sented by Manmouni et al. in Ref. [176] as a reference.

The device performance is measured by transconductance, which is the ratio of the output

current of the device to the input voltage, gm = Iout
Vin

. In Fig. 4.2a the transconductance of the

sample pre- and post-NBT stress is shown, and the effects of NBT instabilities on the device

can be observed. Both the threshold voltage and the peak transconductance are affected by the

stress, and the interface-trap charge density can play a role in the degradation of the device. In

Fig. 4.2b the effective interface-trap generation, ∆NIT , taken as a function of temperature for

56
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Figure 4.2: Negative-Bias-Temperature Instabilities in SiGe pMOSFETs. (a) Transconduc-

tance measurements as a function of gate voltage (VG) at room temperature before and after 30

minutes of -2 V stress on the gate at a temperature of 150 ◦C, showing reduced peak transcon-
ductance and shifted threshold voltage. (b) Arrhenius plots of the effective interface trap gener-

ation in the SiGe devices (black) compared to the reference Si FinFETs (blue). The SiGe device

suffers both from lower activation energies for interface-traps as well as a higher interface-trap

charge density.

the SiGe devices stressed at -11.1 MV/cm is compared to ∆NIT from the reference Si FinFETs

stressed at -10.3 MV/cm[175, 176]. Here it can be seen that the interface-trap charge densities

are higher in the SiGe devices to the Si reference, along with having a lower activation energy

(0.14 eV - SiGe, 0.25 eV - Si).

Interface trap generation similar to the values in these SiGe MOSFETs has been observed

Si MOS transistors under NBT stress. It was seen to be a result of the hydrogen atoms, at-

tached to dopants that drift to the interface, depassivating the interface Si-H bonds by forming

H2 molecules[170, 177]. However, assessing the validity of such a claim requires high resolu-

tion structural and compositional studies, so a cross-sectional STEM analysis is applied to the

devices.

STEM provides an atomistic picture of the Si-capped SiGeMOS structure and the distribu-

tion of the atoms within. Figure 4.3a and 4.3b show HAADF and ABF images of the gate stack

showing the distinct layers in the device. Two of the common concerns for devices with the

SiGe/Si/SiO2/high-k dielectric structure are the complete oxidization of the Si-capping layer,

and the strain of the Ge in the Si lattice resulting in dislocation defects in the crystalline capping
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Figure 4.3: STEM analysis of SiGeMOSGate Stack. (a) HAADF and (b) ABF cross-sectional

images of the SiGe pMOSFET with HfO2/SiO2 gate dielectrics. The 1.4 nm Si cap is partially

oxidized, yielding a ~1 nm SiO2 interfacial layer and a ~1 nm thick Si-capping layer. (c)-(e)

Two dimensional STEM-EELS chemical maps of the device for the elements in the dielectric/-

capping/channel layers. (f) The EELS intensities in (c)-(e) are horizontally binned, normalized,

and plotted together. From the EELS data it can be seen that there is significant Ge diffusion

through the Si-capping layer (dashed red lines) all the way up to the oxide layer to allow for

the depassivation of Si-H bonds at this interface.

layer. However, the atomic-resolution images preclude both possibilities, as the images show

the amorphous SiO2 layer (~1 nm) and the unconsumed, crystalline Si layer (~1 nm) distinctly,

as well as showing that the crystallinity in the Si-capping layer is uniform across the entire chan-

nel (indicating the Ge alloyed layer has not exceeded the critical relaxation thickness)[178].

EEL-SI are taken of the gate stack, and the two-dimensional maps are plotted in Fig. 4.3c

through 4.3e, Si K-edge at 1839 eV, the Ge L-Edge at 1217 eV, and the O K-Edge 532 eV. From

these SI, it can be seen that the Ge signal is not restricted to the channel and significant Ge dif-

fusion can be observed in the Si-capping layer. By horizontally binning the SIs, normalizing

the intensities, and plotting them jointly it can be seen that the Ge diffusion extends up to the

oxide layer. Density functional theory calculations have shown that the presence of Ge reduces
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the reaction energy for hydrogen desorption causing the interface-trap charge build up[179].

4.1.2 Structural and Compositional Study of Ge pMOS FinFETs

Developments in solid-state fabrication have allowed for the production of novel transistor

geometries (such as gate-all-around FETs and FinFETs) to enhance device performance[51,

180]. Since the mobility enhancement from the field-effect is limited to the area very close to

the gate, the concept of havingmultiple gate-regions enhances the effectiveness of devices[181].

However, fabrication of three-dimensional geometries with nanometer precision has presented

a whole new range of technical challenges, making high-resolution analytical techniques like

STEM highly valuable[182].

Figure 4.4a shows a schematic of a prototype FinFET being developed by IMEC. Unlike

the flat pMOSFETs in Section 4.1.1, these samples were sent without a known issue to be re-

solved, and the electron microscopy was intended as an exploratory study of compositional and

structural effects. Cross-sections of the devices were extracted and analyzed in STEM, and a

HAADF image of one of the fins is shown in Fig. 4.4b. The high resolution STEM image

clearly shows many different layers in the gate stack, but with many different elements present

the Z-contrast does not provide the desired level of structural information.

To resolve the layers of the gate structure with compositional (as well as structural) in-

formation and nanoscale precision EEL spectrum imaging is performed. Figure 4.5 shows the

	

 a  b 

Figure 4.4: Structure of Ge pMOS FinFET. (a) A schematic showing the three-dimensional

geometry of the Ge FinFETs. (b) Cross-sectional HAADF image of the resulting Fin.
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Figure 4.5: Elemental Composition of Ge pMOS FinFET. (a)-(f) SI maps of the various ele-

ments present in the FinFET. (a) Si, (b) Ge, (c) O, (d) Hf, (e) TiN, (f) W. (g) Shows a composite

image of the six SI in (a)-(f). From this all the layers of the gate stack are revealed with nanome-

ter precision.

various SI for the elements present in the FinFET. The EELS edges used are the (a) Si K-edge

at 1839 eV, (b) the Ge L-Edge at 1217 eV, (c) the O K-Edge 532 eV, (d) the Hf M-Edge at 1662

eV, (e) the Ti L-Edge and the N K-Edge integrated together at 456 eV and 401 eV respectively,

and (f) the WM-Edge at 1809 eV. The composite image of all six spectrum images can be seen

in Fig. 4.5g showing six distinct regions: the Ge channel, a Si rich outer-layer to the channel,

the SiO2 layer between the gate and the channel, the HfO2 gate-oxide, the TiN gate, and the

W via. The scale bar shows that layer thicknesses of order ~1 nm can be resolved, and give a

high-precision map of the gate-stack region.

It is also worth noting that in Fig. 4.5a there is some Si intensity in the W via region. This

is not genuine signal but an artifact. Since the W M-Edge is at 1809 eV, and has a gradual on-

set, the W background can not be adequately subtracted for the sharp onset for the Si K-edge.

As a result, the background subtraction used to pick out the Si signal at 1839 eV detects some

intensity in the presence of W. However, no Si is present in the W via.

Beyond the composition of the FinFETs the crystallinity of the structures is highly impor-
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Figure 4.6: Fourier Analysis for Mapping Periodicities in Images. (a) A real-space image,

showing different periodicities in different spatial regions. (b) A fast Fourier transform (FFT) of

the image in (a). (c) To map a periodicity, the Fourier-components outside the desired periodic

features (outside the blue box) are masked out of the FFT. (d) By performing an inverse FFT

on the masked FFT, a real-space map of the periodic feature is generated.

tant. The Si buffer layer prevents the formation of native oxides that can cause parasitic effects,

but the defects and inhomogeneities in the layer can also result in the reduction of device effi-

ciency. To examine the crystallinity of the device a type of Fourier analysis may be employed.

A fast Fourier transform (FFT) is an algorithm for calculating the discrete Fourier trans-

form of a function[183]. The Fourier transform is fully reversible, meaning the inverse FFT

(iFFT) of an FFT returns the original image. The reversibility can be exploited by masking

the FFT before performing the iFFT allowing for different Fourier components of the original

image to be enhanced or filtered out.

Figure 4.6 shows how an iFFT can be used to map the real-space location of a specific

periodicity. Figure 4.6a shows a square image with two distinct periodicities, the FFT of the

image is shown in Fig. 4.6b. Four bright points in the FFT can be observed, two corresponding

to periodicity in the x-dimension, and two for the y-dimension. A magnified view of the FFT

in Fig. 4.6b is shown in Fig. 4.6c, here it can be seen that the FFT is not just four-spots but

a wide range Fourier components with varying intensities. The relative intensity of the sur-

rounding points is altered by the location of the periodicity in the real-space image, and allows

the location of the different periodicities to be detected. In order to map the physical location

of the x dimension periodicity, a mask is applied to the FFT to remove all Fourier components

outside the masked region (blue box in Fig. 4.6c). Figure 4.6d shows the iFFT of the masked
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FFT in Fig. 4.6c, and only displays the regions of the image in Fig. 4.6a that possessed the

x-periodicity.

By applying this same method to images of the FinFETs maps of the crystalline features in

the sample can be generated. Here, BF images are used as opposed to HAADF images, because

BF images have a higher signal-to-noise ratio, while phase-contrast make direct interpretation

of the images difficult, the periodic characteristics of the image is maintained.

Figures 4.7a and b show an high-resolution BF image of one of the FinFETs, and the cor-

responding FFT which shows some very strong periodic components. First, the main periodic

feature is analyzed through the same iFFT process shown in Fig. 4.6. The result is shown in

Fig. 4.7c and d, where Fig. 4.7c is the BF image overlaid with the iFFT map, and 4.7d is

the FFT of the BF image and the mask used for forming the iFFT map. The main crystalline

pattern is the <110> axis from the Ge channel, which can be confirmed from the iFFT as this

pattern is entirely localized to Ge channel region. It is important to note that, unlike the flat

devices in Section 4.1.1, the Si-buffer layer is neither crystalline nor epitaxial with the channel.

The crystallinity of the buffer layer is important because defects near the channel can scatter

minority carriers, increasing their mean-free-path and reducing transport efficiency.

Furthermore the buffer can even be shown to be amorphous. In Fig. 4.7e and f, the iFFT

of an annular mask is shown. Annular masks are chosen because amorphous materials still re-

tain some short range ordering, the result in the FFT is a diffuse ring with roughly same radial

magnitude as the lattice spacing of the crystalline version of the material. In Fig. 4.7f, this

diffuse amorphous ring is selected with an annular mask, and the Fourier components of the

crystalline structures are blocked out of the resulting mask (view of the final mask shown in the

inset). The result of the iFFT in Fig. 4.7e shows that the amorphous ring comes from both the

surrounding isolation oxide, as well as the buffer between the gate and the channel, indicating

that there is no crystalline presence there.

However, it is important to remember that the FinFETs are three dimensional, and extend

for lengths on the micron scale in the z direction (relative to the STEM images). Since the
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Figure 4.7: Crystalline Effects in Ge pMOS FinFETs. (a) Atomic-resolution BF image of Fin-

FET. (b) FFT of (a). (c) iFFT map of predominant crystalline feature in (a) and (b), originating

from Ge channel. (d) FFT from (b) with masked regions used for iFFT in (c) marked. (e) iFFT

and (f) FFT for amorphous material in the sample. The diffuse amorphous ring in the FFT

pattern is selected with an annular mask, and then individual strong Fourier components are

additionally masked, the masked FFT used to calculate (e) is shown in the inset of (f). (g) iFFT

and (h) FFT for a different fin then the fin used for (a)-(e). Here the crystallinity in the channel

shows inhomogeneities, but a large portion of the buffer is epitaxial to the channel (unlike the

buffer for the fin in (a)-(e). Returning to the original fin from (a)-(e) it can be seen that there

are Fourier components that are not part of the channel. (i) and (k) iFFTs and (j) and (l) FFTs

of these spots show they are crystalline grains in the TiN gate layer.
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samples are extremely thin cross-sections, ~70 nm, it is possible that different crystalline fea-

tures are present at different points in the device. To account for this, different FinFETs were

analyzed, and the iFFT of the main Ge channel crystallinity (analog to Figs. 4.7c and d) are

shown in Fig. 4.7g and h for a different fin. The crystallinity of this fin, Fig. 4.7g, on the left

side of the channel is not as clear as the fin in Fig. 4.7c. Additionally, on the opposite side of

the fin, the <110> pattern can be seen to extend up all the way through the buffer up to the

gate. The comparison of Fig. 4.7c and g show that the buffer of the FinFETs is at least partially

crystalline, but significant inhomogeneities exist both in the buffer and the channel that likely

impact device performance.

On a final note, the are many Fourier peaks visible in Fig. 4.7b that are not associated with

the <110> crystallinity of the Ge channel. The iFFTs of these patterns are shown in in Fig.

4.7i-l, and originate in the TiN gate region. Crystallinity in the metal gate is important to assess

because it can significantly the surface potential experienced by the minority carriers flowing

from the source to the drain which can also reduce transport efficiency[184, 185].

4.2 Magnetic and Plasmonic Nanocomposites

Beyond solid-state electronics devices, STEM is ideal for studying mutli-component col-

loidal systems. Nanocomposites with multiple components and multiple properties can be syn-

thesized quite straightforwardly using colloidal techniques with selectable, complex morpholo-

gies for a wide range of biomedical applications. Superparamagnetic iron oxide nanoparticles

(SPIONs) are biocompatible and extensively used in nanomedicine, and by coupling them with

plasmonic gold nanoparticles (Au NPs), also common to biomedicine, a wide range of appli-

cations can be accommodated, including imaging, sensing, drug and gene delivery, as well as

in photothermal therapies[186–189].

The particles are synthesized by Dr. Siming Yu at Intitut de Ciéncia de Materials de

Barcelona in the group of Professor Anna Roig. To synthesize these composites an iron acety-

lacetonante precursor is added to a solution of polyvinylpyrrolidone (PVP). After thorough
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Figure 4.8: Au/SPION Synthesis Schematic. HAuCl4 is added to a solution of PVP/SPIONs,

the SPIONS stabilize the Au in the solution and cause the nucleation of planar nanostructures

such as nanotriangles (NT) and nanohexagons (NH).

dispersion through sonication, the Fe/PVP solution undergoes heating in a microwave reac-

tor to nucleate the SPIONs. By changing the parameters of the microwave heating, average

size of the SPIONs can be adjusted between 5 and 10 nm. The PVP/PVP-SPIONs solution

is then mixed with hydrogen tetracholoaurate, HAuCl4, resulting in the formation of hybrid

SPION/Au structures.[190] The morphology and size of the structure can be highly controlled

using the molar ration of the PVP to HAuCl4, as well as the duration and temperature of the mi-

crowave heating. Dr. Yu observed that the gold morphologies in the samples studied consisted

of 60% planar nanotriangles (NT) and 15% of planar nanohexagons (NH), while the remaining

nanoparticles were a mixture of platonic structures (23%) and smaller rounded particles (2%),

with a 10 wt% magnetic fraction.

4.2.1 Composition of Nanoscomposite Components

To investigate the composition of the nanocomposites, EEL spectrum imaging was per-

formed and then analyzed using multiple-linear least squares (MLLS) fitting. Figure 4.9 dis-

plays the compositionmap of a AuNT byMLLS-EELSmapping. Figure 4.9a shows a HAADF

image of the nanoparticle, and Fig. 4.9b shows the elemental composition, where red is iron,

blue is gold, and yellow is carbon. Figure 4.9c-4.9e show each of the individual compositional

maps respectively. Figure 4.9f contains the reference spectra used for MLLS fitting. The fit
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Figure 4.9: Composition of Nanocomposites. (a) High angle annular dark field (HAADF)

image of an Au NT-SPIONs composite. (b) The elemental composite of the Au NT-SPIONs

composed of the EEL spectrum image maps of Fe, Au, and C (shown in (c)-(e) respectively)

determined throughmultiple linear least squares (MLLS) fitting. (f) TheMLLS reference spec-

tra used for the fitting. Fit region is 45 eV through 65 eV to avoid the similar bulk plasmons

of Fe and C.

region is from 45 eV to 65 eV due to similar positions of the bulk plasmons for iron and carbon

in the 15 to 40 eV band. Due to the presence of the prominent Fe M-edge at 54 eV and the

significantly different low-loss character of gold, the 45-65 eV range presents three completely

different spectra that are suitable for an MLLS fit.

It is important to note that both the gold and iron maps show high intensities along the edges

and weak/no intensity in the bulk. This is due to the thickness of the gold in the bulk of the

nanoparticle, which scatters a large portion of the beam to away from the EELS detector. As a

result, in thick samples with strongly scattering materials such as gold, intensity can be traced

to a reduced number of total electrons in the EEL spectrum, as opposed to a drop in intensity

of an individual EEL feature. While the Au NTs and NHs are planar, they possess a three-

dimensional character and can have significant thickness variations. EELS low-loss spectra

can be used to determine the thickness in terms of the inelastic mean free scattering length

(λ )[191]. In Figure 4.10a the NT from Fig. 4.9 in the main text is shown. The side length is

determined to be 488 nm from the calibrated image, and the thickness from the low-loss mea-

66



Figure 4.10: Thickness in the Nanostructures. (a) HAADF image of NT showing side length

of 488 nm. (b) Side and Top View of NT with EELS thickness measurements and side length

shown. (c) EELS thickness measurements of the different shapes resulting from the synthesis

process.

surements is determined to be 138 nm. A to-scale schematic of the NT is shown in Fig. 4.10b

to demonstrate the approximate three-dimensional morphology, where the angles of the facets

on the sides are determined through the assumption that the top planar facet is the<111>, and

that the facets along the edge are alternating between<111> and<100> facets. Figure 4.10c

shows low-loss EELS thickness measurements from a large range of NTs and NHs along with

more common three-dimensional shapes resulting from the synthesis process: icosahedra and

cubes. It can be seen that the NTs are generally thicker than the NHs, and approximately as

thick as the three-dimensional objects. The planar structures, such as the NHs and NTs have

a three-dimensional character, and can become quite thick, EELS log-ratio thickness measure-

ments show that the NT are 138 nm thick. Such thicknesses are sufficient to result in reduced

signal in the nanoparticle across the entire EEL spectrum.

Gold nanocrystals grown through polyol synthesis are expected to be single crystals. In

the thinner, hexagonal structures, the STEM can be used with a defocused ‘Ronchigram’ (the

zeroth order disk of the convergent beam diffraction (CBED) pattern) to assess crystallinity.

In the Ronchigram, diffraction in the sample results in a Kikuchi pattern[105]. Figure 4.11a

shows a HAADF image of an Au NH-SPIONs nanostructure. The sample is tilted so that the

<111> zone axis is parallel to the beam, and the Kikuchi pattern for the <111> zone axis is

shown uninterrupted across the entire NH in Fig. 4.11b, indicating that the entire structure is
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Figure 4.11: Crystallinity of Gold Structures. (a) HAADF image of aAuNH-SPIONs structure.

(b) STEM Ronchigram of the NH aligned such with the <111> crystal axis parallel to the

beam. The<111> Kikuchi diffraction pattern can be observed uninterrupted across the entire

structure, indicating that the NH is a single crystal. (c) HAADF image of an Au NT, too thick

for observing the Kikuchi pattern. (d) and (e) CBED pattern from the Au NT (d) and the

support C film (e) for the Au NT of (c). (f)-(h) 16x16 maps of the nanotriangle are made using

the HAADF intensity (f), the intensity at the amorphous C diffraction ring (g) (green squares

in (d) and (e)), and (h) the Au<111> diffraction spots (red squares). The entire NT shows the

same <111> diffraction pattern.

a single crystal. For the thicker structures where the Kikuchi pattern is not easily observed,

crystallinity can be determined through CBED analysis.

Figure 4.11c shows a HAADF image of a thicker structure where no strong Kikuchi pat-

tern is observed. Figure 4.11d and 4.11e show CBED patterns from the gold bulk and the thin

carbon supporting film. A 16x16 region including the NT is scanned, and the HAADF intensity

along with CBED patterns are collected at each position. Figure 4.11f-4.11h show the resulting

maps, where 4.11f shows the HAADF map, 4.11g shows the map from the amorphous carbon

diffraction ring seen in Fig. 4.11e (green squares), and 4.11h shows the most intense diffraction

spots from the gold<111> pattern (red squares). The maps show that the same<111> CBED

pattern is present at all points in the structure and no shift in the diffraction pattern is observed,

indicating that the entire NT is a single crystal.

Finally, EELS fine structure and quantitative analysis are used to determine the phase of

the iron oxide present in the SPIONs. Figure 4.12a and 4.12b show the O K- and Fe L-edges

taken from three different samples: a reference sample of Fe2O3 (with 3+ valence), a reference

sample of FeO (with 2+ valence), and finally the SPIONs. In Fig. 4.12a the O-K edge from
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the three samples are shown. The pre-peak at 529 eV shows a clear distinction between Fe2O3

and FeO, and more importantly, that the pre-peak in the SPIONs is almost an exact match of

the Fe2O3.

Additionally, in the Fe L-edge EELS shown in Fig. 4.12b, it can be seen that the L3 peak

energy of Fe2O3 and FeO differ significantly (2+ at 706 eV, 3+ at 708 eV), and that the SPIONs

peak clearly aligns with the Fe2O3 peak at 708 eV. Moreover, it is also observed that the FeO

L2-edge has only a single peak at 718 eV while both the SPIONs and the Fe2O3 have two peaks

at 719 eV and 721 eV. There are some dissimilarities between the Fe2O3 reference sample and

the SPIONs, namely a stronger pre-peak on the L3 edge and a larger area beneath the L2 edge.

The likely reason for these differences is sample damage from the electron beam.

However, many other iron-oxide phases besides Fe2O3 and FeO exist and in the absence

of reference samples for each of those phases, quantitative EELS is used to further investi-

gate the composition of the SPIONs. The relative concentration is determined by removing

the power-law EELS background and then integrating the intensity of the Fe and O EELS

cross-sections[192]. The near-edge fine structure varies significantly across different com-

pounds, so these spectral regions are excluded from the integration.

X-ray photo-absorption (XRPA) cross sections are known to be excellent analogues of the

corresponding EELS cross sections, and the intensity of the EELS signal is determined by fit-

ting these XRPA cross sections to the power-law tails of the EELS edges[193]. A quantitative

model of the EELS signal is formed and plotted against the EELS signal in Fig. 4.12c, where

it can be seen that the model matches well the power-law tails of the edges and ignores the

variations due to fine-structure. From the quantitative model a relative composition of 39.25%

Fe and 60.75% O is determined, which corresponds to the composition of Fe2O3 and is in

agreement with the analysis in Fig. 4.12a and 4.12b. These results indicate that the Fe retains

its Fe(III) character and does not reduce to Fe(II). The EELS quantification in this section was

performed with the Quantifit code available at http://web.utk.edu/~gduscher/Quantifit/
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Figure 4.12: Phase of Iron Oxide in SPIONs. a O-K edge EELS. The two reference samples

(Fe2O3-solid, FeO-dashed) show two distinct behaviors in the relative intensity of the pre-

peak at 529 eV, the SPIONs (red) match the Fe2O3. (b) Fe-L edge EELS. A 2 eV shift (708 eV-

Fe2O3, 706 eV-FeO) is observed in the peak intensity of the L3 edge, and the SPIONs share

the Fe2O3 at 708 eV. (c) Relative composition of O and Fe. By fitting x-ray photo-absorption

(XRPA) cross sections to the tails of the O and Fe edges, the intensities of the two edges can be

directly compared and the relative composition calculated. The result is a 1.548 ratio between

O and Fe, further confirming the SPIONs are in the Fe2O3 phase.

4.2.2 Bonding of SPIONs to the Au Nanostructures

Of additional interest is the structural study of the nanocomposites is the bonding of the

SPIONs to the surface of the Au substructure. Even though thickness effects make EELS stud-

ies over the bulk of the nanoparticle difficult, the fact that faceted edges of the NT taper to a

point means that the elemental composition of the Au-NT SPIONs can be observed and ana-

lyzed at points of reduced gold thickness. Figure 4.13a shows the same NT from Figs. 4.9 and

4.10 in (a) with a zoomed in view of the faceted edge in (b). Three regions are indicated: the

SPION, the faceted edge, and the bulk of the NT. Figure 4.13c shows low loss EEL spectra

from each of those three regions. Points 1 and 3 each show the characteristic low-loss spectra

of iron-oxide and gold respectively; however, at Point 2 the low-loss spectrum appears to be a

linear combination of the iron and gold spectra. This indicates that even where the iron EELS

signal cannot be detected due to strong gold signal, there are SPIONs present on all facets of

the NT, not just on the edges where they are most clearly observable through STEM.

While present on all facets of the nanostructures, it is expected that during crystal growth,

70



(a) (b) 

3 2 1 

50 nm 

Figure 4.13: SPION Coverage of Au Structures. (a) HAADF image of the Au NT from Fig.

4.9 and 4.10 with a region around the edge outlined. (b) Close up of the outlined region in (a),

showing the three regions: the Fe SPION, the faceted edge of the structure, and the thick bulk

of the NT. (c) Spectra from each of the three regions highlighted in (b), showing that the signal

from the faceted edge is a combination of Fe and Au and that the coverage of the nanoparticles

is relatively uniform across the structure surface.

free PVP and PVP-SPIONs selectively adsorbs on the <111> facets rather than the <100>

facets[194]. In the NH, the crystal facets enclosing the hexagon are the <111> and <100>

families in an alternating sequence. Figure 4.14 depicts how the preferential bonding of PVP-

SPIONs to the <111> facets is empirically determined. The system is imaged in two tilt

orientations, termed max and min tilt. In each orientation the sample is tilted to one extreme,

which causes one specific facet of the NH to be closer to parallel to the beam, allowing that

facet to be imaged effectively. Since the facets are alternating, if the <100> is aligned with

the beam at max tilt (as seen in Fig. 4.14a), then the <111> is aligned with the beam at min

tilt (Fig. 4.14b). The tilt is performed such that two facets can be seen at both max and min tilt,

and due to the alternating pattern of the <100> and <111> facets, this results in the imaging

of two different<100> facets (max-right, min-left) and two different<111> facets (max-left,

min-right).

HAADF images for a NH at max and min tilt are shown in Fig. 4.14c and 4.14d respec-

tively, and indeed it can be seen that at max tilt, the left side has a high coverage while the right

side is sparse, and at min tilt the inverse is true. To help visualize the coverage, line profiles

from the max and min tilt (shown on Fig. 4.14e and 4.14f respectively) are performed, and

the coverage analyzed. The coverage is calculated the percent of the line profile with HAADF
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Figure 4.14: Facet Preference for SPION Bonding. The preferred bonding of the SPIONs to a

specific Au facet is determined through tilting the sample. (a) and (b) show two orientations of

the NH with respect to the beam, termed max and min tilt respectively, which align alternating

facets with the electron beam. HAADF images of the max (c) and min (d) tilts show that on

alternating facets there are varying concentrations of the SPIONs. Line profiles along the edges

of the two tilts, (e)-max and (f)-min) are plotted and the percent coverage is calculated by seeing

where along the line profile the HAADF intensity is greater than a 20% threshold (red-line).

(g-j) Show the line profiles on the two different edges of the NH at the two tilts, and it can be

seen that at max-left (g) and min-right (j) the coverage is significantly higher than max-right

(h) and min-left (i). Due to the alternating nature of the facets, this demonstrates that SPIONs

preferentially bond to one facet of the NH.
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intensity above a threshold, 20% of the maximum HAADF intensity is chosen qualitatively as

giving the best representation of the nanoparticle coverage.

In Fig. 4.14g-4.14j the four line profiles are plotted, showing high coverage at max-left and

min-right, and low coverages at max-right and min-left. It is worth noting that in the min-left

profile (Fig. 4.14i) the coverage is artificially increased due to a large portion of the supporting

carbon film that overlaps with the NH edge. Determining which crystal axis corresponds to the

high-concentration facets is not possible from the STEM data, as the tilt limits of the STEM

holders are ~20◦, which is only enough to preferentially align a facet, but not to tilt into a crys-

tal zone access normal to the facet. As a result, the data is not sufficient to absolutely confirm

that SPIONs selectively bond to the <111> it does provide direct experimental evidence of

preferential bonding on different gold facets in the Au-NH SPIONs as suggested in Ref. [194].

It has been proposed that the mechanism for the increased bonding the <111> Au facet is

based in the PVP polymer that connects the SPIONs and the Au, not in the direct relationship

between the SPIONs themselves and the Au[194]. To investigate the nature of the bonding,

BF-STEM imaging is performed. Figure 4.15 shows a NT, an icosahedron, and a NHwith SPI-

ONs and high resolution images of the interface between the SPIONs and the Au substructures.

It is seen that the Au NTs are of well-defined equilateral shape with their surface decorated by

a monolayer of SPIONs as shown in Fig. 4.15a and 4.15b. The equivalent images of a SPIONs

decorated Au-Icosahedra and Au-NH are shown in Fig. 4.15c through 4.15f. The resolution of

the BF images Fig. 4.15b, 4.15d, and 4.15f are high enough to see the lattice planes of the SPI-

ONs, and the insets contain the FFT of their respective images. In the FFTs, each spot indicates

a different crystal plane, and a circular ring pattern is an indication of many non-aligned crystal

grains/nanoparticles. The circular FFT pattern is observed in both the NT and NH, indicating

that the SPIONs are randomly oriented with respect to the Au NT, and no epitaxial relationship

between the two exist.

Since the only connection between the SPIONs and the Au substructure is through the

PVP polymer, the SPIONs can be removed in a straightforward manner. Using diluted acidic
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Figure 4.15: Looking for Epitaxial Relationships Between Au Structures and SPIONs. (a)

Bright-field (BF) STEM image of a single Au NT-SPIONs nanostructure. (b) BF-STEM image

of NT tip outlined in (a) showing crystallinity of the SPIONs. The inset contains an fast Fourier

transform (FFT) of the BF image and shows FFT spots arranged in a circular pattern indicating

that the SPIONs are randomly oriented with respect to the NT.(c)-(f) BF-STEM images of a

Au Icosahedra-SPIONs, (c) and (d), and a Au NH-SPIONs, (e) and (f), structure and the top

corner/edge containing the SPIONs. In the inset of (d) and (f) the same circular FFT pattern is

visible as in (b), indicating no epitaxial relationship between the Au and SPIONs occur in any

of the geometries present in the ensemble.
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(a) (b) (c) 

Figure 4.16: Removing SPIONs Post-Synthesis. Despite being used to nucleate the gold-

nanostructures, the SPIONs can be removed post-synthesis through a dilute acidic treatment.

(a) and (b) are HAADF images of nanotriangles from different samples, pre and post treat-

ment. (c) Shows the Fe EELS L-Edge from the bottom surfaces of both nanotriangles. No iron

is detected in the post-treatment sample indicating that the SPIONs have been successfully

removed.

solution an ensemble of the Au nanostructures can be obtained absent of the SPIONs that facil-

itated their nucleation. Figure 4.16 shows Au NT-SPIONs from an ensemble before and after

the removal of the SPIONS (performed by Dr. Yu in Barcelona). Figure 4.16a shows a NTwith

the SPIONs still adhered to the surface, while Fig. 4.16b shows a NT without any SPIONs.

The SPIONs are visible in the HAADF image presented in Fig. 4.16a, but none are observed in

4.16b. To further demonstrate the absence of iron from the treated Au nanostructures, the EELS

core-loss data from the Fe-L3 edge was collected from a large region at the bottom edge of both

NTs. In the NT-SPIONs the Fe-L3 edge is easily observed, but is completely absent from the

NT post-treatment with HCl, indicating that SPIONs have been removed. The ability to re-

move SPIONs post synthesis opens the future opportunity to study the plasmonic properties of

the same planar gold nanostructures, with and without SPIONs.

4.2.3 The Optical Response of the Nanocomposites

The gold component of the composites is plasmonic and hence has a strong optical response

that is highly sensitive to the morphology of the nanoparticle. Since the morphology of the gold

has a strong impact on the plasmonic resonances the control over the shape of the structures

also results in the ability to tune the optical response.

Figure 4.17 shows the optical response of the nanoparticle ensembles under different syn-
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Figure 4.17: Selectability of the Optical Response of Nanocomposite Ensembles. By changing

the ratio of PVP to HAuCl4 (a) and the temperature of microwave heating (b) during synthesis

the morphologies in the composite ensemble can be varied significantly. The optical response

of the ensemble is plasmonic and hence dependent on morphologies, and can be tuned across

the visible regime by altering the PVP (c) or temperature (d).

thesis conditions as determined by Dr. Yu and presented in Ref. [190]. Figure 4.17a and b

show how ensemble morphologies can vary significantly under different growth conditions,

namely the PVP in the solution during the addition of the HAuCl4 (a), and the temperature

during the microwave heating stage (b). As can be seen in 4.17c and d these changes in the

basic morphologies of the nanoparticles, vastly effect the optical response of the ensemble.

Taking it across a ~300nm spectral range, through just adjusting basic parameters of the syn-

thesis process.

The response is due to the high sensitivity of SPRs to the morphology of the nanoparticle.

Each of the different geometries supports different SPRs and each SPR is dependent on the

size and local variations of the Au nanoparticle. By utilizing the low-loss portion of the EEL
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Figure 4.18: Plasmon Modes in the SPION-Decorated Nanotriangles. (a)-(c) The plasmon

modes in a AuNT-SPION. The structure shows distinct plasmon modes at 1.6 eV (a), 2.1 eV

(b), and 2.4 eV (c). Three ROIs are marked on the SIs labeled one through three, the EEL

spectra for which are shown in (d)-(f). ROI-1 shows a broad peak at the corner (d), ROI-2

shows that the corner peak is actually composed of two smaller peaks at 1.6 eV and 2.1 eV (e),

and ROI-3 shows that while the predominant mode on the edge is a side mode, there is also

slight intensity from the 1.6-eV corner mode, indicating that this plasmon mode is the dipolar

plasmon.

spectrum, with a Zeiss Libra200-MC, plasmonic resonances can be detected and mapped in the

individual nanostructures. Figure 4.18 shows the plasmonic response of one of the nanotrian-

gles.

Plasmonic analysis of the nanoparticle results in the detection of three distinct plasmon

modes, the spatial profile of which is shown in Figs. 4.18a-c. Two of the modes are localized

in the corners of the nanotriangle, while one is localized along the side: corner 1 at 1.6 eV (Fig.

4.18a), corner 2 at 2.1 eV (Fig. 4.18b), and the side mode at 2.4 eV (Fig. 4.18c). To better

see the distinction between the modes (especially between the two modes at the corner three

different ROIs are examined at two different corners and one along the edge. ROI-1 (the top

left corner) is has its EEL spectrum plotted in Fig. 4.18d. From this plot it seems that there is
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only one peak at the corner. However, the peak here does not have the characteristic Lorentzian

shape of a plasmon mode. By examining another corner at the bottom of the nanotriangle with

ROI-2, it can be seen why. Figure 4.18e shows that the peak from Fig. 4.18a really corresponds

to the convolution of two modes, and here the EEL spectrum has a high enough signal-to-noise

to clearly resolve the two Lorentzian-like peaks at 1.6 eV and 2.1 eV. Finally, by looking all

along an edge (to accumulate the most signal), as is done in ROI-3, the side mode can be clearly

visualized as an easily distinct peak.

Concerning the presence of the two different corner modes, it is important to note that there

is a small peak at 1.6 eV along the edge (ROI-3), but no peak at 2.1 eV. Dipole modes in nano-

triangles have been shown to have faint intensities along the edge[195] indicating that the 1.6

eV is the traditional dipole mode. The 2.1-eV corner mode could potentially be a higher-order

multipolar mode due to the thickness of the nanostructures, which is higher than the thickness

of most other nanotriangles reported in literature (100+ nm), but that is speculation and not

well understood at this time.

By correlating the plasmon modes in Fig. 4.18 with the ensemble optical response in Fig.

4.17 the behavior of the ensemble can be correlated with the spatial profiles of different plas-

mon modes. For the 25-mg PVP, 180 ◦C ensemble that was composed mostly of nanotriangles

the response can actually be broken into three plasmon modes. There are two faint shoulders

in the low- and high-500 nm range, and one large peak in the high-700 nm range, which are

the same places that the distinct plasmon modes in Fig. 4.18 were observed, showing that the

dominant plasmon mode in terms of the total optical response of the ensemble is likely coming

from predominantly the side plasmon mode.

The plasmon analysis can also be extended to the other geometries present in the ensem-

bles. Figure 4.19 shows the plasmon profiles of the three predominant geometries found in

the nanocomposite ensembles. Figs. 4.19a-d show the plasmon profiles for a nanotriangle

(different than the one in Fig. 4.18. For this nanotriangle the splitting between the dipole and

2.1-eV corner plasmon mode was not well defined, so the convoluted peak is plotted in the
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SI, which results in some intensity being available on the edges of the NT. However, the same

basic behavior of the plasmon modes observed in Fig. 4.18 is observed here with the corner

modes centered at 2.0 eV and the side mode at 2.4 eV again. Figs. 4.19e-h show the same

plasmonic analysis for a nanoicoshedron. The approximate size of the geometry is similar to

the triangle, and the plasmon modes come out with the same general behavior: mode localized

in the corner (at 2.0 eV) and a mode localized on the sides (at 2.5 eV). Finally, a nanohexagon is

shown in Figs. 4.19i-l. The corner/side-mode localization is present here as well, with similar

resonances for similar sizes. The data shows that for ensembles with different shapes, reso-

nances in the same spectral regime can be achieved with varying spatial profiles on structures

of different geometries.

The studies presented in this chapter present a variety of different STEM techniques for

studying complex nanostructures. Using high-resolution imaging techniques and the associated

image-processing in depth knowledge about the structural composition of nanostructures can

be determined. Additionally, EELS provides a two-fold benefit for nanoscale analysis between

elemental mapping with core-loss EELS, and probing optical excitations such as plasmons with

low-loss EELS. The combination of the two make STEM an ideal tool for the analysis of nan-

otechnology.
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Figure 4.19: Plasmon Modes in Varying Geometries. Different geometries in the ensembles

show the same basic behavior of corner modes at ~2 e and side modes at ~2.4 eV (a)-(d) The

plasmonic response of an AuNT: (a) HAADF, (b) CornerMode - 2.0 eV, (c), SideMode -2.4 eV,

(d) Composite. (e-h) Corresponding images of (a-d) for nanoicosahedron, with corner mode

at 2.0 eV and side mode at 2.5 eV. (i-l) Corresponding images of (a-d) for nanohexagon, with

corner mode at 1.9 eV and side mode at 2.4 eV.
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Chapter 5

PROBING PLASMONS IN THREE DIMENSIONS

In the last chapter, I showed many different methods of characterizing samples at the

nanoscale using the electron microscope, and began to show the power of the STEM to char-

acterize the optical response of nanostructures. Mapping plasmons in useful process, but is

fairly straightforward to perform on modern STEMs and even SEMs. In this chapter I show

how the type of plasmonic analysis shown in Section 4.2.3 can be taken to the next level by

understanding the way that the STEM interacts with optical phenomena such as LSPRs. Here,

I combine EELS and CL together to perform a joint analysis on a single plasmonic structure,

and show how the complementarity of the two can be exploited to access the three-dimensional

plasmonic response of the system.

5.1 Plasmons in Three-Dimensional Structures

In recent years, an effort has been made to push past the two-dimensional planar struc-

tures that easiest to study with electron microscopy, and delve into structures with a three-

dimensional plasmonic response. In order to access the full response of such nanostructures,

many researchers have employed tilt series tomography to develop three-dimensional plas-

monic maps of the spatial intensity distributions of individual plasmon modes[121, 196, 197]

and to reconstruct the precise morphology of the structure and simulate its behavior[198, 199].

However, for complex geometries, where the 2D projection of the tilted system is difficult to

interpret directly, tomography and computerized reconstructions can be prohibitively difficult

or time consuming. Thus, finding a way to use the standard STEM techniques to circumvent

these limitations, and developing a straightforward way to analyze surface plasmons in three

dimensions are both desirable objectives.

By using the combination of spatially-resolved EELS andCL in a STEM, three-dimensional

experimental data for the surface plasmon modes of an individual nanoparticle can be accessed

81



without reconstruction or simulation. The combination EELS/CL embodies a powerful com-

plementarity that can be used to extract three-dimensional information about the plasmonic

response not available from either spectroscopy individually, because EELS measures beam-

induced electronic excitation, while CL measures radiative decay. Thus, in complex nanos-

tructures with non-uniform dimensions, EELS is dominated by volume effects while CL is

dominated by surface effects. Here, the complementarity is exploited to analyze the plasmonic

response of Ag nanoparticles decorating ZnO/MgO core/shell nanowires using a combined

STEM-EELS and -CL analysis. The difference between EELS and CL yields additional infor-

mation that permits the measurement and identification of distinct plasmon modes in all three

dimensions directly from experimental data.

5.2 Complementary Spectroscopies in the Electron Microscope

The focus of this method is to demonstrate that the combination of the two spectroscopies,

EELS and CL, provides information about the surface plasmon modes of a single nanoparticle

that cannot be accessed by either technique individually. Here, the analysis of a single nanopar-

ticle is presented to demonstrate that by the use of joint EELS/CL the three-dimensional anal-

ysis of individual plasmonic elements in a complex multiple-element system can be obtained.

The ZnO nanowires were grown by vapor-solid deposition by Claire Marvinney and Daniel

Mayo at Fisk University. Glancing-angle deposition by electron-beam evaporation was then

used to deposit an MgO spacer layer and to decorate the surface with Ag nanoparticles[200].

The nanoparticles on the nanowire have characteristic lateral dimensions ranging from 2-5 nm

to more than 100nm. Most nanoparticles are roughly hemispherical in shape, but there is no

predictable symmetry or orientation with respect to the nanowire axis. The ZnO nanowire it-

self is optically active and a strong emitter, so I chose a nanowire with a thick MgO shell (~70

nm) to ensure that the nanoparticle is insulated from the wire and isolated from hot-electron-

transfer effects and plasmon-exciton interaction with the ZnO, which are strongest in the< 30

nm spacer range and almost absent at 70 nm spacer thicknesses[201]. Many nanoparticles were
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studied, however one with high-aspect ratios was chosen for analysis, as the resultant splitting

of the dominant plasmon modes along the different principal axes is necessary to demonstrate

the acquisition of three-dimensional plasmonic data.

Plasmonic excitations are detected and mapped in different ways in EELS and CL. In plas-

mon maps generated by both techniques, the spatial location of the plasmon intensity is deter-

mined by position of the probe when the fast-electrons in the beam scatter inelastically from

the conduction-band electrons of the metal[108, 202–204]. However, the plasmon signature

measured by EELS is the energy lost during transmission through the sample, which directly

relates to the combined sum of the energies for all the excitations generated by each beam-

electron during transmission. As a result, EELS is sensitive to all plasmons, including ‘dark,’

high-angular-momentum plasmon modes that cannot decay radiatively and high-energy plas-

mon modes that decay outside the visible spectrum[205–207]. On the other hand, CL spectra

incorporate signals from the radiative decay of the beam-induced excitations. This limits CL

to electronic excitations that effectively out-couple to photons in the detectable range of the

spectrometer, thereby directly yielding information about the efficiency of individual plasmon

absorption or emission modes[205, 208–210]. As a result, the detected plasmonic response can

differ greatly when comparing EELS to CL even in the same system, especially in complex ge-

ometries with varying thicknesses. By assessing the physics underlying these differences The

system can be understood more thoroughly.

The crux of the current experiment is the determination of the spatial distribution of plas-

mon response through the construction of a SI of the nanoparticle and the difference between

the SIs collected in STEM-EELS and CL. In both spectroscopies, a spectrum is collected at

each x-y point in a two-dimensional scan: in EELS from the energy loss experienced by the

beam electrons, and in CL from the radiative decay of the beam-induced excitations. When

the spatial scan is complete, one obtains a 3D data set with two spatial dimensions and one

energy dimension. To form 2D images, slices are taken across the energy dimension, and the

integrated intensity over a given spectral range is converted into the pixel intensity, allowing
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the mapping of specific optical features.

It is important to note that the detection efficiency is significantly higher in EELS than in

CL. As a result there are two principal differences between the SI acquisition methods in EELS

and CL: pixel time and beam current. In terms of the pixel time, for EELS all SI are taken with

0.2 s per pixel, while in CL 20 s per pixel is needed for modest signal-to-noise. In terms of

the beam current, EELS measurements use a low beam current (less than 20 pA) is used to

optimize the EELS signal and maximize spatial resolution, while for CL a high beam current

is used, ~2 nA, in order to maximize CL signal intensity. As a result of the high beam current

and long acquisition times in CL, beam-induced damage becomes a significant concern, so the

pixel size is increased and sub-pixel scanning is applied to reduce the total dose at each point,

resulting in significantly lower spatial resolution in CL SIs compared to EELS. To assure that

the beam has not altered the nanoparticle significantly, the plasmon resonances observed in the

CL-SI are, as with the EELS, double checked after acquisition, and confirmed to retain approx-

imately the same peak position, amplitude and width.

To determine the experimental energy values for the plasmon peaks, representative spectra

are taken from the SI in regions of peak intensity of each plasmon mode in each spectroscopy.

The spectra are then fit with a non-linear least-squares regression to determine the peak posi-

tions.

5.2.1 Surface Plasmons Observed in Both EELS and CL

Differences between the way plasmons are detected in EELS and CL, result in some peaks

being visible in both spectroscopies, while some are only observed in one or the other. In Figure

5.1 a single random-morphologyAg nanoparticle on the surface of the nanowire is analyzed and

the plasmonic maps in EELS and CL for the plasmon modes that appear in both spectroscopies

are compared. An ADF image of the nanoparticle is shown in Figure 5.1a, and the particle’s

plasmonic response is mapped through SIs in Figure 3.1b-e, with the representative spectra of

the plasmon modes being shown in Figure 5.1f and g. Peaks near 2.0 eV (centered at 2.03 eV
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in EELS and 1.95 eV in CL) and 3.0 eV (2.87 eV EELS, 3.07 eV CL) appear both in EELS

and CL. By comparing the SI slices for these peaks in EELS (Figures 5.1b and d) to the CL

slices (Figure 5.1c and e), the higher detection efficiency and spatial resolution of EELS can be

exploited to identify the nature of the resonance. The 2.0-eV plasmon is localized at the top and

bottom of the nanoparticle, while the 3.0-eV peak is localized along the sides, indicating that the

nanoparticle exhibits the characteristic response of an ellipsoidal nanoparticle; the longitudinal

dipole surface plasmons are split into top-to-bottom, long-axis (LA) and side-to-side, short-

axis (SA) modes.

It is worth noting that both extrema of the plasmonic resonance are observed in EELS, but

not in CL, probably due to the lower signal-to-noise ratio in CL. There is still CL intensity at the

bottom and left-hand side of the nanoparticle, but the resonance is too weak to be sufficiently

distinguished from the background noise. There are two likely root causes for the asymmetry in

the plasmon intensities at the nanoparticle edges: a thickness variation in the nanoparticle and

the presence of theMgO spacer. The discrepancy in intensity between the top and the bottom of

the nanoparticle seems to be a result of the non-uniform thickness. The particle is thicker on the

top than the bottom, resulting in increased signal in both spectroscopies on the top side of the

nanoparticle. The thickness measurements and discussion surrounding them is treated in more

detail later in the text. The MgO spacer affects all plasmon modes by altering the dielectric

environment of the nanoparticle. However, the SA mode, especially when excited from the

left side, is particularly affected and suffers a reduced intensity due to the presence of the

MgO, which damps the electric field of the plasmon resonance and reduces the electromagnetic

coupling to the electron beam.

5.2.2 Constant Background Subtraction in EELS Spectrum Imaging

To accurately display the locations of the various plasmon peaks in EELS a constant back-

ground subtraction is used. Normally, in an EELS low-loss plasmon experiment, the back-

ground subtraction method for spectrum imaging is removing the ZLP and fitting the resulting
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Figure 5.1: Electron Energy Loss Spectroscopy vs. Cathodoluminescence. (a) An ADF image

of an Ag nanoparticle on the surface of an insulating nanowire. (b-e) SIs of the plasmon modes

present in both EELS and CL. (b) and (c) show the SIs for EELS and CL respectively, of a long-

axis (LA) plasmon mode oscillating from the top to the bottom (along the y-axis) at 2.0-eV, that

is more strongly excited at the top of the nanoparticle. (d) EEL and (e) CL-SI, respectively, also

show a short-axis (SA) plasmonmode (oscillating along the x-axis) at 3.0-eV that is stronger on

the right side of the nanoparticle. Representative spectra are taken from regions of maximum

intensity of the two spectra. Point 1 at the top of the nanoparticle (f) and Point 2 at the right

side (g) shows that while both EELS and CL show peaks at 2.0-eV and 3.0-eV corresponding

to the LA and SA plasmons, there is a 2.5-eV peak present in CL and not EELS, as well as a

3.6-eV peak present in EELS and not CL.
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Figure 5.2: Different Methods of Background Subtraction. (a) Low acquisition time including

the ZLP which is then extracted through the reflected tail method. (b) High acquisition time

blocking out the ZLP then subtracting a power law background. The general shape of the

spectra is consistent between the two methods, however the signal-to-noise is greatly improved

in (b) allowing for more accurate measurement of peak position.

background-free spectra. However, in these experiments two different SIs are acquired, one

that contains the ZLP and one which does not. The SI containing the ZLP is required for the

low-loss Fourier-log thickness measurements, which will be discussed in Sect. 5.3.1. How-

ever, the ZLP is such a strong feature in the EELS spectrum that short pixel acquisition times

are required to prevent damage to the EEL spectrometer. To circumvent this limitation, a sec-

ond SI is acquired over a spectral range that blocks out the majority of the ZLP, but includes the

low-loss region, allowing for longer pixel acquisition times without damaging the spectrome-

ter and improving signal-to-noise. Without the entire ZLP in the spectrum, the ZLP cannot be

extracted rigorously and consistently, so that the traditional method of background subtraction

cannot be used. The benefits of blocking the ZLP can be seen in Fig. 5.2, which shows spectra

from the identical spot from the two SIs. First, where ZLP is included and extracted through

the reflected tail method, Fig. 5.2a, and the SI where the ZLP is blocked off the recorded spec-

trum, Fig. 5.2b. The improvement in signal-to-noise between the two methods is significant

and clearly evident.

The constant background subtraction method is demonstrated in Fig. 5.3 where the spec-

tra from the top end of the nanoparticle, where the LA plasmon is highly active, and from the

middle of the nanowire, where there is little to no plasmonic activity. A comparison of the
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two spectra shows the effect of the ZLP tail, which results in a strong total intensity present at

both locations. In Fig. 5.3a the spectra with the LA plasmon is plotted. The hatched region

shows the total intensity, while the highlighted portion of the hatched region shows where the

constant background subtraction identifies plasmonic intensity. In comparison, Fig. 5.3b, still

shows significant total intensity due to the tail of the ZLP, but no clear plasmon peak. As a

result the constant background level is higher than the EELS signal, and no plasmonic inten-

sity is identified. Figure 5.3c shows an ADF image of the nanoparticle as reference for the SIs

obtained using the total intensity (Fig. 5.3d) and the constant background subtracted intensity

(Fig. 5.3e). From (d) it is still possible to see that at ~2.0 eV there is some increased plasmonic

intensity at the top and bottom of the nanoparticle with respect to the remainder of the region

of interest, but (e) shows the location of the peak plasmonic intensities much more clearly.

As a result of the constant background subtraction, the EEL spectra have a true zero level

corresponding to the point at which the subtracted background exceeds the EELS signal at

the plasmon resonance frequency. The CL signal, on the other hand, contains no correspond-

ing background artifact, so no real zero level occurs and background noise may appear in the

luminescence spectra.

5.2.3 Surface Plasmons Observed Only in EELS

In Figures 5.1f and g, peaks at 3.56 eV and 3.57 eV, respectively, were observed in EELS,

with no corresponding feature in CL. The data also reveal another such peak at 3.78 eV. Figure

5.4 shows an ADF image of the nanoparticle (Fig. 5.4a), the SIs for each mode (Fig. 5.4b and

5.4c), and the spectra corresponding to each (Figure 5.4d). The nature of both of these peaks

is well known from previous research. They correspond to the transverse surface plasmon at

3.6 eV (Fig. 5.4b) and the bulk plasmon at 3.8 eV (Fig. 5.4c) of Ag[211, 212]. It is impor-

tant to note that neither mode is geometry dependent. The bulk plasmon would be observed

in any Ag sample, and the transverse plasmon is generally present at the surface of any Ag

nanoparticle[213].
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Figure 5.3: Constant Background Subtraction. Spectra show how the constant background

subtraction is used to isolate plasmonic signal in an EELS spectra. (a) The EEL spectrum

from Point 1, both total intensity and the subtracted signal show strong intensity here. (b)

The EEL spectrum from Point 2. No plasmon is present, the total intensity still shows signal

due to the tail of the zero loss peak, but the constant background subtraction correctly finds

no plasmonic activity. (c)-(e) The ADF image of the nanoparticle (c), and the SIs using total

intensity (d) or the constant background subtracted intensity (e).With the ZLP blocked, a power

law background can be fit to the tail for individual EEL spectra, and look at the background

subtracted EELS data. Because of the varying thicknesses and compositions in the sample,

no single method of power-law background subtraction and peak fitting could be found that

would work uniformly across all spectra in the SI. As a result, while individual spectra show

the power-law background-subtracted signal, the constant background subtraction method was

used for the SI.
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Figure 5.4: Plasmon Modes Observed Only in EELS. (a) ADF image of a nanoparticle. (b,c)

SIs of the two plasmon modes only observed in EELS at 3.6 eV (b) and 3.8 eV (c). (d) The

EEL spectra from points 1 and 2 marked on (b) and (c). The two peaks refer to the transverse

and bulk plasmons modes in Ag[211, 212]. The SI shows that the bulk plasmon is localized

in the body of the nanoparticle, and the transverse plasmon to the nanoparticle surface. The

transverse mode appears to only be strong on the right side of the nanoparticle, but it is present

along the entire perimeter of the nanoparticle, with a significantly reduced intensity. The two

modes are visible in EELS but not in CL because their ultraviolet energies that are outside the

detection range of the CL spectrometer, but their presence in the EELS spectra are important

for joint CL/EELS analysis.

It is important to note that the transverse mode can be detected around the entire perimeter

of the nanoparticle even where little to no intensity is visible in the SI. The differences in in-

tensity for the transverse plasmon SI arises because the electron beam is transmitted through a

thick MgO layer on one side of the nanoparticle, but only through the thin supporting carbon

grid on the other, which significantly affects the total detected intensity. The wavelengths cor-

responding to these plasmons, detected by EELS, are 350 nm (transverse) and 325 nm (bulk),

respectively, too far into the ultraviolet to be efficiently detected in the CL spectrometer avail-

able in this experiment. The detectable range of EELS is not limited to the visible regime, and

thus EELS can detect the higher-energy ultraviolet modes. However, because they are unde-

tectable in CL, the combined CL/EELS analysis cannot be for these modes. Their presence in

the EELS spectra, however, will help in the combined CL/EELS analysis of the other plasmon

modes, as will be shown later.
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5.2.4 Surface Plasmons Observed Only in CL

Finally, there is the feature present in CL but not EELS. Figure 5.5, as well as both spectra in

Fig. 5.1, shows a CL peak near 2.5 eV that has no corresponding EELS peak. The nanoparticle

is shown in Fig. 5.5a, and the CL-SI of the plasmon mode is shown in Fig. 5.5b. Comparing

to the previous CL-SI it is evident that the 2.5-eV peak has a unique spatial localization, com-

pletely distinct from the LA and SA plasmon modes shown in Fig. 5.1c and e, indicating that it

must be a separate plasmonic feature. The EEL and CL spectra from the center of the nanopar-

ticle, shown in Fig. 5.5c, demonstrate that the 2.5-eV CL peak (centered here at 2.48 eV) is

not observed in EELS, where only the bulk plasmon is detected. Figure 5.5c shows an EEL-SI

at 2.5 eV, and while some intensity can be seen in the SI, those same locations correspond to

the high intensity regions of the SA plasmon in Fig. 5.1d. Due to the constant background

subtraction method employed in the SI, the tail of a dominant plasmon can result in detected

signal in the SI. As a result, the signal detected in the EELS at 2.5 eV is more likely to be due

to the tail of the short-axis plasmon rather than a unique 2.5 eV plasmon.

In order to understand why the peak is present in one spectroscopy but not the other, the

core distinction between EELS and CL is re-examined, excitation vs. radiative decay. One

of the most important consequences of the distinction is how the signals of the two spectro-

scopies react to multiple electron-sample interactions. First, the total EELS intensity across

the entire spectrum decreases when the electron beam interacts with the bulk, since a large

portion of the electrons are elastically scattered to high angles and do not enter the spectrom-

eter. Furthermore, EELS requires single-interaction events for the measured energy-loss to be

directly interpretable. If the beam interacts multiple times with the sample during transmis-

sion, the measured energy loss has contributions from each interaction and the true values of

each energy-loss event are obscured. Thus, even though the total plasmonic excitation may be

stronger in a thick part of the sample, the detected plasmonic EELS signal is strongest, and

most directly interpretable, along the edge of the nanoparticle. At that spatial location, the

electron beam couples via the evanescent plasmon field and excites the plasmon non-locally
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Figure 5.5: Plasmon Modes Observed Only in CL. (a) ADF image of nanoparticle. (b) CL-SI

of the 2.5-eV peak observed in CL but not EELS. (c) EEL-SI at 2.5 eV. Note that intensity

is only observed in the SI in regions where the 3.0-eV SA plasmon (shown in Fig. 5.1d) has

high intensity, indicating that the 2.5-eV EEL-SI is mainly due to the tail of this plasmon. (d)

CL and EELS spectra from the center of the nanoparticle. Here the EEL spectra is dominated

by the bulk plasmon. Since EELS is a measure of excitation, the signal over thick regions

is dominated by bulk features. However, CL as a measure of decay is dominated by surface

effects, demonstrating that the 2.5-eV feature is a surface effect localized above the bulk of the

nanoparticle. (e) The difference between EELS data and fit. The EELS fit has two peaks one

sharp peak corresponding to the bulk plasmon, and a weak and broad plasmon peak centered

at around 2.75 eV. The peak is too broad to be a single plasmon, and demonstrates that EELS

detects signal in the same region where the 2.5-eV peak in CL is observed, but that it is too

weak to be resolved into individual peaks. The behavior of the peak is consistent with an

out-of-plane (OOP) surface plasmon, localized over the thickest part of the nanoparticle and

hence unresolvable in EELS, but completely detectable in CL, exemplifying the power of the

complementary EELS/CL analysis.

92



without interacting with the bulk of the nanoparticle, allowing for efficient single-interaction

plasmon excitations[205].

In contrast to EELS, multiple interactions and elastic scattering do not attenuate CL sig-

nal. Surface plasmons and other radiative decay events are captured regardless of subsequent

beam/sample interactions, because the emitted photons, rather than the transmitted electrons,

are detected in CL. In fact, bulk luminescence effects can be attenuated in CL as the emitted

photons are subject to reabsorption in the low-skin-depth metals, while surface luminescence

(such as that from surface plasmons) is efficiently captured.

In STEM, or any other electron beam technique, the strength of the plasmonic excitation

from the electron beam is determined by the strongest inelastic scattering from the surface plas-

mon mode. However, the strength of the detected EELS intensity is determined by the area of

most-efficient, single-interaction excitation, while the detected CL intensity is determined by

the strongest plasmonic excitation of the observed mode. So the strongest CL intensity should

occur at the thickest part of the nanoparticle where the studied plasmon mode is active (i.e. on

the top and bottom of the nanoparticle for the LA mode). Recall from FigS.5.1 and 5.4, that

the EEL-SIs show the strongest plasmon intensity outside the boundaries of the nanoparticle

while the CL-SIs show the strongest intensity within the boundaries.

The distinction between the way EELS and CL detect plasmons explains why the 2.5-eV

plasmon is not observed in EELS. By examining the spectrum in Fig. 5.5d more closely a low-

amplitude, broad peak on the tail of the bulk plasmon signal can be observed. The data are fit

with two Lorentzians, one for the bulk plasmon and one for the weak tail of the plasmon peak.

Figure 5.5e shows the EELS data with the fitted bulk plasmon peak subtracted. The peak has

a full-width at half-maximum of 1.27 eV which is 30% broader than any other peak fit in the

data set the full parameters of all the fits are included in Appendix B. Due to this large width,

it is likely that the peak arises from multiple plasmonic features, including the 2.5-eV plasmon

being excited in the center of the nanoparticle. However, since EELS requires efficient single-

interaction excitations to accurately account for a peak in the signal, the spectrum is dominated
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by the bulk plasmon in this region, and the other plasmonic peaks cannot be resolved individ-

ually.

From the inherent characteristics of the two spectroscopies, it can be said that when the

electron beam is transmitting through a thick sample, the EELS signal only shows bulk effects

strongly, while the CL can still show the surface effects. Since the 2.5-eV peak is strongly de-

tected in CL, but is unresolvable as an individual peak in EELS, the peak can be determined to

be a surface effect localized above the bulk of the nanoparticle. The feature is likely plasmonic,

as the CL spectra shown in Fig. 5.1 demonstrate it has an amplitude and width comparable to

the LA and SA modes. Longitudinal, out-of-plane (OOP) plasmons have been shown to be

strongly active in CL, and such a mode would exhibit the type of localization observed in the

CL-SI[209, 210, 214]. The supporting evidence indicates that the 2.5-eV peak is an OOP plas-

mon mode, and with the identification of the OOP mode, the characteristic frequency, spatial

distribution, and location of peak intensity for the dominant longitudinal plasmon modes in

all three dimensions have been determined purely experimentally without reconstruction or

simulation.

5.3 Validation of Experimental Results

5.3.1 Approximating Nanoparticle Geometries

To confirm the preceding experimental analysis of the plasmon peaks in the random mor-

phology nanoparticle, FDTD simulations were compared to the spectroscopic data. The mor-

phology of the nanoparticle is not precisely known, and hence direct simulation of the exact

plasmonic response is not possible. However, approximating the morphology of the nanopar-

ticle in a simpler geometry and comparing simulations to the experimental results can function

as validation of the experimental analysis by demonstrating that the simplified geometry, where

the plasmonic response is known exactly, behaves in a similar way to the unknown geometry,

where the plasmonic response is determined experimentally.
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In order to reasonably approximate the size and shape of the nanoparticle and simulate its

plasmonic response, information about the nanoparticle geometry that has already been estab-

lished is re-examined. A half-ellipsoid on anMgO substrate is chosen to represent the nanopar-

ticle for two reasons. Firstly, the shape of the genuine nanoparticle is likely quasi-ellipsoidal.

The splitting of the LA and SA modes is a common feature in ellipsoidal nanoparticles and the

splitting observed in this experiment is similar to those established in literature[215]. Secondly,

a half-ellipsoid is chosen as opposed to a full ellipsoid since the MgO shell, on which the Ag

particle is deposited, is flat.

The x and y dimensions of the half-ellipsoid are measured from the calibrated STEM image

shown in Fig. 5.6a. For the z-dimension, the EEL-SI can be used to determine the thickness

of the nanoparticle. In the log-ratio (LR) technique, the thickness is determined from an EELS

equation by the following equation, t/λ = ln
(
ISpec/IZLP

)
, where t is the thickness, λ is the

inelastic mean free path length, ISpec is the integrated intensity of the EEL spectrumwithout the

ZLP, and IZLP is the integrated intensity of the ZLP. It is acquired over a spectral range up to 46

eV, due to the small energy dispersion used for acquisition. Conventionally, a range of 200 eV,

or preferably even higher, is used to determine thickness measurements. A power-law tail was

added to simulate the unaccounted for portion of the EEL spectrum, however this introduces

further error into a calculation that already has an expected error of ± 20%[216]. Additionally,

different methods of calculating the λ result in different values, and microscope parameters

(such as the convergence and collection angles, along with the operating voltage) have been

found to significantly affect λ . The measurements are taken with a convergence angle of 30

mrad, a collection angle of 36 mrad, and an operating voltage of 200 kV. Using these parame-

ters I used two different methods of determining λ , the method proposed by Yang and Egerton

(75 nm)[216], and the values determined from Iakoubovskii et al (100 nm)[217]. The values

from Yang and Egerton have been known to underestimate λ for microscopes with a collection

angle over 10 mrad, so I choose the value from Iakoubovskii et al, for the accepted value.

The LR method determines the exact relative thickness, in units of λ , but measurement of

95



Figure 5.6: EELS Thickness Measurements. (a) ADF image of the nanoparticle with the mea-

sured width (~70 nm) and length (~140 nm) of the nanoparticle. (b) Thickness map of nanopar-

ticle/nanowire assembly in terms of inelastic scattering mean free path lengths (λ ). Nanopar-

ticle is measured to be approximately 1 λ thick corresponding to a physical thickness of 100

nm[217].

λ has a known error of approximately 20%, due to inhomogeneities and defects in the material

alongside electron beam diffraction effects which can affect the EELS intensity[191, 216, 218].

The thickness map of the nanowire/nanoparticle assembly is generated by performing the LR

measurement on each spectrum in the SI, and generates a 2D relative thickness map (Fig. 5.6b).

It can be seen that the thickness is roughly equal to 1 λ , corresponding to a physical thickness

of approximately 100 nm for Ag[217].

Additionally, Fig. 5.6b shows that the depth at the top of the nanoparticle is greater than at

the bottom, which offers a possible explanation as to the localization of the LA plasmon mode

at the top of the nanoparticle in Figure 5.1b. Since the nanoparticle is thicker at the top than the

bottom the inelastic scattering cross section for the plasmon should be higher at the top than

at the bottom and the detected plasmonic intensity should be stronger. The SA mode does not

exhibit the same increased excitation at the top of the nanoparticle with respect to the bottom,

as one might expect. However, this highlights the importance of a purely experimental analy-

sis for unknown geometries, as morphological variations such as curvature or sharp edges can

also affect the plasmonic intensity significantly[37, 219, 220]. Since the morphology of the
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nanoparticle is not precisely known, the reason why the SA mode does not exhibit increased

intensity in the thicker region cannot be stated absolutely, or even that the increased LA mode

intensity at the top of the nanoparticle is due to the increased thickness. All that can be con-

cluded is that the detected EELS and CL signals for the LA plasmon are greater at the top of

the nanoparticle than at the bottom, and that the increased thickness is a likely cause.

5.3.2 Finite-Difference Time-Domain Confirmation of Experimental Analysis

With the approximate dimensions of the nanoparticle determined, simulations of the plas-

monic response of the nanoparticle become credible. Lumerical FDTD SolutionsTM code was

by Claire Marvinney at Vanderbilt University used to solve the Maxwell equations for each

orientation of the three principal axes of the nanoparticle relative to the polarization of the ex-

citing plane wave. The simulation was for a half-ellipsoid Ag nanoparticle on a 170 nm x 170

nm x 80 nm MgO substrate. Additionally, the samples were not kept in vacuum, so a 1.6 nm

shell of AgS2 of 1.6 nm was included to simulate the experimentally measured effect of Ag

tarnishing in atmosphere[221]. The dimensions of the nanoparticle were determined from the

STEM measurements in section 3.3.1, to be 140 nm x 100 nm x 70 nm. The nanoparticle, and

the MgO film it was on, were rotated together to allow each polarization to be measured. The

full parameters of the simulation are as follows. Simulated region: x - 300 nm; y - 300 nm; z

- 800nm; boundary conditions - periodic. Source: shape - plane wave; injection axis - z-axis;

direction - backward; polarization - x-polarization, angle = 0◦, simulation run three times for

all three rotations of nanoparticle - y-polarization, angle = 90◦, simulation run three times for

all three rotations of nanoparticle; wavelength range - 200 nm through 1200 nm. Mesh region:

location – centered on particle; size - x = y = z =170 nm; max step - dx = dy = dz = 2 nm.

Detectors: type - 2D; number - four, location - three cutting each Cartesian plane through the

center of the particle (x-y, y-z, z-x) for electric field maps, one at the bottom of the simulation

(source at top, x-y plane detector at bottom) to examine transmission spectrum; recorded data

- in-plane detectors - standard Fourier transform, electric field, magnetic field, power - bottom
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detector - standard Fourier transform, electric field, Poynting vector, power.

In Fig. 5.7, Ag half-ellipsoids on an MgO substrates are analyzed with FDTD. The plas-

monic response of the system to plane waves polarized along the major axes of the ellipsoid

is calculated. The resulting transmission data of a nanoparticle with dimensions determined in

the previous section, 140 nm x 100 nm x 70 nm, are shown in Fig. 5.7a. The plot exhibits three

distinct plasmon peaks appearing at 1.98 eV, 2.32 eV, and 3.17 eV. By plotting the electric field

enhancement of the plasmon modes of each of the resonances (Figs. 5.7b-d) it can be seen that

the peaks correspond to LA (1.98 eV), SA (3.17 eV), and OOP (2.32 eV) plasmon modes.

Given that the thickness measurements and the nanoparticle geometry are approximate, the

three plasmonmodes are also calculated for half ellipsoids of slightly different sizes to establish

a spectral range in which each of the plasmons appear. The three other half-ellipsoid dimen-

sions are: 120 nm x 70 nm x 50 nm, 120 nm x 100 nm x 50 nm, and 140 nm x 70 nm x 70

nm. The plasmons corresponding to the half-ellipsoids are: LA-1.97 eV/ OOP-2.49 eV/SA-

3.29 eV, LA-2.07 eV/ OOP-2.26 eV/SA-3.34 eV, and LA-1.88 eV/ OOP-2.54 eV/SA-2.92 eV.

The simulated and experimental values are plotted together in Fig. 5.7e. It can be seen that

the experimental values of 2.0 eV, 3.0 eV, and 2.5 eV fall entirely within the range of values

established by simulations.

The size variations in the simulated nanoparticles are significantly larger than the predicted

error in the experimental measurements of the nanoparticle size, because the precise morphol-

ogy of the nanoparticle is not known and morphological differences can account for significant

variations in the plasmon mode energies as well. A larger range of half–ellipsoid dimensions

is taken to establish a larger range over which the various plasmon modes can deviate under

geometric variance. The STEM-images, EELS data, and thickness map show that while the

nanoparticle is not a perfect half-ellipsoid, the geometry is reasonably similar, and the plasmon

modes should be similar as well. The agreement between experimental data and the theoretical

predictions is not a direct comparison of the two plasmonic models, as much as a sanity check

that the experimental analysis is yielding physically reasonable results for a quasi-ellipsoidal
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Figure 5.7: Validating Experimental Analysis with Simulation. The plasmonic response of a

half-ellipsoid Ag nanoparticle on a MgO substrate with the dimensions determined by STEM-

analysis (shown in Fig. 5.6) is determined through finite-difference time-domain calculations.

(a) Transmission data from plane waves polarized at different orientations to the main axes

of the nanoparticle. Three plasmon peaks are observed at 2.0, 2.3 and 3.2 eV.(b-d) From the

resulting plasmonic field enhancement maps it is shown that the modes correspond to (b) a

2.0-eV LA mode, (c) a 2.3-eV OOP mode, and (d) a 3.2-eV SA mode. Given that the precise

morphology of the nanoparticle is not known, simulations are performed on multiple variations

of the nanoparticle size in all three dimensions. (e) The results of these simulations are com-

pared to the values for the three plasmon modes determined experimentally, and it can be seen

that the experimental values fall within the predicted range determined from the simulations.

The agreement indicates that the three-dimensional plasmon response detected, mapped and

identified from a purely experimental analysis without tomographic reconstructions, is consis-

tent with the known three-dimensional response of a nanoparticle with a simplified, but similar,

geometry.
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structure. The experimental modes falling directly into the range established by the simulations

indicate that the experimental joint EELS/CL analysis of the dominant nanoparticle plasmon

modes is consistent with the plasmonic behavior of a nanoparticle of similar geometry. Fur-

thermore, the simulations confirm that an experimental analysis based on the complementary

physical origin of the two spectroscopic signals, without simulations, on a nanoparticle with

an unknown morphology, gives information on the plasmonic response of complex nanostruc-

tures. The amount of information obtained in this phenomenological approach is comparable

to what is obtainable from an analysis of nanoparticles with predetermined morphologies, un-

dergirded by electromagnetic simulations.
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Chapter 6

THE PLASMONIC RESPONSE OF ARCHIMEDEAN SPIRALS

As previously discussed in Section 1.1, FIB and lithography based synthesis techniques

have been utilized to assemble complex plasmonic nanostructures, with exceptional control

of the nanoscale optical properties[35–37, 46, 47, 222–224]. A plasmonic nanostructure of

recent interest is the Archimedean nanospiral. The appeal of the structure is based off of its

demonstrated ability to sustain resonant modes with high polarization-dependencies over a

wide range of wavelengths[225]. Beyond the linear-response, the nanospiral has been shown to

support strong second-harmonic-generation (SHG)[226], produce super-continuum plasmonic

emission[227], and generate orbital angular momentum states[228].

However, observing the near-field response of plasmonic nanostructures is critical to the

optimization of the nanostructure geometry. The properties of the nanospiral have largely been

explored using FDTD and far-field optical experiments[229–232]. However, recently tech-

niques such as scanning near-field optical microscopy[233, 234] and CL[235, 236] have been

used to observe the unique near-field plasmonic response of complex nanostructures.

In this chapter, I utilize STEM-CL to observe the plasmonic Archimedean spiral structures

from two perspectives: metal spirals deposited on a electron-transparent substrate (nanospi-

rals), and spiral slits milled into a metal substrate (spiral holes). For the nanospirals, I exam-

ine different plasmon modes present and demonstrate how STEM-CL can be combined with

photonics techniques to produce high-resolution maps of the near-field modes. For the spiral

holes, STEM-CL is used to observe orbital angular momentum (OAM) modes that are gen-

erated through interfering SPPs. For both types of structures, it is demonstrated that utilizing

beam-induced light as opposed to beam-electrons provides some significant advantages for

plasmonic analyses.
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Figure 6.1: Unique Plasmon Modes in Archimedean Nanospirals. (a) SEM image of a plas-

monic Archimedean nanospiral. (b) FDTD simulation of the E-field enhancement at 601 nm

(visible regime), shows a plasmon mode called the ‘hourglass’ mode. (c) FDTD simulation

of the enhancement at 875 nm in the NIR, shows a plasmon mode called the ‘focusing’ mode.

The spatial profile of the plasmonic response highly varies with respect to the spectral regime.

Scale bar is 100 nm. Figures from Ref. [225].

6.1 Combining Photonics and Electron Microscopy for Plasmonic Analyses

The complex geometry of the nanospiral makes it a desirable structure for plasmonic anal-

ysis for a couple of different reasons. Firstly, the structure is highly tunable, as there are a

wide variety of parameters such as arm width and spacing, winding number, thickness and

chirality that significantly affect the optical response. Additionally, the nanospiral exhibits

the plasmonic response of both a single nanostructure and multiple interacting nanostructures

simultaneously, through the surface charge either oscillating along the spiral arms or between

them. The tunability and geometry allow for the generation of a wide range of plasmonic mode

that cover a broad spectral range and possess unique spatial characteristics[225].

Figure 6.1 contains an SEM image of a nanospiral (a) and FDTD (b and c) simulations of

the plasmonic near-field distribution, both of which were presented by Dr. Jed Ziegler in Ref.

[225]. The FDTD simulations are the response to a plane wave polarized in the y-direction (as

indicated by the arrow in Fig. 6.1a). Fig. 6.1b shows the E-field enhancement at a wavelength

of 601 nm, this plasmon mode is termed the ‘hourglass’ mode, and is predominantly active in

the visible regime. Fig. 6.1c shows the E-field enhancement at 875 nm. This mode is called

the ‘focusing’ mode and is usually found in the near-infrared (NIR). The two plasmon modes

are just a portion of the total optical response of the nanospirals (a more complete description
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can be found in Ref. [230]), but they are good examples of plasmon modes with highly vary-

ing spatial-character across different wavelength regimes in the same sample. Additionally,

the hourglass mode can have its plasmonic response replicated by a series of ellipses with the

same spacing as the arms[225], while the focusing mode can only be produced in a continuous

structure. Thus, these modes can be used to represent the single-structure/multiple-structure

duality of the nanospiral, and are ideal for demonstrating the versatility of the plasmonic re-

sponse of the nanospiral.

Modeling the optical response through simulations provides an excellent starting point, but

nanoscale investigations are critical for confirming the theoretical models as well as provid-

ing nanoscale control over specific excitations. Towards this end, I fabricate the nanospirals

through an electron-beam lithography (EBL)-based process that generates Si-substrate chips

with a thin SiN window, with the nanostructures patterned directly on the surface. The fabrica-

tion process was originally developed by Roderick Davidson with help from Dr. Scott Retterer

(an outline of the process is provided in Appendix C.2).

6.1.1 EELS Analysis of Lithographically Prepared Nanostructures

First, the nanospiral is examined through EELS. For these experiments, I used the Zeiss

Libra200MC monochromated TEM/STEM at University of Tennessee at Knoxville operated

at an accelerating voltage of 200 keV, with a FWHM on the ZLP of 170 meV. The sample is

made with 80 nm thick Au, with 40 nm wide arms, 60 nm separation between arms, and a

winding number of 4π . Figure 6.2a shows a HAADF image of the structure examined. The

EELS analysis shows peaks at ~1.6 eV (774 nm - NIR) and ~2.4 eV (516nm - vis), and the SI

of the two peaks are shown in Fig. 6.2b and c respectively.

The 1.6-eV EELS peak matches the spatial profile of the FDTD simulation of the focusing

mode shown in Fig. 6.1b relatively well. Furthermore, the peak is found in the NIR where the

focusing mode is predicted to be supported. The spatial and spectral match of the EELS and

FDTD indicates that the SI in Fig. 6.2b is an experimental map of the focusing plasmon mode.
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Figure 6.2: Analyzing the Plasmon Response with EELS. (a) A HAADF image of a Au

Archimedean nanospiral with 40 nm wide arms, 60 nm arm spacing, 4π winding, and 80 nm

thickness. (b) and (c) show the SI maps for plasmon peaks at (b) 1.6 eV and (c) 2.4 eV. (d)

shows the spectra from the red ROI in (b) showing that the focusing mode has a strong peak.

While (e) and (f) show the spectra (e) and the fits (f) from the yellow and magenta ROIs in (c),

showing that the EELS signal in this region is not coming from a single feature.

However, while the EELS peak at ~2.4-eV EELS peak matches the hourglass mode spec-

trally, it does not match the spatial profile of the FDTD simulation from Fig. 6.1c. To better

understand the disparity between the FDTD simulations and the EEL-SI, it is helpful to exam-

ine the individual spectra.

The SI in Fig. 6.2b and c each have ROIs marked with colored boxes, here I take the spec-

tra from those ROIs and fit the peaks with Lorentzians and power-laws for the backgrounds.

The spectra within the red box in Fig. 6.2b (from the inner tip of the nanospiral) are plotted in

Fig. 6.2d. The EELS peak corresponding to the plasmon mode is clearly visible. Furthermore,

the peak is isolated spectrally from other low-loss features such that that power-law background

subtraction accurately captures the behavior of the peak, and the spatial profile of the plasmon
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mode can be observed in the SI.

The same cannot be said for the 2.4-eV peak. Fig. 6.2e (and f) shows the spectra (and fits)

for the ROIs in yellow and magenta shown at the top of Fig. 6.2c. It can be seen that the EELS

peak shifts between pixels in this region, and considering that Au is shown to have bulk-losses

from interband transitions in this spectral regime it is difficult to attribute the detected signal

in the SI to the genuine behavior of LSPR modes here[211, 237].

More importantly there is a fundamental barrier preventing the EEL-SI from duplicating

the plasmon response demonstrated in the FDTD simulations, which is that the hourglass-mode

has a strong linear-polarization response[230]. Since, the electron beam is not polarized, but

can excite polarization-dependent modes, the signal convolves the response of all of the polar-

ization modes simultaneously.

6.1.2 Enhancing STEM with Photonics

STEM-CL can also be used to access plasmon modes at the near-field, but has its own

set of draw-backs. The two principal modes of STEM-CL acquisition are via a spectrometer

(CCD paired with a diffraction grating) or a PMT. For spectroscopy, both the CCD and the

diffraction grating have their collection efficiencies fall-off across a moderate bandwidth, and

additionally the pixelated CCDs are fairly vulnerable to electronics noise. PMTs, on the other

hand, provide modestly higher-collection efficiencies and reduce the electronics noise signifi-

cantly by having only a single pixel, making it much more effective in detecting weak signals.

Unfortunately, the PMT does not have any spectral sensitivity, so the light across the entire

detectable spectral range is integrated into the signal. So both modes of CL-acquisition present

some inherent issues for detecting and mapping individual plasmon modes in nanostructures

with weaker signals.

However, there are a few aspects of STEM-CL that provide some advantages with respect

to EELS for low-signal analysis. By using the light emitted from the plasmon-excitations as

opposed to the EEL in the beam electrons, it allows for the radiative features to be analyzed
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Figure 6.3: Long-Pass Filtered CL. (a) ADF image of a nanospiral with the same dimensions as

Fig. 6.2 and (b) the unfiltered PMT-CL image of the nanospiral. To access the focusing mode,

the visible emission must be spectrally filtered. (c)-(e) show the different long-pass filtered

images for (c) 400 nm (3.1 eV), (d) 495 nm (2.5 eV), and (e) 565 nm (2.2 eV). Once the visible

emission has been filtered out, the bright spot at the inner tip remains, and a high-resolution

map of the focusing mode is shown.

directly without being influenced by the signal from non-radiative effects. Secondly, the light-

based signals allow for the combination of photonics and electron microscopy to achieve the

spectral-resolution of the former with the spatial-resolution of the latter. By combining the low

electronics noise of the PMT with polarization and spectral filtering, one enables the isolation

of and high-efficiency mapping of individual plasmon modes.

While EELS was able to reproduce the response of the focusing mode predicted through

FDTD, the result can be improved through the spectrally-filtered-CL. A VG-HB601 STEM

equipped with a parabolic mirror for CL collection, operating at 60 kV is used for the exper-

iments, with a high beam current (~2 nA) to increase the detected signal. Figure 6.3a and b

show the DF image and the PMT-CL image of a nanospiral with the same dimensions as in

Section 6.1.1.
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The PMT-CL image in Fig. 6.3b shows the emission intensity across the whole spectrum.

The fact that the peak intensity seems to originate from the center indicates that the focusing

mode is strongly active in the sample, but without spectral resolution it cannot be confirmed

that the focusing mode is the cause for the luminescence there. In order to remove the extrane-

ous signal, the CL output is filtered with long-pass filters that block out any signal with shorter

wavelengths than the cut-off value.

Figure 6.3c-e show three different long-pass filtered, PMT-CL images for three different

cut-off frequencies: 400 nm - 3.1 eV (c), 495 nm - 2.5 eV (d), and 565 nm - 2.2 eV (e). From

Section 6.1.1, recall that peaks in the visible signal were present only at 2.3 eV and above,

meaning that for the 565 nm long-pass filter, all of these modes are removed. Surely enough,

without the signal from the peaks in the visible regime, only the high-intensity at the tip of

the nanospiral remains, indicating that the focusing-mode is now the dominant feature in the

PMT-CL image. Figure 6.3e is a 256x256 pixel image, while the SI in Fig. 6.2 was a 27x27

pixel image resulting in a much higher resolution image. Furthermore, the PMT-CL image is

acquired in three and a half minutes while the SI is acquired in 12 minutes and 10 seconds,

demonstrating the efficient acquisition of spectrally-filtered-CL.

Additionally, the usage of the radiative emission of optical excitations allows us to capture

polarization effects with nanoscale precision, allowing us to access the hourglass-mode that

was missing in the EELS analysis. Here, instead of spectral filters, a linear polarizer is used,

and rotated with respect to the stationary sample.

Figure 6.4a shows a Au nanospiral with 40 nm wide arms, 60 nm arm spacing, and a re-

duced thickness of 40 nm to cut down on bulk effects and focus only on the plasmonic response

related to the spiral geometry. The PMT-CL image of the nanospiral shown in Fig. 6.4b ex-

hibits a reduced signal-to0noise ratio compared with that seen in Fig. 6.3 as a result of the

reduced thickness. However, now the CL signal is localized along the edges of the arm, just as

it was in Fig. 6.1, a feature that was not observed in the thicker 80 nm samples.

The inclusion of a polarizer in the CL signal immediately shows the profile of the hourglass
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Figure 6.4: Linearly-Polarized CL. (a) ADF image of a nanospiral with the same lateral dimen-

sions as the last two figures, but half the total thickness (40 nm). (b) the unpolarized PMT-CL

image of the nanospiral shows that the signal-to-noise has decreased, but the localization of

the plasmon mode to the spiral edges, as seen in Fig. 6.1 has appeared. By applying a linear

polarizer (c) and rotating it to 45◦ (d) and 90◦ (e), different polarizations of the hourglass mode
can be accessed.

mode and produces a high-resolution map of the isolated plasmon (shown in Fig. 6.4c). Spec-

tral filtering is not required for this mode, as it is the only optical feature with linear-polarization

dependence, so all emission sources other than the hourglass mode aligned with the linear po-

larizer are attenuated by the filter[230]. By rotating the polarizer by 45◦ (Fig. 6.4d) and 90◦

(Fig. 6.4e), it can be seen that different polarizations of the hourglass mode can be easily iso-

lated.

It is important to note that spectrally filtering this sample does not result in the observation

of the focusing mode (like it did in Fig. 6.3), meaning that the focusing mode is not strongly

active in this sample. The absence of the focusing mode is likely due to the strong deformity

in the inner arm that can be seen in Fig. 6.4a. The discontinuity is a result of an undiagnosed

error in the fabrication process that occurs when thin (and small) samples are deposited using
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the process outlined in Appendix C.2.

6.2 Orbital Angular Momentum in Plasmonic Spiral Holes

In this section, I employ STEM-CL, combined with FDTD simulations, to demonstrate

the near-field interaction between OAM modes in plasmonic nanostructures and chiral sub-

structures. The structures in this section were all prepared by Dr. Benjamin Lawrie, and were

fabricated by depositing 100 nm film of Ag on a 25 nm SiN membrane identical to those in

Section 6.1. A FIB is then used to mill a thin hole in the Ag film (that does not penetrate the

SiN to maintain the stability of the window) in the shape of an Archimedean nanospiral. The

geometry is known to generate optical OAM modes, and the CL response of the structures is

compared to FDTD simulations of the LDOS to confirm the presence of OAM. Finally, the

interaction between chiral nanostructures and OAMmodes is explored by milling nanospirals,

an order-of-magnitude smaller in size, at the center of the larger spiral. The luminescence of

the composite system is found to be significantly higher in systems where the substructure has

the same chirality as the outer structure, providing spatially- and spectrally-resolved evidence

of coupling between OAM and chiral nanostructures.

I took interest in these structures because, light possessing OAM has been a topic of con-

siderable interest in recent years[238–241]. This interest has been fueled by critical advances

in optical manipulation and trapping[242, 243] that leverage the helical wavefront of optical

OAMmodes to impart angular momentum into micro- and nanoscale structures. Additionally,

the added degrees of freedom provided by the orthonormal angular momentum basis set enable

large-scale multiplexing of classical and quantum communications, and provide a framework

for emerging studies of quantum information science[244–248]. Furthermore, it has been pro-

posed that OAM modes can be used for the detection of molecular chirality[249–251], which

plays a dominant role in biological and chemical processes[252].

Surface plasmons are routinely used to manipulate light at the nanoscale, resulting in the

development of a wide class of metasurfaces and asymmetric plasmonic nanostructures that
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generate and control OAM on chip[228, 253–258]. Techniques such as near-field scanning

optical microscopy have been used to experimentally observe nanoscale OAM effects in plas-

monic nanostructures[259–263]. For instance, Chen et al. have recently shown the ability to

actively control OAM with polarization-specific near-field spectroscopy[234]. These recent

developments illustrate the potential for near-field applications of OAM modes in nanotech-

nology.

In order to generate a OAM mode in the structure, the geometry of the spiral must be cho-

sen precisely. The formula for an Archimedean spiral in polar coordinates is r(θ) = r0 +d ·θ

where r0 is the initial radius and d is the distance between the arms. An example of the geom-

etry of a spiral hole is shown in Figure 6.5a. The generation of OAM in plasmonic spiral holes

comes when the phase of SPPs interfere coherently such that the composite plasmonic response

can be described by a Bessel function whose topological charge, `, is determined by the ratio,

` = 2πd/λSPP, where λSPP is the surface plasmon polariton wavelength in the system. Each

point on the surface of the slit serves as a point-source for surface plasmon polaritons, and the

polaritons are launched in all directions from the entire slit. If the dimensions are carefully

chosen such that the arm spacing, d, is an integer multiple of λSPP then there is a 2π offset

between SPP’s coming from the inner and outer arms, heading towards the origin of the spiral.

Additionally, if the initial radius r0 is an integer multiple of λSPP, then for every position along

the inner edge of the slit, SPPs that propagate towards the origin all contribute to the phase

singularity. Figure 6.5b-d show examples of spiral holes that should have OAM states with

topological order, m = 1 (b), m = 2 (c), and m = 3 (d).

If both r0 and d are equal to λSPP, than the phase mismatch is 2π and the order of the

OAM state, mOAM is 1, an example is shown in Fig. 6.5b. However, the topological charge

of the OAM can be increased by increasing the distance between the inner and outer arms and

generating a larger phase shift. If d = 2λSPP or 3λSPP than the charge of the OAM state can

be increased to 2 or 3 respectively (Fig. 6.5b and c).

The generation of the OAM state can bemodeled via FDTD simulations. Figure 6.6a shows
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Figure 6.5: Surface Plasmon Polaritons in a Spiral Hole. (a) An example of an Archimedean

spiral, r(θ) = r0 + d θ

2π
. Orbital angular momentum (OAM) states can be generated by

choosing r0 and d to be integer multiples of the SPP wavelength, λSPP, generating a phase-

singularity at the origin of the spiral. By increasing the arm separation to higher integer multi-

ples of the SPP wavelength, d = nλSPP, different orders of OAM, mOAM can be achieved. (b)

n = 1,mOAM = 1, (c) n = 2,mOAM = 2, (d) n = 3,mOAM = 3

a spiral with r0 = d = 660 nm, which is determined to be λSPP for a three layer system (air,

Ag, SiN)[264]. Figure 6.6b shows the FDTD simulation, performed by Prof. Sang-Yeon Cho,

of the phase distribution for the E-field, when excited by a plane-wave source polarized in the

y-direction. At the origin of the spiral, the phase singularity and E-Field amplitude null point

characteristic of OAM modes are see in Fig. 6.6b and c.

6.2.1 Visualizing Orbital Angular Momentum with Cathodoluminescence

To observe the effects at an experimental level, holes with arm-separation, d = 1λSPP, d =

2λSPP, and d = 3λSPP are prepared and examined in a VG-HB601 equipped with a parabolic

mirror for CL, and operating at 60 kV, with a beam current of roughly 2 nA.

The plasmonic response of the different spiral holes are shown in Figure 6.7. BF images of

all the spiral holes are shown in Fig. 6.7a-c. The remaining images in the figure are all band-
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Figure 6.6: Electric Field Phase and Intensity for an OAM State. (a) A spiral with r0 = d =
λSPP = 660 nm, resulting in a mOAM = 1 state. (b) The phase plot for the E-Field, showing

the phase-singularity at the origin of the spiral. (c) A magnified plot of the normalized field

intensity from the origin of the spiral, marked by the white box in (b). The trademark null point

of the intensity profile shows that an OAM state is present.

Figure 6.7: Plasmonic Response in Spiral Holes via Cathodoluminescence. The CL response

of λ , 2λ , and 3λ spiral holes. (a-c) BF images of the spiral holes. (d-o) Band-pass-filtered

PMT-CL images of the 1λ , 2λ , and 3λ spirals with the band-pass wavelength, λBP at (d-f) 445

nm, (g-i) 513 nm, (j-l) 586 nm, and (m-o) 685 nm.

112



pass-filtered PMT-CL images, taken with band-pass filters of increasing bandpass wavelength,

λBP. Figure 6.7d-f show bandpass-filtered images with λBP=445 nm, Fig. 6.7g-i the same

spirals with λBP=513 nm, Fig. 6.7g-i with λBP=586 nm, and Fig. 6.7g-i with λBP=685 nm.

The most immediately noticeable aspect of the CL images is the spiral interference pattern,

the period of which increases with increasing wavelengths. Similar interference patterns have

been previously observed for linear plasmonic gratings, and attributed to interference between

SPPs and transition radiation (TR) caused by the electron impinging on the metal surface[265].

The TR is a result of a charged particle passing between two different dielectric media[266].

The transition radiation is azimuthally isotropic, while the SPP out-coupling is directionally

dependent, the result is coherent interference between the two when detected at the far field.

Kuttge et al. demonstrated this effect in linear gratings, and were able to model it with the

following equation[265]

ICL =

ˆ
mirror

dΩ|ASPPS(Ω)eiφ + fT R(Ω)|2 (6.1)

where Ω is the angle of the emission, ASPP is the SPP amplitude, S(Ω) is the normalized in-

plane far-field amplitude of the SPP after being scattered by the grating, fT R is the far-field

amplitude of the transition radiation, and φ is the phase difference between the SPP and tran-

sition radiation. The importance of Eq. 6.1 lies in the eiφ term, which shows that information

about the phase of the SPPs in the sample is carried in the observed interference pattern.

The phase behavior from the FDTD simulations in Fig. 6.6b is not reproduced because

the fringes here are not due to the phase of the SPP, but rather the phase-difference of the SPP

and the TR, however they still possess information about the phase of the SPPs. Hence the

spiral-like interference patterns within the arms of the spiral show experimentally that SPPs

are interfering constructively and destructively in this region.

Additionally, the CL-intensity is more directly comparable to the E-field intensity. Recall

from Fig. 6.6c that at the origin of the spiral, there should be a dark-spot in terms of the inten-
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sity for the OAM. Figure 6.8 shows the band-pass-filtered PMT-CL image, with λBP=685 nm,

for spirals with d = 1λ , d = 2λ , and d = 3λ . Figure 6.8a-c show the CL images, each with a

dashed line that marks a line profile of the normalized CL intensity shown in Fig. 6.8d-f. There

are three annotations on each of the CL images. The lower two denote the edges of the inner

and outer arms, but the third represents a dip in intensity, observable for all three structures,

that is fairly close to the origin of the spiral where the OAM state is expected to be observed.

The line profile in Fig. 6.8d shows that the spacing between the inner and outer arm, as

well as the spacing between the inner arm and the dip in intensity at the origin. Both distances

are ~660 nm, or λSPP. The null-point is only faintly observable in the 1λSPP spiral, however,

looking at both the 2λSPP (Fig. 6.8e), and the 3λSPP spiral (Fig. 6.8f) the dip is far more pro-

nounced. Additionally, for all three structures the null-point occurs at a distance of λSPP away

from the inner arm at the origin of the spiral.

The presence of the null-point in all three spirals, at the origin where an OAM state would

generate a dip in the intensity at the OAM wavelength, demonstrates that the spirals do indeed

produce OAM plasmon modes, and that they can be detected through band-pass filtered CL.
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Figure 6.8: Detecting Orbital AngularMomentumwith Cathodoluminescence. (a-c) The band-

pass-filtered PMT-CL images of the 1λ , 2λ , and 3λ spiral holes are shown for λBP=685 nm

(closest to λSPP. (d-f) Line profiles of the total CL intensity of the images shown in (a-c). All

six subfigures have three features marked, the inner arm, the outer arm, and a dip in the CL

intensity at the origin. The fact that all three spirals generate a dark spot at point almost exactly

λSPP nm away from the inner arm shows that the spirals have successfully created OAM, and

that it is observable in CL.
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Chapter 7

FUTURE DIRECTIONS AND CONCLUSION

7.1 Advanced Experiments for Nanoscale Optical Analyses

For the future directions of my work, I hope to continue my pursuits of understanding op-

tical properties at the nanoscale and take both EELS and CL to the next level.

For EELS, the next level is monochromation. While, I utilized a monochromated Zeiss

Libra during the course of my PhD, this instrument is limited to around 110 meV energy reso-

lution, and 150-200 meV is more typical. By utilizing the newly developed monochromators

from Nion in an UltraSTEM, energy resolutions of up to 8 meV have been achieved[126].

Figure 7.1a shows aHAADF image of a nanospiral, taken on amonochromatedUltraSTEM

at Nion Company in Kirkland, WA. Fig. 7.1b shows an EEL spectrum taken from the bottom

of the nanospiral. The microscope was operated at 60 keV, and with the monochromation the

FWHM of the ZLP was 32 meV, and=high-quality factor plasmon peaks (67 meV FWHM)

were observed at an energy of 0.357 eV (corresponding to a wavelength of 3470 nm). The ca-

pability to see phenomena that far into the infrared opens up a brand new world of possibilities

in terms of infrared plasmonics and beyond.

In terms of CL, the future steps are to incorporate more advanced optical techniques uti-

lizing the high-spatial resolution CL signal. Figure 7.2a shows the schematic of one such tech-

nique, called a second-order auto-correlation experiment. In this experiment, the CL is signal is

passed through a 50/50 beam-splitter, and the two beams are passed to single-photon-counting

PMTs. By putting a varying delay on one detector with respect to the other, it is possible to

find the time where the time-of-flight between the two detectors are equivalent.

The power of this method is it provides time-resolution for the inherently time-integrated

technique of CL, because at the zero-delay point the photon statistics of the optical excitations

can be measured by looking for coincidences of photons reaching the two detectors. Prelimi-

nary experiments at ORNL are already being performedRoderick B. Davidson II, Dr. Benjamin

116



a b 

Figure 7.1: Infrared Plasmonics in the Electron Microscope. Breakthroughs in electron-beam

monochromation from Nion company allow for extremely high-energy resolution in EELS. (a)

HAADF image of a nanospiral, (b) EEL spectrum from bottom of the nanospiral, showing an

energy resolution of 32 meV, and the ability to detect plasmons deep into the infrared (0.357

eV - 3470 nm)

Lawrie, Dr. Raphael Pooser and I, and we have successfully collected correlation data on plas-

mons from the spiral holes in Chapter 6, shown in Fig. 7.2b (BF image in inset).

There is a sharp peak visible at a time delay of ~34.1 ps that is a signal of photon

bunching[267, 268]. The peak could be due to a number of different effects including elec-

tron bunching from the tip in the electron gun and multiple plasmons being excited with a

single photon, and more research is required to understand these effects rigorously. However,

the ability to study optical phenomena with high time- and spatial-resolution presents many

exciting opportunities for the future.

7.2 Outlook and Conclusion

Nanoscale effects and structures are at the heart of modern technology, and optical phenom-

ena at the nanoscale comprise an important subset of the field. As synthesis and fabrication

techniques becomemore andmore advanced, the complexity of the fabricated devices becomes

higher and higher, and needed spatial resolution for effective analysis becomes finer and finer.

This has made techniques to access the effects of nanoscale variations highly important across

117



Figure 7.2: Time-Resolution in the Electron Microscope. (a) Schematic of an auto-correlation

experiment, designed to study the photon statistics of optical excitations. (b) Correlation mea-

surements from plasmonic excitations in a spiral hole (shown in inset). The plasmon shows

photon bunching statistics, which could be due to multiple plasmon excitations or the electron

source emitting with thermal statistics.

technology as a whole.

The advent and advancement of nanoscale analysis tools, both theoretical and experimen-

tal, have spurred technology to even greater heights. Theoretical techniques, such as DFT and

FDTD, have been around for decades, but with the highly developed commercial programs

such as VASP and Lumerical Solutions the basic techniques have been brought to new lev-

els. Similarly from the experimental side, one decade ago nobody had been able to map plas-

mon resonances with at the level of spatial resolution that electron microscopy now routinely

achieves, and new advances in monochromation and specialty sample holders allow for access

to even more elusive nanoscale physical effects.

The analysis of nanoscale optical phenomena, such as plasmons, directly at the nanoscale

is an especially important area of study, because of the role it plays within the community. Op-

tics as a whole is a massive field of knowledge, but one where the predominant experimental

techniques cannot access nanoscale effects. Super-resolution optical microscopy receiving the

Nobel Prize in 2014 shows the commitment of the field to direct observation at the nanoscale,

and the importance such measurements have to the world as a whole. The access to data hidden

beneath the diffraction limit, and complementarity to purely optical research ensures that the
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type of nanoscale analysis techniques demonstrated in this dissertation will stay at the foreront

of the research community as the world moves forward to a more complex future.
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Appendix A

Overview of Electron Microscopes

Over the course of my PhD I used many electron microscopes, in this appendix however, I

will discuss the three microscopes that produced all the data presented in this dissertation.

A.1 Nion UltraSTEM 200

The US200 is the workhorse machine of the STEM group at ORNL. It is a dedicated cold

field emission gun (FEG) STEM with a 5th Order aberration-corrector which allows for exter-

mely high spatial-resolution (~55 pm). The microscope also has a Gatan Enfinium DualEELS

spectrometer, which allows for EELS simultaneous EELS acquisition in two energy ranges.

The microscope is extremely versatile because of how powerful it is. It is ideally suited

for compositional analysis between the ability to perform high-resolution HAADF imaging,

as well as doing quantitative EELS by being able to simultaenously acquire the low-loss and

core-loss regimes. The cold FEG has an energy spread of ~350 meV at best, which allows

for plasmonic anlayses in the low-loss regime as well. Although for higher energy resolution,

sometimes the monochromated Libra discussed in Section A.3 is used.

Most of imaging and EELS reported in this dissertation was performed on the US200. The

example images and EELS in sections 2.3.2 and 2.4.2, and all microscopy results in sections

4.1 through 4.2.2, as well as all of the EELS and HAADF images in Chapter 5 were produced

with this microscope.

A.2 VG-HB601

The 601 is a dedicated aberration-corrected STEM that has been specifically modified to

perform CL. The general set-up is similar to the US200, however several parameters have been

altered to improve the CL. The most important modfiication is the inclusion of a parabolic

mirror below the sample. The mirror covers a 2 Str solid angle, with a small hole drilled
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through the top (to allow the electron beam to pass through). In order to optimize the mirror

position, it is controlled in all three dimensions with piezoelectric motors. The mirror directs

any emitted light out of a small port in the side of the microscope.

The other important aspect is that several important parameters have been changed in the

microscope to maximize beam-current (and hence CL signal) as opposed to spatial resolution.

By changing the strengths of various lenses I commonly change the beam current between 1-3

nA, compared to the ~25 pA in the US200. The cost of the increased signal is an increased

probe size and worse spatial resolution. Even though the microscope is equipped with a third-

order aberration corrector the microscope cannot achieve atomic spatial resolution under the

CL setup. The 601 has an EELS detector, but it is not used as the quality of EELS on the other

microscopes is significantly higher.

The 601 is the only microscope capable of CL that I had access to, so all CL results shown

in this disseration come from the 601 along with the images in sections 6.1.2 and 6.2 and the

coincidence measurements in section 7.1.

A.3 Zeiss Libra200-MC

The Libra is different from the 601 and the US200 in two important ways. Firstly, the

electron gun is a Schottky FEG instead of a cold FEG. While the energy spread and beam

coherence of the cold FEG is stronger than a Schottky FEG, the stability of the beam current is

stronger in the Schottky FEG as well having less noise in the signal. The higher energy spread

is accomodated by the second main difference in the microscope: monochromation. The Libra

equipped with an electrostatic Omega-type monochromator. The monochromator can reduce

the ZLP FWHM of a Schottky FEG from 4-500 meV to 43 meV[269], but the monochromator

possesses many different slits so the balance between beam-current and energy resolution can

be optimized to the users particular needs.

There are other significant differences as well. Firstly, the Libra is a TEM primarily that

can be run in STEMmode, however for my experiments it was only operated in TEMmode for
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alignment procedures, all data was acquired in STEM mode. Secondly, the Libra is equipped

with a MANDOLINE filter for energy-filtered EELS imaging, this is a powerful capacity, but

not one that I used for my experiments.

The Libra is not aberration-corrected, so it was not used for any high-resolution imaging

purposes (where the US200 would be better suited). However I was regularly able to achieve

150 meV energy resolution while still maintaining significant beam current, so it was ideally

suited for plasmonic EELS analysis. The EELS plasmon maps and corresponding HAADF

images shown in Section 4.2.3 and 6.1.1 are performed on this microscope.
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Appendix B

Fit Parameters EELS and CL Data in Chapter 5

In order to determine the peak positions in both EELS and CL, the raw data was fitted with

the non-linear least squares regression tool available in the SciPy Python Library, curvefit. All

fit parameters for all spectra shown in the paper are included here in Table B.1. For all the

CL peaks Lorentzians are fit to the data. It is important to note that the fitting is performed

with respect to wavelength as opposed to energy, as that is the measured property in which

the data are acquired, afterwards the fit and the data are converted to energy in eV. For the

EEL spectra there is a strong background coming from the ZLP. While the tail of the ZLP is

not precisely exponential, it can be fitted fairly accurately with a power-law background over

the small energy ranges in which the fitting is performed (i.e. a few eV). Then, the remaining

ZLP-tail-subtracted-EELS is fit with Lorentzians to determine peak positions. A total of five

peaks are observed across both spectroscopies in the main text, all the parameters of which are

collated in Table B.1.

There are a few important points to note in these values. Firstly, it can be seen in EELS

that the weak plasmon peaks from the center of the nanoparticle and the SA are wider than the

LA, transverse plasmons, and bulk plasmons. The explanation for this is likely the presence of

other plasmons that are too weak to be resolved into individual peaks, but which broaden the

EELS signal for the major plasmons nearby. Additionally, the amplitudes of the different fits

are not necessarily directly comparable, as different numbers of pixels for the spectrum image

have been summed for each spectrum plotted in the main text. For Fig. 5.1f, the plotted spectra

contain 2 pixels from the CL-SI, and 32 for the EELS-SI. For Fig. 5.1g, 3 CL pixels and 48

EELS pixels.

For Fig. 5.4d, both EEL spectra contain 9 pixels. And for Fig. 5.5d, the CL contains 1

CL-SI pixel and the EELS contains 9 EEL-SI pixels (the EEL spectrum in Fig. 5.4d Point 2, is

taken from the same pixels as the spectrum in Fig. 5.5). It is also important to note that directly
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fitting a power-law background at Point 1 was not possible. As an energy range starting at

approximately 1.4 eV was used to block out the majority of the ZLP intensity, to allow for

longer acquisition times. At Point 1 the width of the 2.0-eV plasmon is large enough that there

is not sufficient signal on the low energy side of the spectrum to accurately fit a power law

background. To account for the power-law at Point 1 I use the same exponential value for

the power-law background fitted at Point 2, and allow the fit to vary the amplitude and zero

level. From the fits it can be seen that this results in rather higher peak intensities, but the peak

positions are believed to be correct, due to the strong fit of the data.
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Table B.1: Parameters for CL and EELS fits. Below are all the parameters for all of the fits

across both spectroscopies. All plasmon peaks are fitted with Lorentzians. The CL peaks are

fitted in wavelength, and then converted to eV before they are plotted in the Chapter 5. The

background corresponding to the ZLP is fit with a power-law. LA, OOP, and SA refer to the

dominant longitudinal modes, ’Trans’ is the transverse plasmon, and ’Bulk is the bulk plasmon

referenced throughout Chapter 5. ’Weak’ refers to the weak plasmon tail discussed in Section

5.2.4.

Parameters for Lorentzian Peak Fits f (ω) = A · γ

(ω−ω0)2+γ2

Figure Spectroscopy Plasmon ω0 A γ

Fig. 5.1f CL LA 1.95 eV (634.44 nm) 1.34 × 104 60.89 nm

Fig. 5.1f CL OOP 2.53 eV (489.69 nm) 1.49 × 104 111.9 nm

Fig. 5.1g CL LA 1.92 eV (645.50 nm) 5.96 × 103 87.90 nm

Fig. 5.1g CL OOP 2.45 eV (506.10 nm) 7.52 × 103 56.91 nm

Fig. 5.1g CL SA 3.02 eV (410.53 nm) 3.28 × 103 40.60 nm

Fig. 5.5d CL LA 1.92 eV (645.30 nm) 1.51 × 104 90.89 nm

Fig. 5.5d CL OOP 2.53 eV (489.58 nm) 4.78 × 103 63.37 nm

Fig. 5.1f EELS LA 2.03 eV 1.33 × 106 0.57 eV

Fig. 5.1f EELS Trans 3.56 eV 3.21 × 106 1.05 eV

Fig. 5.1g EELS SA 2.85 eV 1.32 × 106 0.83 eV

Fig. 5.1g EELS Trans 3.57 eV 7.65 × 105 0.32 eV

Fig. 5.4d EELS Weak 2.75 eV 3.92 × 104 1.25 eV

Fig. 5.4d EELS Bulk 3.82 eV 2.19 × 104 0.34 eV

Fig. 5.4d EELS SA 2.83 eV 4.53 × 104 0.70 eV

Fig. 5.4d EELS Trans 3.58 eV 6.30 × 104 0.37 eV

Fig. 5.5d EELS Weak 2.75 eV 3.92 × 104 1.25 eV

Fig. 5.5d EELS Bulk 3.82 eV 2.19 × 104 0.34 eV

Parameters for Power Law Background Fits f (ω) = A ·ωk + c

Figure A k c
Fig. 5.1f 4.56 × 106 -0.81 -5.17 × 105

Fig. 5.1g 1.57 × 106 -0.81 1.23 × 106

Fig. 5.4d (Point 1) 1.03 × 105 -2.44 1.85 × 105

Fig. 5.4d (Point 2) 6.30 × 104 -1.14 9.97 × 104

Fig. 5.5d 1.23 × 105 -1.10 1.70 × 105
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Appendix C

Sample Preparation for STEM Analysis

C.1 Solid-State Device Cross-Sections with Dual Beam FIB/SEM

In order to perform high-quality cross sectional analysis of solid state devices, a dual-

beam focused ion beam(FIB)/SEM is used to cut lamella out from a die. Figure C.1 shows

an overview of the FIB extraction process. A die, with many different devices is sent from

IMEC (Fig. C.1a). Each device is localized between gate, source, and drain pins (or others

depending on the nature of the device) utilized by our electrical engineering collaborators (Fig.

C.1b). Once the devices are tested, the die is sent to us for cross-sectional extraction, the de-

vice manufacturers (or our collaborators) give a specific two-dimensional line desired for the

cross-section (Fig. C.1c). Finally, the cross section is milled and extracted, and can be used

for STEM analysis (Fig. C.1d). The difficult portion is getting from Fig. C.1c to Fig. C.1d.

Here, I provide the recipe used I used for preparing the samples.

Figure C.2 shows the process used in the dual beam FIB for sample extraction. The FIB uses

a focused Ga+ beam with a variable beam current (accelerating voltage is kept at 30 kV for this

recipe, but it can be lowered as well) to both mill away parts of the sample as needed, as well

a b 
c d 

Figure C.1: Overview of FIB Lamella Extraction. (a) Die shipped from manufacturer. (b)

Individual device tested by electrical engineering group. (c) Requested cross-section is given

on schematic. (d) Cross section removed from that area and imaged in STEM.
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as to provide an source for thin film deposition. Figure C.2a starts off with the schematic from

Fig. C.1c, for the region of interest (ROI) in the sample. Once that region is found, a platinum

gas is injected into the system near the film, and the FIB probe (operated at a relatively low

current, either 50 or 100 pA) binds the platinum to the surface of the sample above the desired

region (Fig. C.2b. This is done so that when the beam is brought up to its higher milling current

the ROI is undamaged.

Once the ROI is protected the cross-sectional lamella can be formed (Fig. C.2c. This is

done by milling out large trapezoids out from the surrounding region, creating a thin-wall (or

lamella) that contains the region of interest. The lamella at this point is only connected to the

bulk sample at the right side and the bottom. Now, I use a high beam current, 2 nA is a safe

general value, but up to 8 nA have been used successfully.

To extract the lamella, a micro-manipulator is brought in and abutted to the side of the sam-

ple (Fig. C.2d). A small platinum patch is deposited between the manipulator and the lamella

to weld the two together. Once the weld is in place, the FIB beam cuts off the two remaining

connectors to the die, at the bottom and at the side, leaving the lamella connected to only the

micromanipulator.

Next, the micromanipulator is brought to the TEM grid (by moving the grid and not the mi-

cromanipulator, as the weld between the manipulator and the lamella is extremely fragile, and

can break easily. The lamella is then pressed up against the side of the TEM grid, and another

platinum patch welds lamella to the sidewall of the TEM grid (Fig. C.2e). Then the sample

FIB cuts away the weld between the micromanipulator and the lamella, leaving the lamella

attached purely to the TEM grid. Once attached to the TEM grid, the lamella is highly stable.

This is partly due to the fact that the TEM grid is much more stable than the micromanipulator

so vibrations are damped out before they strain the weld, and partly because the entirety of

the lamella can be welded to the sidewall of the TEM, while only the tip of the lamella can be

welded to the manipulator.

Finally, the sample is thinned to TEM thicknesses. This is done by rotating the TEM grid

127



a b c d 

e f g 

Figure C.2: Cross-Sectional Lamella Extraction Process. The process used to extract the cross-

sectional lamella from a die for STEM analysis. A full description is included in the main text.

so that the FIB beam is parallel to the side of the lamella. Then gentle currents (50-100 pA

again) are used to mill away the side of the lamella layer by layer until the ROI is revealed in

cross-section (Fig. C.2f). Once the entire ROI has been thinned down to electron transparency,

the sample is ready for analysis (Fig. C.2g).

On a closing remark, the method used for the samples in this involve leaving the sample

slightly thicker than ideal (~120-150 nm thick), then using a argon ion polisher at extremely

low voltages (900 V) to remove the final ~70 nm of lamella. The argon ion polisher is much

more gentle than the gallium ion beam in the FIB, and results in less damage to the sample.

However, others have had good results by reducing the FIB beam to 10 kV and using a 30 pA

probe to perform the final gentle polishing, in the absence of a nanomill.

C.2 Direct Sample Preparation of Nanospiral Arrays with EBL

The nanospiral arrays used in this dissertation are fabricated with a multi-step process

that results with the nanospirals being written directly onto SiN windows. FigureC.3 shows

a schematic of the process from beginning to end. The first step is to generate a computer-

aided-design (CAD) file with the desired per-chip array on. Fig. C.3a shows an example of an
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array, note this is just representative of the array and is not to scale, in the actual preparation

different arrays are used to suit different purposes depending on the aspect of the nanospiral

being studied. Additionally, the CAD file is set to create an array of the nanospiral arrays. The

final CAD file writes 625 separate arrays in a 25x25 pattern, where each column are all identi-

cal (in case samples are destroyed or lost or repeat tests are required) and each row is shot with

a different dose to prevent having to do extensive dose testing before hand. The spacing of the

array is exactly 2.59 mm in both the x and y direction, this is done so that the corner-to-corner

size of the final sample is 3mm and will fit in STEM sample holders. The CAD file is then

loaded into the EBL computer, which writes the design onto the Si wafer.

The wafer is 300 µm thick, 4” diameter with an outer layer of SiN on both sides to help

with the final etching stage. For the data shown in this dissertation, the arrays were made on

50 nm thick SiN films, however new iterations have successfully produced samples 25 nm

thick films, and 15 nm films are being attempted. Before the EBL, double-layer spin-coating

is performed using PMMA 495 for the first layer, and PMMA 900 for the second layer, each

layer is spun at 4000 rpm for 45 seconds, and then baked at 180 ◦C for 5 minutes resulting in

layers of 200 nm and 100 nm respectively. The EBL writes the nanospirals, along with two

large alignment markers, directly onto the spin-coated mask of the wafer. The wafer is then

developed in a 1:3 mixture of MIBK and IPA and then submerged in acetone to remove the

lithographic patterns from the mask (Fig. C.3b). The sample is now ready for metal deposi-

tion, for all samples a thin 5 nm layer of Cr is deposited first to aid adhesion, then the Au is laid

down with DC-sputtering from a thin-gold foil, (Fig. C.3c). Using a thin gold foil instead of a

target allows for higher quality films, but requires a low power on the plasma, our experiments

use 60 V at 7 W which results in a deposition rate of 1.92 nm/minute, gold is deposited for

different thicknesses in different samples. Once the goal is deposited the sample is submerged

in acetone and sonicated for 5 minutes for liftoff of the PMMA mask. After the liftoff, the

result is gold nanospiral arrays in a 25x25 grid pattern (Fig. C.3d).

Now the nanospiral arrays are fully ready, however, they have still to be developed into
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usable STEM samples. For this stage photolithography is used. A single layer mask of S1818

is spin-coated onto the back-side of the wafer at 3000 rpm for 45 seconds, resulting in a 400 nm

thick layer, and then baked at 115 ◦C for 1 minute. For photolithography, a physical mask is

used that is also a 25x25 array of grids, shown in Fig. C.3e. In this mask, the shape of each grid

in the array is a square hole in the middle (500x500 µm) and four, 50 µm thick, rectangular

slits at the half way point between the square holes. The purpose of these slits is to provide

a chipping line when the 25x25 array of samples is broken up into individual samples. The

wafer is then loaded into a SUSS MA6 Mask Aligner. The mask is then back-aligned (using

the alignment marks on the front-side of the wafer and on the photolithography mask as shown

in Fig. C.3f) and exposed with a dose of 50 mW/sec for 30 sec. The photolithography mask is

then developed in CD-26 for two minutes to prepare the wafer for reactive-ion etching (RIE),

and rinsed in water to remove the mask from the exposed regions. After photolithography the

backside of the wafer is as shown in Fig. C.3g, with the thin SiN layer exposed in the pattern

of the mask, and the rest of the wafer covered by a ~400 nm layer of S1818, then it is exposed

to a chlorine plasma for one minute. The plasma completely removes the SiN in the exposed

regions but the masked regions are still masked, the entire wafer is then submerged in acetone

for 5 minutes to remove the remaining S1818, leaving the SiN film showing again, but this

time with a pattern in the shape of the mask etched out to revel the Si beneath (Fig. C.3h).

The final stage of the preparation is a KOH etch. The sample is placed in a wafer holder

that only exposes the back-side of the wafer to surrounding liquids, and then is immersed in

KOH, heated to 80 ◦C and left for three hours. The KOH reacts with the SiNmuch more slowly

the Si, so after three hours the 300 µm of Si in the exposed regions has been dissolved, but the

50 nm thick SiN layers on both sides of the wafer is still in tact. The wafer is then removed

from the KOH bath, rinsed, and air dried, leaving the nanospiral arrays on 50 nm thick SiN

windows on grids of 2.59x2.59 mm chips (3 mm corner to corner), ready to be broken up into

individual samples and analyzed in the STEM (Fig. C.3)i. The top-view and side-view of the

finished product of an individual chip is shown in Fig. C.3j and k (not to scale).
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Figure C.3: Nanospiral Array Preparation Process. The process used to prepare wafers with

25x25 grids of STEM-ready samples with arrays of Au nanospirals. A full description is in-

cluded in the main text.
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Appendix D

Refereed Journal Articles
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In Preparation J.A. Hachtel, S.Y. Cho, R.B. Davidson II, A.R. Lupini, S.T. Pantelides, B.

Lawrie. Orbital AngularMomentum inArchimedean SpiralHolesObservedwith

Cathodoluminescence in a Scanning Transmission Electron Microscope. Nano
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In Preparation J.A. Hachtel, R.B. Davidson II, A.R. Lupini, S. Retterer, B. Lawrie, R.F. Haglund,

S.T. Pantelides. Enhancing Plasmonic Analyses in the Electron Microscope
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