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CHAPTER 1

INTRODUCTION

1.1. Human immunodeficiency virus (HIV) infections burden among pregnant
women in sub-Saharan Africa

HIV burden among pregnant women is a critical pubgalth concern globally, but
most profound in sub-Saharan Africa (SSA). Anmeated 1.5 million pregnant women
were living with HIV in 2011.[1] Without effectivanterventions for prevention of
mother to child HIV transmission (PMTCT), nearhyfrat HIV infected pregnant
women in SSA are likely to pass HIV to their baldesing pregnancy, childbirth and
after birth through breastfeeding.[2-7] For exaeppin estimated 370,000 new HIV
infections occurred in children in 2009, largelyaiingh MTCT, and mostly in poorly

resourced settings.[8, 9]

Sub-Saharan Africa (SSA) comprises 48 of 54 caemitn Africa, and is home to
approximately 900 million people, 13% of the globaman population but in 2011
accounted for 69% of the 34 million people livingmthe human immunodeficiency
virus (HIV), the virus that causes acquired immuefadency virus (AIDS).[10, 11]
Additionally, the estimated number of people neimfgcted with HIV in 2011 was fewer
by 700,000, compared to number of newly HIV infegbersons in 2001, suggesting a
net decline in global HIV incidence.[10] HIV-1gmost virulent of the two known HIV
types, is also the most widespread in SSA.[4, 8Y-Blalthough similarly transmitted as

HIV-1, and causes acquired immunodeficiency disegadrome (AIDS) as HIV-1 does



is less virulent and far less widespread, endemweast Africa but presenting only very

rarely in southern Africa.[12]

1.1.1. HIV infection burden heaviest in women than men inrSSA

HIV infection burden in SSA is heavier in womenriiraen.[4, 8, 13] One half of
the estimated 7000 new HIV infections that occurdagy in SSA are in women, with
41% HIV infections occurring in young people in theto 24 age group.[4, 8] By the
end of 2009, 12 million women and 8 million men wéving with HIV in SSA.[4, 14]
Within SSA, HIV is dominantly transmitted via unpeoted sexual intercourse.
Although less widespread and less accurately dontedeHIV transmissions among

men who have sex with men (MSM) have also repant&SA.[15-19]

1.1.2. Decline in new HIV infections but increased HIV buden in 2011 globally

The United Nations Program on AIDS (UNAIDS) repdree19% drop in the
number of people newly infected with HIV betweer®Qg 3.1 million) and 2011 ( 2.5
million).[10] Innumerous prevention interventiomsplemented over time have
contributed to the drop in the estimated numbearen? HIV infections globally, but HIV
burden which is function of HIV incidence and Hlglated mortality, has increased over

four-fold from 8 million in 1990 to 34.2 million i2011.[1, 4, 8].

1.1.3. Fewer HIV-related deaths occurred in 2011

Worldwide, an estimated 70 million people have bieéected with HIV and 35

million people have died from AIDS-related conditsosince the beginning of the HIV



epidemic.[20] Encouragingly, possibly becauseheféxpanded access to effective
combinational antiretroviral therapy (CART), thenmher of people who died from HIV-
related complications in 2011 was 600,000 fewen th& million AIDS-related deaths
estimated in 2005. According to UNAIDS, the heegted HIV burden in 2011 might be
largely due an increased access to combinatioretnatviral therapy (CART), with

resultant improvement in quality of life and suadiwf people living with HIV.[10]

1.1.4. SSA accounted for the highest number of new HIV irdctions in 2011

Consistent with reports in prior years, comparedtter regions globally, SSA has
been disproportionately impacted by the HIV epidgraccounting for 1.8 million out of
2.5 million (72%) HIV newly infected globally in021.[10] By the end of 2010, most
regions of SSA had HIV prevalence greater than %y adults 15 to 59 years, and
consequently qualified as experiencing “generalizéd epidemics”, a World Health
Organization (WHO) classification.[21, 22] Unrelegt multipronged HIV prevention
efforts in SSA have contributed to the considerablecess noted, especially in recent
years. For example, 13 countries among the 25tdeanworldwide that recorded more

than a 50% reduction in HIV prevalence are locate®iSA. [10, 23]

1.2. Marked geographic heterogeneity in HIV burden globdly and within SSA

Within SSA, HIV burden is heaviest in southern S®MAere the HIV prevalence is
greater than 10% in most countries.[8, 10] Théedintial burden in HIV infections
between and within countries globally may refléx tineven distribution of risk factors

for HIV infection in different communities.[10, 24Population HIV prevalence is



influenced by myriad factors including individuavkl, biologic and community-level
factors. Additionally, certain people in some p@tian (e.g., adolescent girls) are
vulnerable to HIV infections because of they araimably exposed to socioeconomic,

cultural and behavioral factors that synergisticadlises the risk of HIV infection.[25]

1.3. Increased burden in HIV infections in 2011 may beihked to improved
survival of HIV-infected persons on cART and high ate of new HIV infections in
SSA

HIV-related mortality depletes community HIV pregate, but access to effective
cART improves survival of HIV-infected persons andreases the HIV prevalence
pool.[26-28] An estimated 1.8 million people dieoim HIV-related illnesses in 2010,
but estimates indicate that improved access tatffecART averted an estimated 2.5

million HIV-related deaths in low and middle incomeauntries (LMIC).[8]

Continued growth of the HIV burden in a commumitgy be due to sustained
occurrence of new HIV infections, immigration of\Hinfected persons into a given
venue, and reduction in number of HIV-related death to access to cART.[10] Based
on the “treatment as prevention concept”, reseasd@ve argued that HIV transmission
rates may be lowered among adults via effectivendtieerapy (CART) in a similar
manner that chemotherapeutic prevention intervarimit HIV transmission from
mother to child, thus cART may slow the growthlod HIV epidemic (if behavioral risk

factors remain constant).[29]



1.4. HIV preventive interventions and HIV epidemic maturation effects likely to
contribute to the falling number of new HIV infections

Undoubtedly, HIV preventive and treatment intervams implemented over the
years have played key roles in driving the numligreople newly HIV-infected
downwards in recent years.[29] However, maturagiffects of the HIV epidemic have
possibly contributed to the noted downward tremddlV incidence. Specifically, as
HIV epidemic mature and become more widespreadempeople are awakened to the

risk factors for HIV infection, and may adopt lesky sexual behavior.[30]

With increasing knowledge on the routes and riskaia for HIV infection, the
number of people who shun risk sexual behavior, (iigprotected sexual behavior) has
increased along with the maturation of the HIV epiit. Also, there can be saturation
phenomena, such as the high prevalence seen iestigbk persons, with early high
death rates; prevalence can decline merely asciidarof these saturation dynamics.[31,

32]

HIV preventive interventions are crafted to curb fpread of HIV infections on
the basis factors identified as being associatéd wcreased odds of HIV infections.
Admittedly, several factors that are complexly indated, and overarches individual-
level factors, community-level and structural lefaadtors drive the spread of HIV
infection.[25] Highlighting the connectednessiskrfactors for HIV infections,
Vermund and Hayes (2013) emphasized that dampémenig |V epidemic require
concerted and multipronged interventions.[29] €sign interventions that are

appropriate to local environment require adequatkerstanding of the HIV epidemic



dynamics in affected communities, and hence thertapce of monitoring trends in

HIV incidence and prevalence.[20, 29, 33]

1.5. Distribution of prevalent HIV infections in Zambia

Zambia has a generalized HIV epidemic (W.H.O datniof HIV prevalence >
1% in the general population). Within a few yeaiter official report of the first AIDS
case in Zambia in 1985, HIV/AIDS had emerged asanment public health problem.
For example, by 1994, the estimated HIV prevalemeng pregnant women in
Livingstone, an urban area setting, had spike®#.3Between 900,000 and 1,100,000
people out of 13.2 million people were living wkhV in Zambia in 2011, an HIV
burden nearly as great as the estimated 1.3 miemple living with HIV infection in the
United States of America, a country with 24 times humber of persons (314 million in

2012).[10, 34, 35]

1.6. Information gaps on the HIV epidemic

1.6.1. HIV prevalence in Zambia varies geographically andy socio-demographic
factors

Zambia is among countries (e.g., Namibia, Botsw&uagziland, Lesotho,
Mozambique, Malawi, Zimbabwe, and South AfricaBiBA adversely affected by the
HIV epidemic, with 14.3% of adults’ aged 15 to 4ays living with HIV in 2007.[1, 10,
23, 36] The national weighted estimate of HIV ptenae (14.3%) conceals existing
regional variation in HIV prevalence (e.g., 7% iorthern and Northwestern provinces,

and 21% in Lusaka Province).[36] The uneven buafdlV infection across



geographical regions may be indicative of differ@rdistribution of factors that
predispose to HIV infection (e.g., educationaliatteent, residence, age of first sex,
prevalence of unprotected sex, and age).[37] tyedson of trends in HIV incidence
and prevalence by selected risk factors and/orngpeding factors .(e.g., age, marital
status, education) may unveil critical informattorbetter understanding of the HIV

epidemic.[38]

1.6.2. Few studies have examined non-linear patterns in M prevalence trends in
Zambia

Most studies conducted to examine HIV prevaleneeds in SSA have largely
assumed a linear decline of HIV prevalence oveetjeg., Kenya, Tanzania, Uganda,
South Africa and Zambia) and have not exploredothesibility of non-linear trends.[24,
39-43] Nevertheless, non-linear HIV prevalencaedseemay exist and, in fact, have been
documented in some dramatic examples, as with Uganlecline and recent rise in
background prevalence.[44] Fewer studies havenated to capture non-linearity in
HIV prevalence trends.[24, 45, 46] Because oflehgkes inherent in conducting trends
analyses using longitudinal studies, repeated &esBonally collected data have been

used in most countries to inspect trends in HIWpakence.[45-47]

1.6.3. Divergent findings on the association between eduttanal attainment and
HIV in SSA

Divergent findings have been published regardimga$sociation between
educational attainment and prevalent HIV infectiéor example a number of studies

conducted in SSA in earlier years (i.e., 1980s H3fDs) of the HIV epidemic reported



higher odds of prevalent HIV infections among peapith higher educational
attainment than the odds of prevalent HIV infectamnong people with lower educational
attainment.[48, 49] Studies conducted over difiestages of the HIV epidemic on the
association between educational attainment andikfBttion have yielded mixed (i.e.,

negative, null and positive).[45, 46, 50-56]

The observed divergent findings may be explained hymber of reasons
including underpowered studies, methodologicaltitions of prior studies (i.e., cross-
sectionally designed studies), and the varied dfimof low of educational attainment
over time, from study to study. Educational atta@mt effects on risk of HIV infection
are on a continuum, and do not conform to a rigidpoints introduced when educational
attainment categories are formed (e.g., primarysmedndary). Divergent findings may
reflect a changing relationship between educatiattalnment and prevalent HIV

infection over the years (i.e., year-educationraxt@on).[57, 58]

1.6.4. Limited data on the simultaneous effects of age, pged, and birth cohort on
trends in HIV prevalence

Although age, period, and birth cohort effects nmdlppence HIV prevalence
trends, fewer studies have examined simultane@g®y period, and cohort effects on
HIV prevalence. Thorough understanding of age,goernd birth cohort effects on HIV
prevalence may yield key information on birth cdedhat are severely affected by HIV
epidemic, which might guide targeting of HIV pretiga and treatment

interventions.[59-61]



Prior studies have described HIV prevalence byaagktime periods but less
limited information exist on the independent asation of age, period, and birth cohort
with HIV prevalence trends in Zambia.[43, 45, 4Gjmultaneous inspection of age,
period, and birth cohort’s effects on HIV prevaleme Zambia may reveal patterns in

HIV trends that might have eluded prior researcdov prevalence trends.

Pregnant woman’s age is an important factor in tstdading the dynamics of HIV
incidence and prevalence.[62] Age effects reprgserson-level variations, and reflect
physiological changes as well as cumulative lifetiamd social experiences.[63-65]
Period effects captures external factor influerszesh as social, cultural, economic, or
physical environment that may induce changes Htience and/or prevalence.[59, 63]
For example, period-specific behavior patternsldastyles that apply across all age

groups in the population may qualify to exert pdredfect.[66-69]

Birth cohort’s effects are unique to persons whoewsrn around the same period.
Persons in the same birth cohort period are mkedylto have shared similar experiences
(e.g., factors that predispose or prevent acqarsivf HIV infection) than persons in a
different birth cohort.[59, 63] For example, pregh@omen in a younger birth cohort
(e.g., 1990-1996) may have similar attitudes towarprotected sex, concurrent
partnerships compared to women in an older bwtiod (e.g., 1965-1969).[59] Age,
period, and birth cohort effects can interact, é@h ¥he so-called sexual revolution in the
late 1960s in North America and Western Europe w/lgeung people in an early baby
boomer birth cohort were faced with rapidly chamggsocial norms in a brief time
period.[70] Persons may have differential recegtass of HIV preventive interventions
across birth cohorts (e.g., condom acceptability @nsistent use).
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CHAPTER 2

SPECIFIC AIMS AND SIGNIFICANCE

My dissertation work was anchored on three speaifits: specific aim 1 focused
on a meta-analysis of literature on associatioedofcational attainment, and specific aim
2 concentrated on understanding HIV prevalencels@mong pregnant women using
antenatal care based HIV sentinel surveillance (ANE-SS) data collected between

1994 and 2011 in Zambia.

2.1. Specificaim 1

To conduct a meta-analysis of peer-reviewed rebdaecature on the association
between educational attainment and prevalent Hi¥titon among pregnant women in

SSA.

2.1.1. Research question

Among pregnant women in SSA, is higher educatiattainment associated with

increased odds of being HIV infected?

2.1.2. Hypothesis

The odds of being HIV-infected are lower among peeg women with higher

education (i.e., > primary school education).
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2.2. Specific aim 2

To examine trends in the prevalence of HIV by agleicational attainment, urban
or rural residence, and parity among pregnant woaged 15 — 44 years attending ANC

clinics used for the Zambia ANC-HIV-SS in 1994, 892004, 2006, 2008, and 2011.

2.2.1. Hypothesis 1

Linear models of trends in HIV prevalence amongypeat women in Zambia
suggest a decline over time. The decline in HI\Wplence is not consistently linear, and
| hypothesized that non-linear models will revaghgicant recent increase in HIV
prevalence. Because HIV infected people are lilamger due to cART treatment, and as
the benefit of CART spread, fear associated witb&\may dissipate, increasing
participation in risk sexual behavior. The Ugan#éd¥ prevalence and incidence

upsurge is a classic example.[71]

2.2.2. Hypothesis 2

Age, period and birth cohort effect do not affeentls in HIV prevalence among

pregnant women in Zambia between 1998 and 2011.

2.2.3. Hypothesis 3

Higher educational attainment is associated witluced likelihood of being HIV

seropositive among pregnant women attending AN@adiin Zambia.
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2.3. Significance of the study

This study seeks to augment prior research on Hévalence trends among
pregnant women in Zambia, by using non-linear regjoen models to explore trends in
HIV prevalence. Linear models used in prior stad@examine trends in HIV
prevalence may not capture non-linear trends.[2448] To explore non-linear trends in
HIV prevalence among pregnant women, | used réstricubic splines (RCS) functions
to relax the linearity assumption between suregryand log-odds of HIV prevalence,
resting on the assumption that decline in HIV plewee trends may not be linear in

some sites or overall.

There is limited information on age, period, amthbcohort effects on HIV
prevalence because fewer studies have examinedtamaausly the distinctive influence
of age, period, and cohort effects on HIV prevadeimcZambia, and globally.[66, 68, 72-
75] Houweling et al (1999) examined age, period @vhort effects on HIV incidence
trends among drug users in France, and highligiiaidage-period-cohort (APC)
analyses may disentangle age, period and cohextsffand may together with
information from other sources (e.g., populatioaralsteristics and public health
response), provide an elaborate description {dentification of birth cohorts with
plateauing HIV burden) of the growth and directadrthe HIV epidemic.[72, 76, 77]
Rosinska et al (2011) applied APC analyses to Hiweillance data collected in
Poland.[75] Guided by the method by Yang and L@@®6) for assessing age, period
and birth cohort effects, the current analyses werelucted to investigate age, period,
and birth cohort effects on HIV prevalence trensisigt ANC-HIV-SS data collected in

seven rounds of the Zambian ANC-SS between 199£ahd.
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Divergent findings on the association between etilueal attainment and prevalent
HIV infection have been reported, yet fewer studliage been primarily set up to
evaluate the relationship. Educational attainneatkey component of the social
determinants of health, and is included as pattt@human development index (i.e.,
education, and income, health), a measure usethkocountries in tiers of human
development. The key role of educational attainnmehealth and economic outcomes is
also reflected in its use as a target for MillemmiDevelopment Goal 2 that seeks to
achieve universal primary school education by 2@85.78, 79] Against the intuitive
expectation of greater risk of infectious diseam@®ng the poor, illiterate, and less
educated, research findings from studies condUs&Aal have reported higher odds of
prevalent HIV infections among more educated peysparticularly in earlier years of
the HIV epidemic (i.e., 1980s and early 1990s).B, Hargreaves and Glynn (2002)
highlighted in their systematic review that2€entury studies that had examined the
association between educational attainment andafmetvHIV infections reported
disparate findings, but a subsequent systematiewelyy Hargreaves et al. (2008)

focused on SSA revealed what appeared to be a gaglationship.[51, 81]

A better understanding of the association betweicaional attainment and HIV
infection among pregnant women may be a criticgb gt packaging and targeting HIV
prevention and treatment interventions, and id@nigf groups at higher risk of HIV. [24,
42,43, 82, 83] To provide a synthesis of avaddibeérature on association between
educational attainment and prevalent HIV infectioconducted a meta-analysis focused
on studies conducted among pregnant women in S&#hét, | examined the association

between educational attainment and prevalent Hi&ttion using ANC-HIV-SS data
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collected between 1994 and 2008 in Zambia. Firgdfr@m these investigations may be
complementary and might provide key informationddretter understanding the HIV

epidemic among pregnant women.
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CHAPTER 3

REVIEW OF THE LITERATURE

3.1. Overview of HIV epidemic among women in SSA

The HIV epidemic in SSA affects nearly people frallnsocial and demographic
groups, but the impact and extent of the distrdrutf HIV infections across subgroups
of the population is different, with the heavieatden among women. Buve et al. (2001)
reported findings based on multi-site cross-seatisarvey (1998/1999) conducted in
sexually active men and women in regions with loa.,(Cotonou, Benin and Yaoundé,
Cameroon) and high (Nairobi, Kenya and Ndola, Zanburden of HIV infections, and
highlighted that sexually active women aged 153yédars were six times more likely to
be HIV-infected compared to men aged 15 to 19 yj&s85] Several studies
conducted in SSA have corroborated the heighteddd of prevalent HIV infection

among young women compared to young men.[4, 3BH6-

3.2. What factors drive the HIV epidemic in SSA?

3.2.1. Biological factors specifically among women

Prior research focused on treatment, vaccine dpuedat, prevention control
measures for HIV, and on the risk factors for HiWection in SSA have yielded
speculative and plausible explanations.[90] Howewalely accepted consensus
recognize the interplay of biological, social, audtl, behavioral factors and contextual

factors in the spread of HIV infections.[25] Fomaeple, a larger surface area of the
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vagina than the penis is exposed during unprotdatéstosexual intercourse and
infectious seminal fluids are retained longer imvem than men post-coitus:
circumstances that may heighten risk of HIV acduisiin women. [91, 92] Further,
young women who have cervical ectopy, a conditiveracterized by extension of
delicate cells that normally occur inside the cetwithe surface of the cervix (i.e.,
consequently susceptible to damage during penetraéix) have heightened risk of HIV
infection during unprotected penetrative sex traj@2a94] Additionally, risk of sexual
encounter with an HIV-infected person is higheaicommunity with higher background
HIV prevalence as in most SSA settings than inmarnanity with lower HIV

prevalence.[13, 95]

3.2.2. Circulating HIV clade C is the most virulent

HIV-1 has three major groups (i.e., M, N and O)J among the nine genetically
distinct HIV-1 clades within group M (A, B, C, D, E, G, H, J and K, circulating
recombinant forms [CRF]), clade C, the major cladeulating in southern SSA, is
regarded the most virulent, and possibly a contirigufactor to the rapid spread of HIV
in SSA.[96, 97] Even though there are geograpar@tions in the distribution of genes
associated with susceptibility to HIV, the docunsehdifferences in the distribution of
protective human genetic markers for HIV are inadég to explain the global disparity

in HIV incidence and prevalence.[98, 99]
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3.2.3. Multiple factors acting together and singly drive he HIV epidemic in SSA

High rate of sexual mixing and low condom usagerdome to the growing HIV
burden in SSA.[20, 90] Some of the cultural rppeacticed in Africa possibly
contributed to the spread of HIV infection. For exde, although less commonly
practiced in recent times, post-partner’s deathrdang rite, a cultural norm in some
parts of Africa, mandated sexual intercourse betvike surviving partner and the
deceased partner’s relative.[100] On average, wdmaea limited ability to fully utilize
the ABC (abstinence, be faithful and Condom usedgigm because of their dependence
on men for social and economic sustenance: engawgr imbalance lowers women’s
abilities to negotiate safer sex, including hindgnivomen’s academic and economic

progression. [101, 102]

3.2.4. Factors that drive HIV incidence and prevalence areomplex and
interrelated

The model proposed by Poundstone et al. (2004)ipiged how complexly
related individual sexual behaviors, environmestalctural, cultural, demographic and
socioeconomic factors drive the HIV epidemic in plogpulation.[25, 103, 104] To
explain factors that drive the HIV epidemic, Boeraed Wier (2005) adapted the
proximate determinant model (PDM) from fertilitydies, and categorized factors that
drive HIV spread in three groups: (1) underlyingy(epolitical, geographic, social,
economic, demographic and cultural); (2) proxin(atg., concurrency, condom use and
CART use); and (3) biological factors (e.g., expeso at risk population, circumcision).
Boemer and Wier (2005) avered that proximate faatonnects underlying factors to

biological factors.[95]
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Even though the PDM is attractive, measurement@fimate factors (e.g.,
consistency of condom use) is challenged by valichincerns, and often imprecise, and
consequently limits utility of the PDM.[95] Cogumiat of the important role of
community-level factors in the dynamics of HIV epmlic, Barnighausen & Tanser
(2009) updated the PDM to include community-lewaeitérs.[105] Additionally,

Vermund et al. (2009) stressed the need for comgdaiibmedical and behavioral research

efforts to counter the challenges presented by ¢iWrsity.[20, 90]

3.2.5. Key risk factors for heterosexual HIV transmissionin SSA

Table 3.1 presents selected factors related tagkef HIV infection in SSA that
have been examined in prior studies.[4, 20, 90tubaented prominent factors
associated with increased risk of HIV infectionlute commercial sex, concurrent
partnerships, co-infection with bacterial and v&dlls (e.g., human simplex virus type 2
[HSV-2]), unprotected sexual intercourse, and laickale circumcision. [106-112]. The
risk-increasing effect of sexually transmitted stfens (STIs), has been documented to
be most profound in early stages of HIV epidemi@wH IV transmission is mostly from
the core high-risk group, but wanes as the HIV epid becomes generalized in late
stages. [113-116] Widespread prevalence of fathatspredispose to HIV infection may

sustain further spread of HIV infections in a conmmy[110, 117, 118]
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Table 3.1. Factors associated with HIV infectiorsitp-Saharan Africa based on selected peer-literatu
review

Selected factors deemed to associated with HIVSA S

Socio- _ . Age
?air{;‘;’;"ap“w * Education attainment (variously defined)
* Higher income level
e Sex
e Marital status
*  Widowhood
Biological factors « Acute HIV infection
e Circumcision
e CART use

» Past or current diagnosis STI

Behavioral factors  «  Unprotected sexual intercourse

» Commercial sex

* Multiple lifetime or concurrent partners

» Consistent condom use during sex

» Assortative sexual mixing in the community

* Age of partners and Wide between-partner age eéifiez (>5
years)

 Condom use

* Alcohol abuse

* Frequent absence from home for many days

Other factors » Residence (urban or rural) and High HIV prevaleindecal
community

* Low mean education level in neighborhood

* Remarriage, and duration of marriage, and Gendategk
social and economic inequalities and Poverty amgdt social
status
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3.3. Association of education and HIV infection (Literaure review for specific
aim 1 and hypothesis 3 in specific aim 2)

Research conducted in earlier stages of the HIdezpic (i.e., 1980 and 1990s)
show greater odds of prevalent HIV infection amedgcated, affluent, and mobile
people than less educated, poor and less mobil@defdl9-121] Prior research, mostly
cross-sectionally designed, have yielded diver§adings on the association between
educational attainment and HIV infection (e.g.,|nugative, and positive).[50, 51, 81]
To clarify the relationship between education and fection, Zuilkowski et al (2011)
emphasized the role of intention and control asgkeximate determinants of sexual risk

behavior based on the cognitive theory model.[58]

On average educated people are more likely to hdrgher income, cognitive
ability and/or self-efficacy, and are more liketyhave greater control over their
intentions, and consequently over their behaviantless educated people.[53] Some
empirical studies reviewed have indicated moreuesd unsafe sexual behavior (e.g.,
multiple concurrent and lifetime sex partnershgnsjong educated compared to less
educated people.[122, 123] Cross-sectional cormpaiof risky sexual behavior among
men with and without secondary school educatiodameroon found that men with
secondary school were more likely to have had uepted sex (i.e., non-use of a
condom during sexual intercourse), (OR =4.17, 9992®5, 6.25), and had more
lifetime sexual partners (OR=2.59, 95% CI: 2.0313. However, a subsequent meta-
analysis study concluded that men with higher etilmcavho practiced risky sexual
behavior were more likely to use a condom durisgyrisexual escapades compared with

men with lower education.(OR=3.1, 95% CI: (2.48,73.[124]
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3.3.1. Educational attainment as an indicator of socioecamic status (SES)

High educational attainment often positively caates with high socioeconomic
status (SES) but may not be a precise marker of B the multidimensional nature
of SES (i.e., education, occupation and incomeithdéfined as social and economic
standing of a person in a community).[125, 126jpesearch conducted in western
countries has linked educational attainment and t8Ef@tter health, social and economic
benefits. Despite its use as a proxy for SES, dducd attainment may not be a perfect

marker in some settings, specifically in develomogntries.[48, 126-128]

Findings on the association between SES and Higttidn varies across HIV
epidemic settings and gender in SSA. [67, 129] 1Bfy example, in earlier years of the
HIV epidemic (i.e., 1980s) greater opportunitiestfavel away from home for many
days, disposable income and ability to buy sex,manlliple and concurrent sexual
partnerships common among well-educated and high{&f#sons have been advanced as
possible contributors to the noted elevated odgs@falent HIV infection among
educated and high-SES subgroup.[56] Impoverishademosthan men may adopt risky
sexual behavior that increases risk of HIV infeati®herefore, a vicious influence of
individual, community, cultural and social factahsves the HIV epidemic.[48, 49, 126,

129, 131]

3.3.2. Profound decline in HIV prevalence among 15 to 24ear-olds in SSA

HIV prevalence trend analyses in the 15 to 24 ydds-have revealed profound
decline among educated compared less educatechpensmost parts of SSA, but a

concomitant rise in HIV burden has been noted anbeast educated people.[46, 55]

21



Researchers have suggested the differential impiten HIV prevention and
treatment interventions as well as decline due efpidemic maturation, have contributed
to the observed decline in HIV prevalence. TheifaHIV prevalence may be explained
by the assuming differential response to preventitezvention with educated people
tending to respond more favorably than do less &edcpeople (e.g., adopting less risky
sexual behavior). Many researchers have reastia¢@ducated people are more likely
to have greater information on HIV risk factorsdaiso on modes of transmission as
well as preventive means (e.g., consistent condsef[81] Based on prior research,
self-efficacy appears to be key factor in adopttbeafer sexual behavior in both
educated and uneducated persons, but reports tediezt educated people have a greater
propensity to adopt safer sexual behavior.[20, 132} Figure 3.1 shows the

hypothesized relationship between educationalrattant and HIV infection.
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Figure 3.1. Hypothesized relationship for the iefahip between educational attainment and HIV
highlighting the multifactorial (i.e., individuatommunity and structural factors) and complex
interrelationships that drive the HIV incidence ammdvalence. Source: adapted from Poundstone et al
(2004), Jukes eta | (2001, Vermund et al (2009)Boerma & Weir (2005)

3.4.

explain divergent findings

Methodological limitations and variation of the assciation over time may

A number of factors may plausibly explain the dget findings (i.e., negative,

null, and positive association) on the associdbernveen educational attainment and

prevalent HIV infection in SSA (e.g., Tanzania, dda, Zambia, and Zimbabwe).[35,

39, 40, 54, 117, 118, 136-140] First, real vaoiain the association study calendar year

and educational attainment as the epidemic hasgssgd may to some extent explain

the divergence in the association between edu@taitainment and prevalent HIV

infection at different stages of the HIV epiden@] Second, methodological

weaknesses in the design and analysis of some @iribr studies (e.g., underpowered
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studies; inconsistent definition of education ataent as a study factor in the analysis;
and use of cross-sectional data).[20] Third, digerharacteristics of studied populations;
background community HIV prevalence; and impreuesgable measurements

individually and collectively may explain the digent findings.[58, 121, 139, 141]

3.5. Hypothesized relationship between educational attament and prevalent
HIV infection using a “Nebulous” directed acyclic gaph (DAG)

The association between educational attainmenpealent HIV infection may
be confounded by number demographic factors (@ctors from childhood through
adolescents to adulthood).[142] For example, b&wgm@n orphan at a younger age may

disadvantage education advancement as exemplifiegjure 3.2.
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Figure 3.2. Directed acyclic graph representatioe hypothesized relationship between educational
attainment and prevalent HIV infection adapted fil@ahen et al (2013)[142] As suggested by Zuilkowski
et al (2012) self-efficacy is an important factoreixplaining the relationship between educational
attainment and HIV.[58] Higher educational attaimineithout self-efficacy in adopting safer sexual

behavior might not tend to be protective

3.6. Higher odds of prevalent HIV infections among educizd than less educated
people in earlier years of the HIV epidemic (i.e.1990s)

Hargreaves and Glynn (2002) systematic review a$t@dies on the association
between educational attainment and HIV infectiodemneloping countries by revealed
divergent findings: negative, null and positiveasation.[52] Focusing on studies from
Africa, the odds of prevalent HIV infections wehggher among educated than among
less educated people.[41, 51, 138, 139, 143] ldags et al (2008) summarized
evidence from studies conducted between 1997 ad8 @&t examined the association
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between educational attainment and prevalent Hi§tions, and the association seemed
to have waned in post-1996 studies that tende@ todstly null or negative or null
association with less frequency of studies thabteyl positive association.[36, 50, 81,

116].

3.7.  Young female school dropouts at increased risk obatracting HIV

Adolescents in SSA who drop out of school bearaased risk of HIV infection
compared to those who remain in school.[81, 94] [¥4b] Several studies have
reported a correlation between low educationalrattant and sex debut at a younger age
(< 15 years), early marriage, high fertility, highmber of lifetime sexual partners, and
alcohol use.[145] Lower odds of HIV infections hdxeen documented among women
with > 7 years of formal education compared to women witlyears.[24, 39, 46, 55,

146]

3.8. Ethical and logistical constraints limit use of rardomized and prospective
studies to examine education-HIV relationship

The often used design to assess the associatimed®educational attainment and
HIV infection are cross-sectional studies. Consedly, causal inference is limited
because of inherent limitations of these crossikaeaily designed studies (e.g., failure to
establish temporality). Use of prospective obstomal studies for examining the
education-HIV relationship is limited by logisticahd financial challenges. Further,
randomized control studies may not be used beahgml concerns that invariably arise

if subjects are randomly assigned education graygiit8] Continued exploration of the
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relationship between education attainment and peatv&llV infection is merited, and

would obviate transposition of dated associationsutrent contexts.

3.9. Peer-reviewed literature on the association betwearducational attainment
and HIV in Zambia

Fylkesnes et al (1997) Fylkesnes et al (1997) examined HIV prevalence by
selected self-reported sociodemographic factorsngnpoegnant women, and described
HIV prevalence trends based cross-sectional datiecsd from ANC-based HIV
surveillance program conducted in 1990, 1992, 18481994.[147] Eligible pregnant
women recruited via non-probability sampling stggténat captured pregnant women
who sought ANC care at specific health centers fmedNC-based HIV surveillance.
Among women aged 25-44 years, pregnant woriéhyears of education were 3.1 times
more likely HIV-infected (OR=3.1, 95% CI:, 1.59,/9) than pregnant women with <5

years of education.[41]

Two approaches were applied to define educatidtahanent. First, Fylkesnes et
al (1997) created five educational attainment caieg:>4; 5 to 6; 7-8; 9-10; andg10
years of education. The second approach of edunztattainment categorization by
Fylkesnes et al (1997) was to analyses conductptegnant women aged 15 to 19 years:

>4; 5 to 6; 7 and:8 years of education.[41]

Fylkesnes et al (1997) invariably assumed congtdntational attainment effects
within categories that resulted from categorizirgpatinuous variable (i.e., number of
education years). This assumption may be quedtienfthere is profound variability of

the continuous educational attainment effects.[1B8fthermore, justifying how a the
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substantive difference between a pregnant womanhalasix years of schooling and
another pregnant women who completed five yeasslodoling may be difficult where
these pregnant women belong to two different categdased on a cutoff (e.g.,
educational attainment <5.5). Even with extant glingts on categorization of continuous
variable based on subject matter information, imf@tion is inevitably lost when a
continuous variable is categorized. To avoid lfsstatistical efficiency that may arise
from categorization, educational attainment magxamined as a continuous

variable.[149-151]

Fylkesnes et al (1998)Based on cross-sectional ANC-HIV-SS data collegtad
non-probability sampling and population-based ¢BBS) captured via random cluster
sampling from Chelstone (Lusaka Province) and Kayoshi (Central Province),
Fylkesnes et al (1998) examined the HIV prevalesthecational attainment and reported
immaterial differences in HIV prevalence estimdiased on the ANC sample and the
population-based data.[39] HIV prevalence tenadcrease by educational attainment

among 25 to 39 year-olds.

Further assessment revealed lower proportion ofevowho self-reported
educational attainment8 schooling years among the ANC-based sample (44%)
compared to the proportion of women in the PBS $amjih > 8 schooling year
completed (73%).[39] The lower proportion of praghwomen with> 8 years of formal
education may be suggestive of presence of setebias of young and less educated

women who are more likely to be pregnant younges489]
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Michelo eta | (2006a) Michelo et al (2006) examined the association betw
educational attainment and HIV infection in men arminen aged 15 to 57 years using
data sourced from a population-based cross-setsongeys conducted in Kapiri-
Mposhi (Central province) and Chelstone (Lusakaipie) in 1993, 1999, and 2003.
HIV serostatus were established via screening for dpecific antibodies in saliva
specimens collected from participants. Socio-dempigic data were self-reported via
structured questionnaire. Pregnant women werepgebaccording to the following
educational attainment categories: 0-7; 8-10;=&k@lschooling years).[152] Here as in
Fylkesnes et al (1998), categorization of contirsueducational attainment possibly led

to loss of information in the continuous variable.

Michelo et al (2006) using 2003 data reported thah in urban areas aged 15 to
19 years and who had reported0 years of formal schooling were 80% less likelpe
HIV-infected compared to men urban areas who sgbrted having completedt years
formal education (OR=0.20, 95% CI: 0.05, 0.73). riém in urban areas with more than
> 10 years formal education were 67% less likelgeddlV infected than women with <8
years of formal education (OR=0.33, 95% CI: 0.132D Women in rural areas with
10 years of schooling had lower but not significaaitis of prevalent HIV infections

(OR=0.77, 95% CI: 0.28, 2.1).

Among men in rural areas aged 24 to 49 years, tmesewith> 10 schooling-
years were 57% less likely to have prevalent Hié¢tion relative to men who had < 8
schooling years. Among 24 to 49 year-olds in rarahs, the odds of prevalent HIV
infection were higher among women with 0 years formal education compared with

women with fewer than 8 years (OR =2.31, 95% (314.47). The population-based
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sampling of participants is strength for this sty finding might not be generalizable
to other regions of Zambia because of the posslffierences in socioeconomic, cultural
and social factors in Lusaka and Kapiri Mposhi caneg with other areas in Zambia.
For example, Kapiri Mposhi is at an intersectiom@jor road networks connecting

urban towns: therefore may not represent typioall reet-ups in Zambia.

Sandgy et al (20065andgy et al (2006) examined the association leetwelf-
reported educational attainment and prevalent Hfgation using ANC-HIV-SS data
collected in 1994, 1998 and 2002, and reporteddnigdds of prevalent HIV infections
among women who had >10 schooling years comparenoen who <5 schooling
years (OR=1.45, 95% CI: 1.27, 1.66 in urban site@R=3.03, 95% CI: 2.47,3.72 in
rural sites).[45] Sandgy et al (2006) reporteaiicant statistical multiplicative
statistical interactions: (1) educational attainireamd residence among pregnant women
aged 25 to 49 years; (2) educational attainmentgeg and (3) educational attainment
and survey-year. Survival bias is likely becausalent cases were used all the

reviewed studies, especially analyses restrict&btto 49 year-olds.

3.9.1. Summary of the literature review on the associatiotetween educational
attainment and HIV

Literature review of findings from observationaldies conducted in SSA revealed
divergent findings regarding the association betweducational attainment and
prevalent HIV infection. However, the associatiended towards non-significant
protective association in later than earlier yéag80s and early 1990s) of the HIV
epidemic in SSA. [52]. Cutoff points used to edigeal attainment categories were

inconsistent raising the possibility of misclagsation of pregnant women.[51, 81]
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Most of the studies that used educational attainagstudy factors categorized
the continuous form (i.e., number of school yearsgleted) or captured educational
attainment as a categorical variable (e.g., no &ttt primary and secondary).[24, 40,
42,43, 46, 81, 141, 146, 152, 153] Analysis afeadional attainment in its continuous
form obviates the use of subjective cutoff pointeiteate categories. Further, variable

cutoff points used for categorization limits objeetcomparison of study findings.

Studies that used ANC-HIV-SS data collected fronitiple sentinel sites in
different geographic location did not account fosgible intra-site clustering among
pregnant women. Substantial intra-site clusteriingregnant women may not affect
parameter estimates but will harm inference: smatendard errors arising from
clustering. Selection bias is a potential threatdlidity when ANC-HIV-SS data is used
because women who become pregnant may be diffecentthose who do not become
pregnant. Consequently, external validity is lirditéd=urther, selection bias may arise in

PBS if the response rate is low.

The cross-sectional designed of the studies reddahat examined the association
between educational attainment and HIV infectiomté causal inference. Because
sociodemographic and/or behavioral data were cagtvia self-report, information bias
may be eminent: recall bias. Residual confounduag plague the reported association
due imprecise measurements of variable used astf@dteonfounders, and because some
key variables were not measured and thereforeomdtalled for in the analyses. The
main strength of all the studies was the use afisgically confirmed HIV

serostatus.[24, 46, 146, 153]
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Examination of the association between educatiattainment and HIV infection
among men and women older than 25 years may bé&rlessaorthy because of the
greater chance of survival bias influence. Impuesdg, most study reports conducted
stratified the analysis: 15 to 24 and 25 to 44 yds. UNAIDS has recommended the
use of the number of prevalent HIV infections ia &5 to 24 year olds as a proxy for the
number of new HIV infection based on the assumpinah men and women in the 15 to

24 years old are more likely to have had recenialexctivity onset.[24, 46, 146, 153]

3.9.2. Literature review for specific aim #2 and hypothess #1 and Hypothesis #2:
Trend in HIV prevalence in Zambia

3.9.3. Epidemiology of HIV in Zambia

Zambia, shown in Figure 3.3, is 752,612 squarenk@ters (the size of Texas in the
US).[19] Provinces with large expanse of urbamsitend to be densely populated: 62.6
and 100.4 persons per square kilometers for Copfieabd Lusaka provinces
respectively.[154, 155] The urban population imb&a (39% of 13.1 million) in 2010
appears to be concentrated along what is refegd¢aed’line of rail” traversing Southern,
Copperbelt, and Lusaka province. Towns dotted atbadline of rail” are relatively

more urbanized and characterized with relative ighmercial activity.[154, 155]

Estimates from ANC-based HIV surveillance systetrirs@990 for monitoring
HIV prevalence trends among pregnant women indibeteby 1998, HIV prevalence
among pregnant women had increased beyond 25%shahthe sentinel sites located in
urban areas.[39-41, 154-156] The first countryeMRBS via Demographic and Health

Survey (DHS) in 2001 placed HIV prevalence at 14.3#bsequent DHS in 2007
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revealed a non-significant decline of HIV prevalemt adults 15 to 49 years old, from
15.6% in 2001 to 14.3% in 2007.[36] In 2009, atnested 1.1 million people aged 15 to

49 years were living with HIV in Zambia.[4, 13]
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Figure 3.3. Map of Zambia showing HIV prevalencstritbution by province based on the 2007 DHS: HIV
prevalence ranged from 7% Northern/NorthwesterwiRoes to 21% in Lusaka Province.

Fewer studies have attempted to directly measuvkittlidence data, and most
countries have depended on mathematical model-lestimdation of HIV incidence in
the 15 to 24 year-olds generated by UNAIDS.[19,]1BYAIDS estimated that 76,000 of
new HIV infections occurred in Zambia in 2009.[#his is 50% higher than the
estimated incident cases in the USA in 2009, elkengh Zambia has less than 5% of
the US population.[158] Compared to 2001, new Hiféction in Zambia dropped by

58%.[14]
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3.9.4. High HIV burden female sex workers and prisoners inZambia

Because of high risk of exposure to HIV, HIV burderiemale sex worker and
prisoner is higher than in the population. Buvaldtl991) reported that 69% of the 319
female sex workers (i.e., 1998 and 1999) weredwiith HIV, and a parallel study by
Kamanga et al (2005) reported that 65% of the 28%afe sex workers were HIV-
infected.[34, 84, 85, 159, 160] Zulu et al (208&)orted 33% HIV-infected persons
among 641 MSM, although MSM-related HIV infecticare a lesser contributor to the
HIV pandemic in Zambia.[34] Simooya et al (200d)veyed 1566 prisoners in
Kamfinsa prison in Kitwe, Mukobeko prison in Kabwaed Solwezi prison in Solwezi in
1998-1999, and placed HIV prevalence at 27%.[161LY prevalence among pregnant
women in refugee camps (i.e., harboring people fmmocratic Republic of Congo
[DRC] and Angola) in Zambia ranged from 2.4% ta98. 2006, paralleling HIV

prevalence rates of the Angola and DRC.[157].

3.9.5. HIV incidences rates from population sub-group hadimited generalizability

A number of studies have estimated HIV incidencéambia but estimates may be
plagued by external validity concerns. Hira ef1&l97) placed HIV incidence rate
among pregnant women in a cohort of discordant lesugt 87 per 1000 couple-years.
[162] Stephenson et al (2007) studied a cohocbaples in Lusaka, and calculated that
HIV incidence was 93 per 1000 person-years indbisort.[163] Celum et al (2008) and
Kapina et al (2009) estimated HIV incidence of 46 p000 person-years among HIV-2
seropositive women and HIV incidence of 26 per 180ng 239 women in
Lusaka.[164, 165] Heffron et al (2011) studied FBY negative migrant workers, and

estimated that HIV incidence was 4.1 per 1000 personths.[165, 166] Despite the
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importance of HIV incidence estimates for mappingmrevention strategies, the
external validity of generated HIV incidence estiesais limited given the studied
populations may not represent the general populétie., studied maybe plagued by

selection bias).

3.9.6. Overview of studies on trends in HIV prevalence irZambia

Fylkesnes et al (1997) Fylkesnes eta | (1997) used ANC-SS cross-sedtaata
to report trends in HIV prevalence among pregnasen from 1990 through 1994.[41]
Fewer and less geographically spread ANC-SS sersites (10 to 12) were used in the
pre-1994 surveys (10 to 12); data were collectechf27 sites in 1994. Self-reported
socio-demographic and reproductive data were dellecia structured questionnaire, and
HIV serostatus determined by serologically via amoous and unlinked testing.[41]
Fylkesnes eta | (1997) reported that HIV prevalanagrban sites increased from 27% in
1992 to 35% in 1994 in Chilenje; declined from 24.5 1990 to 21.7% in 1994 in
Kalingalinga, but stabilized at high prevalence&€imelstone (25%) and Matero (28%).
HIV prevalence in rural sites increased from 11iA%990 to 14.6% in 1994 in
Kashikishi in Luapula Province.[41] Furthermoreere was a decline in HIV prevalence

in pregnant women aged 15 to 19 years from 27.5988 to 22.5% in 1994.[41]

Limitations were noted in the study. First, HIV paéence trend analyses were
limited to 10 sites that had data for at least $wovey rounds between 1990 and
1994.[41] Second, time period examined (1990 to4)9@d the between-survey time
durations (i.e., one-year), were not long enougéniable meaningful analysis of trends

in HIV prevalence.[167] Third, earlier ANC-HIV-S8unds (e.g., 1990) lacked data on
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pregnant woman'’s age: consequently, age-adjusteédktivalence trends were not

examined for 1990, 1991 and 1992 data.[41]

Sandgy et al (2006)Sandgy et al (2006) examined HIV prevalence trémds
pregnant women using ANC-HIV-SS data cross-secliypoallected in 1994, 1998, and
2002[45] Between 1994 and 2002, HIV prevalenceidedlby 27% (i.e., 28.5% to
21.8%) in urban and by 11% (i.e., 11.4% to 10.1894ural sentinel sites in the 15 to 24
age group.[45] HIV prevalence remained stableomes sites, increased in other sites,
and was less clear in some sites. The decline Vhgrévalence was profound among

pregnant women > 10 years of schooling (i.e., 35%0994 to 22% in 2002). [45]

Michelo et al (2006b).Michelo et al (2006) examined trends in HIV prevale by
educational attainment in urban and rural areausfika and Kapiri Mposhi (north of
Lusaka in northern Central Province near the boofiéne Copperbelt Province) using
population-based data collected cross-sectionally@B5, 1999 and 2003.[152]
Participants in the surveys were recruited viatigted random cluster-sampling based on

census mapping as sampling frame.[46]

HIV prevalence declined among women age 15 to 24l (21.2% in 1995,
16.1% in 1999 and 8.5% in 2003) in urban areas wiih schooling years. Further HIV
prevalence declined among men during 1995 throO@3 Period (30.2% to 11.7%
among urban men and 18.1% to 15.3% in rural m&mhilar declining trends were
observed among women (34.3% to 17.5% in urban wandr29.7% to 17.3% in rural
women. HIV prevalence declined among women iranrérea withr 11 schooling year

during this period (45.6% (1995), 39.9% (1999 a@#Z2003), but stable prevalence,
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albeit at high level in urban women wifi schooling years (27.3% (1995), 26.7%

(1999) and 31% (2003).

Study limitations: categorization of continuousalaften lead to loss of
information and loss of sensitivity of the analysiaurther, Mantel-Haenszel chi-square
applied for examining linear trends may not pick won-linear trends in HIV prevalence.
Broad categories used as adjustment covariaté® imultivariable logistic regression
may limit examination of non-linear age effectshwitcategories, and possible source of
residual confounding (15 to 24 and 25 to 44). kentself-reported data is subject to
information bias (i.e., sociodemographic and betvaVidata). Possible clustering was

accounted for in the analysis.

Stringer et al (2008).Stringer et al (2008) based their analysis of Idigvalence
trends on data from ANC, PMTCT program, and coabbIHIV surveillance cross-
sectional data derived from 24 obstetrical headttters in Lusaka, Zambia collected
between 2002 through 2006. An estimated 23% (%4,86the specimens screened were
HIV seropositive. Significant decline in HIV prdeace noted (24.5% in 2002 to 21.4%
in 2006).[168] Overall decline in HIV prevalenceatined across all age groups (i.e.,
<17, 18-19, 20-24, 25-29, 30-34 an8b), but greatest decline were noted among
pregnant women agedl17 years, by 37%, from 12.1% to 7.7%. HIV prewnate
declined significantly in 11 out of 24 sites (pwal<0.05).[168] Generalized linear
mixed model (GLMM) were applied to account for pbksintra-site site clustering
given data were collected from multiple health eenfi.e., health center was modeled as

random effect).
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Limitations of the study: First, Cochrane-Armitagst used for assessing linearity
in HIV prevalence at specific site may not detem-tinear trends. Second, multiple data
sources were used but investigators did not assesspact of the different data sources
(i.e., PMTCT data and cord blood surveillance dafi)ird, the likely differential
willingness to participate in PMTCT program couldaurce of bias because
characteristics of women who agree to an HIV teshé PMTCT program may be
different from characteristics of women who refaseHIV test. Stringer et al reported
acceptance rates ranging 71% in the early yed?d/dfCT to 94% in later years,
consistent with other studies that have reportédtamtial refusal rate in early years of

PMTCT.[168, 169]

Kayeyi et al (2012)Kayeyi et al (2012) conducted HIV prevalence trandlyses
based on cross-sectionally collected ANC-HIV-S®d through 2008) and DHS (2002
and 2007) in the 15 to 24 year-olds.[24] Sociodgraphic data were self-reported and
HIV serostatus were serologically confirmed. Sipecific HIV prevalence trend
analyses in 15 to 24 year-olds were conducted iartk@n sentinel sites and 10 rural
sentinel sites that had complete data for thesixey periods (1994, 1998, 2002, 2004,

2006, and 2008).

Analyses for HIV prevalence trends by educatiotiaimment (0-4 years; 5to 7
years; 8 to 9 years; ard 0 year) were performed for the period 1994 thro2@08.[24]
HIV prevalence among educated pregnant worrehnyears) declined in rural sites
(11.4% to 6.4%) and urban sites (27.4% to 15.58@)n-significant decline in HIV
prevalence occurred in two sites in urban areasKalingalinga and Matero) and rural

sites (e.g., Minga, Isoka and lbenga). Betwed16 2008, statistically significant
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decline in HIV prevalence among pregnant women wéserved in 10 urban and 4 rural
sites (ANC-HIV-SS data). Trend analyses from 22002 and 2007 DHS data indicated
an increase in HIV prevalence increased in urbam (8% to 5.0%), a drop HIV
prevalence in rural men (3.1% to 2.9%); urban wod&n2% to 12.5%); and rural
women (7.8% to 6.4%). Trends in HIV prevalencéinga and Kalingalinga) appeared

to be non-linear.[24]

Limitations of the study: Kayeyi et al (2008) ugbd Chi-square linear-by-linear
trends test to assess trends in HIV prevalencetbeeronsidered years (1994 to 2008),
which is more sensitive to linear than non-lingantls. Scores assignment to survey
years in Chi-square linear-by-linear may be prolaitcrbecause it does not consider the
distance between survey years and the assigneekssoaty influence trend analysis. It
appears the Chi-square linear-by-linear trend iaggly Kayeyi et al (2012) failed to
pick out non-linear trends in HIV prevalence in énand Kalingalinga sentinel

sites.[24]

3.10. Summary of the literature review on HIV prevalencetrends in Zambia

In general, both PBS and ANC-SS-based HIV preva@&stimates indicated a
decline in HIV prevalence over the considered mkrioMost studies conducted to
examine trends HIV prevalence often assumed arlohecline in HIV prevalence.

Trends in HIV prevalence may differ by region desand may not be consistently linear.
Fewer studies have explored the possibility of hoear trends. Furthermore, statistical
methods applied in the reviewed studies conduct@xamine HIV prevalence trends

had limited power detect non-linear trends, elg-square linear by linear Mantel
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Haenszel trend test.[24] Several factors may anfbe HIV incidence and prevalence
trends in a given population (e.g., changes irptiegalence of risk factors, treatment
options, prevention interventions, and age-periolect effects). Fewer studies have
examined contemporaneous age, period and birthrceffiects on HIV prevalence.
Studies that have used ANC-HIV-SS have not accaoluiotepossible within-site

clustering in data.[170]
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CHAPTER 4

DATA COLLECTION METHODS FOR ANC-HIV-SS: PRIMARY
DATA COLLECTION FOR DATA USED IN THE PHD DISSERTATN

4.1. Main data sources for HIV prevalence data: PBS-DHSHIV prevalence
estimates and ANC-HIV-SS prevalence estimates

The ANC-HIV-SS and the PBS-DHS are the chief saundfeH |V prevalence data
in Zambia, as in many countries in SSA.[13, 36,] ®WNC-HIV-SS data are cross-
sectionally sourced via convenient samples of preggjwomen at participating health
centers but the DHS data are cross-sectionallgc®id using two-stage sampling that
apply proportional to size random sampling techaijased on a sampling frame from
the national census tract.[36] The DHS-based HBX¥alence estimates are superior to
ANC-HIV-SS-based HIV prevalence estimates becansagdition to using more sound
sampling strategy that minimize selection bias, EléSed sample generates HIV

prevalence estimates for both men and women.[36]

4.1.1. ANC-HIV-SS data used for my dissertation

To answer the research questions posed in my [is8ertation proposal, | used
the ANC-HIV-SS data obtained collected between 1&812011. ANC-HIV-SS has
been conducted consistently in 22 sites since 18%djn 24 sites since 2002 and HIV
prevalence estimates from repeated cross-secsonays have been used to investigate
trends in HIV prevalence.[147] Pre-1994 ANC-SSseys had limited geographic
coverage because the survey was conducted in li@edesites which were located in

mostly urban areas.[36] Non-probability samplitrgtegy was used for recruiting
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pregnant women in all the seven rounds of ANC-HI¥{Be., 1994, 1998, 2002, 2004,

2006, 2008, and 2011).[157]

4.1.2. Difference between ANC and DHS HIV prevalence suryes

Table 4.1. Comparison of methodology of the ZaniheC-SS and DHS used in HIV prevalence
estimation

Survey name Survey study | Biologic specimen Sampling Responses| Possible
areas method rates biases
ANC-based Health facility- Serum/plasma Convenient Almost all Selection
HIV sentinel based survey prepared from | sampling (non- women biases
surveillance whole blood probability) attending
[unlinked and ANC are
anonymous] captured
Population- | Household based  Dried blood proportional to | 76% in 2001| Selection
based DHS survey samples (identity | size random | and 77%in | biases if
stripped-off) sampling based 2007 response
on the national rate is low
census tract | [Response
rates to
interview
were 95%
and 94%]

4.1.3. PBS are regarded gold standard for estimating HIV pevalence in
generalized epidemic settings

Table 4.1 compares PBS-DHS and ANC-HIV-SS methodsgtimation of HIV
prevalence. PBS-based HIV prevalence estimatesomaggarded as gold standard
provided the survey that generated the HIV prevaerstimates was not threatened by
low participation rate or affected by methodologmanstraints (e.g., incomplete
sampling frame).[36, 171] DHS are household-b@#8 that have collected
information on population health, nutrition andtiléy in >300 surveys in 90 countries
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worldwide. PBS-DHS based HIV prevalence estimasessound statistically robust
sampling strategy for recruiting survey particigarand are a trustworthy strategy
provided response rates for the survey are sufliigidnigh.[36, 155, 171, 172] Selection
bias may threaten the external validity of DHS-lokldé/ prevalence estimates if
characteristics of those who agreed and those whoad agree to participate in the
survey are different, or if key respondents arevaiable at the time of the survey (men

migrating for work, for example).[36, 171, 172]

4.1.4. Two data points of HIV prevalence data may not proude reliable HIV
prevalence trend analyses

HIV prevalence trends are better described whererti@n two time points of HIV
prevalence data exist. Without doubt, DHS-HIV mlence estimates in 2001 and 2007
DHS have provided useful information on the HIV dem, but may be inadequate to
describe HIV prevalence given there are only twia gi@ints as of June 2013. However,
DHS-based HIV prevalence trend analyses in Zaméwa bheen corroborated by ANC-

HIV-SS based HIV prevalence trend analyses.[244088,

4.1.5. ldentical HIV prevalence estimates in ANC-HIV-SS ad PBS-DHS HIV
prevalence estimates in Zambia

Some of the studies conducted in SSA indicatedAh&E-based HIV prevalence
estimates may either underestimate or overestiotatenunity HIV prevalence, but
Dzekedzeke et al (2006) compared 2001-2002 PBS-448d HIV prevalence estimates
and 2002 ANC-HIV-SS based HIV prevalence estimated,reported nearly congruent

prevalence estimates in the 15 to 49 year-oldslieEa the HIV epidemic, Fylkesnes et
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al (2001) had reported that ANC-HIV-SS based dataray pregnant 15 to 19 year olds
tended to higher than PBS based HIV prevalencmatts.[40] On the other hand,
ANC-based HIV prevalence w25 years tend to underestimated population HIV
prevalence because of diminished fertility ratethwicreasing age.[40] Based on the
extant literature, one may argue that whether P&®d HIV prevalence estimates and
ANC-HIV-SS based HIV prevalence estimates are coaipa may depend of the

settings and stage of the HIV epidemic.

4.1.6. ANC-HIV-SS based HIV prevalence estimates must baterpreted in the
context of their inherent biases

Notwithstanding the biases that accompany ANC-b&l¥dsurveillance methods
(e.g., potential for selection bias and exclusibnamn-pregnant women and men), ANC-
based HIV prevalence estimates have provided kieyfdaunderstanding, assessing and
monitoring magnitude of the HIV epidemic in Zam[224, 41, 157] Because ANC-based
HIV prevalence estimates may be biased (e.g., plesselection bias of young pregnant
women), ANC-based HIV prevalence estimates maypptoximate general population

HIV prevalence estimates.

4.1.7. HIV incidence rate is a preferable measure of proggssion of HIV epidemic
but less used because of measurement challenges

Examination of trends in HIV incidence, althoughrmmformative than HIV
prevalence trend inspection, is hampered by lagikttechnical, and financial challenges
that arise in direct measurement of HIV incident&3] Challenges encountered include

a lack of a simple and reliable cost effective g$eadetecting recent HIV infections
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(though progress is being made in this) and thie bagts and complexities of cohort
study design of large sample of negative persohe tollowed over long time
interval.[174, 175] In fact, cohorts can give dis¢d incidence estimates due to the,
Hawthorne effect, a circumstance in which persoag aiange their behavior because
they know that they are in a study.[176-179] BeeadB/ prevalence is much easier to
measure compared to HIV incidence, most countnexSJA use HIV prevalence
estimates in adolescents and young adults aged $86&2s old to approximate the

number of people newly infected with HIV over tifi€), 24]

The onset of sexual activity in the 15 to 24 yddsas assumed recent, and
prevalent HIV infections in the 15 to 24 year-o&ds invariably regarded as recent
infections, and consequently used as proxies ®ntimber of persons newly acquired
HIV infection.[4] This HIV in cadence estimatiotrategy disregard incident HIV
infection in> 25 year-olds. Additionally, 15 to 24 year-oldséd HIV incidence
approximations are less influenced by AIDS-relateattality, that may impact25 year-
olds based HIV incidence estimates. The relaase of measurement of HIV
prevalence than HIV incidence, encourages repodirglV prevalence in most surveys

in SSA.[180, 181]
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4.2. Study design and study population

4.2.1. Data collection and management for the ANC-SS for W in Zambia

My PhD dissertation relied on secondary analysiepéated cross-sectional
survey data collected from 82,086 pregnant womedl 4% to 44 years who patrticipated
in the ANC-HIV-SS (i.e., 1994, 1998, 2002, 20040202008, and 2011). Details of the
study design and data collection procedures us@di@-HIV-SS program have been
described previously.[24, 41, 157, 182] BriefllNN&-HIV-SS is a series of cross-
sectional surveys done every 2 to 4 years, focasesktimating and monitoring HIV
prevalence trends among pregnant women seekingaateare in Zambia: 1994, 1998,
2002, 2004, 2006, 2008, and 2011. The numbermdistently used sentinel sites have
only varied slightly over time: 22 sites from 19@42002 and 24 sentinel sites from 2004

to 2011.

4.2.2. Study population and inclusion criteria

Pregnant women were eligible for recruitment ifytihheade the first contact with
antenatal care clinic for the current pregnancyrmdud-month survey period at a specific

health center designated as a sentinel site for ANGSS.

4.2.3. Target sample size

For ANC-HIV-SS rounds conducted between 1994 ari826ach of the sentinel
sites was expected to recruit at least 500 pregmanten, based on an expected HIV
prevalence of 20% and desired precision of 0.35%9% confidence level. Most sites

attained the target sample size, except sitesddaatsparsely populated areas (e.g.,
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Ibenga in Copperbelt Province). Urban sentineksite_usaka and Ndola located in

densely populated areas were assigned larger eprget sample size of at least 800
pregnant women per site. However, a protocol ceam@011 mandated the recruitment
of a minimum of only 360 pregnant women per si@2ITable 4.2 presents summary of

pregnant women recruited in ANC-HIV-SS between 1864 2011.

Table 4.2. Summary of number of pregnant womerurestt in ANC-HIV-SS in Zambia between 1994 and
2011

Number of women recruited in Zambia Antenatal CliSurveillance for HIV and syphilis for specific
years
Year Sample Size Number of participating sentinel
sites
1994 11592 27
1998 12,017 22
2002 13,111 24
2004 12,404 24
2006 13,260 24
2008 13,370 24
2011 8881 24

4.2.4. Criteria for site selection for the ANC-HIV-SS

To achieve countrywide geographic coverage, at teashealth centers in each of
the nine provinces were used as sentinel siteAN@2-HIV-SS, an urban site (i.e.,
situated in the headquarter town of the provinoe)) ral sentinel site (Table 4.3).
Urban-located sentinel sites were convenientlycsete and represent urban settings
within provinces, whereas rural-located sentingsswere randomly selected from health
centers within each province.[183] Further guidimgciple for site a site to qualify as a
sentinel site was the site capacity to recruittéingeted number of pregnant women

(~500) within the 4-month survey period.
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4.2.5. Response rate of the survey

Resting on the premise that all pregnant women sdei antenatal care provided a
venous blood specimen for routine screening of gigpdn their first antenatal care visit
(i.e., Ministry of Health care package for pregnaninen in Zambia), it was assumed
that all eligible pregnant women provided a bloathple, part of which was used for
ANC-HIV-SS reporting. Following non-probability meenient sampling strategy,
eligible pregnant women were recruited in a coneeumanner until targeted sample
size (i.e., 500) of pregnant women per site wasratl and/or when 4-month survey

period elapsed.

Table 4.3. Sentinel sites used for data colleditwANC-based HIV and syphilis sentinel surveillanc
program: 1994 to 2011.

Province Sentinel sites
Rural Urban

1 Central Kapiri-Mposhi, Serenje Kabwe
2 Copperbelt Ibenga Ndola
3 Eastern Minga Chipata
4 Luapula Nchelenge, Kasaba Mansa
5 Lusaka Luangwa Chelstone, Chilengi, Kalingalirgatero
6 Northern Isoka Kasama
7 Northwestern Mukinge, Kabompo Solwezi
8 Southern Macha Livingstone
9 Western Kalabo Mongu

4.2.6. Sociodemographic variable collected via questionn@a [i.e. 1994 to 2008] and
abstracted from pregnant woman routine card [i.e. P11]

Study nurses trained on the ANC-HIV-SS protocohided, recruited and
interviewed eligible pregnant women in a chronatagmanner. Questionnaire data
(e.g., age and education) and blood specimen fdrddtostatus determination were
collected on the first visit to the antenatal difor routine care of the current pregnancy
(i.e., 1994 through 2008). ANC-HIV-SS data for 2@tere abstracted from routine

antenatal medical record card of each eligible paegwoman, consequently limiting
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data collection to variables that are collectedinaly (e.g., age, number of children birth

by pregnant woman).

4.3. Serological HIV testing of plasma/serum specimen®if ANC-HIV-SS

The blood specimen from each eligible pregnant ammas divided into two
containers: one container bore the name of thenpreggvoman, and was used for routine
reporting of syphilis, and the other container wasked with a distinctive survey
identify number (ID), and was used for survey réipgr Plasma/serum specimens
collected in all ANC-HIV-SS rounds were tested oesence of HIV specific antibodies
according to W.H.O guidelines on anonymous andchigelil HIV antibody

screening.[157, 182, 184-186]

The HIV-1 test assays used across the years weéeonsistent but an identical
three-stage (i.e., screening, confirmatory, anttgaking) survey-specific HIV testing
algorithm was used in all seven survey rounds sarastrustworthiness of HIV test
results.[157] First, on-site HIV screening of safplasma specimens by site laboratory
technician using rapid HIV antibody test (e.g., @gtind" HIV in 2004, 2006 and
2008). Second, plasma/serum for the survey weeeir and transported to Tropical
Diseases Research Centre (TDRC) and Universityhiegdlospital (UTH) for

confirmatory and quality control HIV testing. [157]

4.3.1. Criteria for determining HIV serostatus of survey gpecimen

To limit misclassification errors and assure trugtwiness and validity of the HIV

serostatus of survey specimens, a pre-specifigabption of plasma/serum specimens
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(e.qg., 10% in 2004, 2006, 2008, and 2011 survdgskitied as HIV-seronegative
specimens at the site HIV screening were furth&etkaccording to the pre-specified
survey quality control HIV testing protocol, desed in details in prior reports.[24, 40,

56, 182, 183]

Confirmatory HIV testing was performed on all syrngpecimens that tested
positive for HIV specific antibodies (i.e., usirgpid HIV test) during the site-screening.
The specimen was considered seropositive for HBEi$ig antibodies if both the site-
based screening HIV test result and the refereatm@rtory confirmatory test HIV result
indicated presence of HIV specific antibodies (ip@sitive). Specimens classified as
HIV seronegative during site-based HIV testing, antselected into the 10% quality
control testing sample were reported as HIV seratiegg Where site-based HIV
screening test result and reference-laboratory ¢tifirmatory test result were
discrepant, a different test assay (i.e., tie-beeadst such as a Western blot) was
performed and tie-breaker test result reportednas. {40, 56, 157, 182, 183] Table 4.4
summarizes the various commercial HIV test assay us ANC-HIV-SS between 1994
and 2011. Table 4.4 presents the HIV test assayindbe seven ANC-HIV-SS rounds

between 1994 and 2011.
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4.3.2. Quality control HIV testing to limit misclassification of serostatus

Table 4.4. Summary of HIV assays used for HIV sgirggg, confirmatory and quality control and tie-
breaker testing for specific sentinel surveillancends

Survey year

Screening

Confirmatory

Tie-breaker

1994

Capillus HIV-1 & 2 test
(Cambridge Biotechnology,
Galway, Ireland)

Wellcozyme HIV
Recombinant HIV-1
(Murex, Johannesburg,

South Africa)

Bionor HIV-1& 2
(BIONOR, AS, Skien,
Norway)

1998 Capillus HIV-1 & 2 test Wellcozyme HIV Bionor HIV-1& 2
(Cambridge Biotechnology, Recombinant HIV-1 (BIONOR, AS, Skien,
Galway, Ireland) (Murex, Johannesburg, Norway)
South Africa)/ (Murex
Diagnostics LtD., UK)
2002 Capillus HIV-1 & 2 test Wellcozyme HIV Bionor HIV-1& 2
(Cambridge Biotechnology, Recombinant HIV-1 (BIONOR, AS, Skien,
Galway, Ireland) (Murex, Johannesburg, Norway)
South Africa)
2004 Abbott Determin€ HIV ELISAHIV-1&2 Bionor HIV-1/HIV-2
(Murex)
2006 Abbott Determin& HIV ELISAHIV-1 &2 Bionor HIV-1/HIV-2
(Murex)
2008 Abbott Determin8 HIV ELISA HIV-1&2 (Murex) Bionor HIV-1/HIV-2
2011 Vironostikd anti-HIV plus Enzygonscf HIV integral Western blot 2.2

(MP Diagnostics)

Summary of HIV assays used for HIV screening, comditory and quality control and tie-breaker testing
for specific sentinel surveillance rounds. Onlgamens with discrepant screening and confirmatory
quality control HIV test results were tested witie-breaker HIV test. 5-10% of HIV-seronegative
specimens were subjected to quality control testifig-breaker is used to report final HIV serassat
when the screening and confirmatory test resuiddacrepant. The sensitivities and specificitiethe
assays were the over-riding characteristics inrdeténg which assays to use for surveillance data i
each of the seven survey rounds. Details of HIYingsalgorithms may be obtained from survey
protocols, and prior publications.[24, 40, 56, 1823]

4.4. Data management for ANC-based surveillance in Zamhi

To assure data quality, a nurse-supervisor desdrateach sentinel site

monitored data collection and recording proced(res review recorded data, identify

errors and inconsistencies, and implement measui@gert recurrence), and also liaised

with the reference centers, TDRC for the northenmezand UTH for southern zone.

TDRC and UTH staff conducted periodic supervisasjts to monitor survey progress
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and data quality, and address operational concEiltexd questionnaires and laboratory
data records (i.e., HIV and syphilis) were tranggato TDRC for centralized data entry
in an EPI-INFO database (Center for Disease CoatrdIPrevention, GA, USA) at the

end of the survey period.

4.4.1. HIV test results and sociodemographic data were ddale entered at TDRC

ANC-HIV-SS data were centrally entered at TDRC. oldata databases (i.e., one
for sociodemographic information and another fov lderostatus data) were created
using the most current version of EPI INFO softw@ueing each survey round.[157,
187] Data were double entered to curb typograpitrars, and the two databases
subsequently merged via the distinctive ID numbditse sociodemographic and
serological databases were merged, and standagtatedures (e.g., data cleaning,
cross-checks) applied by the study teams to croesskcfor completeness and
consistency at all stages of data managementl{etore, during, and data set

merging).[157, 182]

4.4.2. Preparation of data for secondary data analyses fahe dissertation

My dissertation analyses relied on ANC-HIV-SS dailected between 1994 and
2011 (i.e., repeated cross-sectional surveys .inli994, 1998, 2002, 2004, 2006, 2008
and 2011). Each survey round had a specific datahszefore seven data sets were
merged to facilitate my planned analyses (e.g., pti&valence trends between 1994 and
2011). Because | had planned to use regressioelsadth survey year as exposure

variable and HIV prevalence as an outcome varidlniesated a new continuous variable
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(i.e., survey year) in the merged data set. hdlanalyses were restricted to pregnant
women aged 15 to 44 years to ensure comparabditsa survey year (i.e., 2004 and
2006 data were restricted between age 15 andStéhdard data cleaning procedures
(i.e., consistency, completeness and plausibihigc&s) were conducted prior to

performing the planned analyses.

Briefly, the following procedure was followed in ngeng the seven data sets (i.e.,
1994, 1998, 2002, 2006, 2008 and 2011). Firsteniified relevant variables for the
analysis. Second, | identically named variabledaiomg same type of information (e.qg.,
age named as M_AGE in all data sets. Third, | esckatnew variable for survey calendar
year. Fourth, | merged data sets that bore simdaable names. Data management were
performed using R-statistical software version @/6ich been saved for future updating,

reference and auditing.[188]

4.4.3. Missing data in the ANC-SS (1994 through 2011)

The merged data set had two types of missing va{ligslata missing because
pregnant woman did not provide information andd@g missing because questions
were not asked in a particular survey year (egpusal age in 1998 and 2004, and
educational attainment in 2011).[189-191] Figurkeghows the follow chart of how

analytic samples of ANC-HIV-SS data were created.
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2,207 pregnant
women aged <15
years and aged >44
years excluded

84,707 pregnant women captured in 1994, 1998,
2002, 2004, 2006, 2008 and 2011 ANC-HIV-S$

\ 4

A 4

APC

4,229 records: 2011
subset lacked
education data

82,086 pregnant women aged 15 to 44
years

v

44 years, and with serologically
confirmed HIV serostatus

82,086 pregnant women aged 15 to

413 pregnant women
with missing HIV
serostatus

Pregnant women
aged 25 to 44 yearg

\ 4

\ 4

46,138 pregnant women aged 15 to 24
years between 1994 and 2011

EDU-HIV

A 4

excluded

TRENDS

attainment

41,909 pregnant women aged 15 to 24:1994
to 2008 data possessed data on educational
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Figure 4.1. Flowchart of eligibility criteria of ¢hanalytic sample of pregnant women from seven ANC-
HIV-SS in Zambia for answering the research quadiio my PhD dissertation. The grey arrow shows the
records used for a specific analysis: APC for agiega-cohort analysis; TRENDS for trends in HIV
prevalence and EDU-HIV for the association betwegicational attainment and HIV prevalence.



4.5. Key variables used in analyses for PhD dissertation

The analyses focused on variables that were cetldotthe all the seven rounds of
the ANC-HIV-SS conducted between 1994 and 2011, (age, location of site and the

number of children birthed by a woman).

4.6. Primary outcome variable: HIV serostatus

The outcome variable was HIV serostatus (i.e.,ai@mmously defined as HIV
seropositive (i.e., presence of HIV-specific antiles) and HIV seronegative (i.e., non-

detection of HIV specific antibodies).

4.7. Dependent variables

1.1.1 Age

Self-reported pregnant woman’s age captured aydalls lived at the time of the

first visit to the ANC clinic for the current pregncy.

4.7.1. Survey year

Calendar survey year coded as a continuous varatesponding to the year in

which the survey was conducted.

4.7.2. Parity

Parity was defined as the self-reported numbehfien birthed by pregnant

woman: three groups were defined: no child, onilamd>2 children.
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4.7.3. Residence

Pregnant women'’s area of residence (i.e., urbaaral) was classified according
to the urban-rural classification of site locatemeas by the Government of the Republic
of Zambia (GRZ). Pregnant women recruited at &ifipesite were assumed to have

come from the catchment areas for the participdigglth center.

4.7.4. Educational attainment

Educational attainment was measured as the sclgoggars completed by the
pregnant woman (1994 through 2008 rounds of ANC-88). Educational attainment
values were truncated at 17 schooling years andagidnal attainment >17 schooling
years coded as 17 schooling years completed. EdoddtV association analyses were

restricted to earlier survey data that includedgcational attainment data.[192]

4.7.5. Human subject considerations

In-country ethics committee approved primary datéection for ANC-HIV-SS as
a public health surveillance system. Vanderbilivdrsity Institutional Review Board

approved the secondary data analysis for the Pededation.[157]

4.8. Components of the PhD dissertation work

My dissertation work had four components guidedviay specific aims. First, |
examined the association between educational ateihand prevalent HIV infection
among pregnant women via a meta-analysis of pegewed literature based on data

collected in SSA. Second, | described trends M ptevalence using repeated cross-
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sectionally collected ANC-HIV-SS data from Zamhia.( 1994 through 2011). Third, |
assessed age, period and birth cohort effects ¥rpkdvalence between 1994 and 2011.
Fourth, I investigated the association between &titutal attainment and HIV between
1994 and 2008 using ANC-HIV-SS data. Data analysiee performed using R version

3.0 statistical Program (R foundation, availablatgs://www.r-project.ory and part of

the statistical analyses for the fourth componesrewconducted using STATA version

12.0 (StataCorp LP, College Station, TX, USA).[1883]
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CHAPTER 5

ASSOCIATION BETWEEN EDUCATIONAL ATTAINMENT AND
HIV INFECTION AMONG PREGNANT WOMEN IN SUB-SAHARAN
AFRICAN: META-ANALYSIS BASED ON OBSERVATIONAL STUDES

5.1. Background

5.1.1. Serious HIV burden in sub-Saharan Africa

Human immunodeficiency virus (HIV) , the virus tltauses acquired
immunodeficiency syndrome (AIDS), remains a serijouislic health concern
worldwide.[10] Between 1990 and 2011, the numbigreople living with HIV
increased fourfold from 8 million to 34 million.[8, 10] The HIV burden is severest in
sub-Saharan Africa (SSA) (i.e., accounting for 28ibion (69%) of global HIV
infections in 2011) where for more than 25 yedrs, ytearly estimates of incident HIV

infections and HIV burden have been highest.[10]

Of the 2.7 million new HIV infections estimatedtave occurred worldwide by the
end of 2011, an estimated 70% (1.8 million) ocalitreSSA. The HIV epidemic in most
countries in SSA is generalized ( HIV prevalencgdnel 1% in the general population),
and HIV burden varies widely between and withinrtoes.[10] For example, HIV
prevalence in most of Central and West Africa isiparatively low, though high
compared to countries outside Africa (i.e., randnogn 0.9% in Senegal in 2009 to 5.3%
in Cameroon in 2009) but lower compared to burdemast southern SSA countries.
HIV prevalence among adults ageth years in most southern SSA countries is > 10%

and represents the region of the world’s with tlesnntense transmission.[4, 23]
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5.1.2. Risk factors for HIV infections are diverse and inerrelated

To understand the dynamics of the HIV epidemic$ASseveral factors (e.g.,
urban-rural residence, age, educational attainnsestpeconomic status, sex, spouse age,
marital status, and parity, young age at first séxtercourse, spousal characteristics,
multiple lifetime partners and unprotected hetexaaéintercourse) have been
investigated as possible risk factors for the ghoeftthe HIV epidemic culminating in
both convincing and divergent findings.[40, 56, 1180] Specifically, educational
attainment is a key factor in several health armhemic outcomes, and its association
with prevalent HIV infections has been examinedadip in a number of epidemiologic
studies, but the findings have been divergent: tnegassociation, no association to

positive association.[48, 52, 80, 81, 141, 194-197]

5.1.3. Education’s plausible protective HIV effect is incasistent in the literature

Whereas evidence from chronic diseases researghstern countries (e.g.,
diabetes, asthma) has consistently found low edugdow literacy and low health
knowledge to be associated with poor health outspfiredings from studies that
examined the association between educational ateaihand HIV infection have yielded
mixed findings.[126] Hargreaves & Glynn (2002)istematic review of the literature
on the association between educational attainnmehpeevalent HIV infection based on
27 studies comprising 27 studies published by 286d,reported a non-significant
association between educational attainment andikfBttion in seven studies.[139]
Further, most studies conducted in SSA in earkary of the epidemic (i.e., 1980s and
1990s) found a positive association between higitatbnal attainment and HIV

infection.[52, 80, 81, 196] On the other hand, s@tudies had found significant
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protective association between education attainmedt-HlV infection among young
girls in Zimbabwe [138], men and women in Ugand&]14nd women in Cameron and

Benin[139].

A subsequent systematic review by Hargreaves (@08I8) focused on studies
conducted in SSA published between 1987 and 20@&8naed that odds of HIV
prevalence were lower among educated people than@giess educated people. The
protective effect of higher educational attainma&ate prominent in later years of the
HIV epidemic, post 1990s.[81] The protective effeceducation is highly anticipated,
but review of literature published 1985 and 201dldate an ally of studies that have
reported mixed findings on the association betweslrcational attainment and prevalent
HIV infection.[50, 52, 81, 183, 196] Encouragingtgcent reports have indicated
marked decline in HIV prevalence among educateg@lpespecifically in urban areas of

most countries in SSA with historically high HIV tolen (e.g., Zambia).[24, 36, 52, 196]

Resting on the assumption that educated peoplmarre likely to adequately
process information about risk factors for HIV ictien, and may be more willing to
respond to preventive interventions in a positianmer than would the less educated
people, HIV prevalence might be expected to decthioee steeply among educated
persons than less educated people.[40, 50, 56xample, the demographic and health
survey (DHS), a country-wide cross-sectional stoalyducted in Zambia in 2007
revealed an increasing prevalence of HIV with iasieg level of education among
women (10.8%), primary; (15.8%) secondary; (17.4%g) post-secondary (21.3%).[29,

36, 51, 140]
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5.2.  Overview of the educational attainment and HIV infetion relationship

Because the association between educational agatramd prevalent HIV
infection seem to vary over time, continued assess$tie association between
educational attainment and risk of HIV infectionghmi be a key step in guiding
packaging and targeting HIV prevention and treatnm@erventions, and identifying
groups at higher risk of HIV. [24, 42, 43]. Foraexple, higher educational attainment
has been linked to better treatment outcome ameagle living with HIV and receiving
combinational antiretroviral therapy (CART).[82,8]19 Recent studies have suggested
that favorable treatment outcomes among HIV-inféqgteople receiving CART are more
likely among educated than among less educatedg€eldmerefore, the association
between educational attainment and prevalent Hi&ttion is likely to be plagued by
survival bias, especially if people aged >25 alus the analyses. Consequently, the
relationship between educational attainment andgbeat HIV infection may include

survival bias, unless incident cases data are fosede analysis. [82, 83, 196]

5.2.1. Meta-analysis of research findings on the associati between educational
attainment and prevalent HIV infection

This study was crafted to conduct a meta-analyfsiseomore recent peer-reviewed
literature regarding the association between edutatattainment and prevalent HIV
infection, based on data from studies conducteddsst 2000 and 2012 in SSA. No
meta-analysis has been conducted to associatisrebeteducational attainment and

prevalent HIV infection.

Because of anticipated differences in the studggutares, populations and data
analysis methods, heterogeneity of eligible stutbeplanned meta-analysis was
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anticipated. DerSimonian-Laird random effect moglas applied to account for possible
heterogeneity concerns across the eligible studidse meta-analysis to investigate
whether greater than primary school educationrattant was associated with increased

odds of prevalent HIV infection.

5.2.2. Restricting meta-analysis to studies conducted amgrpregnant women in
SSA may limit heterogeneity

Lumping studies conducted in diverse populatioagéther increases diversity
and, perhaps, generalizability, and may be handldda pre-specified subgroup
analysis. However, pre-specified inclusion critddeused on a specific population can
increase the likelihood of finding more valid amddised answers to specific research
guestions than when looser inclusion criteria giad.[199-201] To limit the
variability and diversity of the study populatiodinem whence data for the current meta-

analysis were drawn, | restricted eligible stud@those conducted in pregnant women.

Consequently, studies included in the current raetysis were drawn from
subpopulation that is highly generalizable to adimen of child-bearing age and also
minimized the variability of estimates comparedrte variability that would arise if
studies were drawn from more diverse populatio®d]J2Vly research question was to
examine whether primary school education among pregnant womerSiA &as

associated with increased odds of prevalent HI€atnbn.
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5.3. Methods

5.3.1. Overview of search criteria

The development of the search criteria to idergifydies that examined the
association between educational attainment andaf@etvHIV infection among women
in SSA was guided by the PICOTS framework.[201-208 PICOT framework directs
researchers to pre-specify the population, intergaror exposure, comparison groups,
time frame, and research designs of studies thatdiae eligible for the planned meta-
analysis.[201-203] The present meta-analysis fedws observational studies indexed
in the electronic databases of scientific literattirat were conducted between January
2000 and December 2012. Randomized studies aenvénis field of research due

ethical and practical challenges.[58, 140, 201]

5.3.2. Study outcome, exposure variable and measure of agsation

The primary exposure variable for the current naatalysis was the pregnant
woman'’s self-reported educational attainment. Loedricational attainment was
defined as less than primary school educationairetttent. To be eligible for inclusion in
the current meta-analysis, the study’s definitiblower educational attainment needed
to match closely with the inclusion criteria defion of lower educational attainment
(i.e., <primary educational attainment). The expesategory was defined aprimary
educational attainment. The outcome variable wésettas serologically confirmed
HIV serostatus (i.e., HIV seronegative or seropesjtbased on any standard, validated

assay (e.g., rapid test, ELISA, and/or Western) blot
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5.3.3. Measure of association for the meta-analysis

The measure of association for the current metbssisavas the odds ratio. The
odds ratios and 95% confidence intervals (Cl) vesténated from counts and
proportions of prevalent HIV infections for studiésit did not report odds ratio but

reported prevalence ratios or counts and propof86f, 204]

5.3.4. Study site locations, study design and time framef eligible literature

The present meta-analysis was restricted to obisemah studies (cross-sectional,
case-control or cohort studies) of which > 95% waoss-sectional studies conducted in
any of the 47 countries in SSA as defined by thedry of Congress

(http://www.loc.gov/rr/amed/guide/afr-countrylistait accessed June 9, 2013). We also

considered the newly formed country South Sudgraasof SSA, though it is not listed
on the Library of Congress web site. Peer-revieartidles indexed in electronic

databases (see below) between January 1, 2000emahiber 30, 2012.

5.4. Literature search strategy

To minimize bias that could have arisen from onoissif germane studies, a
comprehensive and systematic literature searclhcaraducted to identify eligible studies
in the following databases: MEDLINE via PubMed, Aeaic Search Premier,
PsycINFO, Embasse, Web of Science, African Joubmdihe and Africa Index
Medicus.[200] With the help of the librarian atkifsl Library [Ms. Marcia Epelbaum],
search criteria that maximized the yield of potahtieligible studies were developed.
Pre-specified search criteria were applied to ecb@&onsistent, reliable, rigorous, and

reproducible retrieval of information.[200, 205,620
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5.4.1. Literature search and search terms

Systematic searches, without language restrictiare performed between
February 2012 and 3March 2013 to identify studies that met the prérgel inclusion
criteria from the following databases: PubMed/MENE], Web of Science, Africa
Journal Online and Embasse. To accomplish a cdrepsgve retrieval of literature on
the association between educational attainmenpeawhlent HIV infections, medical
subject headings (MeSH) were used in crafting $estrategies. For example, six search
criteria were applied for harvesting articles ing@éxn MEDLINE and the other
databases. Search criteria comprised medicalduigading, subject headings, and key
words relevant to the current research questicgcaBse articles identified from other
databases were subsets of articles indexed in MEBL&n overview of search criteria
applied in MEDLINE database to identify eligibldialles are presented in the following

sections.

5.4.2. First search criteria

Two hundred and thirty (230) articles were identiffrom MEDLINE using the
first search: ((("Educational Status"[MeSH]) AND NHinfections"[MeSH]) AND

"Africa South of the Sahara"[MeSH].

5.4.3. Second search criteria

Thirty nine articles were identified from MEDLINEsung the second search:
((("Educational Status"[MeSH]) AND ("HIV"[MeSH] ORHIV Infections"[MeSH]))

AND "Africa South of the Sahara"[MeSH]) AND pregreariMeSH].
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5.4.4. Third search criteria

The third search criteria harvested 1397 artidlesifMEDLINE using third search
criteria: ("educational status"[MeSH Terms] ORd{leational "[All Fields] AND
"status"[All Fields]) OR "educational status"[Allgtds] OR ("educational”[All Fields]
AND "attainment"[All Fields]) OR "educational attanent"[All Fields]) AND

("hiv"[MeSH Terms] OR "hiv"[All Fields])

5.4.5. Fourth search strategy

The fourth search criteria yielded 59 articlesifrMEDLINE using the fourth
search criteria: ((("educational status"[MeSH T&f@R ("educational"[All Fields]
AND "status"[All Fields]) OR "educational status'Acields] OR ("educational"[All
Fields] AND "attainment"[All Fields]) OR "educatiahattainment”[All Fields]) AND
("hiv infections"[MeSH Terms] OR ("hiv"[All FieldsAND "infections"[All Fields]) OR
"hiv infections"[All Fields])) AND ("pregnancy”[MeB Terms] OR "pregnancy"[All

Fields])) AND ("africa"[MeSH Terms] OR "africa"[AlFields])

5.4.6. Fifth search strategy

Based on the fifth search criteria, 331 articlesandentified from MEDLINE:
(("educational status"[MeSH Terms] OR ("educatidjidl Fields] AND "status"[All
Fields]) OR "educational status"[All Fields] OR @tecational"[All Fields] AND
"attainment”[All Fields]) OR "educational attainmigAll Fields]) AND ("hiv
infections"[MeSH Terms] OR ("hiv"[All Fields] ANDihfections"[All Fields]) OR "hiv
infections"[All Fields])) AND ("africa south of theahara"[MeSH Terms] OR

("africa"[All Fields] AND "south"[All Fields] AND 'sahara”[All Fields]) OR "africa
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south of the sahara"[All Fields] OR ("sub"[All Fid] AND "saharan"[All Fields] AND

"africa"[All Fields]) OR "sub saharan africa"[Alliélds])

5.4.7. Sixth search strategy

This search strategy returned 353 articles from MEE: ("Educational
Status"[MeSH] OR "educational attainment"[tiab] @&ucation*[tiab] OR
"literacy"[tiab]) AND ("HIV"[MeSH] OR "HIV Infections"[MeSH] OR HIV[tiab]) AND
("Africa South of the Sahara"[MeSH] OR Africa[tigtAND ("pregnancy’[MeSH

Terms] OR pregnancy(tiab])

5.4.8. Search for related articles in databases

To capture studies that could missed by the “Me&iths alone; the “related
study” feature in PubMed was used to identify mamtécles from four highly relevant
articles (i.e., Hargreaves and Glynn (2002), Hages et al (2008), Sandoy et al (2006)
and Johnson et al (2009).[52, 81, 141] For examgieg “related article” feature in
PubMed based on the study by Johnson et al (20@PHargreaves et al (2008) yielded a
further 803 articles related to Johnson et al (2@D@ 69 articles related to Hargreaves et
al (2010) that were then reviewed for eligibilityrfinclusion into my study.[141, 146] )
The first, second and corresponding author’'s namsge also used to identify more
articles. Additionally, published systematic revge meta-analysis and editorials were

searched to identify potentially eligible artic[é€, 52, 81]
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5.4.9. Cross-references and specialized journal searches

To identify studies that might have been missedhduhe electronic searches,
bibliographic sections of all eligible articles wezxamined to limit the possibility of
selection bias that could arise if important aetscivere left out of the study. Further
searches of the literature were conducted in HIY3®&dspecific journals (e.gAIDS,

AIDS Care, JAIDB[207].

5.5.  Grey literature

The so-called “grey literature” may provide furtheformation and limit
publication bias, but my study was restricted terpeviewed articles because of validity

concerns from reports that were not peer-revie\260,[206, 208]

5.6. Exclusion criteria

Studies that did not meet the inclusion criteriaevexcluded. First, because
conduct of meta-analysis requires estimates of cakitss and standard errors, studies
that did not report odds ratios and did not prowdeugh raw data to facilitate estimation
of the odds ratios and standard errors for thesan@ation between educational
attainment and HIV were excluded. Second, | s@édor studies that adjusted for
covariates regarded as intermediates in the rakgtip between educational attainment
and prevalent HIV infection because adjustmenafeariable assumed to be on the
causal pathway may adjust away the associationtefast. Third, | excluded studies
whose definition of educational attainment did fitotlosely with the meta-analysis
definitions of exposure and outcome variables. rifou excluded studies that based their

analyses on data collected before year 2000 buispell between 2000 and 2012.
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5.6.1. Screening articles for eligibility

Potentially eligible articles harvested using tihe-gpecified search criteria were
screened according to the pre-specified inclusrdar@ for the current meta-analytic
study. First, all the titles of citations were dda judge their relevance to the research
guestion. Second, | read all potentially eligidbestracts, and subsequently retrieved full
articles for further reading and inspection foexgnt data. Eligible articles were

assigned a distinctive identity numbers for syst&yend convenient tracking.

5.6.2. Data coding, and abstraction

| extracted relevant data from eligible studie$ie Tollowing data were abstracted:
name of first author; year of publication of thedst; study design; primary exposure
level; outcome measure; publication year of theystaountry; measure of association
and 95% CI; number of HIV-infected woman among Ioasred higher educated women
to aid calculation of the odds ratio and standardre and year in which the study was
conducted. Further data on sampling strategy, (@gdom or non-probability), study

size, and study year were abstracted

5.6.3. Data management and statistical analysis

The bibliographic data of eligible reports weredilin an EndNote library. Data
relevant to the current meta-analysis were entietteca standard electronic data form in
a data entry screen in Epi Info™ 3.5.1, a publimdm statistical software developed by
Centers for Disease Control and Prevention.[18fi¢ Jtudy data set created in Epi Info
3.5.1 was imported in R-statistical and computiofjveare for subsequent data

analysis.[188]
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First author's name and corresponding author’s samgblication year of the
article and study site were used to screen foricafgl articles among potentially eligible
studies. The current report with permission frognadvisor is based on data | singly
extracted, and this has been noted as a limitat@ognizant of the biases that may arise
when data are extracted by one person, plans dexway for an independent person, yet
to be identified to abstract 20% of the randomlgsted eligible articles. The reporting
format for the current meta-analysis was guidethieyPRIMA guidelines (Preferred

Item Reporting for systematic review and Meta-asialy

5.6.4. Assessment of methodological quality

Findings of a meta-analysis are trustworthy toekient that primary studies
included in the analytic sample are validity. Biigi studies were examined for possible
biases (i.e., study design, data collection promeduad statistical methods), although in
general the risk of bias was high given the obd@mwal nature of the eligible studies.
Study design features that could have compromisegitimary studies included: clarity
of definition of educational attainment; magnitude¢he sample size; clarity of the
inclusion and exclusion criteria; ascertainmergtafly variables; selection of study
participants (i.e., sampling approaches whetheveoient or probability samples or
probability sampling); clarity of multivariable meling process (e.g., excluding studies

that adjusted for variables on causal pathway.[204]

Eligible studies for the current meta-analysis wetamined by one person
[Webster Kasongo]. Further review of the study repby a second person will be

conducted prior to peer-reviewed publication. Bmsesthe definition of the primary
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exposure and outcome variable for the current raptdysis were fairly straightforward,
and the need to consult a second opinion did net,amy advisor has approved my
presentation of these findings for my doctoral elisgtion, given time constraints.[209]

This is not to disregard enhancement in the validitmeta-analysis findings derived

from cross-checking by a second reviewer.

5.6.5. Statistical analyses

Data analyses were conducted using Metafor padkagesoftware version 3.0 and
to a limited extent (i.e., trim and fill analysiS)ata™ software version 12.1.[188, 193,
210] Data were converted into stata version 1EIdemat via STAT-transfer software.
Data cleaning, consistency and completeness cheslkesperformed using R software

version 3.0.[188, 193, 210] All analyses were aarted with a 95% confidence level.

The distribution of sample sizes of eligible wexamined and range
computed.[211] Log odds ratios (OR) and correspanstandard errors at 95%

confidence level were computed to enable the medhyses.[211]

5.6.6. Computation of log odd ratios and 95% CI

The measure of association for the current metéssisavas the odds ratio.
Therefore, log odds ratios and standard error%t €onfidence level were computed
from odds ratios and 95% Cls. Where the odds vedi® not directly reported, log odds
ratios and corresponding standard errors at 95%dsmte levels were computed from
cell counts standard formulas shown below. Bridftg odds ratio were computed by

dividing the odds of being HIV-infected among praghwoman who reported
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attainment of greater than primary school educdtipthe odds of being HIV-infected
among pregnant women who reported educationahatext that was less than primary
school.[204, 211] The standard error of the logsoctio was computed as the square

root of the sum of the inverses of cell countshasag in Equation 1.[204, 211]

Table 5.1 shows the positioning of the cell codatscomputing log-odds ratio and

standard errors where “a”, “b”, “c”, and “d” arelloeounts that were used in equation 1

Table 5.1. Counts of pregnant women by HIV serastand educational attainment category

HIV seropositive HIV seronegative
>Primary education a b
<Primary education c d
Total

*
OR :(E*SJ and Standard Error of Log OFX/fji —1+ —1+—1}

5.6.7. Log odd ratio and standard error calculation

Log-odds ratio was computed via natural logaritfrodus ratio value. Standard
errors of log-odds ratios for each report were cot@g using the equation indicated

below programmed in statistical and computing safenR-version 3.0.[204, 211]

logOR . .
Standard Error of Log OR E 9 upper °°;f'd5fge limit

- IogORj

To detect outlying log-odds ratios and standardresf log-odds ratio that
represent a source of undesirable influence oeshimmates from the meta-analysis, |

used box plots.
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5.7. Meta-analysis conducted using log odds ratios andh¢ir standard errors

Because the studies were drawn from differentrsgdtithe random effects model
based on the DerSimonian and Laird method was teseahduct the meta-analysis of
odds ratios from eligible studies. [212-214] Thadom effects model enables an
investigator to account for between-study varispil the measure of association of the
relationship between educational attainment andgbeat HIV infection.[201] The
studies included in the meta-analysis were by nanséndistinguishable but are
comparable enough to be combined. Use of the rareftects model enabled
accounting for within and between study variabi(itg., statistical heterogeneity among
studies). [206]. Sensitivity analyses were pemied to assess the robustness of the
meta-analyses with and without outliers for log-®datios and corresponding standard

errors

5.7.1. Justification for using random effect model for thecurrent meta-analysis

Meta-analysis studies are often plagued with betwstedy heterogeneity to
varying degrees because “primary studies” includetie meta-analysis differ in the
subject recruitment procedures, laboratory or sgioal methods for HIV diagnosis,
overall study quality and trustworthiness. Becawughin-study measurements tend to be
correlated beyond what would be expected for batvatedies measurements, a need
arise to account for possible heterogeneity, wimely harm inference if present.[215]
Rather than considering heterogeneity as a potgmbalem that may hamper meta-
analyses, use of the random effect model to perbometa-analyses was pre-specified

given the anticipated heterogeneity.[201]
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5.7.2. I-square, Q-statistic, and tau-square to assess beten-study heterogeneity

Three measures of heterogeneity were estimatesstsa between-study variability
among eligible studies. First, | evaluated betwsitewly variability among studies that
were eligible studies for the meta-analysis by cotimg the I-squared statistic. I-squared
is the ratio of true heterogeneity to total obsdrvariation. Second, high I-squared
statistical value might be substantively less mmegfuil if an estimated tau-squared value
were very small, therefore | computed tau-squanesldo assess between-study variance.
Third, the Q-statistic, a descriptive statistictttests the null hypothesis that studies share
a common effect size was reported. Collectivdiyeé measures of parameters were
applied to assess the extent of heterogeneityudsgl, Q-statistic and tau-squared) and

whether the detected heterogeneity was substaptiveaningful.

5.7.3. Visual assessment of publication and small studyzg bias: funnel plot

To assess potential publication bias and/or ovieflyential small studies, standard
error of log odds ratios for each study were ptbtgainst log-odds ratios and odd ratios
to generate funnel plots.[201] Asymmetric funniettg signaled possible but not definite
presence of publication bias and/or small samgs.[#01] To evaluate potential
publication bias, Egger’s tests were performedbliBation bias and small study bias

were said to be present if the p-value for the Egdest was < 0.05. [216]

5.7.4. Trim and fill method for assessment of small studyias

To assess whether publication and small studyibfagenced the estimates from
meta-analysis, trim and fill analysis strategydssessment of bias was applied to the

analytic sample of eligible studies. Trim and fdhalyses generates a funnel plot that
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includes estimates from iterative non-parametrithme synonymous with conducting
sensitivity analysis on the basis of the assumptan studies with the most extreme
measures of association were left out of the amalgad are subsequently imputed and

included in the trim and fill analysis.

5.7.5. Meta-regression to assess variation of the assocat between educational
attainment and HIV infection

Further motivation for the current meta-analysis Wwaassess whether the
association between educational attainment andafgetvHIV infection has changed
over the course of the HIV epidemic. Consequestiydy year was applied as an
explanatory variable in a meta-regression to evaludether the association between
educational attainment and HIV infection has vatsohg data collected in SSA between

1% January, 2000 and 3December, 2012.[5, 201, 210]
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5.8. Results

5.8.1. Eighteen studies met the pre-specified inclusion iteria

Figure 5.1 outlines the process followed in idesi§) eligible citations for the
current meta-analysis: from screening of abstilestto selection for inclusion as well
as specific reasons for inclusion or exclusionitastions. A total of 3020 studies were
generated by the search criteria, 53 were idedtdie potentially eligible but only 8 study
reports met the pre-specified inclusion criteriatfee current meta-analysis. Twenty-
nine reports were excluded because the studiesaweadzicted in non-pregnant
population. A further 6 reports were dropped fritva 24 reports that met the inclusion
criteria because the data were collected prio0@02leaving 18 eligible studies for

inclusion into the meta-analysis (Figure 5.1).

5.8.2. Eligible studies were dominantly were cross-secti@h surveys

Seventeen studies (94.4%) included in the metaysisatollected data cross-
sectionally, and one study collected data via a-castrol design. Only one study report
among the 18 studies considered for the meta-aealygs specifically crafted to
examine the association educational attainmenpagxhlent HIV infection.[141] The
search criteria did not impose a language restnidbut all studies returned from the

search were reported in English.
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3020 abstracts identified via pre-specified
search criteria outlined in method sectio

3971 articles irrelevant tg
study question excluded

\ 4

\ 4

49 potentially relevant studies identified
based on the title and abstracts

4 articles identified via
focused hand-search

y
53 full-text articles retrieved and reviewed

29 articles excluded
because study
conducted in non-
pregnant women

v
24 articles potentially eligible for the meta

analysis
6 articles excluded
»| because the article was
"| based on data collected
prior to 2000
\ 4 [6]
18 study reports included in the meta-
analysis

Figure 5.1. Flow diagram of the screening procedareitations that examined the association betwee
educational attainment and prevalent HIV infectioait were identified for the meta-analysis: studiese
published between 2000 and 2012. Indicated inbloeefigure the number of citations screened,
identified, excluded, and ultimately incorporatadhe meta-analysis.
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5.8.3. Box plot of log odds ratio and corresponding standal error identified an
outlier

To assess the extent to which outliers among lalgedtio and among standard
error of log-odds ratio might influence the estieaf the measure of association from a
meta-analysis, the distribution of log odds ratiosl the corresponding standard error of
the log odds ratios were assessed using box plarg 5.2).[217] The standard error
for the log-odds ratio for Yahya-Malima et al. (B)@ualified as a possible outlier.[218,

219].

Extreme value or possible outliers can be winsdripdimit influence of extreme
values on parameter estimates and consequentlyratedbe effect of possibly spurious
outliers.[220] Although some meta-analysis expert®@mmend winsoring to mitigate the
influence of extreme values, | chose not to wirsmnutliers in the present meta-analysis
analysis because of the inherent assumptions dorareffect models meta-analysis that
the eligible studies were sampled from a populatibstudies in which the measure of
association characterized by variability in measfrassociation. Therefore, one might
argue that outliers maybe representing unique essudiherent variability in the
relationship across studies may yield outlierswileer, a sensitivity analysis of meta-
analysis with (OR=1.18, 95% CI: 0.93, 1.50) and with(OR=1.21, 95% CI: 0.95, 1.53)

an outlier.[220]
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Figure 5.2. Distribution of the log odds ratios amdresponding standard errors of the log oddssati
among 18 studies published between 2000 and 2@l®ied in the meta-analysis of the association
between educational attainment and prevalent Higttion. Standard error for log-odds ratio for
association for the Yahya-Malima et al (2006) stadgmed to be a possible outlier as representad by
filled circle Fig 6b. The thick horizotal bar indie the median values whereas the horizontal ratiseo
extremities of the box represent minimum value amacimum values respectively. The upper end and
lower end of the boxes represent th& pBrcentile and 25percentile respectively.
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5.9. DerSimonian-Laird random effects model meta-analys

5.9.1. Overall estimate for the relationship between greadr than primary school
educational attainment and HIV infection

There was no significant association between edutatattainment and HIV
infection based on meta-analysis of odds ratios%%d C| from 18 observational studies
conducted in SSA between 2000 and 2012. The pasitichate of the odds ratio and
95% CI computed using DerSimonian-Laird randomaffeodel method indicated a
non-significant positive association (OR=1.18, 95900203, 1.50) between educational

attainment and prevalent HIV infection.

5.10. Evidence of heterogeneity detected

5.10.1.I-squared revealed presence between-study varialiyi

The I-squared measures the proportion of the vataability in the measure of
association that can be attributed to the hetemiggeacross studies in the measure of
association than chance; | found this to be 84.4&b avlower and upper confidence limit
of 78.4% and 96.1% respectively for the 18 studiBlse estimated value of the I-squared
estimated is suggestive of considerable heterogebeiween-studies in odds ratios

among studies that were included in the currenaraetlysis.

5.10.2.Q-statistic revealed presence between-study varidhy

Based on the DerSimonian-Laid random effect modshranalysis, the Q-statistic
was 109.1 with 17 degrees of freedom and a correlpg p-value of less than 0.001 at

95% confidence level. Because the p-value cormedipg to the estimated Q-statistics

80



with 17 degrees of freedom is <0.001, there seerhe ®vidence of between-study

variability in odds ratio than would be expecteddmance (P-value>0.001).

5.10.3. Tau-squared statistic as a measure heterogeneity

The tau-squared is the between-study variance.dBas¢he 18 studies included in
the present meta-analysis tau-squared was estiraafd8 with a lower bound of 0.12
and an upper bound of 0.83. Noteworthy is the tlaat the I-squared, even though high
(I-squared =84.4 %) may be substantively less megéulimwhere the tau-squared value is
very low (as it was here, equaling 0.18). Giveat the three measures (i.e., I-squared,
Q-statistic, and tau-squared) presence of hetesiydpetween studies and therefore use
of random effects model for the present meta-aislggustified. To explain the

observed variability in the odd ratio between stgdivould require further assessment.

5.11. Forest plot of the result of the meta-analysis

To visually represent the measure of associatien @dds ratios and 95%

confidence interval) in my meta-analysis, | genedla forest plot (Figure 5.3).
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Author and Year Study Year Country Sample size Design 0Odd Ratio [95% CI]

Johinson, 2009 2000  South Africa 7312 1 Ha 1.18[1.00, 1.42]
Lawoyin, 2004 2001 Nigeria 343 1 —— 2.39[1.34,4.26]
Urassa, 2006 2001 Tanzania 3689 1 ——— 1.51[0.77,2.97]
Crampin, 2008 2002 Malawi 2874 1 - 1.29[0.93,1.78]
Sandoy, 2002 2002 Zambia 4409 1 ; —— 3.76[2.67,5.29]
Mwandangalirwa, 2009 2002 DRC 1116 1 P 2.29[1.13,4.65]
Utulu, 2007 2002 Nigeria 404 1 —e—i 0.60[0.40,0.90]
Kwiek, 2008 2003 Malawi 3824 1 —— 1.01[0.67,1.52]
Yahya-malima, 2006 2003 Tanzania 1377 1 : 0.30[0.05,1.68]
Johnson, 2009 2003  South Africa 6881 1 - 1.07[0.87,1.32]
Yahya-Malima, 2006 2004 Tanzania 1377 1 — 0.50[0.22,1.14]
Kuate, 2009 2004 Cameroon 16626 1 . 0.57[0.42,0.77]
Kiptoo, 2009 2005 Kenya 4638 1 4 0.97[0.75,1.27]
Kayibanda, 2011 2005 Rwanda 563 1 —_ 0.56[0.18,1.74]
Fabiani, 2007 2005 Uganda 3454 1 —— 1.10[0.65,1.87 ]
Etukumana, 2010 2005 Nigeria 350 1 i 2.40[1.09,5.30]
Nakubulwa, 2009 2005 Uganda 250 2 e 2.92[1.08,7.86]
Johnson, 2009 2005 South Africa 6293 1 &3 0.91[0.73,1.13]
RE Model 0 1.18[0.93,1.50]
>= plrimary reduc:les odds I >=primar3i heightens odds
0.05 0.25 1.00 5.00

Figure 5.3. DerSimonian and Laird random effectslehaneta-analysis of odds ratios based on 18 studie
that examined the relationship between educatiattainment and prevalent HIV infection. Horizoritaks

in the forest plot represent 95% confidence inteava the diamond shaped object at the bottomeoptat
represents the pooled summary odds ratio. The slwped objects on the horizontal bars denotedtie
ratio of respective studies. Study year indicatesyear the study was conducted: For example, dahns
2009 indicates paper was published in 2009 butiéte included are from 2003. Design of the stgdy i
indicated under design column: “1” denotes crasgignal and “2” denote non-cross-sectional study.

5.12. Funnel plot for publication and/or small study biasassessment

Figure 5.4 shows funnel plot as a visual assessofgniblication bias based on the
18 studies included in the meta-analysis. Thedlpiot is asymmetric and is

suggestive, but not confirmative of small study/angublication bias.
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Figure 5.4. Funnel plot for visual assessment e§@nce of small study and/or publication bias amidhg
studies conducted in SSA that were included imtleéa-analysis for the association between edugdtion
attainment and prevalent HIV infection. Plots afues of standard errors versus log-odds ratias @)
and versus odds ratios (Fig.4b) and both funnas@ppear to be slightly asymmetric. The largelesr
with broken lines highlight areas likely to be steg of asymmetry. Caution: funnel plot interpretatis
subjective because it visually based.

5.12.1.Egger’s test for assessment of small study and puddtion bias

Further examination of the evidence of asymmetrgrasdication of publication

and/or small study bias by Egger’s test (p-valug5Prevealed a statistically non-
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significant result, thus implying a lack of evidenor presence of publication and/or

small study size bias

5.12.2.Sensitivity analysis using meta-trim suggests thamall studies with extreme
values were suppressed

As part of the sensitivity analyses to assessrithe@eince of studies with extreme
values on the estimated pooled odds ratio, trimfélrepproach was used, and two
studies imputed as shown by the open circles iriuheel plot in Figure 5.5. The p-
value from the trim and fill analysis suggestechdigant heterogeneity across studies
was detected (p-value =0.001).[201, 221] Figuresbdws two open circles that
represent studies which were imputed via itergtnoeedure of the trim and fill method.

The open circles are mirror images of the extremedias. [201, 221]

Based on the sensitivity analysis using trim atiddhdom effect model, the
relationship between educational attainment andgbeat HIV infection was not
statistically significant (OR=1.25, 95% CI: 0.9958). The estimates (OR=1.25, 95% CI:
0.99, 1.58) with data based on filled data (i.ethwhree studies) were comparable to

estimates (OR=1.18, 95% CI: 0.83, 1.50) withoueditin studies.
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Figure 5.5. Display of trim and fill plot for evadting the robustness of the funnel plot for assessi
evidence of presence of small study size and/oligatlon bias. Figure 5b represent the funnel pkxed
on the trim and fill sensitivity analyses. Thertrand fill method assumes that studies with thetmos
extreme measures of association are suppressea stlidies were imputed in the trim and fill senii
analyses to correct the asymmetry, and are repgezkby the open circles. The analyses were basd® o
studies conducted in SSA between 2000 and 2012xamined the association between educational
attainment and prevalent HIV infection.

5.13. Cumulative meta-analysis to examine evidence betwe2000 and 2012

The association between educational attainmenpesndlent HIV infection
changed from positive association to positive hulkfor studies conducted between

2000 and 2006 but published between 2000 and ZfP2.[
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Author(s) and Year Survey* Country Design Odd Ratio [95% Cl]
Johnson1, 2000 South Africa 1 1.19[1.00,1.42]
+ Lawoyin, 2002 Malawi 1 — 1.59[0.81,3.12]
+ Urassa, 2005 Kenya 1 e 1.52[0.99,2.34]
+ Crampin, 2004 Tanzania 1 1.38[1.08,1.78]
+ Sandoy, 2005 Rwanda 1 1.82[1.15,2.87]
+ Mwandangalirwa, 2002 Zambia 1 1.87[1.26,2.78]
+ Utulu, 2005 Uganda 1 - 1.59[1.00,2.51]
+ Kwiek, 2002 DRC 1 - 1.50[0.99,2.26]
+ Yahya-malima, 2001 Nigeria 1 - 1.40[0.93,2.12]
+ Johnson2, 2002 Nigeria 1 - 1.36[0.94,1.96]
+ Yahya-Malima, 2003 Malawi 1 — 1.26[0.87,1.83]
+ Kuate, 2005 Nigeria 1 —— 1.16[0.80, 1.69]
+ Kiptoo, 2005 Uganda 2 — 1.15[0.82,1.61]
+ Kayibanda, 2001 Tanzania 1 — 1.11[0.80,1.54]
+ Fabiani, 2003 Tanzania 1 — - 1.12[0.82,1.51]
+ Etukumana, 2004 Cameroon 1 em 1.16[0.86,1.56]
+ Nakubulwa, 2003 South Africa 1 ——— 1.20[0.90,1.62]
+ Johnson3, 2005 South Africa 1 ——— 1.18[0.90,1.55]
I I

0.25

0.50

1.00

Overall Estimate

Figure 5.6. Cumulative meta-analysis forest pladobon 18 observational studies conducted in SSA
between 2000 and 2006 but published between 200Q@12 that examined the relationship between
educational attainment and prevalent HIV infectiOdds ratio > 1.0 indicated increased odds ofadest
HIV infection among pregnant womemprimary school education. For cumulative meta-gsial analyses
proceeds chronologically, at each stage addingstuty and computing the overall odds ratio and the

analysis terminates with most recent study

5.13.1.Meta-regression with survey year as the predictor ariable

Meta-regression was conducted with survey yeahagxplanatory variable and
the estimated amount of residual heterogeneity (aa-squared) was 0.87. The lower
bound was residual heterogeneity was 0.65 and upperd at 1.52. This meta-
regression assessed whether association betweeatiethal attainment and prevalent

HIV infection varied by the year in which the supwgas conducted over the course of
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maturation of the epidemic in SSA. Using meta-esgion with study year as
explanatory variable accounted for an estimate8%%f the total amount of

heterogeneity in the odds ratio.

5.13.2.Association between educational attainment and prelent HIV infection

The pooled odd ratio estimate for the associatetween educational attainment
and prevalent HIV infection was 1.18 (95% CI: 0.93%0) indicating a non-significant
modestly positive association among pregnant woimenb-Saharan Africa. Although
non-significant pregnant women with greater thampry school education were 18%
more likely be HIV seropositive than were pregnaotnen with less than primary

school education. The finding could be a chancdirfig

The change in the estimated I-squared estimated fneta-regression was little
compared to I-squared without using study yeaexatanatory variable. Figure 5.7 is
based on meta-regression with survey years asgioedi he estimated I-squared was
87.40% with lower bound of 75.0% and upper bounfi®o¥ %. The p-value <0.001 for
residual heterogeneity suggest that other factorgonsidered in the current analysis
may be swaying the relationship between educatiattainment and prevalent HIV
infection. Based on the current data, the yeamvthe study was conducted does not
seem to have considerable influence on the obsémidogeneity. Between 2000 and
2012 and based on estimates from the meta-regness®year change year (Figure 5.7)
when study was conducted implies a change of -@.@%4the log-odds ratio (OR=0.91,

95% CI: 0.77, 1.07).
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Figure 5.7. Odds ratio of prevalent HIV infectiomafunction of year in which the study was conedct
for the period between 2000 and 2006, corresportdipgriod in which studies were conducted: analysi
included 18 studies published between 2000 and.2&82h filled circle represents odds ratio from a
specific study, and their size are proportiongh®inverse of the respective standard error regdur
each study (i.e., study weight for the analysis).
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5.14. Discussion

The current meta-analysis was conducted to exapprimary educational
attainment was associated with increased oddsevBfant HIV infection.[212-214]
Based on the DerSimonian-Laird random effect mouktia-analysis of 18 peer-reviewed
observational studies conducted in SSA, there wasignificant association between

educational attainment and prevalent HIV infec{i®ir=1.18 (95% CI: 0.93, 1.50).

Further analysis via cumulative meta-analysis tanexe how the evidence on the
association between educational attainment andhf@etvHIV infection accumulated.
The forest plot in Figure 5.6 indicate overall reignificant association between
educational and prevalent HIV infection during 8890s.[146, 223] The findings are
consistent with the hypothesis of a waning relaiop between educational attainment
and prevalent HIV infection by Hargreaves et al0@0as the HIV epidemic
progressed.[223] The meta-regression seems sutpgestudy or survey year may not
explain away all the between-study heterogenéltye meta-regression also revealed that
the association between educational attainmenpesadlent HIV infection tended to be
modestly protective as the number of years progrceasay from 2000, the reference

year (OR=0.91 (95% CI: 0.77, 1.07).

The funnel plots in Figure 5.4 were slightly asyntmeeand therefore suggestive of
presence of small study and publication bias, alghahe Egger’s test (p-value =0.72)
failed to suggest any substantial publication ocalsstudy bias. However, the sensitivity
analysis using trim and fill method revealed poessuppression of two studies with

extreme values of odd ratios as shown by openesiid Figure 5.5.
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Although the Egger’s regression symmetry test diddetect publication bias, it is
important to note that the Egger’s test may hawitdéid power to detect publication bias
because the probability of the test to wronglyceejbe null hypothesis increases with
increasing sample size of the meta-analysis stddyassess the presence of asymmetry,
the Egger’s test examines the null hypothesis admall study effect by searching for a
straight line relationship via linear regressionag-odds ratio effect estimates on
standard errors weighted by the reciprocal of #w@awce of log-odds ratio. Digression
of the estimated intercept of the linear regresfiom zero suggests presence funnel plot
asymmetry but do not confirm publication bias.[22B4] Small sample size of a meta-
analysis may invariably translate into limited powé&Egger’s test for presence of small

study bias.[225]

The findings of this meta-analysis that there isigmificant association between
educational and prevalent HIV infection among pesdrwomen are consistent with the
hypothesis by Hargreaves et al (2008) that witlheasing intensity of HIV preventive
interventions, any early association between edutatand HIV infection is likely to
wane in a more established HIV epidemic.[81] Cognizf the fact that the strength of
evidence emanating from cross-sectionally colleditd may not be used for causal
inference, restraint should be exercised in drawlignitive conclusions; data from
prospective studies are scarce and randomized &alnot feasible. The collection of
prospective data is often challenged by ethical@madtical cost concerns. Therefore, it
is wise to acknowledge the limitations inherentirservational study designs,

particularly the influence of unrecognized/uncohéa confounders and reporting bias.
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For the current meta-analysis, the pooled odds ssems plausible (OR=1.18
(95% CI: 0.93, 1.50). For example, in earlier geairthe HIV epidemic in the 1990s,
most studies found increased odds of prevalentiHi&ttions among persons who
reported higher educational attainment. People igh educational attainment and
higher wealth quintile were assumed to have greedeel opportunities and more sexual
mixing, for example than less educated and pooplpedBut as the epidemic spread,
more educated persons may have internalized keypr#Vention messages better than
less educated persons, and the difference in sesidiehaviors may have lessened

across the educational spectrum.[46, 81].

In addition, cART for eligible HIV-infected peopleas become widespread in SSA,
with implication that number of people survivinguger with HIV is likely to increase.
Therefore, careful assessment of the relationghigaional attainment and risk of HIV
infection is required to avoid using estimates #rataffected by survival bias.
Examination of the education-HIV relationship i thS to 24 year-olds is attractive
because the 15 to 24 year-olds are less influebgedrvival bias. Because some of the
estimates were computed using data that includeghant with age ranging from 15 to

49 years, the estimated pooled estimates mighttheenced by survival bias.[62, 204]

On average, people who have higher educationahatéant may be more likely to
understand treatment and adherence instructiohatibampany combination therapies
for HIV infected persons than people who have éshgcation.[226] Monge et al (2012)
reported that despite comparable accessibilityA&RT, persons with low educational
attainment were at comparatively increased rigikaair treatment outcomes.

Consequently, survival will be greater among edet@ieople than less educated, and the
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association between prevalent HIV infection and/alent HIV infection will be
contaminated by survival bias, and therefore migittreflect educational attainment as a

risk factor for HIV infection.

The slightly asymmetric shape of the funnel plat&igure 5.4 suggests presence
of publication and/or small-size study effects.ydsnetry in the funnel plot may be
caused by many factors including but not limitegh¢émr methodological quality and
overestimation of measures of association in sgtatlies. Although both the Egger’s
and Begg's statistics did not detect presence bligation bias and/or small study, the
non-detection of publication bias and/or small gthis might be due to limited power
to detect bias. Because the Egger’s test may liraited power to detect publication
bias, caution is required in interpreting the ressinall study bias may be a consequence
of several factors including publication bias, difnces in methodological quality and
true heterogeneity in the measure of associationatsm yield asymmetry in the funnel

plot as well as influence Egger’s test.[200, 2Q16]2

5.14.1 Limitations

Meta-analyses findings are reliable and convintmtpe extent that data from
primary studies are trustworthy and resoundingliditg concerns are possible given
cross-sectional design of the primary studies uhetlin the meta-analysis (17 out of 18
studies were cross-sectionally designed). Thussataar non-causal inference cannot be
made based on the findings in this study becauspdeal sequence information of
exposure and outcome lacks in cross-sectional stadigns. Furthermore, the findings

from this meta-analysis may not be generalized béybe studied population of
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pregnant women. While the level of confidencehia tindings from cross-sectional
studies is less than the level of confidence frandomized control trials, such work is

not feasible in an experimental context.

Data on possible confounding and moderating vaggtblere not collected in most
studies and therefore could not be studied tootgxplain the between-study variability
observed. Further research is needed to explamntifgt or explain the sources of
heterogeneity detected by meta-analysis. It isiptesthat the varying quality and
guantity of education may contribute to the varymngasure of association. Further,
different studies used different set of confoundersadjustment, and therefore, there

may be various degrees of residual confoundingenestimates from the studies.

The plot of standard error versus odds ratio iaranél plot was suggestive of small
size study bias and/or publication bias (i.e., asgtny of funnel plot), contrary to both
Egger’'s and Begg’s tests (p-values >0.05). Givandhey literature and studies were
harvested from MEDLINE that search criteria wadrreted to PubMed, there might be
some degree of publication bias. Because of @iffees in the definition of exposure
variable, some studies were excluded from the raeédysis. The Egger’s test for
assessing publication bias has limited power teatesmall study and/or publication bias
given our small sample size of 18 studies. Thearaetlysis focused on reports reported
in English and peer-reviewed article. Thus, tkelihood of publication bias exists
because of we found no non-English articles, wendidsearch the so-called grey
literature or unpublished studies. Studies publisim English may be different from

studies published in non-English languages.
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Meta-analysis guidelines recommend that data areved and reviewed by at
least two persons so that inclusion and exclusitera decisions and data entry
accuracy can be cross-checked. The studies intlndde meta-analysis were retrieved
and entered in Epi-Info version 3.5.4 by only oeespn, and were not cross-checked.
The abstracted data will be counterchecked by anskeperson before submission for

publication.

The number and types of variables adjusted foruttivariable models varied
across studies but none of the studies includagstatj for intermediate variables (i.e.,
variables that might be on causal pathway thatccta#d to underestimation of the
measure of association). Of concern is the pogyibibn-differential misclassification of
the exposure variable in the lower primary and érgtducational category because the
differences the cutpoints for classifying primachsol education were not completely
consistent. However, | used a reasonable abdigstimate this as a criterion for study
inclusion. Further, stratified analysis were natfpened to assess the effect geographical
region (i.e., proxy for stage and extent of the Kpidemic, and expansion and
availability of effective cART).[227] The small ndar of studies limited my ability to

conduct stratified analyses, and also, the analyses not pre-specified.

5.14.2.Strengths of the study

My meta-analysis had a number of strengths th&treiftiated the study from prior
systematic reviews. The current analysis focusethe year in which the data were
collected, and not the publication year, thuslaiting the estimates to specific years in

which the data were collected rather than the gépublication year of the report.
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Therefore, study year was applied for describirggdhmulative evidence in the
cumulative meta-analysis. The year of the surgayare realistic way of describing the
accumulation of evidence because some studiesnérguoblished several years after the
studies were completed (i.e., study published 0920ut data collected between 2000

and 2005).

All the studies included in the present meta-angalysed HIV serostatus data that
were objectively confirmed using serological methaghd therefore not subject to self-
report biases. Further, methods used for studieducted among pregnant women were
to a large extent similar, although in discreteggaphic areas. Admittedly, there are
study power and precision gains that are inherepbbpling observational studies, but the
benefits comes with measurement errors, selectasdnd confounding that may be

stereotypic of observation studies included inrttega-analysis.

The base populations for the primary studies inetlish the meta-analysis
comprised pregnant women; therefore a consistgmilption was used. Admittedly, the
social, economic and environmental factors mayed#iccording to settings of study
areas. To take into consideration the variedrggdtand data methodological approaches
used in specific studies included the meta-analylsesrandom effect model based on the
DerSimonian-Laird method was applied to computeotierall odds ratio that accounted
for the between-study and within-study variancEhe observational studies that were
meta-analyzed conducted among pregnant women in B84 limiting the

generalizability of study findings to non-pregnar@men.
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5.14.3.Conclusion

The meta-analysis of observational studies thatnéxed the association between
educational attainment and prevalent HIV infeciimi$SA countries with generalized
HIV epidemic indicates significant associationmitied information presented by
primary studies did not allow for a full exploratiof observed between-study
heterogeneity. The observed findings must be casltyanterpreted as the computed
odds ratio may be contaminated by survival bigseeislly for studies that included
women who had long-term HIV infection. Most imgottly, the meta-analysis
emphasizes the need for assessing the associatiwedn educational attainment and
incident HIV infection rather than prevalent HIMf@ations. Educational attainment may
be associated with longer survival of HIV-infectgglsons, specific to understanding the
relationship between educational attainment andafidilV infection, future studies
should focus on examining the association betwedeoational attainment and HIV

incidence, as well as examining the relations betwgeracy and HIV incidence
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Table 5.2. Characteristics of studies includedhanrmeta-analysis examining the association bet@danational attainment and prevalent HIV infection

Characteristics of the studies included in the ragtalysis: Table 8

Study author and reference Publicatio | Site Sample | Study design | Selected adjustment Comments

number n year size variable

1 | Sandgy et al. [46] 2002 Zambia Missing 1 Age,itabstatus, and | Limitations
parity

Continuous variables were categorized
Non-probability sampling

Limited generalizability as study restricted pregina
women

Strengths
Large sample size

Country-wide coverage

2 Lawoyin et al.[223] 2004 Nigeria 343 1 Age, malrgtatus, Limitations
rel|g|on and other Limited generalizability as study restricted pregina
variables[223] . ; )
women. Basis of selection of covariates not noted.
Strengths
Compared estimates among pregnant women with
estimates among population-based sample
3 | Yahya-Malima et 2006 Tanzania 1296 1 Age, residence, marital Limitations
al[219] status, education

Inclusion of the covariates in the MVVM based on p-
value cut off <0.25, and dropped non-significant
variables from the final model

[categorized], number of
partner, age at first
pregnancy. [219]
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Characteristics of the studies included in the ragtalysis: Table 8

Study author and reference Publicatio | Site Sample | Study design | Selected adjustment Comments

number n year size variable
Several variables in addition to listed in thisléawere
included in the MVM raising the possibility of over-
adjustment
Survival bias: analysis based on pregnant womaa
years at the time of the survey
Strengths
Large sample size

4 Fabiani et al[228] 2006 Uganda 3454 1 Age, resideparity, Limitations

mobility, marital status - - -
and occupation Limited generalizability because study was limited

pregnant women
Large sample size [strife-stricken study areas]
Excluded adjustment for occupation which may be on
the causal pathway in some models.
Strengths
Used hierarchical structure to account for hierigadh
structure of the data

5 Utulu et al[229] 2007 Nigeria 404 1 Age, margtdtus and Limitations

behavioral factors [229]

Behavioral factors may mediate the relationshipveen
educational attainment and prevalent HIV infection
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Characteristics of the studies included in the ragtalysis: Table 8

Study author and reference Publicatio | Site Sample | Study design | Selected adjustment Comments
number n year size variable
Survey response rate not indicated: since consasit w
sought
Strengths
Collected sexual behavior information
6 Kwiek et al [218] 2008 Malawi 3824 1 Residencilye, marital | Limitation
status, employment, . . . . .
gravidity and age[218] Continuous vgnable [i.e., age, educational att@nim
were categorized]
Strengths
Large sample size
Covariates for the MVNapriori specified
7 | Crampin et al [230] 2008 Malawi 2874 1 Age, paritge of Limitation
partner, prior use of . . .
contraceptive, Some behavioral factors adjusted for may mediate th
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Characteristics of the studies included in the ragtalysis: Table 8

Study author and reference

number

Publicatio
n year

Site

Sample
size

Study design

Selected adjustment
variable

Comments

residence[230]

relationship of interest
Validity of measurement of behavioral factors

Choosy reporting of behavior preferred by healthkeo
may cause bias

Strengths
Fairly large sample size

8 Mwandangilirwa
et al [231]

2009

DRC

Missing

Age, marital status,
employment and other
sexual behavior
characteristics

Limitations

Selection bias and limited generalizability.
Large sample size used.

Strengths

Large sample size

Examined risk factor HIV prevalence in different
settings [e.g., Antenatal care clinic, Commerset
worker]

9 Kiptoo et al [232]

2009

Kenya

4638

none[232]

mitations

Sub-study of the main study that examined drug
resistance

Lack of MVM

Possibility of selection bias

Strengths
Large sample size
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Characteristics of the studies included in the ragtalysis: Table 8

Study author and reference

number

Publicatio
n year

Site

Sample
size

Study design

Selected adjustment
variable

Comments

Etukumana et al.[233]

2010

Nigeria

350

Age,itabstatus,
occupation and other
behavioral factors[233]

Limitations
Selection bias and limited generalizability.

Small size compared to other studies reported.

Strengths

Modest sample size used and outcome serologically
confirmed. MVM performed

10

Kayibanda et al [234]

2011

Rwanda

563

NA

Limitations

Possible selection bias due to changes in the ptipal
composition as a result of genocide: mortality,ndes
in the population dynamics

Strengths

Modest sample size used and outcome serologically
confirmed. Local language used for capturing data

Urassa et al.[235]

2006

Tanzania

3689

Age, alasiatus,
occupation, clinic, and
sexual behavior
variables[235]

Limitations

Odds ratio for the education-HIV computed from cell
counts and method of HIV serostatus ascertainmant
indicated [self-report or serological]
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Characteristics of the studies included in the ragtalysis: Table 8

Study author and reference Publicatio | Site Sample | Study design | Selected adjustment Comments
number n year size variable
Strengths
Participation was voluntary
Variability in the sample was increased by enrgllb
pregnant women per day.
11 | Ntanganira et al.[236]] 2008 Rwanda 600 1 NA Limitations
Strengths
MVM used
12 | Nakubulwa et al [237] 2009 Uganda 1 Unadjustiedi less Limitations
ggglr o;:[ztg;l]stmal The association between educational attainment and
y prevalent HIV infection unadjusted for potential
confounders
Strengths
Matching of cases and control [HIV positive and HIV
negative pregnant women]
13 | Johnson et al.[141] 2009 South Africa 99,153 1 MVM and adjusted Limitations
pregnant partner age_qllfference, Cross-sectional design and selection bias of preg
women parity, syphilis and women
between race[205]
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Characteristics of the studies included in the ragtalysis: Table 8
Study author and reference Publicatio | Site Sample | Study design | Selected adjustment Comments
number n year size variable
2000 and Strengths
2005 Stratified estimates for education-HIV relationsligy
15 to 24 year-olds and 25 to 44 year-olds
14 | Kaute et al [238] 2009 Cameroon 16626 1 Ageijtalatatus, years| Limitations

of schooling, and year of
data collection [indicator
variable][238]

Cross-sectional design and selection bias of preagna
women

Strength

Rigorous multilevel analysis accounting for possibl
clustering of the data collected from multiple sjteligh
participation rate [97%]

T MVM-Multivariable model
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CHAPTER 6

HIV PREVALENCE TRENDS AMONG PREGNANT WOMEN IN
ZAMBIA USING ANC-HIV-SS SURVEILLANCE DATA, 1994 THROUGH
2011

6.1. Background

6.1.1. Decline in new HIV infection but increased HIV burden in 2010

Human immunodeficiency virus (HIV) burden amonggmant women is critical
public health concern globally, but is most profdum sub-Saharan Africa (SSA). Of the
two known types of HIV, the most virulent and wigesad in SSA is HIV-1.[4, 8] HIV-

2 also causes acquired immunodeficiency diseasdreyre (AIDS) as HIV-1 does but is
less virulent and far less widespread, endemicastwfrica but presenting only very

rarely in southern Africa.[12]

6.2. The HIV epidemic is heaviest in sub-Saharan Africa

The United Nations Program on AIDS (UNAIDS) estistathat 2.5 million people
were newly infected with HIV in 2011 compared t& #&illion people that were newly
infected with HIV in 1990.[10] The estimated glbbHV burden increased over four-
fold from 8 million in 1990 to 34.2 million in 2011, 4, 8]. An estimated 70 million
people have been infected with HIV globally sinlee beginning of the HIV epidemic,
and 35 million people have died from AIDS-relatemditions.[20] Thirteen percent of
human population (800,000,000) reside in SSA rélggon where 69% of the 34.2

million of the people living with HIV globally reded in 2011.[10, 11, 239] UNAIDS
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reasoned part of the explanation for the burgeohihgburden globally in 2011 could
be linked to the cumulative effects of the highesadf new HIV infections, particularly in
SSA, and also could be a result of improved suho¥#lV-infected people who were

receiving life-prolonging antiretroviral therapyART).

6.3. Unprotected heterosexual intercourse is the main e of HIV transmission

Factors regarded as drivers of the HIV epidemid terbe region-specific, and
tend to be aligned common mode of HIV transmissithin a region (e.g., needle
sharing during injection drug use in Eastern Euy@mntral Asia, USA and Latin
America; commercial sex work in Southern Asia aridcA).[4] Prominent routes of
HIV transmission in adults include injection druseyblood transfusion, and unprotected
sexual intercourse with an infected partner in rage, cohabiting partners, casual, or
commercial sex.[4, 17, 240-242]. An estimated 8F%me HIV infections transmitted
globally are spread via unprotected heterosext@tdaurse, the predominant route of

HIV transmission in SSA. [3]

6.3.1. Zambia has a generalized HIV epidemic

Zambia located in southern SSA and populated witestsimated 13 million
people, has a generalized HIV epidemic (i.e., > TWI¥ prevalence in the general
population, World Health Organization definition)he first official report of AIDS in
Zambia was in 1984.[10, 23, 34, 36, 180] The gtéohdard for reporting national HIV
prevalence is the population-based Demographidteadth Survey (DHS) which placed

HIV prevalence among 15 to 49 year-olds at 15.6%0@1 and 14.3% in 2007,
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representing non-statistically significant decljgé] DHS of 2001 and 2007 also
highlighted profound geographic variation in HI\egalence across the nine provinces
of Zambia: HIV infection burden was higher in urldaan rural areas (e.g., Lusaka
Province [22%] and Northern Province [7%] respesfiy. In 2011, the estimated
number of people living with HIV infection in Zanmdbranged from 900,000 and

1,100,000.[23, 34]

6.3.2. HIV incidence and prevalence data are key for mondring the HIV epidemic

Like most countries faced with the HIV epidemicS8A, the key data sources for
monitoring national trends in HIV prevalence in Zaeanare antenatal clinic attendees
based HIV-sentinel surveillance (ANC-HIV-SS) and ffopulation-based surveys (PBS)
HIV prevalence estimates generated as part of DBISS-based HIV prevalence
estimates have only been generated at two timdggia., 2001 and 2007) compared to
ANC-based HIV prevalence estimates at seven tinngp@.e., 1994, 1998, 2002, 2004,
2006, 2008, and 2011) since 1994.[19, 36] HIV plence trend analyses using two time
points’ data (i.e., 2001 and 2007 DHS HIV preva®noay be informative to a limited
extent without consideration of other data soufoe#ilV prevalence trend assessment.
In Zambia ANC-HIV-SS based HIV prevalence estima@@splement and extend
population-based DHS-based HIV prevalence estimatesnitoring trends in HIV

prevalence.[24]
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6.3.3. ANC-HIV-SS based HIV prevalence estimates may be bject to selection
bias

ANC-based HIV prevalence estimates may be biasgd (@ssible selection bias
of young pregnant women) and may not be regardgdoxy HIV prevalence estimates
for the general population. Part of the explametifor differences in the ANC-based
HIV prevalence estimates and population-based H&¥@lence estimates could due to
the dissimilarities in the sample selection crédrie., subject to selection and refusal
bias) and characteristics of study sample.[171¢ Sdimpling strategies employed in
ANC based HIV surveillance and PBS DHS-based HIweillance differ (i.e.,
convenient sample of pregnant women and probalsiitypling techniques
respectively).[36, 171] PBS-based HIV prevalengeeys, although regarded as “gold
standard for estimating HIV prevalence in geneogydation”, may provide biased HIV
prevalence estimates if participation rates are ldawever, prior epidemiologic research
have revealed identical HIV prevalence estimatsgth@n ANC-HIV-SS data and PBS-

DHS data in Zambia as explained in Chapter 4 af digsertation.

6.4. HIV incidence is a preferred measure for tracking HV epidemic

HIV prevalence estimates, although commonly useohbsgt countries for
monitoring the HIV epidemic may not provide adeguatormation for monitoring
changes in the HIV epidemic and focusing HIV prdi@nand treatment interventions as
might HIV incidence. Methodologically robust lotgiinal studies are the optimal
design for estimating HIV incidence, but their imiplentation is not feasible in most
settings because of logistical and technical chgks encountered. Longitudinal cohort

studies require follow-up of a large sample of H&fonegative persons to estimate valid
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HIV incidence, identify new HIV infections, and theosts are prohibitive for most low

and middle income countries (LMIC).

Because HIV risk behavior counseling is an impeeator longitudinal studies in
HIV research, study participants may adopt leds/rsexual behaviors, consequently
influencing the risk of HIV infection among pargents in the study population.
Additionally, the Hawthorne effect, a circumstameavhich persons may change their
behavior because they know that they are in a stadgitudinal cohorts can give
distorted incidence estimates.[176-179] HIV incidemeasurement using cross-
sectionally-collected biological marker are stiider-development and not widely
acceptable.[174, 175, 243-258] Although other labmy-based methods with great
potential have been proposed there are too expetsimplement on wider scale in most

resource-challenged settings.[259]

6.4.1. UNAIDS recommend using number of prevalent HIV infetions in 15 to 24
year-olds to approximate the number of new HIV infetions

Most SSA countries including Zambia use the cresgisnally estimated number
of prevalent HIV infections in 15 to 24 year-oldsapproximate the number of new HIV
infections, a UNAIDS recommendation.[10] The macoendation rest on the
assumption that mortality rate and migration raitelawer in the 15 to 24 year-olds than
mortality rate in the 25 to 44 year-olds. Furthegmise for using 15 to 24 year-olds HIV
prevalence estimates as an estimation of HIV imzdas the relative recency of viral

acquisition whose risk only dates back to theitatalebut.
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6.5. Gap in knowledge

6.5.1. Few studies have examined non-linear patterns in M prevalence trends

Epidemiologic studies that have reported declirtihg prevalence (e.g., Kenya,
Tanzania, Uganda, South Africa, and Zambia) rebiedinear models for examination of
HIV prevalence despite the known inadequacy ofdimaodels to capture non-linear
trends.[24, 42, 43] Although the overall, HIV padence might be linear, certain
geographic regions may be experiencing nonlinesds in HIV prevalence.[24, 39-43]
Non-linear HIV prevalence trends may exist andatt, have been documented in some
dramatic examples, as with Uganda’s decline aneintatse in background

prevalence.[44]

Review of selected epidemiologic literature fromAS8vealed that the statistical
methods used in some of the studies to investigetar trends in HIV prevalence may
be not be adequate to detect non-linear trends\inprevalence.[24, 45-47] Fewer
studies, despite using data collected from multiities accounted for possible intra-site
clustering. For example the possibility of intréesilustering within sentinel sites is
highly likely but prior studies using data collettieom multiple sites did not account for
within-site clustering. Further, prior studies bamostly used linear assumption to

examine site-specific trends in HIV prevalence amibia.[24]

6.6. Specific aim

To examine trends in the prevalence of HIV by del@covariates (e.g., parity and

residence) among pregnant women aged 15 to 44 g#argling antenatal clinics as
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sentinel sites for the Zambia ANC-SS for HIV ang@lslis in 1994, 1998, 2004, 2006,

2008, and 2011.

6.6.1. Hypothesis # 1

Linear models of trends in HIV prevalence amongpest women in Zambia
suggest a decline over time. The decline in HIWphence is not consistently linear, and
we hypothesize that non-linear models will revegihigicant recent increase in HIV
prevalence. Because HIV infected people are lilamger due to CART treatment, and
as the benefit of CART spread, fear associated AMIDS may dissipate, increasing
participation in risk behavior. The Ugandan HI\éyalence and incidence decline

followed by a recent upsurge is a classic examfilé.|

6.6.2. Justification for the study

HIV incidence and prevalence trends data are k&ytdathe implementation of
prevention and treatment interventions for HIV.efdfore, monitoring HIV prevalence,
especially in the 15 to 24 year-olds provide kegrmation on the impact of HIV
preventive interventions.[260] The sub-goal miest for goal six (i.e., combat
HIV/AIDS, malaria and other diseases) of the Millarm Development Goals (MDG) is
improvement of information, surveillance, and morniitg and operation research
systems by 2015. HIV prevalence trends assesamserg ANC-based HIV surveillance
data (i.e., 1994 to 2011) would provide key infotima for monitoring HIV epidemic,
and also contribute towards improvement of HIV epiiblogical information base for

the HIV epidemic in Zambia.[260]
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Although ANC-HIV-SS based HIV prevalence estimates/ not be as reliable as
DHS PBS-based HIV prevalence estimates, ANC-HIVd&ta enable estimation of HIV
prevalence estimates at a level closer to the Bpeommunities (i.e., at the district
level), unlike DHS-based HIV prevalence estimaked aire aggregated at provincial and
nation level. Further, because ANC-based HIV pierwee surveys (i.e., every 2 to 4
years) are more frequently conducted compared t8-béksed PBS HIV prevalence
surveys (i.e., no more than every five-years). ligvalence estimates based on ANC-
HIV-SS data may provide early warning on the digecbf the HIV epidemic. The
ANC-HIV-SS based HIV prevalence estimates and PBfsBIIV prevalence are
complementary in providing coherent and comprelvengata on the HIV epidemic for

implementation of preventive and treatment intetioers.

6.7. Methods

6.7.1. Overview of data collection methods for the ANC-HI\‘SS

The ANC-HIV-SS program in Zambia is a Ministry oé#dth initiative
implemented by the Tropical Diseases Research €ERDRC) in Ndola and the
University Teaching Hospital (UTH) Virology Unit inusaka, designed to monitor
trends in HIV prevalence among pregnant women dibgnselected sentinel sites.
Seven rounds of ANC-HIV-SS data have been collebtrdieen 1994 and 2011(i.e.,
1994, 1998, 2002, 2004, 2006, 2008, and 2011)wand used for the current analyses.
Details of the ANC-HIV-SS were described in ChapteBriefly, pre-1994 ANC-HIV-
SS rounds had limited geographic coverage (i.@deaoted in only 10 sites, and largely

in urban areas). The number of sentinel sitesexpanded to 27 in 1994, and
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impressively 22 sentinel sites have been consigtased for data collection between
1994 and 2011, and 24 sentinel sites have beemsbtemty used for data capturing since
2002. Serenje in Central Province and Luangwa saka Province, were designated as
sentinel sites in 2002, bringing the total numbfesemtinel sites to 24. The current

analyses included data from 22 sites 22 sites 9i88d and 24 sites since 2002.

6.7.2. Study design and study population

Cross-sectional survey design was applied to dol&iC-HIV-SS data in all the
seven rounds. Pregnant women who sought ANC #ihheenters that serve as sentinel
sites for ANC-HIV-SS program constituted the stpdypulation. Different independent
samples of pregnant women were recruited in eatheo$even rounds of the ANC-HIV-
SS, although some women might have participatedadre than ANC-HIV surveillance
round. Data were de-identified in all survey rosiaeshd questions were not asked to suss
whether a particular pregnant woman had participateny of the prior surveys: thus is
was impossible to identify pregnant women had piiied in more than one survey

round.

6.7.3. Inclusion criteria and sampling strategy

Pregnant women who sought antenatal care for tihrerduypregnancy for the first
time during the four-month survey period were dligifor the study. Pregnant women
were chronologically recruited at the sentinel ik, health center designated as

sentinel site for HIV surveillance), non-probalyildonvenience sampling strategy (i.e.,
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non-random) that recruited nearly all eligible pragt who presented within the four-

month survey period

6.7.4. Sentinel site selection criteria

Geographic coverage for sentinel sites rests oashemption that each site
recruited pregnant women from the catchment ar¢heo$entinel site. Urban-located
sentinel sites were conveniently selected to aeha®untry-wide geographic coverage,
whereas rural-located sentinel sites were randaeillycted within each of the nine
provinces.[183] Further considerations for setegtiealth centers as sentinel sites
included the capacity of sentinel site to recrud target number of pregnant women
(~500) within the survey period (~four months) wasfirmed and sites unable to

accommodate this were excluded.

6.7.5. Response rate of the survey

The ANC-HIV-SS protocol mandated recruitment ofedidjible pregnant women
who made their first visit for antenatal care floe turrent pregnancy during the four-
month survey period.[157] Because all pregnant emmho seek antenatal care provide
a venous blood sample for routine screening of gigglne., Ministry of Health care
package for pregnant women in Zambia), | assumadntbarly all pregnant women
provided a blood sample, part of which was used\€C-HIV surveillance

reporting.[182]
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6.7.6. Specific sample size calculation

For ANC-HIV-SS rounds conducted between 1994 ari26ach of the sentinel
sites was expected to recruit at least 500 pregmanten, based on an expected HIV
prevalence of 20% and desired precision of 0.3596%4 confidence level. Most sites
attained the target sample size, except sitesdddatsparsely populated areas (e.g.,
Ibenga in Copperbelt Province). Because the urltas im Lusaka and Ndola are located
in densely populated areas, the target sampldaizbese sites were increased to at least
800 pregnant women per site. However, a protdcahge in 2011 mandated the

recruitment of a minimum of only 360 pregnant wonpen site.[182]

6.8. Data collection

6.8.1. Sociodemographic data in pre-2011 surveys captureda questionnaire

Sociodemographic and pregnant woman'’s birth hissofi,e., number of children
birthed by the pregnant woman) were captured viarae-administered questionnaire.
The questionnaires was administered on the fitgratal care clinic visit for the current
pregnancy for the eligible pregnant woman. Dufif§4-2008 period, minor changes
were made to the questionnaire question-content (juestions dropped or modified
between 1994 and 2011) but most questions wereeagldrda similar manner across
survey years. Consequently, data for some vasatmected during 1994 through 2011
were missing in some years (e.g., educationalretttant in 2011). The new survey
protocol used in 2011 mandated abstraction of lata (e.g., age) from routine

antenatal clinic care card. Data that are routigeliected data (i.e., data collected as part
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of the routine care for pregnant women) were nptwad in 2011 (e.g., educational

attainment, marital status and spousal).

6.8.2. HIV serostatus determined using unlinked anonymousilV testing strategy

Plasma/serum from venous the blood specimen proogleeach of the pregnant
woman was screened for the presence of HIV speanifiibodies following unlinked
anonymous HIV testing strategy, as recommendetidy\tHO.[185] Unlinked
anonymous HIV testing of survey specimens preclutilekibge of HIV serostatus results
to identifier of pregnant women who provided thevey blood sample. To further
enhance and assure unlinked anonymous HIV testingiples, questionnaire data (i.e.,
socioeconomic data and birth history variables) ser@logical data (i.e., HIV serostatus)
were only linked at the data analysis stage vistndtive identify number assigned to
the pregnant women at recruitment. Consequentl\CANV-SS data for the ANC-based

HIV surveillance were completely anonymised

6.8.3. Unlinked anonymous HIV testing for survey plasma/seim specimens

On their first antenatal care clinic visit for tberrent pregnancy, pregnant women
provided a venous blood specimen for routine sypbdreening. The blood specimens
from each of the pregnant women were divided into tontainers, one container bore
the name of the pregnant woman, and was used ditineoreporting of syphilis, and the
other container was marked with a distinctive syngentify number (ID). The
specimens in ID marked container were used fonikeall anonymous HIV testing for

ANC-based HIV surveillance reporting. The guidesron anonymous and unlinked HIV
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antibody screening by the WHO were followed for HBéting in all survey years.[182,

184, 185]

6.8.4. Three stage survey specific HIV testing algorithm

The final HIV serostatus of survey specimens iritadl seven rounds of ANC-HIV-
SS were based on a three-stage survey-specifimgara HIV testing protocol that
comprised HIV screening, confirmatory testing aieebireaking test for discrepant test
results. Site-based screening for HIV-specifitlbaties using a rapid HIV test, and
reference laboratories (TDRC and UTH Virology) donftory HIV testing (i.e., enzyme
linked immunosorbent assay) of all plasma/seruncispens with HIV specific
antibodies (i.e., positive HIV test result) basd¥ ldcreening test conducted at the sites.
The tie-breaker test, requiring HIV testing usimgirdependent HIV assay (i.e., Western
Blot assay, Western Blot 2.2 (MP Diagnostics™) wasducted on specimens with
discrepant HIV screening test results to reposlfldlV serostatus.[182] Details of HIV

testing algorithms were provided in Chapter 4.

6.8.5. Quality control HIV testing to limit misclassification of serostatus

To limit misclassification errors and assure raligband validity of the HIV
serostatus of survey specimens, a pre-specifigobption of plasma/serum specimens
(e.qg., 10% in 2004, 2006, 2008, and 2011 survdgskitied as HIV-seronegative
specimens at the site HIV screening were furthgetkaccording to the pre-specified
survey quality control HIV testing protocol, des&d in details in prior reports.[24, 40,

56, 182, 183] Specific details of sensitivitieslapecificities of commercial brands of
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HIV test assays used in the seven surveys havephd#ished previously. In
2011survey round, VironostiRaanti-HIV plus, Enzygon$tHIV integral, and Western
blot 2.2 (MP Diagnostics) were used for screenaogifirmatory and discrepant HIV test

result resolution.[24, 40, 56, 182, 183]

6.8.6. Criteria for determining HIV serostatus of survey gpecimen

Survey specimens were classified as HIV seronegatiseronegative depending
on whether HIV specific antibodies were detectedairdetected. HIV seropositive
serostatus was reported if both the site-base@sicrg HIV test result and the reference
laboratory confirmatory test HIV result were pogiti Where a survey specimen was
classified as HIV seronegative during site-based tékting, and the specimen not
selected in the 10% quality control testing samgble,specimen was classified as HIV
seronegative. For specimens where the site-baBéddfieening test result and
reference-laboratory HIV confirmatory test resuéires discrepant, a different test assay
(i.e., tie-breaker test such as a Western blot)peaformed and result reported as final

HIV serostatus.[40, 56, 157, 182, 183]

6.9. Data management for analysis of trends in HIV previence, 1994-2011

Data management for specific survey round was éxgalan Chapter 4. The seven
data sets (i.e., i.e., 1994, 1998, 2002, 2004, 20068 and 2011) were merged to
facilitate assessment of trends in HIV prevalemerds between 1994 and 2011.
Because regression models used to assess treHtlé prevalence required a variable

representing survey years, | created new varidialerepresented the calendar year in the
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merged data set. The analyses were restrictecegmant women aged 15 to 44 years.
Data management and analyses were performed usstgtiBtical software version

3.0.[188]

6.9.1. The 15 to 24 year-olds were used to assess trendsHilV prevalence

The current HIV prevalence trend analyses were eearusing data from
pregnant women aged 15 to 24 years surveyed bett@®hand 2011. UNAIDS asserts
that HIV prevalence trends in the 15 to 24 yeasdack less influenced by AIDS-related
mortality compared to 25 to 44 year-olds (thus matybe used to approximate trends in
the number of new HIV infections). Some of thereat approaches to direct
measurement of HIV incidence are less widely aakpgherefore my HIV prevalence

trends analysis, as prior analysis by other ingastirs, focused on the 15 to 24 year-olds.

6.10. Variables included in the analyses

The current analyses focused on variables (e.g,,[gity, year of survey,
residence) which were captured in all seven rowfdise ANC-HIV-SS conducted
between 1994 and 2011 except educational attainwi@oh was not collected in 2011

survey

6.10.1.HIV serostatus

The outcome variable was HIV serostatus, defingdl&sseropositive (i.e.,
detection of HIV-specific antibodies) and HIV seegative (i.e., non-detection of HIV

specific antibodies).
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6.11. Primary exposure variable

6.11.1.Survey year

The primary exposure variable was the survey calepeéar: year in which the
ANC-HIV-SS round was conducted, and representedd@stinuous variable. Survey
year was centered on 1994 achieved by subtracfiig from each of the survey

calendar year.

6.12. Other covariates

Four variables were assessed in the current asallygst, parity, defined as self-
reported number of children birthed by pregnant wonPregnant women were grouped
into three categories of parity: no child, one d@tihd two or more children. Second,
residence was defined according to the site logdtie., according to the urban-rural
classification of areas by the Government of thpuéic of Zambia) as pregnant women
were regarded as having been recruited from tkecaichment area. Third, Educational
attainment was measured as the number of schogdiawg completed by the pregnant
woman, and only captured in 1994 through 2008 rewfdANC-HIV-SS. Because
fewer pregnant women reported educational attainimeyond 17 years, maximum
number of schooling years in the study sample wsasraed to be 17 schooling years.
Consequently, educational attainment greater tRfaschooling years was coded as 17

schooling years.

Additionally, to enable assessment of trends in Higvalence within categories
that corresponded to the education system in Zgmbegnant women were grouped as

follows: lower primary (0 to 4 years); upper priméb to 7 years); junior secondary (8 to
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9 year); incomplete senior secondary (10 to 11J; @mplete secondary school and
higher (12 to 17 years). Educational attainmerg madeled as a continuous in all

regression-based analyses.

6.12.1.Descriptive statistics were conducted to charactezre the study sample

Median and interquartile range IQR) were computedetscribe the distribution of
continuous variables (e.g., age and number of dgfe@rs completed), because
compared to the mean, the median as a measuretodldendency is less sensitive to
outliers. To describe distribution of categoricatiables, counts and percent frequencies
were computed. Cognizant of the harmful influeata large proportion of missing data
on parameter estimates, where data are not missmgletely at random, the extent of

missing data was explored, and missing data rep@gtecounts and percent frequencies.

6.12.2.Wilson’s score method was used to compute 95% codénce interval (Cl) for
HIV prevalence

The 95% CI for HIV prevalence estimates were cal@d using the Wilson’s score
method. While the 95% CI could have been comphbtethe Wald methods as is
commonly practiced, my analyses benefited fromeke conservative and but tighter
95% CI generated by Wilson’s method. Further, Wilsanethod estimated confidence
intervals have better coverage probability and pl®eonsistent approximation of the
nominal confidence intervals for proportions.[26Qh the other hand, Wald method may
generate erroneous confidence intervals with poverage probability, specifically in

small samples, and when the proportion is closeto or one.[261]
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6.13. Generalized linear mixed model (GLMM) applied to examine the
relationship between survey calendar year and prevent HIV infection

The relationship between survey calendar year aevhfent HIV infection was
modeled using GLMM adjusted for age (i.e., ageditas RCS function), and sentinel site
fitted as a random component to account for possitita-site clustering. Intra-site
clustering may threaten validity of inference (iegroneous standard error of model
parameter estimates, invalid confidence intervdl puvalues) because data were
collected from several sentinel sites (i.e., 224aentinel sites).Within-site clustering
might be present in the data because pregnant warnersought antenatal care from the
sentinel site might have been more similar thagmaat women who sought antenatal
care from another sentinel site. Stringer et @08 used a similar strategy to describe

trends in HIV prevalence in health centers in Lasakambia.[168, 238]

6.13.1.Logit link function for GLMM because outcome was dchotomously defined:
HIV seronegative or HIV seropositive

To describe overall trends using GLMM, | assumed the HIV prevalence could
be explained by a set of fixed effects and a setrmlom effects, and also that the HIV
seroprevalence follows a Bernoulli distributionedduse HIV seroprevalence followed a
Bernoulli distribution (HIV seropositive or serorstye), the logit link function was
applied in the GLMM. The Ime4 library in R programarsion 3.0, a statistical analysis
and computing program R version was used for §t@LMM.[188, 262] Laplacian
approximation was used to estimate parameters MI&because there is no simple
closed-form solution for estimation of the likeldwfunction in GLMM when the

outcome is dichotomous.
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6.13.2.The likelihood ratio tests (LRT) was applied to degct significant HIV
prevalence trends by specific covariates

To assess presence of trends in HIV prevalencedgific covariates, cross-
product terms between survey calendar year andfiepaavariate were created (e.g.,
time*residence). Briefly, two nested models withimeffects covariates were fit to the
same data, with and without cross product intevadierm, and the difference in log
likelihood values evaluated via the LRT. The LREBts on the theory that the difference
in log-likelihood of a pair of nested models fittexithe same data is assumed to follow
an approximate Chi-distribution. For all LRT cowted for the current study, p-value
<0.05 were interpreted as presence of statistic#tiphcative interaction, and justified

stratified analyses.

6.13.3. Trends in HIV prevalence by pregnant woman'’s agavere assessed via a
multiplicative statistical interaction between caledar time of survey and age

To examine whether HIV prevalence trends differgéde, a cross-product term
between age and survey calendar year was creatgd Rl used to evaluate the
presence of statistical multiplicative interactiofhe survey calendar year was centered
by subtracting 1994 from each of the seven suradgnclar years. Consequently, the
values for the centered-survey year for the supadgndars years 1994, 1998, 2002,

2004, 2006, 2008 and 2011 were modeled as 0,14),8,2, 14 and 17 respectively.

Centered-survey year was fit as primary exposurabie and HIV serostatus as
outcome variable in a GLMM where the random compbmeas sentinel site. Two
nested GLMM models with main effects covariates aith and without cross-product

term were fit to assess the presence of trends\inprevalence by age. The first GLMM
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comprised only main covariates (i.e., age and suyear). The second GLMM
contained main effects covariates and the crosgyatderm (i.e., age*centered survey
year). The log-likelihoods of the two nested meddted to the same data were
compared using the LRT. A p-value less than Ougfgyested presence of statistical
multiplicative interaction in HIV prevalence trendstween survey year and pregnant

women’s age.

6.13.4.Trends in HIV prevalence by urban and rural residerce were evaluated via
cross-product between residence and centered survggar

Cognizant of the prior literature that the burdéi/ infections among sexually
active persons is higher in urban than in rurahsu@ SSA, | evaluated the presence of
meaningful trends in HIV prevalence by residen@lbRT for two nested GLMM fitted
to the same data, the first GLMM with main covagaturban and survey time) only, and
the second GLMM another with main covariates amdctioss-product interaction term

between survey calendar year and survey calendar(tirban*centered survey year).

6.13.5.LRT test used to assess linearity assumption for éhrelationship between age
and prevalent HIV infection

To evaluate whether the relationship between anameigwoman’s age and
prevalent HIV infection was best captured by adimkinction of a pregnant woman’s
age, two nested GLMMs were fit with sentinel sfieas a random component to capture
intra-site clustering effects in the relationshgivieeen survey year and prevalent HIV
infection. In the first GLMM, it was assumed tlaafe was linearly related to log-odds of

prevalent HIV infections, and in the second GLMMyas assumed that age was
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nonlinearly (i.e., continuous variable fit using 8@inction) related to log-odds of

prevalent HIV infection.[149, 263]

LRT was applied to assess whether the GLMM in wilaigh was assumed to be
nonlinearly related to log-odds of prevalent HIVeiction provided meaningfully better
description of the relationship above and beyord@hMM model that assumed a linear
relationship between age and log-odds of prevalévitinfection.[149, 264, 265]
Linearity assumption was tenable if the p-valueeasded with LRT was >0.05, and
nonlinearity was tenable if LRT p-value was <0.0%erefore, a significant LRT p-value
implied that the relationship between age and lddsoof prevalent HIV infections might
be non-constant over the observed range of agewanld be captured adequately by

fitting age a RCS function.[149, 263, 266]

6.13.6.Statistical multiplicative interaction between seninel site and survey year
was evaluated using cross-product term via LRT of @sted models

Assessment of the multiplicative interaction betwealendar year and site location
was motivated by prior reports that have indicatiéi@rential burden of HIV infections
across site in different geographic areas. To oy rationalize stratified assessment
of HIV prevalence trends by sentinel sites, LRT teas applied to assess whether trends
in HIV prevalence differed by sentinel sites vialkwsation of statistical multiplicative
interaction between calendar survey year and sgrgite. Survey calendar year was
centered by subtracting 1994 from respective sucaégndar years. Two nested GLMM
fitted to the same data with main effects covasidie., site and centered survey year),
with and without cross-product term (i.e., site'gy year) were fit to detect meaningful

statistical multiplicative interaction between sted survey year using LRT. A p-value <
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0.05 indicated presence of meaningful statisticaltipiicative interaction between

survey calendar time and sentinel site.

6.13.7.Within-site HIV prevalence trends were evaluated usig generalized linear
models (GLM)

HIV prevalence trends in all the 24 sentinel sitese evaluated using GLM with
centered survey calendar year as primary exposurable and HIV serostatus as
outcome variable. As with GLMM an analysis, thgitdink function was applied
because the outcome variable, HIV serostatus, wastmously defined (HIV
seronegative or HIV seropositive). The primary@sqyoe variable, survey calendar
years, was centered by subtracting 1994 from eacleg year, and centered survey year

was fit as RCS function with pre-specified knotd @, 53" and 98' percentile.

6.13.8.Complete case analysis was used to estimate regiessnodel parameters

Proportions of missing data on variables (e.gideexe, age, survey year and HIV
serostatus) considered for the analysis in asse®inds in HIV prevalence were not
substantial, representing < 5% missing data. Caresdtly, the HIV prevalence trends
analyses were based on complete case analysisugitiihe assumption of missing
completely at random required for complete caséyaisacannot be confirmed.
However, given that the sample size used for tladyars was large, the computed

proportion of observations with missing data migbt substantively considerable.
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6.14. Results

6.14.1.Description of study sample

The merged data set contained records for 82,5dnpnt women aged 15 to 44
years recruited in the 1994, 1998, 2002, 2004, 20068 and 2011 rounds of ANC-
based HIV surveillance. The number of pregnant ewwmecruited for ANC-based HIV

surveillance between 1994 and 2011 ranged from 888011 to 13,298 in 2008.

6.14.2.Nearly all records (99.4%) among 15 to 44 year-oldsad serologically
confirmed HIV serostatus

Out of the 82561 records of pregnant women aget 48 years in the merged
data set, 82,086 (99.4%) had serologically confdid#/ serostatus data. The current
analysis was restricted to 82086 pregnant womed &§do 44 years who had
serologically confirmed HIV serostatus result. Amgdhe pregnant women aged 15-44
years recruited during 1994 to 2011 period, 54.4%6%83/82,086) were aged below 25
years, and constituted the sub-sample used fosiigating trends in HIV prevalence
(i.e., approximating the number new HIV infection®ymong HIV seropositive pregnant
women, 46.5% (7071/15,505) were aged 15 to 24 yd&rd% (7195/15,505) were aged
25 to 34 years, and 8.0% (1239/15,505) were agdd 38 years. Of the 82086 pregnant
women, 57.7% (47,400/66,581) were recruited framsdocated in sites located in urban
areas. Among HIV seropositive women, 11,600 (74.8%re recruited in urban sites.
Among HIV seronegative pregnant women, 35,800 @3} &ere recruited from sites in
urban areas. Table 6.1 presents the descriptamacteristics of pregnant women aged

15 to 44 years recruited between 1994 and 2011eTab provides year-specific
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distribution of pregnant women characteristicsdorvey years 1994, 1998, 2002, 2004,

2006, 2006, 2008 and 2011

6.14.3.Higher proportion of pregnant women had two or morechildren

Parity was defined according to the number of chitcbirthed by a pregnant
woman. Overall, 28.9% (23,208/80,443) of the peegrwomen were nulliparous (i.e.,
no child), 22.1% (17,779/80,443) had one child, 4ad% (39,456/80,443) two or more
children. Comparison of pregnant women by HIV sttus revealed that there were
differences in distribution of parity as indicatedTable 1 (p-value=0.001). For
example, among HIV seronegative pregnant womeri98@19,626/65,113) had no child
compared to 23.4% (3582/15,330) HIV seropositivegpant women who did not report

having a child.

6.14.4.Slight increase in the median age of pregnant womesmho participated in the
ANC-HIV surveillance

The median age for HIV seronegative women was 2BsydQR= 20 to 29 years),
and among seropositive pregnant, the median ag@%vgears (IQR= 22 to 29 years).
Assuming that the highest number of schooling yearmspleted by pregnant women in
the study sample was 17, the overall median edutatattainment was 7 schooling
years and IQR was 5 to 9 years. Educational attam data were missing for all the
pregnant recruited in the 2011 ANC-based HIV sUlaete. The median age of pregnant
women who patrticipated in the ANC-HIV surveillanoeZambia between 1994 and

2011 seems to have increased slightly as indigatdte box plot in Figure 6.1.
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Figure 6.1. Year-specific distribution of self-refesl age among pregnant women aged 15 to 44 ydars w
participated in ANC-based HIV sentinel surveillamoeducted between 1994 and 2011 in Zambia. The
thick horizontal lines in the boxes indicate medage whereas upper and lower horizontal boundafies
the box indicate upper and lower interquartile ezsjpely. The open circles located beyond 1.5 tithes
IQR indicate observations that may be outliers.

6.15. Trends in prevalent HIV infections varied by age

Whether HIV prevalence trends vary according towmge assessed by a cross-
product interaction term between year (i.e., cauerear on 1994) and self-reported
pregnant woman’s age. Two nested GLMM with mafeas covariates, with and
without cross-product term were evaluated via LRE®plained in the method’s section.
The LRT p-value comparing log-likelihood of nesteiMMs yielded was <0.05, thus
implying presence of meaningful variation in prearalHIV infection by age (p-value

<0.001).

Additionally, to align HIV prevalence estimates oejing to age groups used by

WHO/UNAIDS age groups (i.e., 15 to 19, 20 to 24t@29, 30 to 34, 35 to 39 and 40 to
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44), age-group specific analysis of trends in HF¢yalence were conducted as displayed
in Figure 6.2a for urban areas and Figure 6.2bual areas. HIV burden was higher in
urban sites than rural sites, and the sharp deiclirBV prevalence trends between 1994
and 2011 in the 15 to 19, 20 to 24 year-olds wastmmarked in urban areas. HIV

prevalence in the 15 to 24 year-olds declined ralrareas, but less than in urban areas.
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Figure 6.2.Age group-specific HIV prevalence tresttatified by urban and rural residence among
pregnant women aged 15 to 44 who participatedamdRC-HIV-SS between 1994 and 2011 in Zambia.
The labels on the lines (i.e., 15-19; 20-24; 35&8B34; 35-39 and 40-44) indicate the age group.
Declining HIV prevalence in the 15-19 and 20-24 ggrups is noted, and a more pronounced burden is
seen in urban than rural areas.
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6.15.1.The trends in HIV prevalence were different by urban and rural location of
sentinel site (i.e., proxy for residence)

To investigate whether HIV prevalence varies byaarbr rural residence, a cross-
product interaction term between residence andeguwyear (i.e., centered on 1994) was
created. Using the LRT, two nested GLMMs, with anthout cross-product term were
compared as explained in the method section. Fedye for the LRT that assessed
whether there was meaningful variation in prevaléiM infection by urban or rural
residence yielded a statistically significant (dena<0.001). Because LRT p-value was
less than 0.05, separate analyses for investigatngls in HIV prevalence were
conducted for urban and rural areas. Figure 6.8a&gure 6.3b shows HIV prevalence
trends within the 15 to 24 year-olds and 25 to ddryolds in urban and rural areas,

respectively.
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Figure 6.3. HIV prevalence among 15 to 24 year-pldginant women (Fig. 6.3a) and 25-44 year-olds
pregnant women (Fig. 6.3b) stratified accordingtioan and rural residence for pregnant women ditign
antenatal care and surveyed in the ANC-HIV-SS foatween 1994 and 2011 in Zambia.

6.15.2.HIV prevalence trends, although in the same directin, differed by sentinel
site

To address prior literature that the burden of alewt HIV infection is
heterogeneously distributed in different geogragpinéas of Zambia, a cross-product
interaction term was created between centered gyear and sentinel site. The LRT
based on two nested GLMMs, with and without a cqoesluct interaction term, were

compared (see Methods). The p-value for the LRiT @aissessed whether HIV prevalence
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trends varies by sentinel site yielded a statijicagnificant (p-value <0.001).
Consequently, separate investigations of HIV preweé trends by sentinel sites were
conducted. Figure 6.3 shows different but largkdglining HIV prevalence trends by
urban and rural residence among 15 to 24 yearold®st urban between 1994 and
2011. Figure 6.4 and Figure 6.4 shows site-spekifV prevalence trends among 15 to
24 year-olds pregnant women in urban and ruras si@icating largely declining but

non-uniform HIV prevalence trends across sentiites between 1994 and 2011
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Figure 6.4. Site-specific HIV prevalence trends agd5 to 24 year-olds pregnant women recruited from
sentinel sites located in urban areas in Zambiacdas ANC-HIV-SS data collected between 1994 and
2011. An overall pattern of declining HIV prevalertcends noted most sites (Chelstone, Chilenje
Livingstone, Matero, Ndola, and Solwezi). HIV padéence increased between 2008 and 2011 in Chipata,
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Kalingalinga and Mongu. The HIV prevalence trermshie remaining three sites (i.e., Kasama) were les
clear (i.e., fluctuating and without a consistein¢ction).
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Figure 6.5.Site-specific HIV prevalence trends agpregnant women recruited at sites located in rura
areas in Zambia based on ANC-HIV-SS data collebtdieen 1994 and 2011. Upward swings in HIV
prevalence noted in five sites between 2008 and ; 281V prevalence rose in Macha (1.2% to 7.0%),
Minga (3.5% to 7.1%), and Mukinge (2.1% to 7.6%)eclining HIV prevalence was observed in Kasaba
from 3.0 % in 2008 to 2.2 % in 2011 and a sharpadvas noted in Kabompo from 8.8% in 2008 to 1.7%
in 2011. HIV prevalence trends among pregnant woagged 15 to 24 years in Isoka rose from 3.1 % in
2006 to 8.0% in 2011. The patterns in HIV prevaéetiends in the remaining six sites (e.g., Kalakeje
less clear and displayed fluctuating pattern.

6.16. Overall HIV prevalence trends in sentinel sites loated in urban areas and in
rural areas

HIV prevalence among 15 to 24 year-olds in urba&aasafell from 27% in 1994 to

16.2% in 2011, and HIV prevalence for rural sitgsffom 10% in 1994 to 7.4% in
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2011 (Table 5). Figure 6.3a and Figure 6.3b shidivsprevalence trends among 15 to
24 year-olds and 25-44 year-olds pregnant womendsst 1994 and 2011 according to

rural and urban location of sentinel sites.

Using the LRT for assessing whether HIV prevalaneeds were meaningfully
different between sites (p-value <0.001). BecalR€ p-value was < 0.05, separate
analyses of trends in HIV prevalence were perforfoe@ach sentinel sites. Table 6.3
and Table 6.4 presents HIV prevalence estimatespiecific survey years per site for the

seven survey rounds in the 15 to 24 year-olds.

6.16.1.Site-specific assessment of trends in HIV prevaleadiverse but largely
declining patterns in HIV prevalence

HIV prevalence trends in all the 24 sites were stigated by modeling the
relationship between survey calendar year and fEeBllV infection non-linearly.
Centered survey year was fit using RCS functiomitots at 18, 50" and 98"
percentile in a GLM. Slight nonlinear trends wdetected in some sites (e.g., Kabompo,
Kalabo, Kapiri Mposhi and Mansa). HIV prevalenmnts (Figure 6.4 and Figure 6.5)
seemed to decline linearly in most sites, but mbdeslinear HIV prevalence trends
were detected in some (e.g., Kabompo, Kapiri Mpdshiabo and Nchelenge). Further,
HIV prevalence in most rural sites were lower (ggbompo, Kalabo and Mukinge)
than HIV prevalence in urban sites (e.g., Chelstanengstone, and Ndolajrror!
Reference source not foundandError! Reference source not found.shows smoothed

trends in HIV prevalence between 1994 and 201 tlected sites.
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Figure 6.6.Smoothed HIV prevalence trends amongranet women aged 15 to 24 years in selected
sentinel sites (i.e., Chelstone, Ndola and Livings) in urban areas showing the observed neadwiin
pattern of decline in the burden of prevalent Hi¥etctions. Data were collected between 1994 arid 20
during ANC-HIV-SS in Zambia. Non-linear relatiofghetween survey year and log-odds of prevalent
HIV infections were explored by fitting survey as@ntinuous variable using restricted cubic splines
function with knots placed at 050" and 9' percentile via a generalized linear model [GLM{wé

logit link function. The grey shades representdbes Cl.
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Figure 6.7. Smoothed HIV prevalence as a functadarwar survey year among pregnant women aged 15
to 24 years in selected sentinel sites (i.e., KgimrKalabo and Ibenga) urban areas showing thenadxse
nearly linear pattern of decline in the burden @&valent HIV infections. Data were collected betwe

1994 and 2011 during ANC-HIV-SS in Zambia. Norekn relationship between survey year and log-odds
of prevalent HIV infections were explored by fijisurvey as a continuous variable using restrictduic
splines function with knots placed at"L&0" and 98' percentile via a generalized linear model [GLM]

with a logit link function. The grey zone indicathe 95% CI.

6.16.2.Site-specific HIV prevalence trends in sentinel s#s: urban

Data from 12 sites located in urban areas were tgsadsess trends in HIV
prevalence trends among 15 to 24 year-olds betd/884 and 2011 (Table 6.3 and Table
6.4). Along with site-specific HIV prevalence @es#tes by survey year, respective 95%

Wilson confidence interval are presented in TabBahd Table 6.4. HIV prevalence
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trends were declines that were largely linearxusban sites (Chelstone, Chilenje,
Livingstone, Matero, Ndola and Solwezi) between4l88d 2011, but a recent upward
swing was noted in 2011 in two of the urban sit&alifgalinga in Lusaka Province and
Chipata in Eastern Province) that had exhibiteda pear-linear decline in HIV
prevalence between 1994 and 2008. Near-lineamilegltrends in HIV prevalence were
observed in most sites (Figure 6.4 and Figure &8)/ prevalence estimates for the 25

to 44 year-olds are provided in Table 6.5 and Téalge

6.16.3.Site-specific HIV prevalence trends in sentinel s#s: rural

Site-specific estimates of HIV prevalence and gpomding 95% Wilson C.l.s are
presented for 15 to 24 year-olds based on data Isites located in rural areas in
Table 6.3and Table 6.4. Although less profoundides in HIV prevalence in rural sites
are noted compared to declines observed in urbes, sieclining HIV prevalence trends
were observed in between 1994 and 2008 in Isokébithern Province, Kasaba in
Luapula Province, Macha in Southern Province, aniiNge in Northern Province.
Between 2006 and 2011, HIV prevalence in Ibengéirdstfrom 10.3% to 6.1% in

2011.

HIV prevalence trends among pregnant women agdd 28 years in Isoka rose
from 3.1 % in 2006 to 8.0% in 2011. HIV prevalemteural sites was generally lower
than in most urban sites except Luangwa, where pt&walence was 19.5% in 2002, and
dropped to 6.3% in 2008, but swung upwards in 2411119.0%. Further assessment of

HIV prevalence trends among 25 to 44 year-oldeseided in Table 6.5 and Table 6.6.
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HIV prevalence swung upward in 2011 in rural Isddacha, and Mukinge sites
where consistent declines in HIV prevalence hadhlmeted between 1994 and 2008 as
shown inError! Reference source not found. In contrast, HIV prevalence in Kasaba
declined steadily from 11.5% in 1994 to 2.2% in 20T rends in HIV prevalence in
Kabompo in Northwestern Province were less cleairalsharp drop in HIV prevalence
was observed from 8.8% in 2008 to 1.7% in 2011similar sharp drop in HIV
prevalence were observed in Mukinge in NorthweskRrovince, when HIV prevalence

dropped from 5.9% in 2006 to 2.1% in 2008 as shmwrable 6.4.
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Figure 6.8. HIV prevalence trends among pregnamhemaged 15 to 24 year-olds recruited between 1994
and 2011 in the Macha, one of the rural sentinesdbr the ANC-HIV-SS located in southern Zambia.
Data were collected in 1994, 1998, 2002, 2004, 22068, and 2011. Fig.6.8a shows non-smoothed HIV
prevalence trends in Macha between 1994 and 2Q¢htered survey calendar year (i.e., survey year
minus 1994) was fitted using restricted cubic sfunction with knots located at the™ 0" and 96"
percentiles in Fig.6.8b.
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6.16.4.Heat map for representing interaction between caleshar survey year and age

To facilitate the interpretation of statistical riplicative interaction effects
between continuous survey calendar year and prégranan’s age, | created a heatmap
to capture visually the statistical multiplicativeeraction effects between pregnant
woman'’s age and survey calendar year based on a\VGibdt included a main effects
(age and survey year) and cross-product interatgion (age*survey year). Consistent
with findings reported in prior studies, the oddgrevalent HIV infection were lower
for younger pregnant women in recent surveys coetpar older women as depicted in

Figure 6.9.
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Figure 6.9. Heat map indicating statistical muitigtive interaction effects of the cross-producirte
between survey year and age based on ANC-HIV-SSatdiected between 1994 and 2011 in Zambia.
The legend key indicates color intensity valuehwigavy color intensity corresponding to greatetsoof
prevalent HIV infections and light color intensigpresenting lesser odds.
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6.16.5.HIV prevalence trends by educational attainment: 194 to 2011

HIV prevalence was highest among women with higkdstational attainment
(Figure 6.10). HIV prevalence declined profoundhyaang pregnant women who self-
reported more education. Between 1994 and 201drat areas, HIV prevalence among
pregnant women in the lowest category (i.e., 0 $alboling years) of educational
attainment changed very little, with slight incred®tween 1994 and 2004 but a slight
decline in 2011,(Figure 6.10). However, HIV prievece in the lowest category declined
only slightly in urban areas. Between 1994 and22@60V prevalence was highest
among pregnant women who reported incomplete seemmndary school (i.e., 10-11) in

urban areas (Figure 6.10).
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Figure 6.10. HIV prevalence trends by educatiottairrment among pregnant women aged 15 to 24 years
based on the ANC-HIV-SS data collected between E@42008 inclusive. The labels on the curves (i.e.
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0to4;5t07;8t09; 10to 11; and 12 to 17yespnt self-reported number of schooling years d¢etegp
by pregnant women.

6.16.6.Trends in HIV prevalence assessed using age-onlyjasted GLMM

The LRT were applied to two nested GLMM models, aith and without a cross-
product term, where the cross-product was useddate statistical multiplicative
interaction between survey calendar year and wish residence, the p-value of for the
LRT was <0.05. Because the computed LRT p-valueGd).€eparate age-only adjusted
GLMM (i.e., sentinel sites as random componentgeviited for urban and rural areas
sites. Figure 6.11 and Figure 6.12 shows the piesdijorobabilities of prevalent HIV
infection for pregnant women at specific ages basethe age-only adjusted GLMM,
where age was fit using RCS function with knotthat1d", 53" and 98' percentile. To
enhance communication, graphed estimates are peelsand numerical values of

estimates are presented in Table 6.7 and Tabl®6wWban and rural areas respectively.

6.16.7.Declining predicted probability of HIV prevalence between 1994 through
2011 across all ages in urban and rural areas

Figure 6.11 show shows decline in predicted HIWplence in urban areas for age
15, 19, 21 and 24 years, with a higher predictetability with increasing age,

specifically in earlier surveys
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Figure 6.11. The predicted probabilities of premaldlV infection for specific age value (i.e., 18, 21

and 24) across different survey calendar years-P834 among pregnant women aged 15 to 24 years who
participated in the ANC-HIV-SS in sentinel sitesuiban areas in Zambia. Predicted probabilitiesewe
computed from a GLMM that examined the relationdigpwveen survey year and prevalent HIV infections.
The age-only adjusted GLMM was using logit link ¢tion and random component for sentinel site.
Parameter estimates were by Laplacian approximat##gre and survey calendar year were nonlineatly fi
as continuous variables using RCS function witkeelpre-specified knots the 10th, 50th and 90th
percentiles.
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The trend in HIV prevalence seen in urban areassivasar to the trend is seen in

rural areas (Figure 6.12), but a lower predictaabpbility of prevalent HIV infection for

pregnant women was noted compared to pregnant wgmeban areas (Figure 6.11).
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Figure 6.12. The predicted probabilities of premaldlV infection in across seven survey rounds migiri
the 1994-2011 among pregnant women aged 15 to&@4 yeého participated in ANC-HIV-SS in sentinel
sites in rural areas in Zambia. The predicted podities were estimated from the regression modé¢he
relationship between survey calendar year and feetwBllV infections using age only-adjusted GLMM
with a logit link function and a random componemt $entinel sites. Age and survey calendar yeae fie
nonlinearly as continuous variables using RCS fonawith three pre-specified knots at the 10thh5id

90th percentiles.
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6.17. Elevated odds of prevalent HIV infection with increasing age among urban
pregnant women

Compared to a pregnant woman age 15 years in 188#4dds of prevalent HIV
infection for a 24 year-old pregnant woman weréhbrgn both urban (OR=3.96, 95%
Cl: 3.83, 4.09) and rural areas (OR=2.53, 95% @l022.66). As shown in Table 6.7
and Table 6.8 based on age 15 years as the reégrengradual increase in odds of
prevalent HIV infection were noted with increasaqge among pregnant women aged 15

to 24 years within each of the seven survey rounds.

Figure 6.13 shows that odds of prevalent HIV irnfetd among pregnant women
aged 15 to 24 years in urban areas were slightherti@n 3.5 times higher for a 24 year-

old compared to 15 year-olds in 2011 (OR=3.65, 939864, 3.77).
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Figure 6.13. Odds ratios for specific ages for peeg women aged 15 to 24 years based on datateallec
from the ANC-HIV-SS in urban areas in Zambia in 20The odds ratios were computed from the age-
only adjusted GLMM where age was fit using restictubic spline function with knots placed at 10th,
50th, and 90th percentile. The graph shows thebttds of prevalent HIV infections rose steadilthwi
increasing age of pregnant woman.

6.17.1.Elevated odds of prevalent HIV infections with inceasing age among rural
pregnant women

Among pregnant women in rural areas, and usingeks-plds as referent group,
the odds of prevalent HIV did not change much dwee, but appear to have increased
for rural pregnant women. For example, the oddsrevalent HIV infections of a 24
year-old compared to a 15 year-olds in 2011 were®®2, 95% CI: 3.07, 3.38. On the
other hand, the prevalent HIV infection for 24 yeaompared to 15 year old in 1994 was

OR=2.53, 95% CI: 2.40, 2.66 in 1994 in rural areas.
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6.18. Discussion

ANC-based HIV surveillance data were used to exartriends in HIV prevalence
among pregnant women, and findings revealed a pnafaecline in HIV prevalence
among pregnant women aged 15 to 24 years ovetlyedr period studied in Zambia.
An overall decline in urban areas was a near hgleirthe prevalence rate, from 27% in
1994 to 14.7% in 2011. In rural areas, a lower lgt@valence was noted, and this also
declined substantially from 10% in 1994 to 7.4%@11, a less dramatic fall than seen in
urban areas. Prevalence remains high, reflectiagntiensity of HIV transmission in

southern Africa.[10]

Comparison of trends in HIV prevalence by educati@ttainment category
indicated downward trends in HIV prevalence withihgroups of educational
attainment, but more profound decline in HIV prevele were noted among pregnant
women in urban areas who were in categories reptiagemore education than among

pregnant women in categories with less education.

The odds of prevalent HIV infections for pregnammen within age range 15 to
24 years indicated that the odds of prevalent Hiifédtion increased gradually with
increasing age of pregnant woman. Even thougipitbe@icted probability of prevalent
HIV infections declined at all ages during the pdriL994 through 2011, the predicted
probability was higher for older than younger womeilecting the increasing aggregate

risk of HIV infection over decades of sexual adfjvi

Even though my analysis revealed an overall dowdwrand in HIV prevalence,

the burden of HIV infections and trends in HIV pa&nce across the 24 sites examined
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were heterogeneous. For example, there were ntesevath downwards trends in urban
areas than in rural areas. Further, HIV prevaleswaeng upward in 2011 in three urban
sites (Kasama, Kalingalinga and Chipata) and tfiveesites (Isoka, Luangwa, Macha,

and Minga), suggesting a need for special preventiterventions in this communities.

The findings from my study are comparable to thelifigs by Kayeyi et al (2012)
who examined trends in HIV prevalence in Zambia agndb to 24 year-olds using DHS-
based HIV prevalence data and ANC-based HIV prexalelata. Kayeyi et al (2012)
noted downward trends in HIV prevalence from 1992Q@08 based on ANC-HIV
surveillance data as well as a heterogeneous bwfdaevalent HIV infections across
sites. Further, estimates by Kayeyi et al (2012edaon DHS-based HIV prevalence
estimates revealed a decline in HIV prevalence f2@@1 to 2007consistent with other

earlier reports.[40, 146]

Further to providing prevalence estimates, unlikegdyi et al 2012, | have
provided 95% Wilson’s CI for estimated HIV prevateracross sites and within
subgroup to enable the reader to judge the precaHidllV prevalence estimates. A
remarkable strength of the study by Kayeyi et @ll@) was the use of population-based
data from the 2001 and 2007 DHS in Zambia. Extapdiay analysis with DHS-based
HIV prevalence data was not possible as there hearew DHS-based HIV prevalence
data since 2007 in Zambia, preparation of the ttorchd of DHS are underway. A
further novel approach in the current analysis uwses of restricted cubic splines function
to model continuous variables in the age adjustedyais to explore non-linear trends in

HIV prevalence within sites and overall. Furthii@e current study considered within-
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site clustering by modeling sentinel site as a ocam@ffect similar to the approach by

Stringer et al (2008).[168, 267]

The 2011 ANC-HIV-SS data revealed spikes in HIVWatence in sites such as
Isoka, Luangwa, Macha, Minga, and Mukinge. The aiglxsswings HIV prevalence
noted in some sites are worrisome, but can bepreged in the context of the downward
trends in HIV prevalence in the 15 to 24 year-oldibe spike in HIV prevalence in the
mentioned sites might reflect a true increase i prievalence or might be due to
random variation. The extent to which recruitmeinfiewer pregnant women per site in
2011 (i.e., 360 per site compared to 500 per sit# gears) has impacted HIV
prevalence estimates is uncertain. Further data@eded to confirm the observed spikes
in HIV prevalence in 2011 as true increases in digvalence in affected sites (i.e.,
Isoka, Luangwa, Macha, Minga, and Mukinge). Predigprevalence estimates
regression models fitted using RCS function progidere conservative results that are

consistent with national trends.
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Figure 6.14. Unsmoothed trends in HIV prevaleneads for Mukinge (Fig. 13a), with prevalence trends
after survey years were fitted using RCS for datkected in 1994, 1998, 2002, 2004, 2006, 2008201dL
(Fig. 6.14). ANC-HIV-SS data used and GLM fittedgenerate Fig.6.14b.

The upward spikes in HIV prevalence in a numbesashmunities raises concerns:
reminiscent of the HIV epidemic dynamics in Ugandbere after a remarkable decline
in HIV prevalence, the burden of prevalent HIV ictien swung upwards.[268-270]
However, more data are required to confirm thatibgerved spikes in selected
communities are an indication of the true increasé$lV prevalence, given the
continued overall declining trends. Examinatiorirehds in HIV prevalence by flexibly
fitting survey years as RCS suggested a declitflVhprevalence, with high uncertainty,

as displayed by the confidence interval (Figurel§.1Estimation of HIV prevalence
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trends in sites where spikes have been observedresdqurther investigations to uncover

dynamics of the HIV infections.

My findings are both encouraging and raise someears. Observed overall
decline in HIV prevalence in 15 to 24 year-oldsigouraging because the fall in HIV
prevalence invariably suggests a likely declineli¥ incidence and is consistent with
trends reported in other SSA countries.[271-274D$\related mortality rate is lower at
least in the 15 to 24 year-old and therefore maybea contributing factor to the
observed decline, assuming HIV prevalence is ettdd by migration rates. Although
the observed HIV prevalence estimates among prégv@nen suggest a decline
between 1994 and 2011, the HIV burden remains imighost sites. Therefore,
intensified research are required to understand milag be driving the high prevalence
in those sites where HIV prevalence spiked upwaadd,devising preventive

interventions for curbing HIV transmission.[275-278

Given the availability of CART, intensive combir@tiprevention strategies to
thwart the occurrence of new HIV infections remtiia best option for managing the
HIV epidemic, including expanded cART coveragedduce infectiousness of HIV-
infected persons.[29] Data from the ANC-HIV-SS seful in assessing changes in HIV
prevalence over time because ANC-based HIV suareil is more frequently (every 2-4
years) conducted compared to population based Da$8ebHIV surveillance which less
frequently conducted, most recently in 2001 and72@@ambia. ANC will highlight
women of childbearing age, but it is hard to imagam effective prevention intervention

that would not be reflected in data from that pagioh.
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There are several interventions aimed at modifgegual risky behavior that have
been implemented in Zambia, with greater intenisityrban areas where HIV prevalence
has been high. It is difficult to singly credit atervention as having influenced the
trends in HIV prevalence among the 15 to 24 yeds-oHowever, one may also attribute
the decline in HIV prevalence among 15 to 24 ydds-to the cumulative effects from

numerous interventions implemented since the advietite HIV epidemic.[30, 279-292]

HIV prevention interventions have focused on madifyrisky sexual behavior
modifying interventions. For example, these inggions include community-level
interventions such as incorporating HIV and AlDSieational in the school curriculum,
condom promotion, and influencing social normsnonpulgate reduction in the number
sexual partners.[30, 282, 283, 290-294] An inadadntensity of interventions in urban
areas may have contributed to this marked deatindlV prevalence, though we cannot
be sure. The reduction in infectiousness of CARSRtied HIV-infected persons
(“treatment as prevention”) may have also contedun recent years, but would not have
been a factor in earlier downward trends before Hi&tapy was available widely.
Because of the historically high HIV prevalenceairban areas, compared to rural areas,
its rates of decline appear more marked, but cautiost be exercised in making
inferences about the comparative effectivenesstefventions in urban than rural areas.
Also Wilson (2012) suggest that economic boom ipp&y mining towns corresponded to

substantial reduction in transactional sex andipialpartnership.[295]

The HIV assays used for HIV serostatus ascertaihmere not consistent across
the seven survey rounds.[24, 182] The HIV assagsl tor HIV screening and

confirmatory testing had were of very high sengitg and specificities, and stringent
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HIV testing algorithms guidelines were adheredntall survey years. As with most
studies based on ANC-based HIV surveillance datality control efforts for assuring
the validity of HIV serostatus were focused on ameas that are reactive (seropositive)
to the screening HIV antibody testing.[185, 22822l specimens designated as HIV
seropositive in the initial site screening werdhar confirmatory-tested using an HIV
ELISA assay but only 5% to 10% of the specimensgdased as HIV seronegative in
site screening were further tested as part of eefsx laboratory quality control testing.
Misclassification of HIV positive specimens as H¥ronegative were assumed to be

few given the stringent survey HIV testing algomitfil82, 185]

6.18.1.Study limitations

Present study findings must be interpreted in tireext of the following limitation
of the ANC-HIV-SS data. Neither the sentinel sites the pregnant women were
selected via random sampling. The sentinel six®welected on the basis the need to
achieve nationwide geographic coverage of the suavad the potential of the site to
recruit the set sample size per site. Therefdtiegagh geographic distribution of sites
provides impressive geographic coverage, the sardites used for ANC-HIV-SS may
not be representative of all health centers usethnatal care clinics in the nine

provinces of Zambia, estimated at 1400 health eem@untrywide in 2005.[296, 297]

Nonetheless in my study, | assumed that urban area likely reasonable
representation of other health centers with anrudaachment population, while rural
sites likely represented health centers in a wadhment population. Because the

pregnant women recruited during ANC-based HIV sillarece are a convenient sample,
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generalization of study findings is limited to tlpepulation. Young women are an

important sentinel population to assess HIV trassion dynamics.[24, 274, 298, 299].

No records were maintained in ANC-HIV-SS to trals& humber of pregnant
women who refused to participate in the surveyeréfore, it is not possible to ascertain
the survey response rate. Anecdotal evidence stgytfeat nearly all eligible pregnant
women were recruited for the ANC-based HIV preved&esurveys at both urban and

rural sites, but this cannot be confirmed.

Some pregnant women might have been recruited ne than one round of ANC-
based HIV surveillance, therefore might be a soofagithin-pregnant woman clustering
effects. Because the ANC-based HIV surveillandlevies an unlinked and anonymous
strategy, pregnant women who participated in mioa@ bne survey during the 1994 to
2011 period cannot be identified, and consequehitysource of within-pregnant woman
clustering effects may be unaccounted for and reag to invalid inferences (i.e., p-

values and confidence intervals).

The findings of this study may be influenced byesgbn bias. Selection bias may
threaten validity of inferences proportion of praghwomen do and not seek antenatal
care are different. However, according the Miistt Health in Zambia, more than 95%
of pregnant women will seek antenatal care at leasé during pregnancy.[36]
However, in some parts of rural Zambia, home-bastideries are still common and
some women may miss antenatal care, so the gezadyidity of my findings is limited to

pregnant women who sought antenatal care. [296, 3¥F302]
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HIV serostatus was objectively ascertained usimglsgical means but the other
covariates were captured via self-report. Her@ asher studies, self-reported data are
subject to recall, social desirability, and inten&l mis-report bias. Based on the
assumption that self-report biases are constansa@urvey years, self-report bias is
unlikely to have influenced the findings to theamttof changing any of my substantive
conclusions. The ANC-based HIV surveillance datandt contain information on the
sexual behavior of pregnant women or of their spousexual behavior information can
shed light on the observed patterns of HIV prevagebut ANC-HIV-SS lack sexual

behavior data by design in an effort to increaséqjpation rates.

Drastic changes in the population structure ofcdtehment area of the sentinel site
may influence the trends in HIV prevalence. Faaraple if there is immigration of HIV
seropositive women in catchment, HIV prevalence swiyng upwards if they are
captured during ANC-based HIV surveillance. HI\éyalence also declines in the face
of high death rates, a factor to consider in soamemunities, especially in the pre-

treatment era.[303]

As the number of HIV-infected persons accessinBtAncrease, appropriateness
of using the number of prevalent infection in tfetd 24 year-old to approximate the
number of new HIV infections may become somewhes ialid.[24] Younger women
who were infected in infancy through mother to dhreansmission (MTCT) may survive
into the 15 to 24 year-old age group, and may becpragnant. However the survival of
HIV infected babies has only improved in recentesmvhen cART has become relatively
more available than in the past, and therefore nmynaterially impact the observed

trends in this study.
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6.18.2.Strengths of the study

The study benefited from the large number of pragmeomen (i.e., 82,086) from a
wide geographic coverage (i.e., sites from differegions of Zambia), and with diverse
social, economic and cultural backgrounds. Eveéhdfe were some selection bias, the
large sample size for the study improves its paaegeneralizability to pregnant women.
HIV serostatus of survey specimens were seroldgicainfirmed. The three stage
testing protocol ensured that all reported HIV pesitive were confirmed, but despite
the stringency of HIV testing process, some HI\bpesitive specimens might have been
missed specimens classified as HIV seronegativeirspas or some specimens were
collected from HIV infected but antibody-negativegnant women. The number of
false negative specimens is unlikely to be higldl @¥ay not change the substantive

conclusion of the study because the assays usedof@rgh sensitivity and specificities.

The sampling and covariate measurement methodemgpited in six rounds of
the surveys (i.e., 1994 to 2008) were similar.haitgh slightly different methods were
used in 2011, the study population and samplingagmghed remained unchanged.
Unlike population-based survey for HIV prevalenceasurement, where refusal bias is
one of the main threats to validity, ANC-based Hi¥veillance is less threatened by
refusal bias because nearly all eligible pregnashen who present at the antenatal care
clinic were likely recruited. Social desirabilityas may threaten the validity of study
findings. However, the nurse-administered questines possibly augmented data
collection from most women, even from poorly literar disabled (e.g., blind) women,
and enabled clarification of questions. This stpdyvides a unique opportunity to

examine trends in HIV prevalence over an extendgobg (i.e., 18 years).[304]
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HIV prevalence trends within sentinel sites wenestigated by fitting survey year
as a RCS function of each site. Although lineauagptions might be relaxed by
categorization, and subsequent use of indicatoabigs in regression model,
categorization as a means of relaxing linearitgss efficient statistically, and may lead
biased parameter estimates. Further, within-cayegonlinear effects may be missed,
and wide categories may be a source of residudbaading. On the other hand, RCS
function facilitates flexible modeling of relatidmp between continuous variable and
outcome variable, and diminishes amount of residaafounding for potential

confounders.

6.18.3.Conclusion

The overall prevalence of HIV among pregnant womaged 15 to 24 years
declined profoundly between 1994 and 2011. Thérdem HIV prevalence was noted
among pregnant women aged 15 to 24 years in ungas and among pregnant women
aged 15 to 24 years in rural areas. On the otdwed hsite-specific HIV prevalence
estimates highlighted heterogeneous trend and bwflElV prevalence, revealing
possible upwards swings in HIV prevalence somes ite2011. Although downward
trends in HIV prevalence were observed in both midoad rural areas, HIV infection
burden was lower in rural than urban sites. Givext the economic and health
consequences are eminent the young and middleragpgy the historically low overall
prevalence estimates observed in 2011 are encogragthough observed spikes in HIV

prevalence must be investigated.
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Table 6.1. Characteristics by HIV serostatus ofjpamt women aged 15 to 44 years who were recrirted

the ANC-HIV-SS in Zambia, 1994-2011

N Combined Seropositive Seronegative P-valueo
(N=82086) (n=15505) (n=66581)
n % n % n %
Survey calendar year 82561
1994 9724 11.8 1981 12.8 7743 116 <0.0
1998 11718 14.3 2296 14.8 9422 142
2002 12838 15.6 2559 16.5 10279 154
2004 12404 151 2407 155 9997 15)0
2006 13223 16.1 2348 15.1 10875 16J3
2008 13298 16.2 2403 155 10895 164
2011 8881 10.8 1511 9.7 7370 1.1
Age [years] 82561
Median 24 25 23 <0.001
IQR? 20to 29 22t0 29 20to 29
Missing — — —
Age groups [years] 82561
15-19 17562 21.4 1954 12.6 15608 234 <0.0
20-24 27121 33.0 5117 33.0 22004 33[0
25-29 18975 23.1 4626 29.8 14349 2146
30-34 11289 13.8 2569 16.6 8720 131
35-39 5648 6.9 1032 6.7 4616 6.9
40-44 1491 1.8 207 1.3 128481 1.9
Residence 82561
Rural 34686 42.3 3905 25.2 30781 462 <0.0
Urban 47400 57.7 11600 74.8 35800 538
Educational attainment 72299
Median 7 8 7 <0.001
IQR 5t09 7t09 5t09
Missingtt 10260 125 1700 11.0 8560 12)9
Number of children 80918
0 [Primagravida] 23208 28.9 3582 23.4 19626 30.1<0.001
1 17779 22.1 3909 25.5 13870 21.B
>2 39456 49.0 7839 51.1 31617 48.p
Missing 1643 2.0 175 1.1 1468 2.2

* 4 test for differences in HIV*Wilcoxon sum rank test for differences in continssalues
fIQR —Interquartile rangé'Because of large sample size, p-value reportedanayay not bear public health-relevant

meanings; t1Missing educational attainment datmdec8881 from 2011 not collected
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Table 6.2 Distribution of pregnant women age 184qears surveyed during the ANC-based HIV sensneleillance in Zambia from 1994 through 2011 élested

characteristics

Characteristic 1994 1998 2002 2004 2006 2008 2011
(N=9760) (11907) (13051) (12404) (13260) (13298) (8881)
n | % n | % n | % n | % n | % n | % n | %

Age [years]
Median 23 23 23 24 24 25 25
IQR 20 to 29 20 to 28 20 to 28 20 to 29 2090 P 20 to 29 20 to 30
Missing — — — — — — —
Age groups [years]
15—19 2228 23 2975 25 3169 44 2397 19 2758 21 423p 18 1768 20
20 — 24 3314 34 4126 35 4376 J4 4468 36 431p 33 7423 32 2450 28
25— 29 1968 20 2539 21 2892 42 2834 23 3187 24 2341 26 2252 25
30 — 34 1363 14 1395 12 1604 12 1717 14 182p 14 5200 15 1440 16
35 —39 697 7 689 6 792 4 749 g 945 i 1014 8 78b 9
40 — 44 190 2 183 2 218 2 239 2 236 P 236 D 196 2
Missing — — — — — — — — — — — — — —
Residence
Rural 4238 43 4797 40 5539 4p 5237 42 5684 43 5362 40 4043 46
urban 5522 57 7110 60 7212 58 7167 58 7576 57 7986 60 4838 54
Missing — — — — — — — — — — — — — —
Marital status
Divorced* 930 10 307 3 287 2 162 1] 111 | 108 | NG CN
Married 8685 89 10351 88 10413 g6 10529 $5 111380 8411185 84 NC NC
Single 33 0 997 9 1280 11 1570 1B 1943 L5 1916 14 C N| NC
Widowed 53 1 64 1 88 1 62 1 6262 ( 52 d NC N
Missing 59 188 983 81 14 37 NC NC
Education attainment [number of schooling yearspletad)
Median 7 7 7 7 7 8 NC NQ
IQR 5t09 5t09 5t09 5t09 6t09 6to9 NC NC
Missing 1016 103 95 51 236 78 8881 1po
Educational attainment classification
<12 8166 93 10983 93 11750 91 10954 89 11005 84 0922 83 NC NC
>12 578 7 821 7 1206 9 1399 11 2019 | 6 2298 | 7 NC C |N
Missing 1016 103 95 51 236 78 8881 1po
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Characteristic 1994 1998 2002 2004 2006 2008 2011
(N=9760) (11907) (13051) (12404) (13260) (13298) (8881)
n | % n | % n | % n | % n | % n | % n | %
Number of children
0 2435 26 3527 38 3829 3y 3637 37 4024 38 3576 34 2322 37
1 2016 21 2597 28 2937 28 2725 218 2929 D7 2980 28 7091 27
>2 5046 53 3190 34 3561 3% 3465 35 3733 35 4003 38 1892 35
Missing
HIV serostatus
HIV negative 7743 80 9422 80 10279 80 9997 $1 108Y582 10895 82 7370 83
HIV positive 1981 20 2296 20 2559 2p 2407 19 2348 8 [1 2403 18 1511 17
Missing 36 0 189 213 0 0 0 0

*Divorced and separated; All the variables excéartner age difference (p-value =0.754)" were siatlly significantly different across survey ygap-value <0.0001.

Because our large sample sizes across the yeat®rcaenust be exercised in interpretation of p-ealstatistical significance NOT equivalent to paltlealth
significance]; NC—Data missing because not coligctess than 0.5 rounded to zero and some cellsnoiagdd to 100 due rounding off; —No missing value
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Table 6.3 Trends in HIV prevalence among pregnarhan ages 15 to 24 yearsurpan sentinel site surveyed during the Zambia anteattehdees HIV sentinel
surveillance in Zambia, 1994 through 2011

SITE 1994 1998 2002 2004 2006 2008 2011
N N N N N N N

HIV% (95% Cl) HIV% (95% Cl) HIV% (95% CI) HIV% (95% CI) HIV% (95% CI) | HIV% (95% CI) | HIV% (95% ClI)
Chelstone 268 471 447 411 460 377, 163

25.0 (20.2-30.5) | 22.9(19.4-26.9) | 19.9(16.5-23.9) | 17.8(14.4-21.7) | 15.0(12.0-18.6) | 11.1(8.3-14.7) | 9.8(6.1-15.3)
Chilenje 273 287 426 427 345 400 175

34.8(29.4-40.6) | 21.6(17.2-26.7) | 26.8(22.8-31.2) | 18.0(14.7-22.0) | 19.1(15.3-23.6) | 15.8 (12.5-19.6)| 13.1(8.9-18.9)
Chipata 261 287 283 288 290 268 203

27.6(22.5-33.3) | 23.7(19.1-28.9) | 21.9(17.5-27.1) | 19.4(15.3-24.4) | 19.0 (14.9-23.9) | 14.6 (10.8-19.3)| 16.3 (11.8-21.9)
Kabwe 275 304 280 263 277 254 187

28.4 (23.4-34.0) | 24.0(19.6-29.1) | 22.1(17.7-27.4) | 23.6(18.8-29.1) | 16.2(12.4-21.0) | 24.4 (19.5-30.0)| 16.0 (11.5-22.0)
Kalingalinga 280 284 338 403 427 404 306

20.0 (15.7-25.1) | 22.9(18.4-28.1) | 20.1(16.2-24.7) | 19.9 (16.2-24.0) | 19.7 (16.2-23.7) | 15.1(11.9-18.9)| 17.6 (13.8-22.3)
Kasama 251 304 299 306 282 280 178

21.9 (17.2-27.4) | 12.2(9.0-16.3) 12.0(8.8-16.2) | 13.4(10.0-17.7) | 18.8(14.7-23.8) | 8.6 (5.8-12.4) | 12.4(8.3-18.0)
Livingstone 337 432 315 165 290 275 187

32.0(27.3-37.2) | 29.2(25.1-33.6) | 29.8(25.1-35.1) | 27.9(21.6-35.2) | 21.7 (17.4-26.8) | 22.2 (17.7-27.5)| 17.1(12.4-23.2)
Mansa 268 342 299 249 284 236 169

23.5(18.8-28.9) | 20.5(16.5-25.1) | 21.4(17.1-26.4) | 24.5(19.6-30.2) | 15.1(11.4-19.8) | 16.9 (12.7-22.3)| 13.0 (8.8-18.9)
Matero 248 293 487 482 423 376 181

28.2(23.0-34.1) | 22.5(18.1-27.6) | 21.6(18.1-25.4) | 26.3(22.6-30.5) | 25.3(21.4-29.6) | 19.9 (16.2-24.3)| 11.6 (7.7-17.1)
Mongu 276 286 311 279 250 289 175

30.1(25.0-35.7) | 27.6(22.8-33.1) | 30.2(25.4-35.5) | 23.3(18.7-28.6) | 14.8(10.9-19.7) | 25.6 (20.9-30.9)| 21.7 (16.2-28.4)
Ndola 288 613 578 450 394 475 236

27.1(22.3-325) | 25.9(22.6-29.5) | 21.6(18.5-25.2) | 22.2(18.6-26.3) | 18.0 (14.5-22.1) | 15.2 (12.2-18.7)| 14.8 (10.9-19.9)
Solwezi 120 295 310 302 289 297 175

20.8 (14.5-28.9) | 16.6(12.8-21.3) | 11.9(8.8-16.0) 12.6 (9.3-16.8) | 15.2(11.5-19.8) | 11.4(8.3-15.6) | 10.3 (6.6-15.7)
Total 3145 4198 4373 4025 4011 3931 2335

95% Wilson confidence interval for HIV prevalenagedaNumber of pregnant women at each site [<25s]ear
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Table 6.4. Trends in HIV prevalence among pregmamhen ages 15 to 24 yearsioyal sentinel site surveyed during the Zambia antertbahdees HIV sentinel
surveillance in Zambia, 1994 through 2011

SITE 1994 1998 2002 2004 2006 2008 2011
N* N N N N N N
HIV% (95% CI) HIV% (95% CI) HIV% (95% CI) HIV% (95% CI) HIV% (95% CI) HIV% (95% CI) HIV% (95% CI)
Ibenga 218 261 223 217 175 179 165
11.0 (7.5-15.9) 8.0 (5.3-12.0) 8.1(5.2-12.4) 7.8 (4.9-12.2) 10.3 (6.6-15.7) 7.3 (4.3-12.0) 6.1 (3.3-10.8)
Isoka 274 313 296 269 254 273 174
11.3 (8.1-15.6) 9.9 (7.1-13.7) 7.1 (4.7-10.6) 11.5 (8.2-15.9) 3.1(1.6-6.1) 5.1(3.1-8.4) 8.0 (4.9-13.1)
Kabompo 159 163 219 302 336 295 176
1.9 (0.6-5.4) 9.8 (6.1-15.3) 5.9 (3.5-9.9) 7.9 (5.4-11.6) 5.4 (3.4-8.3) 8.8 (6.1-12.6) 1.7 (0.6-4.9)
Kalabo 149 225 249 274 300 297 177
8.1 (4.7-13.5) 12.0 (8.4-16.9) 14.5 (10.6-19.4) 14.2 (10.6-18.9) 9.7 (6.8-13.5) 12.1 (8.9-16.3) 8.5 (5.2-13.5)
Kapiri 284 492 312 239 244 226 152
Mposhi 13.4 (9.9-17.8) 15.7 (12.7-19.1) 22.8 (18.5-27.7) 20.1 (15.5-25.6) 9.4 (6.4-13.7) 17.7 (13.3-23.2) | 12.5(8.2-18.7)
Kasaba 261 274 158 205 142 167 93
11.5 (8.2-15.9) 5.1 (3.1-8.4) 4.4 (2.2-8.9) 3.4 (1.7-6.9) 2.8 (1.1-7.0) 3.0 (1.3-6.8) 2.2 (0.6-7.5)
Luangwa NC NC 172 NC* 248 252 84
19.2 (14.0-25.7) 15.7 (11.7-20.8) 6.3 (3.9-10.1) 19.0 (12.1-28.7)
Macha 280 282 268 271 264 173 187
7.9 (5.2-11.6) 5.7 (3.5-9.0) 6.3 (4.0-9.9) 5.9 (3.7-9.4) 3.4 (1.8-6.4) 1.2 (0.3-4.1) 7.0 (4.1-11.5)
Minga 287 288 298 280 283 202 170
8.0 (5.4-11.7) 9.7 (6.8-13.7) 7.7 (5.2-11.3) 8.9 (6.1-12.8) 6.0 (3.8-9.4) 3.5(1.7-7.0) 7.1(4.1-11.9)
Mukinge 205 205 281 250 269 143 163
9.8 (6.4-14.6) 6.8 (4.1-11.1) 4.3 (2.5-7.3) 5.2 (3.1-8.7) 5.9 (3.7-9.4) 2.1(0.7-6.0) 7.4 (4.3-12.4)
Nchelenge 262 295 283 274 274 257 158
13.7 (10.1-18.4) 13.2 (9.8-17.6) 18.4 (14.3-23.3) 15.3 (11.5-20.1) 9.9 (6.9-14.0) 14.8 (11.0-19.6) 7.6 (4.4-12.8)
Serenje NC NC 281 259 246 236 174
10.3 (7.3-14.4) 13.5(9.9-18.2) 11.0 (7.7-15.5) 12.7 (9.1-17.6) 6.3 (3.6-11.0)
Total 2379 2798 3040 2840 3035 2700 1873

95% Wilson confidence interval for HIV prevalence

*Number of pregnant women at each site [<25 years]

NC— Data not collected [Luangwa and Serenje werediiced as sites in 2002] and NC* excluded frommANC-HIV-SS data set [unreliable]
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Table 6.5. Trends in HIV prevalence among pregaamhen ages 25 to 44 years by urban sentinel witeged during the Zambia antennal attendees Hitirssl
surveillance in Zambia, 1994 through 2011

SITE 1994 1998 2002 2004 2006 2008 2011
N* N N N N N N

HIV% (95% CI) HIV% (95% CI) HIV% (95% CI) HIV% (95% CI) HIV% (95% CI) HIV% (95% CI) | HIV% (95% CI)
Chelstone 182 308 339 330 532 420 180

23.1(17.6-29.7) | 30.8 (25.9-36.2) 30.1 (25.5-35.2) 27.0 (22.5-32.0) 28.2 (24.5-32.2) | 29.5(25.4-34.1) | 20.0 (14.8-26.4)
Chilenje 181 212 362 365 353 494 193

35.9 (29.3-43.1) | 34.4(28.4-41.1) 35.1 (30.3-40.1) 30.1 (25.7-35.0) 26.1 (21.8-30.9) | 31.2(27.2-35.4) | 19.7 (14.7-25.9)
Chipata 227 198 166 210 225 252 167

33.9 (28.1-40.3) | 32.3(26.2-39.1) 36.1 (29.2-43.7) 34.8 (28.6-41.4) 31.1(25.4-37.4) | 28.6 (23.3-34.4) | 30.5(24.1-37.9)
Kabwe 214 197 217 235 221 279 167

31.3(25.5-37.8) | 31.0(24.9-37.7) 37.3 (31.2-43.9) 31.5 (25.9-37.7) 35.3(29.3-41.8) | 32.3(27.0-38.0) | 29.9 (23.5-37.3)
Kalingalinga 224 203 248 287 369 393 396

24.1 (19.0-30.1) | 32.0(26.0-38.7) 35.1 (29.4-41.2) 37.3 (31.9-43.0) 36.9 (32.1-41.9) | 38.9(34.2-43.8) | 37.4(32.8-42.2)
Kasama 217 230 218 191 213 257 210

26.3 (20.9-32.5) | 17.4 (13.0-22.8) 27.1 (21.6-33.3) 18.8 (13.9-25.0) 20.7 (15.8-26.6) 13.2 (9.6-17.9) | 18.6 (13.9-24.4)
Livingstone 254 248 204 132 226 254 173

32.3(26.8-38.3) | 33.5(27.9-39.6) 34.3 (28.1-41.1) 37.9 (30.1-46.4) 33.2 (27.4-39.6) | 36.2(30.6-42.3) | 41.6 (34.5-49.1)
Mansa 191 243 196 251 214 263 190

23.6 (18.1-30.1) | 22.2(17.5-27.9) 23.5 (18.1-29.9) 31.1 (25.7-37.1) 21.5(16.5-27.5) | 19.8 (15.4-25.0) | 25.8 (20.1-32.4)
Matero 136 196 292 317 367 422 178

28.7 (21.7-36.8) | 37.8(31.3-44.7) 36.6 (31.3-42.3) 34.7 (29.7-40.1) 38.1(33.3-43.2) | 28.4(24.3-32.9) | 25.3(19.5-32.1)
Mongu 199 203 183 200 187 221 176

26.1 (20.5-32.6) | 27.6 (21.9-34.1) 34.4 (27.9-41.6) 35.0 (28.7-41.8) 18.7 (13.8-24.9) | 36.2 (30.1-42.7) | 24.4 (18.7-31.3)
Ndola 211 394 416 411 403 514 260

28.4 (22.8-34.9) | 30.5(26.1-35.2) 24.3 (20.4-28.6) 29.9 (25.7-34.5) 26.8 (22.7-31.3) | 27.6 (23.9-31.6) | 30.0 (24.8-35.8)
Solwezi 109 193 185 213 226 236 213

26.6 (19.2-35.6)

25.9 (20.2-32.5)

16.2 (11.6-22.2)

20.2 (15.3-26.1)

20.4 (15.6-26.1)

20.3 (15.7-25.9)

25.4 (20.0-31.6)

95% Wilson confidence interval for HIV prevalence
*Number of pregnant women at each site [25 to 4tsje
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Table 6.6. Trends in HIV prevalence among pregaamhen ages 25 to 44 years by urban sentinel siteged during the Zambia antennal attendees HIrssn
surveillance in Zambia, 1994 through 2011

SITE 1994 1998 2002 2004 2006 2008 2011
N* N N N N N N
HIV% (95% CI) | HIV% (95% Cl) | HIV% (95% CI) | HIV% (95% CI) | HIV% (95% Cl) HIV% (95% Cl) HIV% (95% CI)
134 130 169 156 16.0 (11.1- 155 202 196
Ibenga 11.9 (7.5-18.5) | 13.8(8.9-20.8) | 11.8(7.8-17.6) 22.6) 12.3(8.0-18.4) | 17.3(12.7-23.1) | 19.4 (14.5-25.5)
202 272 223 222 270 222 171
Isoka 10.9 (7.3-15.9) | 13.6(10.0-18.2) | 6.3 (3.8-10.3) 9.9 (6.6-14.5) 10.4 (7.3-14.6) 7.2 (4.5-11.4) 8.2 (4.9-13.3)
157 94 159 195 243 243 210
Kabompo 8.3 (4.9-13.7) 8.5 (4.4-15.9) 10.7 (6.8-16.5) | 13.3(9.3-18.8) 4.1 (2.3-7.4) 6.6 (4.1-10.4) 4.8 (2.6-8.5)
129 121 174 221 197 221 188
Kalabo 11.6 (7.2-18.3) | 9.9 (5.8-16.5) 14.4(9.9-20.3) | 13.1(9.3-18.2) | 19.3(14.4-25.4) | 18.6(14.0-24.2) | 25.0(19.4-31.6)
210 285 213 256 247 279 209
Kapiri Mposhi | 12.9(9.0-18.1) | 15.8(12.0-20.5) | 20.7 (15.8-26.6)| 20.3 (15.8-25.7) | 23.5(18.6-29.1) | 26.2 (21.4-31.6) | 27.8(22.1-34.2)
217 212 147 177 121 154 163
Kasaba 13.8 (9.9-19.0) 5.7 (3.3-9.6) 8.2 (4.7-13.7) 9.0 (5.6-14.2) 3.3 (1.3-8.2) 8.4 (5.0-13.9) 3.1 (1.3-7.0)
NC NC 170 NC* 242 233 76
Luangwa 27.1 (20.9-34.2) 14.5(10.6-19.4) | 13.3(9.5-18.3) | 26.3(17.7-37.2)
214 208 250 246 232 178 181
Macha 10.7 (7.3-15.6) | 9.6 (6.3-14.4) 9.2 (6.2-13.4) 9.8 (6.6-14.1) 10.8 (7.4-15.4) 1.7 (0.6-4.8) 10.5 (6.8-15.8)
196 188 225 218 229 166 189
Minga 12.2 (8.4-17.6) | 9.0 (5.7-14.0) 13.3(9.5-18.4) | 14.7 (10.6-20.0) | 12.7 (9.0-17.6) 9.6 (6.0-15.1) 14.3 (10.0-20.0)
164 193 215 247 232 183 191
Mukinge 9.1 (5.6-14.5) 10.9 (7.2-16.1) | 13.0(9.2-18.2) | 12.1(8.6-16.8) | 10.8 (7.4-15.4) 8.2 (5.0-13.1) 10.5 (6.9-15.6)
232 194 214 219 223 243 208
Nchelenge 16.4 (12.2-21.7)| 13.4(9.3-18.9) | 19.6 (14.9-25.5)| 14.6(10.5-19.9) | 17.9 (13.5-23.5) | 21.8(17.1-27.4) | 17.3(12.8-23.0)
NC NC 240 240 250 338 188
Serenje 17.9 (13.6-23.3)| 13.8(10.0-18.7) | 18.0(13.7-23.2) | 15.7(12.2-19.9) | 16.5(11.9-22.5)

95% Wilson confidence interval for HIV prevalence
*Number of pregnant women at each site [25 to 44]

NC— Data not collected [Luangwa and Serenje wereduced as sites in 2002]
NC*— Data excluded from the main ANC report becanisproblematic ANC-SS data file [unreliable]
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Table 6.7 Odds ratio and 95% confidence intervatte relationship between pregnant woman’s agepaenvilent HIV infection based on the GLMM in whistirvey
years was fitted using restricted cubic splinesgisiata from the antenatal clinic attendees [ag® 28 years] collected in urban areas in Zambiawéen 1994 and

2011

Age [years]

1994
OR (95% Cl)

1998
OR (95% Cl)

2002
OR (95% Cl)

2004
OR (95% Cl)

2006
OR (95% Cl)

2008
OR (95% Cl)

2011
OR (95% ClI)

15

1.00 ( 1.00-1.00)

1.00 ( 1.00-1.00)

1.00 ( 11016)

1.00 ( 1.00-1.00)

1.00 (1.00-1.0¢

~

1.000041.00)

1.00 ( 1.00-1.00)

16

1.23(1.23-1.23)

1.23 (1.22-1.23)

1.22 (11222)

1.22 (1.22-1.22)

1.22 (1.22-1.22

~

1.222011.22)

1.22 (1.22-1.22)

17

1.51 (1.51-1.51)

1.50 ( 1.50-1.51)

1.50 ( 114%0)

1.49 ( 1.49-1.50)

1.49 ( 1.49-1.4¢

)

1.494811.49)

1.48 ( 1.48-1.49)

18

1.85 ( 1.85-1.86)

1.84 (1.84-1.85)

1.83 ( 11534

1.83 (1.82-1.83)

1.81 (1.80-1.81

~

1.818(111.82)

1.81 (1.80-1.81)

19

2.27 (2.26-2.28)

2.25 ( 2.25-2.26)

2.23 ( 223%)

2.23 (2.22-2.23)

2.19 (2.19-2.2(

~

2.212022.21)

2.19 ( 2.19-2.20)

20

2.75 (2.74-2.76)

2.72 (2.71-2.73)

2.69 ( 26BL)

2.68 (2.66-2.69)

2.63 (2.62-2.64

)

2.655(122.66)

2.63 (2.62-2.64)

21

3.24 (3.21-3.26)

3.20 (3.17-3.22)

3.16 ( BIB)

3.14 (3.11-3.16)

3.07 ( 3.05-3.1(

3.10072.12)

3.07 ( 3.05-3.10)

22

3.67 (3.62-3.71)

3.61 (3.57-3.66)

3.56 ( B35

3.54 ( 3.49-3.58)

3.45 ( 3.40-3.44

)

3.481133.53)

3.45 ( 3.40-3.49)

23

3.94 (3.86-4.02)

3.87 (3.79-3.95)

3.81 ( B™)

3.78 (3.70-3.85)

3.67 (3.59-3.74

)

3.716433.79)

3.67 (3.59-3.74)

24

3.96 ( 3.83-4.09)

3.88 (3.76-4.01)

3.81 ( 36W)

3.78 (3.66-3.90)

3.65 ( 3.54-3.71

)

3.715023.82)

3.65 (3.54-3.77)

OR-Odds ratio

Cl-95% confidence interval
Age value of 15 years was used as reference age f@l computation of odds ratio and 95% confiddimoés

Age was fit as a restricted cubic spline functidthwnots located at percentiles 10%, 50%, and 80%LMM with logit link function and random interpéfor sentinel site
to account for possible intra-site clustering
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Table 6.8 Odds ratio (OR) and 95% confidence waiefior the relationship between pregnant womagks @and prevalent HIV infection based on the GLMMvimch
survey years was fitted using restricted cubicngdiusing data from the antenatal clinic attenfiges 15 to 24 years] collected in rural areas imEa between 1994

and 2011

Age [years]

1994
OR (95% ClI)

1998
OR (95% Cl)

2002
OR (95% Cl)

2004
OR (95% ClI)

2006
OR (95% Cl)

2008
OR (95% ClI)

2011
OR (95% ClI)

15

1.00 ( 1.00-1.00)

1.00 (1.00-1.04

1.00 ( 11016)

1.00 ( 1.00-1.00)

1.00 (1.00-1.0¢

~

1.000041.00)

1.00 ( 1.00-1.00)

16

1.12 (1.12-1.12)

1.13 (1.13-1.13

1.14 ( 11114)

1.14 (1.14-1.14)

1.14 (1.14-1.11

)

1.151611.15)

1.15 (1.15-1.16)

17

1.26 ( 1.26-1.26)

1.28 (1.27-1.2¢

1.29 ( 11230)

1.30 ( 1.30-1.31)

1.31(1.31-1.31

1.323(111.32)

1.33 (1.33-1.33)

18

1.42 (1.41-1.42)

1.44 (1.44-1.45

1.47 ( 1144B)

1.49 ( 1.48-1.49)

1.54 (1.53-1.54

h

1.515(111.52)

1.54 ( 1.53-1.54)

19

1.59 ( 1.58-1.60)

1.63 ( 1.62-1.64

1.67 ( 11688)

1.69 ( 1.68-1.70)

1.77 (1.76-1.7¢

~

1.747311.75)

1.77 (1.76-1.78)

20

1.78 (1.77-1.79)

1.84 (1.82-1.85

1.90 ( 1188t

1.93(1.91-1.94)

2.04 (2.02-2.05

~

1.9%(712.00)

2.04 (2.02-2.05)

21

1.98 ( 1.95-2.00)

2.05 (2.03-2.09

2.13 ( 2116)

2.17 ( 2.15-2.20)

2.32(2.29-2.34

)

2.2602622.29)

2.32 (2.29-2.35)

22

2.18 (2.13-2.22)

2.28 (2.23-2.32

2.38 ( 23®)

2.43 (2.38-2.48)

2.63 (2.57-2.68

3)

2.541022.60)

2.63 (2.57-2.68)

23

2.37 (2.29-2.45)

2.49 (2.41-2.57

2.62 ( 258L)

2.68 (2.60-2.77)

2.93 (2.84-3.03

)

2.8212.92)

2.93 (2.84-3.03)

24

2.53 (2.40-2.66)

2.68 (2.54-2.87

~ |~~~ = =~ ~ =~ =] —~| —

2.83 ( 2638)

2.92 (2.77-3.07)

3.22 (1 3.07-3.3¢

~

3.09¢23.24)

3.22 (3.07-3.38)

OR-Odds ratio

CI-95% confidence interval
Age value of 15 years was used as reference age f@l computation of odds ratio and 95% confiddimoés
Age was fit as a restricted cubic spline functibpercentiles 10%, 50%, and 90% in GLMM with logik function and random intercept for sentineégih account for
possible intra-site clustering
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Table 6.9 shows HIV prevalence by selected chaiatitss among pregnant women who sought antenatalia urban areas during the survey period foAlRE-HIV-
SS between from 1994 through 2011

Characteristics 1994 1998 2002 2004 2006 2008 2011
n n n n n n n
HIV % (95% CI) | HIV % (95% CI) | HIV % (95% CI) HIV % (95% CI) | HIV % (95% CI) | HIV % (95% CI) HIV % (95% CI)
Age group
15-24 3145 4198 4373 4025 4011 3931 2335

27.0 (25.5-28.6)

22.9 (21.7-24.2)

21.7 (20.5-23.0)

20.5 (19.3-21.8)

18.4 (17.2-19.6)

16.5 (15.3-17.7)

14.7 (13.4-16.2)

Educational attainment category

Oto4 313 512 515 402 307 249 NC
18.8 (14.9-23.6) | 20.7 (17.4-24.4) | 17.1(14.1-20.6) | 18.4 (14.9-22.5) | 16.3(12.6-20.8) | 15.3 (11.3-20.3)
5t07 1391 1801 1690 1400 1174 1034 NC
24,9 (22.7-27.2) | 21.9(20.1-23.9) | 20.5(18.6-22.5) | 20.8 (18.7-23.0) | 17.6 (15.6-19.9) | 18.2(16.0-20.6)
8t09 860 1224 1300 1165 1182 1248 NC
29.8 (26.8-32.9) | 23.0(20.8-25.5) | 24.7 (22.4-27.1) | 20.6 (18.4-23.0) | 20.2(18.0-22.6) | 16.3 (14.3-18.4)
10to 11 185 252 320 355 390 429 NC
38.9 (32.2-46.1) | 30.6 (25.2-36.5) | 20.0(16.0-24.7) | 20.8(16.9-25.4) | 22.1(18.2-26.4) | 16.8 (13.5-20.6)
12 to 17 226 409 548 682 879 954 NC
36.3(30.3-42.7) | 24.9(21.0-29.4) | 23.9(20.5-27.6) | 21.1(18.2-24.3) | 16.0(13.8-18.6) | 15.1(13.0-17.5)
Parity [Number of children birthed by pregnant warha
0 1286 2053 2148 2065 2199 1942 1354
24.8 (22.5-27.2) | 19.0(17.4-20.8) | 20.6 (19.0-22.4) | 17.5(15.9-19.2) | 15.4 (14.0-17.0) | 12.9(11.5-14.5) | 13.6 (11.9-15.5)
1 965 1274 1393 1236 1189 1301 716
31.1(28.2-34.1) | 27.6(25.2-30.1) | 23.3(21.2-25.6) | 23.9(21.6-26.3) | 22.1(19.9-24.6) | 18.9(16.9-21.1) | 17.0(14.5-20.0)
758 871 832 718 623 688 265
>2 24.9 (22.0-28.1) | 25.3(22.5-28.2) | 21.9(19.2-24.8) | 23.5(20.6-26.8) | 21.7 (18.6-25.1) | 21.8(18.9-25.0) | 14.3(10.6-19.1)

Cl- Confidence interval
95% Confidence interval estimated by Wilson’s metho
"Number of school years completed: Categories reflecschool system in Zambia. The 10 to 11 yeassincluded to reflect women who drop out dueregpancy
Trends in HIV prevalence by survey year within eatianal attainment grouping within groups corresting to the educational attainment groups basetti®@education
system in Zambia for rural areas. Wide 95% comiigeintervals for the estimated HIV prevalencetifie> 12 schooling years group is due to relatively $enadumber of
observations. Even though HIV prevalence is gdlyenagh, there was an overall distinctive declineHIV prevalence from 32.9% in 1994 to 16.9% ird8Gor> 12

schooling year’s group. Little change in HIV priarece in the 0-4 schooling years.
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Table 6.10 shows HIV prevalence by selected chariatits among pregnant women who sought anteaatalin rural areas during the survey period ferANC-HIV-

SS between from 1994 through 2011

Characteristics 1994 1998 2002 2004 2006 2008 2011
n n n n n n n
HIV % (95% CI) HIV % (95% CI) HIV % (95% CI) HIV % (95% CI) HIV % (95% CI) HIV % (95% CI) HIV % (95%
Cl)
Age group
15-24 2379 2798 3040 2840 3035 2700 1873
10.0 (8.9-11.3) 10.1 (9.1-11.3) 10.9 (9.9-12.1) 10.5 (9.4-11.6) 7.7 (6.8-8.7) 8.5 (7.5-9.6) 7.4 (6.3-8.7)
Educational attainment category
Oto4 657 820 865 758 646 463 NC
7.5 (5.7-9.7) 7.0 (5.4-8.9) 7.9 (6.2-9.8) 9.5 (7.6-11.8) 6.3 (4.7-8.5) 7.6 (5.5-10.3)
5t07 949 1389 1411 1220 1225 1144 NC
9.5 (7.8-11.5) 9.9 (8.4-11.5) 10.6 (9.1-12.3) 10.0 (8.4-11.8) 7.3 (6.0-8.9) 8.0 (6.6-9.8)
8t09 310 474 589, 14.4 (11.8- 647,12.4 (10.0- | 752,9.4 (7.6-11.7) 690 NC
16.8 (13.0-21.3) 13.5 (10.7-16.9) 17.5) 15.1) 8.1 (6.3-10.4)
10to 11 32 50 93 131 208 177 NC
21.9 (11.0-38.8) 22.0 (12.8-35.2) 11.8 (6.7-19.9) 10.7 (6.5-17.1) 5.3 (3.0-9.2) 11.3 (7.4-16.8)
12 to 17 36 65 82 80 158 204 NC
27.8 (15.8-44.0) 21.5 (13.3-33.0) 23.2 (15.4-33.4) 11.2 (6.0-20.0) 12.0 (7.8-18.0) 12.7 (8.8-18.0)
Parity [Number of children birthed by pregnant warha
0 947 1215 1335 1266 1445 1254 635
9.7 (8.0-11.8) 8.7 (7.3-10.4) 9.5(8.1-11.2) 9.5 (8.0-11.2) 7.3 (6.0-8.7) 8.3 (6.9-10.0) 8.3 (6.4-10.8)
1 715 844 930 839 864 791 369
11.7 (9.6-14.3) 12.7 (10.6-15.1) 11.7 (9.8-13.9) 11.6 (9.6-13.9) 7.9 (6.3-9.9) 8.5 (6.7-10.6) 9.5 (6.9-12.9)
>2 633 739 775 733 723 655 261
8.8 (6.9-11.3) 9.5 (7.6-11.8) 12.4 (10.3-14.9) 10.8 (8.7-13.2) 8.6 (6.7-10.8) 9.0 (7.0-11.4) 9.6 (6.6-13.8)

Cl- Confidence interval
95% Confidence interval estimated by Wilson’s metho
"Number of school years completed: Categories reflecschool system in Zambia. The 10 to 11 yeasincluded to reflect women
Trends in HIV prevalence by survey year within etianal attainment grouping within groups correspog to the educational attainment groups basetti®n
education system in Zambia for rural areas. Whé @onfidence intervals for the estimated HIV pieree for the> 12 schooling years group is due to relatively
smaller number of observations. Even though Hisvplence is generally high, there was an overslirditive decline in HIV prevalence from 32.9% @94 to 16.9%
in 2008 for> 12 schooling year’s group. Little change in Hiképalence in the 0-4 schooling years.
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Table 6.11 displays the HIV prevalence estimates3i% confidence interval trends by selected chariatic based on ANC-based HIV prevalence datalgoted in
urban and rural areas of Zambia between 1994 ah#l 20

Variable name

1994

1998

2002

2004

2006

2008

2011

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

15-24 3145 4198 4373 4025 4011 3931 2335
27.0 (25.5-28.6) | 22.9 (21.7-24.2) | 21.7 (20.5-23.0) | 20.5(19.3-21.8) | 18.4(17.2-19.6) | 16.5(15.3-17.7) | 14.7 (13.4-16.2)
25-34 1887 2373 2551 2679 2951 3391 2080
31.5(29.4-33.6) | 31.7(29.8-33.6) | 32.6(30.8-34.4) | 31.5(29.8-33.3) | 29.7 (28.1-31.4) | 29.2(27.7-30.7) | 27.1(25.2-29.0)
35-44 458 452 475 463 585 614 423

16.4 (13.3-20.0)

18.4 (15.1-22.2)

21.5 (18.0-25.4)

25.7 (21.9-29.9)

24.4 (21.1-28.1)

27.9 (24.5-31.5)

33.1 (28.8-37.7)

Educational attainment [number of schooling yearagleted categorized according Zambia school system
0-4 2360 3024 2877 2658 2428 2379 Not collected (NC)
24.5 (22.8-26.3) | 24.0(22.5-25.6) | 23.6 (22.1-25.2) | 23.9(22.3-25.6) | 23.4(21.8-25.2) | 23.1(21.5-24.9)
5-7 602 1008 924 789 680 631 NC
17.9 (15.1-21.2) | 21.1(18.7-23.8) | 19.5(17.1-22.2) | 20.3(17.6-23.2) | 19.9 (17.0-23.0) | 20.3 (17.3-23.6)
8-9 440 430 492 527 594 682 NC
40.0 (35.5-44.6) | 34.9 (30.5-39.5) | 27.4(23.7-31.5) | 28.3 (24.6-32.3) | 26.9 (23.5-30.6) | 25.5(22.4-28.9)
10-11 1258 1780 2012 1927 2042 2323 NC
30.8 (28.4-33.4) | 27.0(25.0-29.1) | 28.8 (26.8-30.8) | 26.8 (24.9-28.9) | 24.8 (23.0-26.7) | 23.1(21.4-24.9)
12-17 504 781 1094 1227 1652 1883 NC
40.1 (35.9-44.4) | 29.1 (26.0-32.3) | 28.4(25.8-31.2) | 25.9(23.5-28.4) | 21.3(19.4-23.3) | 21.7 (19.9-23.6)
Parity [Number of children birthed by pregnant wama
0 1403 2206 2357 2310 2485 2248 1609
26.4 (24.2-28.8) | 20.1(18.5-21.9) | 21.9(20.3-23.6) | 19.0(17.5-20.7) | 16.9 (15.4-18.4) | 15.2(13.7-16.7) | 15.0(13.3-16.8)
1 1187 1594 1795 1737 1806 1985 1204
33.2(30.6-35.9) | 31.2(29.0-33.5) | 26.9 (24.9-29.0) | 28.4(26.3-30.5) | 26.8 (24.8-28.9) | 23.9(22.1-25.9) | 22.0(19.8-24.4)
>2 2731 3223 3247 3112 3255 3703 2025

25.6 (24.0-27.3)

26.6 (25.1-28.1)

27.3 (25.8-28.8)

27.4 (25.9-29.0)

26.2 (24.8-27.8)

26.8 (25.4-28.2)

26.7 (24.8-28.7)

Marital status
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70.0 (48.1-85.5)

23.8 (20.7-27.1)

26.0 (23.1-29.2)

20.0 (17.6-22.6)

17.9 (15.7-20.3)

19.7 (17.5-22.1)

Variable name 1994 1998 2002 2004 2006 2008 2011
Married 4794 6027 6004 6020 6370 6703 NC
27.0 (25.8-28.3) | 25.6 (24.5-26.7) | 25.0 (23.9-26.1) | 25.6 (24.5-26.7) | 23.9(22.8-24.9) | 23.0 (22.0-24.0)
Single 638 220 207 91 73 69 NC
30.7 (27.3-34.4) | 33.6 (27.7-40.1) | 33.8 (27.7-40.5) | 39.6 (30.1-49.8) | 53.4(42.1-64.4) | 53.6 (42.0-64.9)
Divorced 20 690 799 996 1101 1141 NC

Table 6.12 displays the HIV prevalence estimates3i% confidence interval trends by selected chariatic based on ANC-based HIV prevalence datalgoted
among pregnhant women in urban and rural Zambiadmivt994 and 2011

Variable name

1994

1998

2002

2004

2006

2008

2011

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

n
HIV % (95% CI)

15-24 5524 6996 7413 6865 7046 6631 4208

19.7 (18.7-20.8) | 17.8(16.9-18.7) | 17.3(16.5-18.2) | 16.4(15.5-17.3) | 13.8(13.0-14.6) | 13.2(12.4-14.1) | 11.5(10.5-12.5)
25-34 3317 3862 4426 4551 4999 5417 3692

23.6 (22.2-25.1) | 24.3(22.9-25.6) | 25.4 (24.2-26.7) | 24.5(23.3-25.8) | 23.3(22.2-24.5) | 23.5(22.4-24.6) | 21.6 (20.3-22.9)
35-44 883 860 999 988 1178 1250 981

12.5 (10.4-14.8)

13.3 (11.2-15.7)

15.1 (13.0-17.5)

17.0 (14.8-19.5)

17.9 (15.8-20.2)

20.3 (18.2-22.6)

23.5 (21.0-26.3)

Educational attainment [number of schooling yeammpleted]

0-4 4052 5387 5455 5029 4855 4752 Not collected (NC)
18.8 (17.7-20.1) | 17.9(16.9-18.9) | 17.9(16.9-18.9) | 18.1(17.1-19.2) | 16.6 (15.6-17.7) | 16.8 (15.8-17.9)

5-7 544 549 648 708 872 930 NC
36.4 (32.5-40.5) | 31.9(28.1-35.9) | 25.6 (22.4-29.1) | 24.7 (21.7-28.0) | 21.2(18.6-24.1) | 21.7 (19.2-24.5)

8-9 1706 2458 2938 2937 3210 3454 NC
27.4(25.3-29.5) | 23.9(22.2-25.6) | 25.4(23.9-27.0) | 22.7 (21.3-24.3) | 20.4(19.0-21.8) | 19.4 (18.1-20.7)

10-11 1832 2412 2517 2280 2035 1786 NC
10.9 (9.6-12.4) | 13.2(11.9-14.6) | 12.4(11.1-13.7) | 13.2(11.9-14.7) | 11.8(10.5-13.3) | 13.5(12.0-15.2)

12-17 573 912 1280 1395 2009 2296 NC

39.3 (35.4-43.3)

27.6 (24.8-30.6)

28.3 (25.9-30.8)

24.4 (22.3-26.8)

20.9 (19.2-22.7)

20.9 (19.2-22.6)

Parity [Number of children birthed by pregnant van
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Variable name 1994 1998 2002 2004 2006 2008 2011
0 2430 3471 3763 3637 4009 3576 2322
19.8 (18.3-21.4) | 16.2 (15.0-17.5) | 17.6(16.4-18.8) | 5.7 (14.6-16.9) | 13.4(12.4-14.5) | 12.8(11.8-13.9) | 13.4 (12.0-14.8)
1 5021 5691 6194 6032 6292 6742 3484
18.7 (17.7-19.8) | 19.4 (18.4-20.4) | 20.4 (19.4-21.4) | 20.0(19.1-21.1) | 19.1(18.2-20.1) | 20.2 (19.2-21.1) | 21.8 (20.4-23.2)
>2 2010 2556 2881 2725 2918 2980 1709

24.7 (22.9-26.7)

24.7 (23.1-26.4)

22.0 (20.5-23.5)

22.9 (21.3-24.5)

20.8 (19.4-22.3)

19.6 (18.2-21.1)

19.5 (17.7-21.4)

Marital status

Married 8653 10204 10251 10529 11106 11185 NC
19.8 (19.0-20.6) | 19.2 (18.5-20.0) | 19.8 (19.0-20.6) | 19.5(18.8-20.3) | 18.2(17.4-18.9) | 18.1(17.4-18.8)

Single 33 970 1248 1570 1930 1916 NC
51.5(35.2-67.5) | 19.9 (17.5-22.5) | 21.2 (19.0-23.5) | 16.9 (15.1-18.8) | 14.0(12.6-15.7) | 16.8 (15.1-18.5)

Divorced 979 361, 29.9 (25.4- 365 224 173 160 NC

23.9 (21.3-26.7)

34.8)

28.5 (24.1-33.3)

29.9 (24.3-36.2)

34.1 (27.5-41.4)

34.4 (27.5-42.0)

ble 6.13 displays the HIV prevalence estimates25%d confidence interval trends by selected chariatitesbased on ANC-based HIV prevalence data cotedbin rural
areas in Zambia between 1994 and 2011

Variable name

1994

1998

2002

2004

2006

2008

2011

n
HIV % (95% CI

n
) | HIV % (95% CI

n

) | HIV % (95% CI)

n

HIV % (95% CI)

n
HIV % (95% CI

n

) | HIV % (95% CI)

n
HIV % (95% CI)

15-24 2379 2798 3040 2840 3035 2700 1873

10.0 (8.9-11.3) 10.1 (9.1-11.3) 10.9 (9.9-12.1) 10.5 (9.4-11.6) 7.7 (6.8-8.7) 8.5 (7.5-9.6) 7.4 (6.3-8.7)
25-34 1430 1489 1875 1872 2048 2026 1612

13.1(11.5-15.0) | 12.4(10.8-14.2) | 15.7 (14.2-17.5) | 14.5(13.0-16.2) | 14.1 (12.6-15.6) | 13.9(12.5-15.5) | 14.5(12.9-16.3)
35-44 425 408 525 593 636 558

8.2 (6.0-11.2) 7.6 (5.4-10.6) 524,9.4 (7.1-12.1) 9.3(7.1-12.1) 11.5(9.1-14.3) 13.1(10.7-15.9) | 16.3 (13.5-19.6)
Educational attainment [number of schooling yeamspleted categorized according Zambia school syjste
0-4 1692 2363 2578 2371 2427 2373

10.9 (9.5-12.5) 10.0 (8.9-11.3) 11.5(10.3-12.8) | 11.6(10.4-12.9) 9.8 (8.7-11.1) 10.5 (9.4-11.8) Not collected (NC
5-7 104 119 156 181 278 248

21.2(14.4-30.0)| 21.0(14.7-29.2) | 19.9(14.4-26.8) | 14.4(10.0-20.2) 9.0 (6.2-12.9) 11.3(7.9-15.8) NC
8-9 448 678 926 1010 1168 1131 NC
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Variable name 1994 1998 2002 2004 2006 2008 2011
17.6 (14.4-21.4) 15.6 (13.1-18.6 18.0 (15.7-20.6) 15.0 (12.9-17.3) 12.6 (10.8-14.6 11.7 (9.9-13.7
10-11 1230 1404 1593 1491 1355 1155
7.5 (6.1-9.1) 7.5 (6.3-9.1) 8.2 (7.0-9.7) 9.5(8.1-11.1) 7.7 (6.4-9.3) 9.9 (8.3-11.7) NC
12-17 69 131 186 168 357 413
33.3(23.4-45.1) | 19.1(13.3-26.7) | 27.4 (21.5-34.2) 13.7 (9.3-19.7) 19.0 (15.3-23.4) | 16.9 (13.6-20.9) NC
Parity (i.e., number of children birthed by preghaoman)
0 1027 1265 1406 1327 1524 1328 713
10.7 (9.0-12.8) 9.4 (7.9-11.1) 10.3 (8.8-12.0) 9.9 (8.5-11.7) 7.7 (6.5-9.2) 8.8 (7.4-10.5) 9.7 (7.7-12.1)
1 2290 2468 2947 2920 3037 3039 1459
10.5 (9.3-11.8) 10.0 (8.8-11.2) 12.9(11.7-14.2) | 12.2(11.0-13.4) | 11.5(10.4-12.7) | 12.1(11.0-13.3) | 14.9(13.1-16.8)
>2 823 962 1086 988 1112 995 505

12.5 (10.4-15.0)

13.9 (11.9-16.3)

13.9 (12.0-16.1)

13.2 (11.2-15.4)

11.1 (9.4-13.0)

11.1 (9.3-13.2)

13.5 (10.8-16.7)

Marital status

Married 3859 4177 4247 4509 4736 4482

10.8 (9.9-11.8) | 10.0(9.2-11.0) | 12.5(11.5-13.5) | 11.4(10.5-12.4) | 10.5(9.6-11.4) | 10.7 (9.8-11.6) NC
Single 13 280 449 574 829 775

23.1(8.2-50.3) | 10.4(7.3-14.5) | 125(9.7-15.9) | 11.5(9.1-14.4) | 8.9(7.2-11.1) | 12.4(10.3-14.9) NC
Divorced 341 141 158 133 100 91

11.1(8.2-14.9) | 24.1(17.8-31.8) | 21.5(15.8-28.6)| 23.3(16.9-31.2) | 20.0(13.3-28.9) | 19.8 (12.9-29.1) NC
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CHAPTER 7

AGE, PERIOD, AND COHORT EFFECTS ON HIV PREVALENCE
AMONG PREGNANT WOMEN IN ZAMBIA, 1994 THROUGH 2011

7.1. Background

Sub-Saharan Africa (SSA) comprises 48 of 54 caemin Africa, and is home to
approximately 900 million people, 13% of the globhaman population but in 2011
accounted for 69% of the 34 million people livingmwthe human immunodeficiency
virus (HIV), the virus that causes acquired immuafaziency virus (AIDS).[10, 11] As
in prior years, compared to other regions globdheg, highest number of people newly
infected with HIV in 2011 were in SSA, accountirgg 1.8 million out of the estimated

2.5 million people who had new HIV infection worldie.[10]

Despite the seriousness and extent of HIV epidém8SA, considerable success
in prevention of spread of HIV infections has baehieved, especially in recent years.
For example, 13 countries of the 25 countries waide that recorded more than a 50%
reduction in HIV prevalence are located in SSAhwitstorically high HIV burden. [10]
Compared to 2001, the estimated numbers of pe@vigyrinfected with HIV in 2011

were fewer by 700,000, suggesting a net declirggahal HIV incidence.[10]

The number of people living with HIV increased byndlion in 2011 reaching 34
million, compared to 31 million people living withlV in 2005.[23] The marked
geographic variation in the burden of HIV infectsosuggests the synergistic influence of
social, biologic, environmental, community, andtatdl factors on the HIV burden, and

further emphasizes how HIV epidemic is driven byioa-unique factors.[10]
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7.2. Increasing population of HIV survivors due to cARTand high rate of new
HIV infections in SSA contributed to high HIV burden in 2011

The differential burden in HIV infections betweamawithin countries globally
may reflect the differential distribution of riskdtors for HIV infection in different
communities.[24] HIV-related mortality depletesymmunity HIV prevalence, but access
to effective CART improves survival of HIV-infectgebrsons. HIV burden is a function
of new HIV infections, immigration and outmigratiof HIV-infected persons into a
specific geographic area, and improved survivallbf-infected persons due to CART.
Low rate of new HIV infection dwarfs the HIV preeaice as does HIV-related mortality.
Further, “treatment as prevention concept”, enursighat effective chemotherapy
(cART) among adults can lower HIV transmission satea similar manner that
chemotherapeutic interventions limit HIV transmigsirom mother to child, thus may

retard the expansion of the HIV epidemic (if beloaai risk factors remain constant).[29]

HIV preventive and treatment interventions impletedrover the years as well as
maturation of the HIV epidemic are likely to handluenced the observed decline in HIV
incidence in recent years.[29, 305, 306] Spedlficas HIV epidemic mature and
become more widespread, more people are awakerkd tsk factors for HIV
infection, and may adopt less risky sexual behaviovertime, corresponding reduction
in the number of new HIV infections might unfoldrasre and more people shun risk
sexual behavior such as unprotected sexual intesede.g., increased correct and
consistent condom).[307-309] Also, there can lberadon phenomena, such as the high
prevalence seen in highest risk persons, with dagly death rates; prevalence can

decline merely as a function of these saturatiamadyics.[31, 32, 306]
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Innumerous HIV preventive and treatment intervargidesigned to curb the
spread of HIV infections rests on information frgmor research undertakings that have
identified factors associated with the heightena@ad of HIV infections. Risk factors
for HIV infection are complexly interrelated acrasdividual-level factor and
community-level factors. [25] Highlighting the ertelatedness of risk factors for HIV
infections, Vermund and Hayes (2013) emphasizatsdampening the HIV epidemic
require concerted and multipronged interventior®§.[Blowever, to design interventions
that are appropriate to local environment requitegaate understanding of the HIV
epidemic dynamics in affected communities, and Behe importance of monitoring
trends in HIV incidence and prevalence.[20, 29, 3BE availability, and
implementation of preventive and treatment intet\ag1s have not been even across
period and regions. Therefore, differential captof preventive interventions and
knowledge may obtain across birth cohort, sociodgaquhic and geographic areas.[310]

There is limited data on age, period and birth ebimfluence on HIV prevalence.

7.3. Zambia has a generalized HIV epidemic

Zambia has a generalized HIV epidemic (W.H.O’sm&bn of HIV prevalence >
1% in the general population). Zambia’s first oiffl report of an AIDS case was in
1984, and HIV/AIDS has since emerged as a promipeblic health problem. By 1994,
the estimated HIV prevalence among pregnant womésivingstone, an urban area
setting, spiked to 32%. Based on the 2012 UNAIB%rt of the global HIV epidemic,
the estimated number of people living with HIV iardbia in 2011 could range from

900,000 and 1,100,000 out the estimated 13.2 mifigople, an HIV burden nearly as
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great as the estimated 1.2 million people livingwkl IV infection in the United States of
America, a country with 24 times the number of pass(314 million in 2012).[10, 34,

35] Direct measurement of HIV incidence rate lapered by logistical, technical, and
financial challenges, and thus HIV incidence, alifiioa preferable measure of

progression of HIV epidemic, is less widely repdrf&0, 24, 173, 176-179]

7.4. Population-based surveys: gold standard for estimatg HIV prevalence

The chief data sources for HIV prevalence estimat@ambia are antenatal care
based HIV sentinel surveillance (ANC-HIV-SS) angplation-based demographic and
health surveys (PBS-DHS). PBS generated HIV peswad estimates are regarded “gold
standard” provided the surveys are not threategddvb participation rate or affected by
methodological constraints (e.g., incomplete sangpiiame).[36, 171] Further, PBS-
based HIV prevalence estimates are considered mmtvorthy because they are based
on data obtained from surveys that use statisyicabust methods of sampling
participants.[36, 155, 171, 172] However, selatbas may threaten the external
validity of the DHS-based HIV prevalence estimatésose who agreed and those who
did not agree to participate in the survey areedéit, or if key respondents are
unavailable at the time of the survey (men miggator work, for example).[36, 171,

172]

7.5. Two PBS-DHS HIV prevalence data points may be inadgiate for
monitoring HIV prevalence trends

Trends in HIV prevalence are sufficiently descrilwgten multiple time points of

HIV prevalence data are exist. As of June 201&gethvere only two time points with
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HIV prevalence estimates based on the DHS in 20012807. Undoubtedly, DHS-HIV
prevalence estimates in 2001 and 2007 DHS havedadwseful information on the

HIV burden, but HIV prevalence trends assessmeangus/o time points, while
informative, may not inadequate. Most countrieS8A countries have corroborated
DHS-based HIV prevalence trend analysis with ewvigginom ANC-HIV-SS based HIV
prevalence trend analysis.[24, 36, 40] For exanipeZambian ANC-HIV-SS has

seven time points of HIV prevalence estimates ieast 22 sites between 1994 and 1998
and 24 sites between 2002 and 2011 (i.e., 19948, 7492, 2004, 2006, 2008, and

2011.[182]

7.6. Both ANC-HIV-SS and PBS-DHS based HIV prevalence émates provide
critical information for monitoring HIV prevalence trends

The ANC-HIV-SS in Zambia was first launched in 1980monitoring HIV
prevalence trends among pregnant women, and sd@etfas complemented DHS-
based HIV prevalence monitoring efforts. HIV prievece estimates based on the ANC-
HIV-SS, notwithstanding biases inherent in ANC-lehBiV surveillance methods (e.g.,
potential for selection bias and exclusion of noegmant women and men) has been
until 2001, the leading provider of key HIV prevate estimates for understanding and

assessing magnitude of the HIV epidemic in Zam®#g.f1, 157]

7.7. Age, period and birth cohort effects may influencedlV prevalence

Thoughtful assessment of age, period, and birtloican HIV prevalence may
help identify exposures that are driving the HI\fdgmic in the population, and may

guide prevention and treatment programs. Few esuave conducted focused
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investigation of the simultaneous influence of ggggjod and birth cohort effects on HIV
prevalence. Prior research efforts have focusesssassing trends in HIV prevalence by
age group and by survey period, and independeattadf age, period and cohort effects
on the reported decline and/or stabilization of Hhévalence in the younger generation
has not been investigated. To enhance a betterstacding of the growth and evolution
of the HIV epidemic that may inform future prevemtiand treatment interventions,

assessment of age, period, and birth-cohort effeatstical.[66-68, 74, 311] .

7.8. Key variables for investigation of classical age,griod and birth cohort
analysis

7.8.1. Age

Age, as a measure of time since birth, is relatddritumerous health and economic
outcomes, and consequently used as study factoany epidemiologic and
demographic studies.[62] Briefly, person’s age mefiect physiologic changes
overtime; accumulation of social and cultural exgece; and change in social status.[63,
74] With regard to HIV risk, age-related socialltatal and peer pressure norms may

influence sexual behavior of men and women.[312]

7.8.2. Period

Period effect represented by calendar year ofuheey, refers to effects specific to
respective calendar years (e.g., events in the aonitynor interventions introduced
specific period), and may influence all age grosipsultaneously.[312] Period effects

might be attributed to cultural, economic, envir@mtal and social influences (e.g., civil
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war disturbances; disease or epidemic outbreakispahlic health preventive

interventions.[74, 312]

With respect to HIV risk, many interventions mightalify as sources of period
effects (e.g., with increasing availability of imfimation about HIV/AIDS in Zambia,
persons across all age values may become fanii@rtailV as a causal agent for AIDS
including preventive strategies against HIV sprd&dp] Factors that may qualify as a
period effects included preventive program suchxgmnded condom use for prevention
of HIV transmission, implementation of new scieigtihnovations such as cART leading
to improved survival of HIV-infected persons and/é transmissibility of HIV from
adherent persons, and policy changes by a govetrsueh as increased educational

opportunities.[310]

7.8.3. Birth cohort

Birth cohort effects arise when certain periodteddactors exert their influence
differentially across persons with different agéues (i.e., persons born in the same
years are similarly influenced). Persons bormadame year or period (i.e., same birth
cohort) are likely to have experienced similar grdt, economic and social factors,
therefore conceivable that persons in the samle bathort might have similar behaviors,
and because of having been in similar contextutihgs, might have been exposed to

similar risk factors for HIV infection.

Within the framework of risk for HIV infection, thebtaining contextual setting
(i.e., period and birth cohort), may shape the akkahaviors and attitudes (e.g. attitude
toward condom use or frequency of multiple sexwaatrers), consequently influencing
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the risk of acquiring HIV infection. On one harygunger persons who have grown up
in era saturated with innumerous HIV preventiveiniation may have greater self-
efficacy in adopting safer sexual behavior practiae their sexual life buds.[310] On the
other hand, older people, might be more restraioediapt newer sets of beliefs and
behaviors especially if the beliefs and behavioesralates to sexuality. The above
exemplify cohort effects because the individuaksidfs and behaviors are invariant, but
different birth cohorts’ breeds lines of sexual @anttural behavior that less risk.
Expressed differently, cohort effects are presdrgmperiod-related factors exert their
effects differentially across different age valussgd may be regarded as age-period
statistical multiplicative interaction effects [i.eross-product term between age and

survey calendar year].[313-316]

7.8.4. Several alternatives methods for investigating agg@eriod and birth-cohort
effects

Several statistical methods have been proposedvestigating age, period, and
cohort effects for various outcomes, each with ggegssumptions that enable
estimation of unique regression coefficients.[3168, 74, 318, 319] Using any of the
age-period-cohort regression methods in an inyastin of age, period and birth-cohort
effects on a specific condition require closer exetion of the specific assumptions.

However, certain assumptions may not defensibleessettings. [60, 61, 320]

7.8.5. ldentification problem

Nearly all regression-based methods for investggdige, period and birth cohort

effects introduce constraints to overcome. Inipaldr, what is popularly known as the
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identification problem is the failure of a regressmodel to yield unique parameter
values because the variables entered in the regmes® linearly dependent.[315]
Identification problems hamper estimation of unigpaeameters for age, period and birth-
cohort effects from a fitted regression model irichithe three intrinsically time-related
variables are modeled simultaneously. [68, 69, 324;324] As would be expected,

estimated parameters may vary depending on conistrthiat were used.[317, 325-328]

Parameter estimates from a regression model malyenohique (i.e., identification
problem) if the modeled variables are linearly defsnt, and additivity of effects is
assumed. The variables age, period and birth taneilinearly dependent because birth-
cohort of a person can be approximated with acgufahe investigator knows the
person’s age and survey year. For example, a pregroman aged 21 years recruited in

the 2011 survey round would principally belonghe 1990-1996 birth-cohorts.

7.9. Classified random intercept effect model (CCREM) wa used to estimate age,
period and birth cohort effects on HIV prevalence

To avoid identification problem in the current sfuahalyses, | used the cross-
classified random effect model for investigating ageriod and birth cohort (CCREM-
based APC) proposed by Yang and Land (2006) wastosestimate age, period and
birth-cohort effects on HIV prevalence among pregreomen in Zambia. Because the
outcome was dichotomous (i.e., HIV seropositive Hid seronegative), generalized
linear mixed model (GLMM) form of the CCREM-base®®@ method was applied to
assess age, period and cohort effects on HIV peaealusing repeated cross-sectional
data.[66-68, 74] To use the CCREM-based APC metpexdod and birth-cohort are

considered as proxies for contextual settings fad®.g., social, social, historical
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environments or unmeasured influences specifietog and birth cohorts) in which
persons are embedded. [66, 68, 74] Possible gntnap clustering by period and birth-
cohort were accounted for by modeling period amthiiohort as random effects in

GLMM.[68]

7.9.1. Overview of the CCREM-based APC method

Armed with the theory that the identification preiv arises when effects of
linearly dependent variables (i.e., age, period, lairth cohort) are modeled under the
assumption of additive effects in standard logistgression, Yang and Land (2006)
contrived the CCREM-based APC method that facddaton-additive modeling of age,
period and birth cohort effects.[60, 329] With thederstanding that additivity of effects
assumption in modeling age, period and birth-coleas to the identification problem,
Yang and Land (2006) suggested that age could bedinonlinear (i.e., a quadratic

function) model, and period and birth cohort vaeahare fit as random effects.[68, 74]

7.9.2. CCREM-based APC analysis accounts for the cross-daification of
respondents within period and birth cohorts

CCREM-based APC method has some attractive pregefirst, a CCREM-based
APC approach accounts for the inherent cross-¢ieason of individual-level
observations by period and birth cohorts. Sectmaidentification problem is overcome
when age, period, and birth-cohort variables an@ fa non-additive manner (i.e., age is
fit nonlinearly using restricted cubic splines, gatiod groups and birth cohort groups as

random group effects).
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Third, CCREM-based APC analysis accommodates additiexplanatory
variables (e.g. educational attainment) beyondhee intrinsically related variables
(i.e., age period and birth cohort).[68, 74] Déspie attractive features of CCREM-
based APC modeling, Yang and Land (2006) havesstdethat the approach is not a
definitive panacea but merely avoid the identifi@atproblem in age, period and birth

cohort effects estimation. [66-68, 74]

7.9.3. Within-period and within-cohort clustering is captured by modeling period
and birth cohort as random effects

The elegance of the CCREM-based APC method ligs ability to account for
within-cohort and within-period clustering via madidg of period and birth cohort
groups as random components, cross-classificaimhalso in its ability to quantify the
variation in the regression intercept across tfferdint levels of the grouping variable
(i.e., period and birth cohort) using a probabititgtribution. Fixed effect model
estimates a fixed effect coefficient for each giagpategory (i.e., one for the period

group and another for birth cohort group).[66-685]2

7.9.4. Person-level covariates are regarded as fixed (i,éevel-1) variables and
period and Birth cohort variables as random componets (i.e., level-2)

Person-level information (e.g., age and educatiattalnment) was considered
fixed effect level-1 variables, whereas period greoand birth cohort groups regarded as
random components level-2 variables yielding a iewk| data structure that was cross-
classified. Expressed differently, in repeatedssfsectional data, participant

observations are cross-classified by period artth bwhort that are regarded as higher
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level contexts. [68] Thus, the data structure desd above may be viewed as a

multilevel data structure. Period and birth-colgydup levels represented contextual
settings factors.[66, 68, 74, 330] Although peréodl birth cohort represented as level-2
variables, the resulting cross-classified datacttine does not constitute a cleanly nested
hierarchy, but requires use of statistical methbds help account for cross-
classification.[74] Disregarding the multileveldacross-classified data structure would
detract from the substantive statistical utilityasf APC analyses based on repeated cross-

sectional data.[66, 68, 74]

Review of literature shows that the majority ofsdal age, period and birth-
cohort analyses are based on longitudinal studigdgspeople in the same birth cohort
are tracked over a long period of time.[328] HoamrYang and Land (2006) suggested
that age and survey year from repeated cross-satsarveys may be used to create

“synthetic birth cohorts” groups, i.e., proxies feal birth cohorts.[66, 68, 74]

The “synthetic birth cohorts” (i.e., created froergon’s age and survey years in
repeated cross-sectional data) thus created capdied to conduct CCREM-based APC
analyses while acknowledging the following. Traukof individual persons in a
synthetic birth cohort is impossible as would beeal birth cohort, i.e., a longitudinal
study because synthetic birth cohort are creatad fiross-sectional data.[74] However,
synthetic birth cohorts are regarded as proxyédat birth cohorts. Therefore synthetic
birth cohort from repeated cross-sectional databeatraced and used as proxies for

cohort effects.[312, 317, 328]
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7.9.5. Knowledge gap

Data on the age, period, and birth cohort effedimited because very few
studies have examined simultaneously the uniqueente of age, period, and cohort
effects on HIV prevalence.[66, 68, 72-75] Notaltpuweling et al (1999) examined
age, period and cohort effects on HIV incidencadseamong drug users in France, and
highlighted that age-period-cohort (APC) analysey misentangle age, period and
cohort effects, and provide enhanced picture ofjtiegvth and direction of the HIV
epidemic.[72, 76, 77] Further, applications of-gpgeiod-cohort analysis in HIV research
were reported by Rosinska et al (2011) using slianeie data in Poland.[75] As more
data become available via repeated cross-sectoimatys, opportunities for
investigating age, period, and birth cohort efferting CCREM-based APC method
have arisen providing addition epidemiologic armatagum for assessing trends in HIV

prevalence.

7.10. Specific aim

The current study was designed to examine thepegimd and birth-cohort effects
on HIV prevalence using data collected from pregmamen from ANC-based HIV

surveillance in Zambia between 1994 and 2011.

7.11. Methods

7.11.1.Study design and study population

Secondary analysis of repeated cross-sectionaégwata collected from 82,086

pregnant women aged 15 to 24 years who particigatdte ANC-HIV-SS [i.e., 1994,
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1998, 2002, 2004, 2006, 2008, and 2011]. Det&itkeodesign and data collection
methods of the ANC-HIV-SS program have been desedrgreviously, and in Chapter
4.[24, 41, 157, 182] Briefly, ANC-HIV-SS is a sesiof surveys done every 2 to 4 years,
focused on estimating and monitoring HIV prevaletieads among pregnant women
seeking antenatal care in Zambia. ANC-HIV-SS weneducted in 1994, 1998, 2002,
2004, 2006, 2008, and 2011. The number of sitasdvanly slightly over time: 22 sites

from 1994 to 2002 and 24 sentinel sites from 2@02011.

7.11.2.Inclusion criteria

Pregnant women who sought antenatal care at hesitiers designated as sentinel
sites for ANC-HIV-SS during the four-month survesripd in specified survey years

were recruited for the purpose of estimating HI¥yaence.

7.11.3.Target sample size

Each site targeted 500 pregnant women, exceptdofeNand Lusaka sites where
around 800 pregnant women were recruited per sltavever, in 2011, due to change in
survey protocol the target number of pregnant wotodse recruited per site was set at

360.

7.11.4.Sociodemographic variable collected via questionnia [i.e. 1994 to 2008]

Study nurses trained on the survey protocol idietiénd recruited eligible
pregnant women in a chronologically consecutive mean The study nurse interviewed

each eligible pregnant woman, on her first antdrwditac visit for the current pregnancy,
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to collect sociodemographic data (e.g., age, edutatesidence) using a standard
guestionnaire (i.e., 1994 through 2008). A revigamtocol used in 2011 mandated
abstraction of information from pregnant woman’stioe antenatal medical record card,
consequently limiting data collection only to thasgiables that were abstracted from
pregnant woman’s routine medical record card (@ge, parity (i.e., number of children

birth by pregnant woman).

7.11.5.HIV serostatus were serologically confirmed usinga@mmercial HIV test kits

HIV serostatus of serum/plasma specimen prepaced filood provided by each
pregnant woman was determined using pre-specifieteg-specific HIV screening
algorithms (i.e., screening and confirmatory tegptias explained in prior studies and in
Chapter 4. [24, 157, 183] Briefly, part of the dabcollected routinely on the first
antenatal care visit from each pregnant womandotime syphilis screening was
portioned in a de-identified container, and asgilgaelistinctive identity number (ID) for
survey reporting. Site-screening using rapid H#sts$, reference-laboratory confirmatory
testing using HIV ELISA, and tie-breaking testimghere HIV test result from site-
screening and reference laboratory confirmatoriyrtgsvere different (e.g., Western Blot

confirmation or Bionor HIV-1/2).[24, 183]

HIV test kits used for HIV testing across the sesarvey years were dissimilar
HIV test kits, but the HIV testing algorithm use@swearly consistent across survey
years. Even though the impact of using HIV tets kianufactured by different
companies may impact the HIV prevalence trendsfatiethat HIV test kits with high

sensitivities and specificities (>99%) were used/p® adequate confidence that the
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different HIV test kits used across the years matynmaterially alter the estimated HIV
prevalence trends. Details of the HIV assays usee been reported in prior

publications and in Chapter 4.

7.12. Data management

Survey round specific data sets were cleaned aackel for consistency, and
merged as explained in Chapter 4 using R versiona3freely available statistical and
computing software.[188] [331] The merged datacsessisted 82,086 records of
pregnant women aged 15 to 44 from the ANC-HIV-S$ds conducted between 1994
and 2011 (i.e., 1994, 1998, 2002, 2004, 2006, 200B82011). Variables relevant to the
research question, and collected in all the seuerey rounds (e.g., age, educational
attainment, survey year, residence site locati@n, [urban or rural], and parity) and
consistently coded were the focus of merging oésadata sets. Also focused on was
educational attainment variable, although dataducational attainment were not
collected in 2011, was included in the merged datae number of pregnant women
recruited per survey between 1994 and 2011 ranged & low of 8881 in 2011 to 13298

in 2008.

7.13. Fixed variables (level-1) used in the CCREM-basedAC analyses

The variables used in the CCREM-based APC analyses pre-specified guided
by subject matter literature and availability ofiadles in data sets from ANC-HIV-SS

rounds.
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7.13.1.Age

Pregnant woman’s age measured as complete yeadsdthe time the time of

interview.

7.13.2.Educational attainment

Pregnant women'’s educational attainment measuradraber of years of
schooling completed. Pregnant women were askefbliogving question to capture
information on educational attainment [i.e. numbeschool-years completed]: “How
many years did you go to school?”[78, 157] Theéhbg} educational attainment value
recorded in a continuous format for pregnant womet998 and 2002 was 12 schooling
years. Beyond 12 schooling years, educationahatient was recorded as “greater than
12 school-years” [i.e., categorical]. For the 198dd 2004 through 2011 data,

educational attainment was captured as a continuanigble.

To accommodate the different coding systems duamagyses, the following
approaches were applied. First, because thererelatesely fewer pregnant women
[i.e., 1015 out of 82290] with greater than 12 sihmy years, pregnant women with
educational attainment beyond 12 school-years wamined with secondary school
graduates into a “12 school-years or greater” aatemp all survey years to facilitate

comparability across all survey years.

Second, for the 1994, 2004 to 2008 survey yeangioh educational attainment
was recorded in continuous form, educational attemt was truncated at 17 school-
years. Pregnant women who reported 17 schooliaggegreater were designated as

having completed 17 schooling years [i.e., 15 6@2290 pregnant women had
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educational attainment greater than 17 school-ye@mnpletion of 17 schooling years
was regarded as a reasonably high number of scigogdiars for the study population
based on the school system in Zambia [i.e., 7 yeprimary school; 5 years in

secondary; and assumed 5 years in university ¢tegail

7.13.3.Pregnant woman'’s area of residence

Sentinel sites location was regarded as a proxyefidence of pregnant woman
according to the urban-rural classification of gegipic areas of the Government of the
Republic of Zambia (GRZ). Misclassification of rdsnce for some pregnant women is
likely because some pregnant women from urban anégtst have sought antenatal care
from rural areas or vice versa. Indicator variatmding system was used to code
categorical variable (i.e., residence coded asf‘ttie site is in an urban area and as “0”

if the site is rural area).

Given that there were more pregnant women in urbsidence category than rural
residence category, use of the urban categoryeafhrence category was the
methodologically favored approach because of bentfat arise from variance
stabilization are maximized when the largest categoused as the referent.[204]
However, the difference in the number of pregnamitnen in urban and rural areas was
not considerable, and rural residence categoryused as reference category to facilitate

a communication framework that is consistent witlompreports.[204]
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7.13.4.Parity (i.e., number of women birthed by pregnant vomen)

Parity was coded in a categorical format for the4l8ata, but as a continuous
variable in some years, and truncated at sevether survey years. To capture data
from all the survey, parity was coded accordintheo 1994 coding (i.e., zero, one and
two or more children), and as indicator variablBsegnant women with no children were

used as reference category.

7.14. Random component variables (level-2) used in the GREM-based APC
analyses

7.14.1.Birth cohort were derived from pregnant women'’s birth year

Pregnant woman'’s birth year was not recorded iswaNey years, but was
computed by subtracting pregnant woman'’s self-rigplosge from calendar year of the
survey. Figure 7.1 illustrate birth-cohort compiatas. Pregnant women were grouped
into nine 5-year intervals as birth cohorts andha B-year interval birth-cohort [i.e.
1994-1996] based on birth year beginning with 198684 birth cohorts through 1995-
1996 birth cohorts. Because observations in tl52D96 birth cohorts were fewer,
pregnant women in the 1990-1994 birth-cohort and¢hn the 1995-1996 birth-cohort

were coalesced into a single birth-cohort, the 19996.
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Figure 7.1. The diagram to illustrate a 1973 sytitHarth cohort, published by Reither et al (2009)
Subtracting a respondent’s age from the periocbe€ovation (i.e., survey calendar year) enablestion
of a synthetic birth cohort (i.e., 1991-18=1973)

7.14.2.Survey calendar years were regarded as period
The seven survey calendar years in which data ealected for the ANC-HIV-SS
were designated as period group effects (i.e., 199498, 2002, 2004, 2006, 2008, and

2011).

7.15. Statistical data analysis
Statistical analyses were conducted using the Bram, a freely available
statistical and computing.[188] [331] The librdmye4 in R version 3.0 was applied for

analysis.[188, 262]
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7.15.1.Descriptive statistics for the analytic sample

Median, which is less sensitive to outliers tharamend interquartile range were
computed to describe the characteristics of théimaous variables for the overall
sample, and by HIV serostatus.[211] Counts angdgtaons were used to describe
categorical variables. To compare distributiopEgnant women by selected
characteristics (e.g., age, educational attainmmesigjence, period, and birth cohort)
between pregnant women who were and were not Hidpssitive, | used Chi-square
test for categorical variables and the Wilcoxon sank test for continuous
variables.[211] Counts and proportion were comgdide missing values on covariates

of interest.

7.15.2.Age was categorized to enable estimation of age-gqw specific HIV
prevalence

To describe age distribution of pregnant womeredample, and to facilitate
estimation of HIV specific HIV prevalence, the combus variable age (i.e., full-years
interval between birth year and time of interviewgs categorized according to the
guidelines by the World Health Organization (W.Hf@)HIV prevalence reporting: 15-
19, 20-24, 25-29, 30-34, 35-39, and 40-44 yearghitWeach age-group, the proportion
of HIV seropositive pregnant women was computeah@with 95% Wilson confidence
interval. To closely match the age category use@biO/UNAIDS for reporting HIV
prevalence, pregnant women were grouped accorditigetfollowing categories: 15-24,
25-34, and 35-44, and pregnant women >45 and giBsextluded from the ANC-HIV-

SS.
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To assess the proportion of pregnant women whabatpleted at least 12
schooling years (i.e., completion of 12 schooliegng is pre-requisite for college,
university and some employment opportunities),reaby categorical variable was
created: less than 12 schooling coded as “0” aadtgr or equal to 12 schooling years
coded as “1”. Noteworthy, continuous variables. (iege and educational attainment)

were not categorized in all CCREM-based APC analyse

7.15.3.Birth-cohort and period cross-classified data struture

To explore the extent of cross-classification tabtess-tabulations of pregnant
women of birth-cohort groups and period groups veeeated. HIV prevalence estimates
and the corresponding 95% Wilson Cl were computiimvbirth-cohorts for the period

1994 through 2011.

7.16. Age, period and cohort effects were examined usir@CREM-based APC
modeling

Random intercept CCREM-based APC methods were tosaeskess age, period
and birth cohort influence on HIV prevalence. Taedom component of the CCREM
captured the variability of the overall mean HI\épalence from cohort to cohort, and
from period to period. The logit link function wapplied because the outcome variable
HIV serostatus, was dichotomously defined, andetioee assumed to follow a binomial
distribution. Phrased differently, period groufeets and cohort group effects modeled
as random effects were used to explain period Bperid birth-cohort specific variation

in HIV prevalence.
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7.16.1.Laplace approximation used for estimating likelihoa function for parameter
estimation in CCREM-based APC modeling

Because the likelihood function for binary respoagtcomes does not have a
closed form solution, parameter estimation for@&EREM was achieved via maximum
likelihood estimation, approximated by Laplaciapgximation which uses high
dimensional integration to estimate the maximuralifood function.[267, 328, 331,
332] Laplacian approximation facilitates approxiioa of the closed likelihood

function.

7.16.2.Assumptions of the GLMM-based CCREM

First, the random effects model was that the randfietts were independent of
the fixed effects (i.e., explanatory covariategc&d, the outcome variable, HIV

serostatus was binomially distributed.

7.17. Ten CCREM (i.e., random intercept) were fit to theANC-HIV-SS data to
investigate various aspects of the research quest®

To address various aspects of the research quesgin@ CREM-based APC
models, Model #1 through Model # 10 were fit togstigate age, period, and birth cohort
effects on HIV prevalence. The model interceptseveefined as mean log-odds of
prevalent HIV infection among pregnant women withperiod group and without birth

cohort group effect. [333, 334]
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7.17.1.Within-cohort and within-period ICC calculated using unconditional model

The variance estimates derived the unconditionall@él were applied to
estimate the intra-class correlation (ICC) for pérgroups and cohort groups which
represented the proportion of the total variane¢ wWas due to the period group influence
and due to cohort group influence respectivelye Whconditional model contains
random components (i.e., period and birth-cohorialsdes). Fixed effects variables are
not a part of the unconditional model (e.g., agetber individual-level variables). [335]
Guided by statistical literature, the residual &nge for a logistic regression model was

assumed equivalent t6/3 as shown below.[267]

2
(¢

2
ICC = period and ICG O Birth cohort

period 2 irth cohort = 2
2 +62 4+ T 2 +o2 4| T
GBinh cohort Y period GBirth cohort Y period

3 3

7.17.2.Age-only adjusted CCREM-APC analysis

Model #2 was equivalent to the classical age-pecmitbrt analysis. Age was the
only fixed effect covariate, and birth cohort greugnd period groups as random effects
covariates. To relax the assumption of lineaatye was modeled nonlinearly, using

restricted cubic spline (RCS) function with fouegspecified knots.

The odds of prevalent HIV infection and the corasting 95% CI were computed
from the specific covariate (e.g., age) regrespamameter estimate and their standard
errors. Briefly, log-odds of prevalent HIV infeati for age 15, 19, 26, 29 34, and 39
years were compared to log-odds of prevalent Hfgation for age 24 years (i.e.,
median age).
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7.17.3.Computation of period and birth cohort specific efects from CCREM-based
APC

To compute period group specific effects and kadhort group specific effects,
the difference between respective group specifimeses (e.g., 1970-1974 birth cohort
effects) and overall mean effect (i.e., interceypgye computed. Under this framework,
the null hypothesis was absence of periods or @&leseinbirth cohort effects. Lack of
deviation from the value of the intercept impliethek of group specific effect (i.e.,

deviation equivalent zero within a period and batihort group).

7.17.4 Difference between the group (e.g., 1950-1954) effend intercept was
equivalent to group specific cohort effect

Given that the deviation from the intercept (iexpected mean effect for the
population) represents cohort group specific effiéstexponentiation (i.e., group specific
effect minus model intercept) would yield the calgroup-specific odds ratio.[334, 336]
Consequently, birth cohort effect of each of theerbirth-cohorts groups were computed
as described above. Model intercept was regarsléiesexpected value or mean effects
of population studied, and served as the referalevfor estimation of group specific
cohort effects.[74, 334] Period were representedunvey calendar year, and period
group specific effects for the seven survey pewede computed in a similar manner as
described for computation of cohort group sped@ffects, by subtracting model intercept

[reference category] from each of the seven pagrodp effects.[74, 334]

For all subsequent models, group specific odds fatiprevalent HIV infections
for a specific birth cohort or period were compubgdsubtracting the CCREM-based

APC overall model intercept from the intercept a&pecific cohort or period (e.qg.,
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intercept for 1970-1974 birth cohort minus modéérept, which was regarded as a
measure of deviation from the population mean),arbequent exponentiation of

computed difference.[74]

7.17.5.Age and residence adjusted CCREM-APC analysis

To assess the influence of urban and rural resejeviodel #3 was adjusted for age
and residence (i.e., urban and rural site locagépnesented were regarded as proxy for
pregnant woman’s urban and rural residence) moaeddcked effect covariates, and
birth cohort and period factors were modeled adoaneffects. As in Model #2,
linearity assumption in the relationship betweee agd log-odds of prevalent HIV

infection was relaxed by fitting age as RCS functiath four pre-specified knots.

Odds ratios and 95% ClI for age, birth cohort, a=ldence were computed from
regression parameter estimates and correspondindast errors. Similar to analyses in
Model #2, log-odds of prevalent HIV infection fages 15, 19, 26, 29, 34, and 39 years
were compared to log-odds of prevalent HIV infectior age 24 years (i.e., median age).
Further, indicator variable coding was applieddasidence, with rural residence
designated as the reference group. The specifiorcgroup effects and specific period

group effects were computed as explained for Mé&@el

7.17.6.Age and educational attainment adjusted CCREM for A#2C analysis

To examine educational attainment effects, Modelv#4 restricted to data
collected between 1994 and 2008 because educatitiaalment was not captured in the

2011 ANC-HIV-SS. To explore non-linear relationshipd avoid identification problem,
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age and educational attainment were modeled asaons variables using RCS
function with four pre-specified knots. For fittitModel #4, educational attainment was
truncated at 12 schooling years for all the suresrs as explained earlier. Model #4
was adjusted for age, educational attainment anty§ae., number of children birthed

by pregnant woman).[182]

7.17.7.Age, parity, residence and educational attainmentdjusted CCREM for
APC analysis using multiply imputed data

Complete case analysis can lead to information Eedection bias, and incorrect
inference if the missing completely at random (MQARsumption is not tenable. To
accommodate observations with incomplete data oresa@riables of interest (e.qg.,
educational attainment), and to avoid complete easdysis, Model #5 (i.e., adjusted for
age, residence, educational attainment, birth ¢arat period) was fit to 10 multiply

imputed data sets.

7.18. Ten imputed data sets were created to estimates &a effects of the CCREM

Missing data on variables were filled-in using npi#é imputations performed by
the Amelia package in R statistical and computiragpam, which uses combinations of
bootstrap and maximum expectation to impute misgaiges.[188, 337] First, 10 copies
of the original data set were created where eatheo10 data sets had missing values
filled by random values generated from the speatifieedictive model for multiple

imputations.

The predictive imputation model within Amelia pragr seeks to capture the

quintessential features of the distribution of nmgsata through the relationship of
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subject with others who do not have missing dadaetl on similarity of covariates and
HIV serostatus.[338] Data were assumed to be ngssgimandom (MAR) a less stringent
assumption compared to MCAR assumption.[188] Treespecified analytical models
for each research question were fit to each ofithdata sets with multiply imputed data
generated by the Amelia program.[337] The paramesteémates and their corresponding
standard errors were combined subsequently uslag puoposed by Rubin (1976). [190,

191, 337]

Fitting analytical models to multiply imputed dasgpreferable because multiple
imputations technique supersedes other methodsafuiling missing data methods (e.g.
stratification on missing data, conditional meampiration, or complete case
analysis).[339, 340] [341-345] The elegance ofrthdtiple imputation technique lies in
its ability to integrate within-imputed-data setiadility and between-imputed-data set
variability in the computation of the estimatedgraeters and their standard errors during

the post-imputation stage.[338, 346]

7.18.1.Age, parity and educational attainment adjusted CCFEEM for APC analysis
using multiply imputed data stratified by residence

Based on prior reports of differential geographitiatribution of prevalent HIV
infections, with heavier burdens in the urban thaal areas, | conducted separate
analyses for urban and rural pregnant women. Teriane whether my findings were
robust, and sensitive to highest value at whiclcational attainment was truncated,
Model #6 was fit using educational attainment tated at 17 schooling years as

explained eatrlier.
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To assess whether urban or rural residence modifieceffects on HIV prevalence,
| assessed statistical significance of multiplattross-product terms between age and
residence. Two nested models were fit to the sdatee The first GLMM contained age
as the primary exposure variable and HIV as theaue variable, and was adjusted for
urban residence. The second model was simildredintst but also contained a cross-
product term (i.e., age*residence). A likelihoadio test (LRT) was applied to compare
the two nested models, and the LRT for this anslgbstatistical multiplicative
interaction was not pre-specified. Because thalpevassociated with LRT was
significant, stratified CCREM-based APC analysesitihan and rural residence were

performed.

Model # 7 was restricted to rural data while ma#i8lwas restricted to urban data.
Both Model #7 and Model # 8 were adjusted for a&gleicational attainment, and parity.
Because educational attainment (not collected rlP@as considered, only the 1994
through 2008 data were used for these analysedM&del #7 and Model #8, educational
attainment was truncated at 17 schooling years thathall values >17 years were coded
as 17 years of education. Further, Model # 9 andé&l¥# 10 were age-only adjusted

models for rural and urban areas respectivelyfereriod 1994 through 2011.

7.18.2.Age fitted using restricted cubic spline function RCS)

Age was fit as a continuous variable RCS functiath four pre-specified knots to
relax the linearity assumption. Because the mtatip between age and log-odds
prevalent HIV infection may not be captured adeelyat the functional form of age is

improperly expressed.[149, 264, 347-349] RCS fonsttransform a continuous
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variable in such a way that the curve is lineapbethe first knot, represents a piecewise
cubic polynomial between adjacent knots, and isdirafter the last knot.[149, 350] RCS
function of age and educational attainment in regjoen models may effectively capture
non-linear relationships, and minimize residualfoanding. Consequently, modeling
continuous variables in their continuous formatiat®s subjective categorizations and

enhances control of potential confounding variables

7.18.3.LRT test used to compare nested model models forsessing linearity
assumption

To evaluate the linearity assumption for continueaisables, two models were fit.
First, CCREM-based APC was fit where a linear reteghip between continuous
variable (e.g., age and educational attainment)@mpodds of prevalent HIV infections
was assumed. Second, CCREM-based APC was fitseninaisg a non-linear relationship
(i.e.. using RCS) between continuous variable (ege and educational attainment) and

log-odds of prevalent HIV infections.[149, 263]

The difference in the log-likelihood of the two tex models was evaluated using
the LRT to assess the tenability of the lineargguanption, based on the null hypothesis
of no difference in log-likelihood.[149, 264, 265ignificant p-values (<0.05) for the
LRT implied that the linearity assumption may nettbnable, and models where
continuous variables were fit using RCS functioresy be better to adequately capture
the relationship between age and log-odds of peewad|V infection.[149, 263]
Assessment of the linearity assumption was conduoreage and educational

attainment. For example, detection of a nonlimekationship between age and log-odds
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of prevalent HIV infections implies that the retatship is non-constant over the range of

age observed age values.[266]

7.18.4.P-values associated with LRT for comparing models ih and without
random components are conservative

Inclusion of random effects covariates were noedam statistical tests but were
pre-specified. Therefore, | did not assess whetnailom group effects were
significantly different. Bates and Pinheiro (20@@utions using LRT statistic for

assessment of the significance random compondatMM.[265, 331, 351]

7.18.5.Sensitivity analyses to check the robustness of esates from fitted models

As a type of sensitivity check to assess the rolasst of parameter estimates, two
CCREM-based APC models were fit. First, Model #fusted for age, parity, residence
and educational attainment truncated at 12 schgpetars. Second, Model #6 covariates
had the same covariates as in Model #5 except 8dnabattainment was truncated at 17
schooling years [i.e., 1994, and 2004 through 200®8) assess the robustness of the
estimated parameters, the parameter estimatesMimael #5 and Model # 6 were
compared. Further sensitivity checks using mofiiési to data with and without

imputed values were performed.

7.18.6.Ethics

The Ethics and Research sub-Committees in Zame@aeaed the ANC-HIV-SS and
Vanderbilt University Institution Review Board (IRBeviewed and approved this

secondary analysis of ANC-HIV-SS data.

202



7.19. Results

7.19.1.Description of study sample

The study sample comprised 82561 pregnant womesh Hyyéo 44 years with HIV
serostatus data from the seven rounds of ANC-HIV-Bl$ese included 9760 women in
1994, 11907 in 1998, 13051 in 2002, 12404 in 203260 in 2006, 13298 in 2008, and
8610 in 2011. An estimated 99.4% of pregnant wothen 82086) in the present study
had serologically confirmed HIV serostatus, eitberopositive or seronegative. The
proportion of pregnant women recruited from rursdswere lower (42.3%) compared

with proportion of pregnant women recruited urbaess(57.7%).

The median age for the study sample of pregnantemamthe 1994 through 2011
surveys was 24 years and the IQR was 20 to 29.yddrs median age for HIV
seronegative women was 23 years (IQR: 20 to 2%yeeompared to 25 years (IQR: 22
to 29 years) in HIV seropositive women (p-value®Q)) The sample median
educational attainment was 7 years [IQR: 5 to @skkears]. The number of schooling
years completed varied from 0 to 17+ years (triadtat 17 year to ensure plausible

values).

The reported statistically significant findings slebbe interpreted with caution
because of the large sample size in this studisstally significant differences in age
distribution by HIV serostatus may or may not bbstantively important as shown in
Figure 7.2. Among pregnant women born aged 15 tgedds in the study sample, 67,105
(81.3%) were born between 1970 and 1989. Fig@wshows survey year-specific age

distribution for the studied pregnant women by gagmip.
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Figure 7.2. Distribution of pregnant women by Hidéfastatus by age group, beginning age group 19 @ars and ending with age group 40 to 44 yeasma
on ANC-HIV-SS data collected in 1994, 2004, 2004 2011 [1998, 2002 and 2008 not presented becaagespecific distributions were identical]. Fewer
pregnant women were in the 40 to 44 year age gwhite 91% of the studied pregnant women ANC-HIVi8Zambia between 2006 and 2011 were < 35
years old.
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7.19.2.Low proportion of missing data on covariates usedithe CCREM-APC
analyses

Four fixed covariates (i.e., age, educational mtent, parity, and residence)
included in fitted multivariable regression analy¢€able 7.2). With few exceptions
(i.e., education), the proportions of missing daighe covariates used for regression
analyses were generally low across the seven suoueyls. For example, among 9724
pregnant women who had an HIV serostatus resdl®84, educational attainment data
were incomplete for 1014 (10.4%) pregnant womemoAg the 13,223 pregnant women
recruited in 2006, only 236 (1.8%) had missing etional attainment data. Data on
educational attainment were missing in <1% of paegmvomen recruited in 1998, 2004,

and 2008 as shown Table 7.2.

Table 7.2 shows considerable missing data werarfotearity (i.e., number of
children birthed by pregnant women) in the 201 hddtere 1366 pregnant women
(15.5%) out of 8881 had missing data on parity,tbatproportions of pregnant women
with incomplete data on parity in the remainingveyryears were low. For example, 263

out 9724 pregnant women (2.7%) in 1994 did not Idata on parity.

7.19.3.Highest proportion of seropositive pregnant womenn the 1974-1979 birth
cohort

Within-birth cohort proportions of HIV seropositiygegnant women among the
nine birth cohorts ranged from 0.1% in the 195041BBth-cohorts to 27.5% (1975-1979
birth cohorts. The proportion of HIV seropositwemen were relatively high in the

1970-1974 birth-cohort (20%) and the 1980-198hbadhort (25%).
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7.19.4 Distinctive decline of HIV prevalence in the 15 t®4 year-olds

Table 7.2 and Figure 7.3 indicate a nearly lina#lrimh HIV prevalence among 15
to 24 year-olds from 19.7% in 1994 to 11.5% in 20Although a slight fall was
observed between 2002 and 2011, Figure 7.3 indicafairly stable burden of HIV
infection in the 25 to 34 year-olds remained staloest in 2011 (21.6%). HIV
prevalence in the 35-44 year-olds increased nofabihy 12.5% in 1994 to 23.5% in
2011. The smaller numbers of pregnant women ir3h 44 year-old age group
compared to the 15 to 24 year-olds warrants cauwtioen interpreting HIV prevalence in
the 35 to 44 year-olds. HIV prevalence estimatesray pregnant women aged 15 to 24,
25 to 34 and 35-44 are presented in Table 7.2.0W#sscore method was applied to

compute the 95% CI.
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Figure 7.3. Age-group specific HIV prevalence treaghong pregnant in the for age groups 15 to 249 25
34 and 35 to 44 based on ANC-HIV-SS data colleoiethmbia between 1994 and 2011. UNAIDS
recommends using prevalent HIV infections in the285year-olds as proxy for number of new HIV
infections. Graph indicates a distinctive declim&llV prevalence in the 15 to 24 year-olds, fro17P6 in
1994 to 11.5% in 2011. HIV prevalence among 234qgear-olds between 1994 and 2011 fluctuated
around 24%. HIV prevalence in the 35-44 year-otderfrom 12.5% in 1994 to 23.5% in 2011.

7.19.5.0verall HIV prevalence appear to be increasing asitith-cohort ages

Table 7.3 and Figure 7.4. presents within-cohol pilevalence trends for the

period 1994 to 2011, suggesting a tendency of astng HIV prevalence in recent birth-
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cohorts compared to older birth cohorts. HIV ptesae among pregnant women within
the 1990-1996 birth-cohort increased from 8.5% (95%6.5%, 11.0%) in 2006 to 10%
(95% CI: 8.9%, 11.2%) in 2011, and HIV prevalent¢hie 1960-1964 birth cohort

decreased from 20.1% (95% CI: 18.1%, 22.3%) in 1991.5% (95% CI: 4.0, 29%) in

2011.
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Figure 7.4. Trends in HIV prevalence within birthhorts from 1950-1954 through 1990-1996 over the
survey periods 1994 through 2011 based on ANC-HB/d&ta among pregnant women in Zambia. For
pre-1974 birth-cohorts, HIV prevalence startedabfd high prevalence level, and then declined a&s th
birth-cohort aged, presumably due to deaths anddaisk behaviors in older women. On the otherdhan
post-1974 birth cohorts (e.g., 1985-1989 and 198@6]) started off with low HIV prevalence, and then
swung upwards as the epidemic expanded.
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7.19.6.Nonlinearity assumption relaxed using RCS functiorfor the relationship age
and log-odds of HIV prevalence

To assess whether association between age andlttsged prevalent HIV
infections was linear, LRT was applied to evalubtedifference between the log-
likelihoods of two nested models, one model fittsduming a linear relationship and
second model fitted assuming non-linear relationghd9, 264] The p-value <0.001
associated with LRT was less than 0.001. Theretge,was modeled as a continuous
variable using RCS function since the significaR{TLsuggested that the relation

between age and log-odds of prevalent HIV infectiay not be linear.[149]

7.19.7.Nonlinear function adequately captured relationshipbetween educational
attainment and log-odds of HIV prevalence

The relationship between educational attainmeat, (aumber of schooling years)
and log-odds of prevalent HIV infection may notlinear. To decide which model
captured the relationship between educationalrettent and the log-odds of prevalent
HIV infection adequately between linearly and noeérly fitted models (i.e., model of
educational attainment fit using a linear functeord model in which educational
attainment fit using a RCS function), LRT test f@sted models was applied. The LRT
statistic yielded a statistically significant p-wral<0.001, implying that the relationship
between educational attainment and log-odds ofgbeet HIV infection may be not be
linear, and consequently, educational attainmemstfiwaising RCS function in the

CCREM-based APC model.[149, 204]
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7.20. Findings based on the CCREM-based APC regression alyses

Table 7.4 through Table 7.6 presents findings frandom intercept CCREM-
based APC analyses (i.e., GLMM) where two higheell¢e.g., level-2) grouping
covariates are cross-classified, and modeled araromponents. The outcome

variable in the current analyses was HIV serostates dichotomous).

7.20.1.Intercept-only CCREM-based APC model

Table 7.4 presents findings based on Model # lintieecept-only logistic
regression model (i.e., unconditional model withiaxetd effects covariates). Using
Model #1 variance estimates, within-period and imitohort ICC were 5.8% and 0.34%
respectively. The estimated predicted probabdftprevalent HIV infection for a typical
pregnant woman in this population was 16.0%. Assgmormal distribution, and
considering period and cohort group effects, ptediprobability of prevalent HIV

infection at 95% CI would vary from 14.0% and 21.6%

7.20.2.Prominent birth-cohort influence in 1970-1974 and 275-1979 birth cohorts
associated with elevated odds of prevalent HIV infgion

Model #2 was the age-only adjusted CCREM-based &BQGel, and birth cohort
group effects and period group effects were defamdigressions from the intercept (i.e.,
mean log-odds of expected prevalent HIV infectigi)). Birth cohort effects were most
prominent in the 1975-1979 birth-cohort (OR=1.36%0CI: 1.31, 1.42), slightly but not
substantively higher than 1970-1974 birth cohofR€Q.34, 95% CI: 1.28, 1.40).

Further results are presented in Table 6.
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Compared to the estimated overall mean of the bds®f prevalent HIV infection
of a typical pregnant woman in this population, dlaels of prevalent HIV infection were
36% higher among for a pregnant woman in the 197/ birth-cohort. Based on the 95
% CI for the 1975-1979 birth-cohort group effebe bdds of prevalent HIV infection of
a pregnant woman in that birth-cohort could be fiitfo to 42% higher than for a

typical pregnant woman in the studied population.

7.20.3.Reduced odds of prevalent HIV infection in the 1983989 and 1990-1996
birth-cohorts

The odds ratio and 95% CI for the odds of prevatéit infection for 1985-1989
birth-cohort (OR = 0.88, 95% CI: 0.84, 0.93) an®24.996 birth-cohort (OR=0.76, 95%
Cl: 0.69, 0.84) suggest protective birth cohoreeti§. The 95% CI does not include

OR=1.0, and can therefore be considered meaniggfifferent from the null value.

7.20.4.Higher odds of prevalent HIV infections in urban conpared to rural women

Table 7.4 also presents findings based on Model#igh was a CCREM-based
APC adjusted for age and residence. The oddseoBjent HIV infection were 2.5 times
higher among pregnant women in urban areas compam@gnant women in rural areas

(OR=2.53, 95% CI: 2.44, 2.64).

7.20.5.Separate age-only adjusted model were performed farrban and rural areas

Because there was evidence of multiplicative stedikinteraction between age and
residence (p-value <0.001), separate CCREM-bas&tlaRalyses were performed for

urban and rural areas for age-only adjusted modatsyesults are presented in Table 7.5.
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Model #7 was based on the data collected from areds in which age was the only
fixed effect covariate. The elevated odds of pieviaHIV infections were observed for
birth-cohorts of 1970-1974 (OR=1.16, 95% CI: 1.026) and 1975-1979 (1.28, 95%
Cl: 1.19, 1.38). Similarly, based on Model #8 tige-@nly adjusted model fitted to fitted
to data captured from pregnant women in urban ateaodds of prevalent HIV
infections were more prominent for birth-cohort§@9974 (OR=1.41, 95% CI: 1.34,
1.49) and 1975-1979 (OR=1.35, 95% CI: 1.29, 1.44mong pregnant women in urban
areas, birth cohort effects were prominent andiogmt for the 1965-1969 birth-cohort
effects (OR=1.33, 95% CI: 1.23, 1.44), but sigmifitfor rural pregnant women

(OR=1.00, 95% CI: 0.89, 1.12). Detailed reportbioth cohort effects are in Table 7.4

7.20.6.Pronounced odds of prevalent HIV infections for thel970-1974 and 1975-
1979 birth cohort in urban than rural areas

Separate CCREM-based APC were fitted for ruralaban areas, Model #9 and
Model #10 respectively, and were adjusted for tlu@ariates: age, parity, and
educational attainment. Estimates of odds rattb36%o derived from Model #9 and
Model #10 are in Table 7.6. Table 7.6 presentdiriigs from Model # 9 and Model # 10,
the fully-adjusted models for rural and urban areaspectively. Protective birth cohort
influence were observed among pregnant women iaruapeas for the 1985-1989 birth
cohort (OR =0.79, 95% CI: 0.74, 0.84) and the 19996 birth-cohort (OR = 0.68, 95%
Cl: 0.60, 0.76). Similarly, among pregnant womemural areas, birth cohort effects
were protective for the 1985-1989 birth cohort (OF88, 95% CI: 0.79, 0.97), but not

for the 1990-1996 birth cohort (OR=0.94, 0.79, .12
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7.20.7.Prominent birth cohort effects (i.e., 1985-1989 and990-1996) after adjusting
for parity and educational attainment for urban areas

Observations from 2011 round of ANC-HIV-SS werelaged from analyses that
assessed educational attainment effects becausatmshal attainment was not collected
in 2011. Model #9 and Model #10 were fitted toadellected between 1994 through
2008. Estimated parameters did not change madyjeaiér adjustment for age,
educational attainment and parity in Model # 9rforl areas. Model #10 in Table 8
indicate that birth cohort effects remained protector the 1985-1989 birth cohort in
urban areas (OR=0.82, 95% CI: 0.77, 0.87) and thanu1990-1996 birth cohort
(OR=0.71, 95% CI: 0.63, 0.80). The significanttpative cohort effects observed in the
age-only adjusted model for rural areas in Modéldtsappeared following adjustment
for educational attainment and parity in Model #68the 1985-1989 birth cohort
(OR=0.97, 95% CI: 0.88, 1.06) and the rural 199061Birth cohort was still not

significantly protective (OR=0.89, 95% CI: 0.7603) as indicated in Table 7.6.

7.20.8.Period effects were no significantly different acres survey rounds

Period group effects were not statistically sigrdfit for both age-only, and the
age, educational attainment and parity adjusted ENIRased APC models. For
example based on Model # 11, period group effectthie 1994 period (OR=1.02, 95%
Cl: 0.98, 1.06) and the 2011 period (OR=0.99, 99%0®6, 1.03) were not significant.

Table 7.4 presents further details of period speoids ratios and 95% CI.
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7.20.9.Non-linear age effects detected for pregnant womdmetween 15 to 44 years
old

Pregnant women who were 26 year old had slighttyeiased odds of prevalent
HIV infection compared to 24 year olds in both urlf®R=1.13, 95% CI: 1.02, 1.25) and
rural areas (OR=1.09, 95% CI: 1.09,1.16). Oveeaallage value increased, age influence
measured as odds ratio for prevalent HIV infectompared to age 24 years were not

materially different the null value (OR=1.0).

7.21. Sensitivity analyses for different truncation of edicational attainment

There was no substantive difference in estimatgeblids of prevalent HIV
infections from sensitivity analysis of CCREM-bag&@C regression model that
included educational attainment truncated at 1®alaig years, and at 17 schooling
years. Table 7.5 presents estimates of odd ratid95% CIl based on Model # 4 in
which educational attainment was truncated at hd@ing years (i.e., schooling years
greater than 12 years were designated as 12)handadel # 5 in which educational
attainment was truncated 17 years (i.e., schogiags greater than 17 were designated
as 17). The odds ratio and 95% CI were nearlyvadenmt values. For example, based on
Model #4 and Model #5, the odds ratio and 95% Cttie 1975-1979 birth-cohorts were

OR=1.27, 95% CI: 1.20, 1.34 and OR=1.27, 95% (@A111.34), respectively.

7.22. Sensitivity analyses for complete and imputed data

Multiple imputation of missing data was conducteddplace missing values, and
Model #6 fitted to multiply imputed data sets. Likodel #5, educational attainment

variable used in Model #6 was truncated 17 schgojears. The estimated birth cohort
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effects for 1970-1974 and 1975-1979 birth were OB4195% CI: 1.27, 1.41 and

OR=1.28, 95% CI: 1.21, 1.34), respectively.

7.23. Reduced odds prevalent HIV infections among pregndrwomen with > 2
children compared pregnant women with no children

There were three categories for parity (i.e., nundbehildren birthed by pregnant
woman): no children; one child ar@ children. Compared to pregnant women with no
children, the odds of prevalent HIV infection faegnant with one child were slightly
higher for pregnant women in urban areas (OR=0%% CI: 1.00, 1.20), but not for
pregnant women in rural areas (OR=1.00, 95% CB,AL&0) as indicated in Table 7.5.
Based on Model #9 and Model #10, the odds of pemtdH|V infections for pregnant
women who had >2 children were less than oddsefgbent HIV infection pregnant
women with no children among pregnant women inlrama@as (OR=0.71, 95% CI: 0.58,

0.90) and urban areas (OR=0.81, 95% CI: 0.72, @8@hown in Table 7.4.

7.24. Graphs for birth cohort group, period and age effets adjusted to median age

Figure 7.5 generated using CCREM-based APC mogasiadl to median age (24
years). Using this approach, predicted probabiditgrevalent HIV infection was
greatest (24.6%) for pregnant women in the 1973 18ih-cohorts as shown Figure
7.5b and estimates for 1950-1954 and 1990-1996-bohorts given the wide 95% CI.
For the age-only adjusted CCREM-based APC modédlcanditioning on median age of
24 years, the predicted probability of a typicagmwant woman increased from 15%
(1994) to a peak of 25.1% (2008), and dropped tt%22011). Figure 7.6 and Figure

7.7 presents period effects and age effects raspbct

215



-1.0 05 00
| |

030 035
| |

|
0.25
|

0.20
|

log-odds

-20
|
0.15
|

Predicted HIV prevalence

25
|
0.10
|

3.0
|
0.05
|

35
|
0.00
|

1950-1954 —
1955-1959 —
1960-1964 —
1965-1969 —
1970-1974 —
1975-1979 —
1980-1984 —
1985-1989 —
1990-1996 —
1950-1954 —
1955-1959 —
1960-1964 —
1965-1969 —
1970-1974 —
19751979 —
1980-1984 —
1985-1989 —
1990-1996 —

Figure 7.5. Log-odds of prevalent HIV infectiongpiregnant women attending antenatal care in afgpearvey years, adjusted to median age of 24sybased
on the age-only adjusted CCREM-based APC regressimy ANC-HIV-SS data collected in seven surveygambia between 1994 and 2011. The second
graph shows cohort group effects represented akicped probabilities of prevalent HIV infectionraedian age (i.e., 24 years) averaged over alldtiers
periods estimated from the age-only adjusted CCRiasked APC. An indication of prominent birth-cohafifects 1975-1979 birth-cohorts, followed by the
1970-1974 birth-cohorts. The 1990-1995 and 199%6 I8irth-cohorts were coalesced into 1990-1996dhorts to provide more stable estimates. Adg-on
adjusted CCREM-based APC parameters were estimated Laplacian approximation of maximum likeliho®@wer observations in the 1990-1994 and
1995-1996 birth cohorts; therefore these birth-ctshwere coalesced to avoid imprecise estimatgseaficted probabilities.
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Figure 7.6. Estimated period group effects forltgeodds of prevalent HIV infection for pregnantwan in a specific period groups adjusted to medgn
(i.e., 24 years) and estimated from the CCREM-b&ge@ with random period and birth cohort componamis age as the only fixed covariate. The second
graph shows estimated random group period effects the age-only adjusted model, represented akicped probabilities of being HIV seropositive feach
survey calendar year at the median age (i.e., @dsyaveraged over all nine birth-cohort. Thegekdffects for a 24 year-old, despite being lessniment,
show a rise from a predicted probability of 15.494 994 to a peak in 2008 of 25.1%, dropping in 22120.9%. The estimates are based on age-onigted;
CCREM-based APC analyses using ANC-HIV-SS dataect#d in Zambia between 1994 and 2011.
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Figure 7.7. Age-only adjusted CCREM-based APC aisily.e., age, period and birth cohort] based datlected from pregnant women during ANC-HIV-SS
conducted between 1994 and 2011 in Zambia. FigsB@&/s a ccurvilinear relationship between age agebbds of odds of prevalent HIV infection. Fig 37b
shows a nonlinear relationship age and predictddptiévalence. The log-odds of prevalent HIV infentincreases, and peaks at age 27 years, and
subsequently declines as age increases, with pomdsig widening of 95% CI.
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7.25. Discussion

Based on the method proposed by Yang and Land (2006stimating age, period
and cohort effects in repeated cross-sectionakysrand using ANC-HIV-SS data for
seven survey rounds between 1994 and 2011, theadgalevalent HIV infection were
relatively elevated for pregnant women in the 19804 and 1975-1979 birth cohorts.
On the other hand, protective birth cohort groffuences were observed for pregnant

women in urban areas who belonged to the 1985-4889990-1996 birth cohorts.

Although protective birth cohort influences weresetved for pregnant women
who belonged to the 1985-1989 birth cohort in raralas, the protective influence did
not persist following adjustment further adjustmehthe regression model with
educational attainment and parity. These findimfgsonsiderable birth cohort effects are
contrary to my prior null hypothesis of no age,ipérand birth cohort effects.[66, 68, 74]
Birth-cohort-group effects for the 1990-1974 an@34779 birth cohorts were more
pronounced in urban than rural areas. Examinationthin-cohort HIV prevalence
trends revealed increasing HIV prevalence in tH8518989 and the 1990-1996 birth

cohorts.

The relationship between age and the odds of pravallV infection among
pregnant women were curvilinear. Profound protectige influences were observed for
pregnant women who wer@4 years of age. The odds of prevalent HIV intactor 24
year-old pregnant women were compared with the ofigsevalent HIV infections for
selected age values. As an example, the anaggesled that comparison of odds of

prevalent HIV infection of pregnant women aged kss 24 years with odds of
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prevalent HIV infection for pregnant woman agedy24r-olds revealed that age effects
for pregnant women younger than 24 years were gireée The protective effects of

younger age did not persist as the age of the prégmoman increased.

Even though the predicted probability of prevaldi¥ infections (i.e., adjusted to
median age of 24 years) increased gradually , pkiak2008 but dropped in 2011 over
the considered time period as shown in Figure d®gstimated period group effects
were not considerably different across the seveiogéor the time spanning 1994
through 2011. Further analysis revealed that degroup effects were not substantively
different from the mean odds of prevalent HIV irifen among pregnant (i.e., no period

and cohort influences), represented by the intéraetne model.

Most pregnant women in the 1970-1974 birth cohateaprobably entering the
age group in which most young women become sexaatlye around 1985, the year
when the first AIDS case was reported in Zambig.g8 Similarly, elevated odds of
prevalent HIV infections were observed among pragmeomen in the 1965-1969 and
1975-1979 birth cohorts. It would seem that a coietion of factors (e.g., inaccurate
information on HIV transmission mechanism and th&aming sociocultural orientation
possibly) drove up the odds of prevalent HIV infestexert their influence differentially
by age. Pressed for marriage, young women may ¢neaager higher likelihood of
encountering an infected man, including and paartyithe husband.[352] On the other
hand, other studies have reported protective effgiciarriage, while transmission may

also occur within marriages.[353, 354]
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The protective birth cohort group effects presenbag pregnant women in the
1985-1989 and 1990-1996 birth cohorts are congisteh reports of a decline in the
number of persons in the 15-24 year-olds, newlgateéd with HIV in recent years.[10,
23, 24] The drop in the odds of new HIV infect@mong pregnant women might be a
consequence of multiple preventive and treatmeatventions intervention aimed at
curbing the spread of HIV infection, and womeneanant birth cohort became sexually
active in an era of intensified prevention effoff81, 282, 355] Further, heightened
estimated odds of prevalent HIV infection at age/@ars coincides with the when most

women have potentially increased sexual activity.(enew marriage).

The current study is the first study in Zambiaxamine age, period and birth
cohort effects simultaneously. Additionally, nady has examined within birth cohort
trends in HIV prevalence. However, the observeldiced odds of prevalent HIV in
recent cohort is consistent with reports of redud@d prevalence in 15 to 24 year-olds,
the age-group used for approximating new HIV infewt [i.e., persons in 15 to 24 years
age group are likely to have initiated sexual icoerse recently, and HIV-related
mortality in the younger age group].[24] Consisteith prior findings of declining HIV
prevalence, HIV prevalence declined overall buhimitirth cohort assessment of HIV
prevalence trends revealed slight upward swinglw ptevalence trends in the 1985-

1989 and 1990-1996 in birth cohorts (i.e., 15 to/@4dr olds) in 2011.[24, 36]

Further, as reported first in the study by Fylkeseeal (2001), the prevalent HIV
infection burden in Zambia is heavier in urban thamal areas, and my analyses also
indicated more pronounced birth cohort group efféat 1970-1974 and 1975-1979 birth
cohorts, particularly in urban areas.[36, 40].
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Consistent with the use of HIV prevalence in thed. 34 years age group to
approximate new HIV infections, the observed slighivard swings in HIV prevalence
within the 1985-1989 and 1990-1996 birth-cohortslddoe interpreted as possible
upward shift in number of young women newly infecteth HIV. However, there are
fewer data points beyond 2008 to reliably confims bbservation. It is possible, though
not probable, that the observed increase in estundtV prevalence might be a
consequence of random variation. Further, incnggisurden of HIV infection may be a
function of new HIV infections and improved surviwd HIV infected persons,

especially with increased access to cCART.

HIV prevalence in the recent birth cohorts (i.€©83%-1989 and 1990-1996) is of
great public health interest as women in the 198891and 1990-1996 birth cohorts are
largely in the 15-24 age groups, the age group tweabproximating number of women
with new HIV infections. The observed decline itVHprevalence among pregnant
women in most pre-1975 birth cohorts were mainlg tuHIV-related mortality, and
reduced fertility among HIV positive women.[356LrEher, women beyond 40 years are
less likely to become pregnant, and consequengiyittimber of older women within any

cohort would naturally diminish as the cohort ages.

Compared to earlier birth cohorts such as pre-18¥04, recent birth cohorts (i.e.,
post-1970-1979) started off at a lower HIV prevakeat first entry into the survey
sample. This may signify reduced burden in thengeu age group as has been reported

in earlier studies.[24, 146, 152] One can speeulzdt awareness of the HIV epidemic
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has increased and some risk factors for HIV infetihas decreased among young
women, possibly due the widespread HIV preventitarventions implemented over the
years (i.e., HIV prevention program gained momentoiate 1990s). Consequently, one
may speculate that young men and women have becmreecautious regarding risky
sexual behavior, contributing to the observed dngprevalent HIV infection in the 15 to

24 year-olds.

7.25.1. Limitations

Pregnant women recruited for the ANC-HIV-SS wereancandom sample; neither
were the sentinel sites randomly selected. Howesiters used for data collection were
geographically well spread across the country poegent rural and urban areas. The
pregnant women were not randomly selected, andample was not population-based,
and comes with biases inherent in convenient sagglirategies, and therefore the study
findings may be threatened by selection bias. #altilly, most women prefer
concentrating child bearing in early stage of tiheproductive period, therefore selection

bias of younger women into the study is more likely

Dzekedzeke & Fylkesnes (2006) compared ANC-HIV-3Seld and population-
based (DHS) HIV prevalence estimates for the pe2@@il-2002 in Zambia, and found
congruence in HIV prevalence estimates in urbanraral areas based on the data from
2001-2002 ANC-HIV-SS and from the 2001-2002 DHS/[B%or example rural areas
ANC-HIV-SS-based and population-based HIV prevateestimates were 11.5% and
10.8%, while HIV prevalence estimates for urbaraameere 25.4% and 23.2%

respectively. Further, aggregated weighted nalkidiid prevalence were 16.9% (ANC-
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HIV-SS) and 15.6% (DHS). The findings by Dzekedz&kFylkesnes (2006) findings
bolster confidence in the current study findings, ibis possible that HIV prevalence
estimates from the two methods might not be sinailaar the fully considered period of

my study (i.e., 1994 through 2011).[40]

We cannot guarantee accuracy in the covariate msasumt, although strategies
were place to minimize occurrence of measuremeat.eflherefore, it is possible that
error in this study as in most research studiesitbg attributed mis-measurement of
study variables.[358] All variables used in thegant study, except HIV serostatus, were
captured via self-report, and as with self-repattigthe findings of this study are valid to
the extent that self-reported variables (i.e., pgety, and educational attainment) are
unbiased.[157] Because the key focus of the cteealyses was on trends in the odds
of prevalent HIV infections over time, and basedlmmassumption that self-report bias
is constant in the 7 survey rounds over the 17-gednd, the substantive conclusion will
remain unaltered. .Further, the accuracy of datthe antenatal record card from where

data were abstracted in 2011 survey cannot be igiege

Because primary data collection was achieved waszsectional observational
study design, causal inferences cannot be madecaitfidence. Although large sample
enables high statistical power for detecting ddferes in age distribution between HIV
seropositive and HIV seronegative pregnant womatistically significant p-values for
Wilcoxon rank sum test assessing difference indaggeibution of HIV seronegative and

HIV seropositive pregnant may not be of public-tieatlevance because the large
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sample size enables detection of even very sligferences. The assumption used in the
present study that pregnant women in various lowthorts were not differentially
affected by emigration and immigration cannot beficmed given non-availability of

data on migration patterns.

The current analyses did not account include pdewdl and cohort-level
covariates due to non-availability of data to eeadsessment of the influence of period-
level and cohort-level factors on prevalent HIVeictions. Therefore, cross-level
statistical interactions assessment could not hdwcted. For example, HIV-related
deaths were probably higher in earlier birth-cohbefore the introduction of CART
compared to recent birth cohort. Along the same, Idata on some variables that may
influence prevalent HIV infection are not routinelyllected in ANC-HIV-SS data [e.qg.,
educational attainment at first pregnancy; numlbéifeotime sexual partners].

Therefore, residual confounding due to uncontroléedors is a possibility because of

non-adjustment for some factors (e.g., socioecoo@maitus).

The number of period groups and birth cohort grouese fewer because there
were only seven survey rounds, and age of pregmamien ranged from 15 to 44 years
(i.e., nine five-year birth cohorts). Because satuglies with similar number of period
groups and birth cohorts groups have yielded in&dive results, and given our large
sample size, | proceeded with the analysis. Fyrttega for the current analysis spanned
a relatively short time period of 18years, than lddae adequate in most conventional
age-period-cohort analyses. However, our studyotestnated the application of

CCREM-based APC analysis to HIV surveillance datal revealed insightful
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information such as a suggestion of falling oddsibf prevalence in recent birth cohort

compared to older birth cohorts.

Birth cohorts were created via categorization aftzaous variables (i.e., birth
year) into nine birth cohort groups. Inaccurate @aglues could imply that pregnant
women were grouped in the wrong birth cohort. infation bias from non-differential
misclassification of pregnant women in birth cohiempossible, although the direction of
bias would be difficult to predict because ther @more than two categories of birth
cohorts.[204] Whereas non-differential misclassifion biases the measure of
association is diluted towards the null when ameission exist, non-differential bias
when there are more than two categories may be &aanythe null or towards the null

value (e.g. OR=1.0).[204]

Improvement in the HIV testing methods is unlikedyhave influenced
substantively influenced the estimated trends isaaf prevalent HIV infection over the
considered period (i.e., 1994 through 2011). T¥sags used had specificities and
sensitivities greater than 98%. Reassuringlyngémt laboratory testing algorithms were
applied in all HIV testing across the seven suryesrs. Further, given the high
background HIV prevalence in this population, HBf@positive specimens were less
likely to be missed compared to environments wileeebackground HIV prevalence is

low, given high sensitivities and specificitiestbfV assay used,

7.26. Strengths of the study

Because nearly all pregnant women who attendechatatiecare clinics during the
survey period at sentinel sites were included éngirvey sample, the validity of the
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ANC-HIV-SS data is minimally threatened by non-m@sge bias, which is of great
concern when the proportion of pregnant women velfiesed to participate in the survey
in high, and a major threat to validity for popubatbased surveys.[36, 204, 359] For
example, estimated parameters might be biasedanéswomen refused to participate,
resulting in difference in the distribution of chateristics between pregnant women who

participated and those who did not participaténagtudy.[204]

HIV serostatus was objectively determined using mantial diagnostic HIV test
kits, and a stringent HIV testing algorithm was lempented that screened-out false HIV
seropositive, and false HIV seronegative specimigeseby limiting HIV serostatus
misclassification.[157, 360] The stringent HIVtieg criteria provide confidence in the
HIV testing strategy. Therefore, because therdvaoecategories [i.e., HIV seropositive
and HIV seronegative], non-differential misclagsation of HIV serostatus will diminish
the strength of the exposure-disease associat&ij.[Blote that non-differential
misclassification will not always bias parametdireates towards the null when the
covariate has more than three categories [e.@lesimarried, divorced and

separated].[62, 204, 361]

The study used a novel methodological approacbdoted by Yang and Land
(2006) to examine age, period and birth cohortot$fen HIV prevalence, which does
require using non-defensible constraints for esiimgaunique parameter estimates. The
methodology used in this study may serve as artiaddl armamentarium of potential
tools for understanding the huge HIV epidemic irAS&urther, considerable proportion

of data were missing for educational attainmeritd84 but it was reassuring that
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proportions of missing data on other covariateseviess than 5%, and sensitivity

analysis using multiply imputed data yielded comgruparameter estimates.

Based on CCREM-based APC analysis, there is a stiggef falling odds of
prevalent HIV infection in recent birth cohorts goaned to expected odds of prevalent
HIV infection in the population. Further examirmatiof HIV prevalence by birth cohort
revealed overall declining HIV prevalence for altth cohorts but increasing HIV
prevalence in the 1975-1979, 1985-189, 1990-19A6 bohorts, suggesting increasing
prevalence due to continued occurrence of new HIWamen age as indicated in Figure

6.

Prior work suggest targeted HIV preventive andttnemt interventions may curb
HIV spread, although well-spread preventive intatians are well-suited and more
efficient in generalized epidemic. Although theemll prevalence estimates indicate
falling HIV prevalence in the 15 to 24 year-oldse turrent analysis provides an early
warning of potentially upward swing HIV prevalengghin 1985-1989 and 1990-1996
birth cohorts. Therefore, intensifying HIV previmetinterventions to curb the suggested
upward swing is an imperative public strategy. Ksia of HIV prevalence by period
with age groups without adjusting for age and baxdhort group affects revealed a

distinct decline in HIV prevalence in the 15 to&ge group.

Because the study sample was limited to pregnantemoaged 15 to 44 years who
attended antenatal care during the ANC-HIV-SS dytine survey period in 1994, 1998,
2002, 2004, 2006, 2008 and 2011, this sample @namt women may not be

representative of all women in Zambia in the repitide age group. Generalizability of
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study findings to all pregnant women might be ermledrbased on the following reasons.
First, Ministry of Health in Zambia has reportedttht least 95% of the pregnant women
attend antenatal clinic at least once during aegpancy. Second, sample size of the
current study was large (i.e., 82,086). Howeveenethough prior studies have
demonstrated comparable HIV prevalence trends,rgeération of the findings from this
study should be made with caution. Third, pregnathen were drawn from wide
geographic area, and widespread social, cultuiheannomic background, improving

generalizability.

The estimates of age, period and cohort effectseagensitive to the model
selected for parameter estimation. Although othethods have not been used to assess
the age-period-cohort effects using ANC-HIV-SS dai@ng and Land (2006) CCREM-
based APC method seem well-suited to assessingaged, and cohort effects on HIV
prevalence using ANC-HIV-SS. Further evaluatiomgé, period and birth cohort
effects using population-based data from DHS weélphimprove understanding of age,
period and birth cohort effects. The emergent dataces from DHS which are repeated
cross-sectional surveys provides excellent oppdrasfor using CCREM-based APC
analysis for assessment of age, period and coffedtg but longitudinal data remain
superior in providing conclusive causal evidenaarding age, period and cohort effects;

sadly fewer longitudinal data exist.

7.27. Conclusion

In conclusion, pregnant women in recent birth cth@re., younger women)

appear to have reduced odds of prevalent HIV ildaatompared to pregnant women in
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older birth cohorts (i.e., older pregnant womeRpr nearly all birth cohorts examined
HIV prevalence within all birth cohorts starts tdfv and increase gradually. Therefore,
intensive efforts should be aimed at increasingrsséxual behaviors are required prior
to sexual activity stage. The increased HIV premeaé in most recent birth cohort
persists may suggest increasing number of new Hi&ttions as well as improved
survival. Further, my study shows how novel methcan be applied to existing
databases to provide key public health informati@t can be used for guiding
intervention, and monitoring the direction of th&/Hepidemic. Further investigations
into the factors related to age, period and bidthoets that drive the HIV epidemic could

yield critical results furthering understandingtioé HIV epidemic.
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Table 7.1. Characteristics of the pregnant womért¢144 year-olds] with and without evidence of Hi¥ection

(i.e., HIV seropositive or HIV seronegative) ret¢edi in the ANC-HIV-SS in conducted Zambia, from 49Brough

2011
Combined Seropositive (n=15505 Seronegative P-value
(N=82086) (n=66581)
Median IOR Median IQRT Median IOR
Age 24 20 to 29 25 22 t0 29 23 20 to 29 0.001
Missing
15—19 17562 21.4 1954 12.6 15608 23.4 0.00]
20—24 27121 33.0 5117 33.0 22004 33.1
25—29 18975 23.1 4626 23.1 14349 21.6
30—34 11289 13.8 2569 13.8 8720 13.1
35—39 5648 6.9 1032 6.7 4616 6.9
40—44 1491 1.8 207 1.3 1284 1.9
Educational attainment*
School-yearst 7 5t09 8 7109 7 5t09 0.001
Missingo
n % n % n %
Residence
Rural 34686 42.3 3905 25.2 30781 46.2 0.001
Urban 47400 57.7 11600 74.8 35800 53.8
Period
1994 9724 11.9 1981 12.8 7743 11.6 0.001
1998 11718 14.3 2296 14.8 9422 14.2
2002 12838 15.6 2559 16.5 10279 154
2004 12404 15.1 2407 15.5 9997 15.0
2006 13223 16.1 2348 15.1 10875 16.3
2008 13298 16.2 2403 15.5 10895 16.4
2011 8881 10.8 1511 9.8 7370 11.1
Birth Cohort
1950— 1954 198 0.2 15 0.1 183 0.3 0.001
1955— 1959 983 1.2 137 0.9 846 1.3
1960— 1964 2948 3.6 490 3.2 2458 3.7
1965— 1969 6157 7.5 1337 8.6 4820 7.2
1970— 1974 13162 16.0 3102 20.0 10060 15.1
1975— 1979 18476 22.5 4259 27.5 14217 21.4
1980— 1984 21046 25.6 3868 25.0 17178 25.8
1985— 1989 14022 17.1 1839 11.9 12183 18.3
1990— 19961 5094 6.2 458 3.0 4636 7.0
TIQR-interquartile range; $-1990-1994 and 1995-1ig#h cohorts coalesced because of fewer obsenati
ooMissing number include 2011 missing data for edooat attainment which was not collected: see Ta8dier year
specific break down of missing data; *As explaimedlier, educational attainment data for 1998 &b@PXSurveys was a
recorded in a mixed manner [i.e., zero to 12 sahgajears [i.e., continuous] and beyond 12 schealry was recorded
as “greater than 12 school-years” [i.e., categfjricBo make the analyses comparable across alegwears,
educational attainment greater than 12 years wasded as 12 years for this table, suffice to kay this is less
attractive, and imperfect approach. However, therse comparatively fewer pregnant women with etianal
attainment beyond 12 years. The median and IQ&esgdbr school truncated at 12 years and non-ttadaamained
unaltered; Although not to encourage use of ORatstcal test, an odds ratio confidence intetiat does not include
OR=1.0 is equivalent to a statistically significassociation.
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Table 7.2. HIV-1 prevalence by selected charadtesiasmong pregnant women age 15 to 44 years senhvédyring the ANC-HIV-SS in

Zambia 1994 through

2011
Variable 1994 1998 2002 2004 2006 2008 2011
n n n n n n n
HIV% [95% CI] | HIV% [95% CI] HIV% [95% ClI] HIV% [95% ClI] HIV% [95% ClI] HIV% [95% CI] | HIV% [95% CI]
Age-group [years]*
15-24 5524 6996 17.8 (16.9- 7413 6865 7046 6631 4208
19.7 (18.7-20.8) 18.7) 17.3(16.5-18.2) | 16.4 (15.5-17.3) | 13.8(13.0-14.6) | 13.2 (12.4-14.1) | 11.5(10.5-12.5)
25-34 3317 3862 24.3 (22.9- 4426 4551 4999 5417 3692
23.6 (22.2-25.1) 25.6) 25.4 (24.2-26.7) 24.5 (23.3-25.8) 23.3 (22.2-24.5) 23.5 (22.4-24.6) | 21.6 (20.3-22.9)
35-44 883 860 13.3 (11.2- 999 988 1178 1250 981 23.5 (21.0-
12.5 (10.4-14.8) 15.7) 15.1 (13.0-17.5) | 17.0 (14.8-19.5) | 17.9(15.8-20.2) | 20.3 (18.2-22.6) 26.3)
Missing — — — — — — —
Residence
Rural 4234 4695 5439 5237 5676 5362 4043
10.9 (10.0-11.9)| 10.6 (9.8-11.5) | 12.4(11.6-13.3) | 11.8(11.0-12.7) | 10.4(9.6-11.2) | 11.1(10.3-12.0) | 11.5(10.5-12.5)
Urban 5490 7023 7399 7167 7547 7936 4838
27.7 (26.5-28.9)| 25.6 (24.6-26.6) | 25.4 (24.5-26.5) | 25.0 (24.0-26.0) | 23.3(22.3-24.2) | 22.8(21.9-23.7) | 21.6 (20.5-22.8)
Educational attainment
0-4 4052 5387 5455 5029 4855 4752 NC
18.8 (17.7-20.1)| 17.9(16.9-18.9) | 17.9(16.9-18.9) | 18.1(17.1-19.2) | 16.6 (15.6-17.7) | 16.8 (15.8-17.9)
5-7 1832 2412 2517 2280 2035 1786 NC
10.9 (9.6-12.4) | 13.2(11.9-14.6) | 12.4(11.1-13.7) | 13.2(11.9-14.7) | 11.8(10.5-13.3) | 13.5(12.0-15.2)
8-9 544, 549 648 708 872 930 NC
36.4 (32.5-40.5)| 31.9(28.1-35.9) | 25.6(22.4-29.1) | 24.7 (21.7-28.0) | 21.2(18.6-24.1) | 21.7 (19.2-24.5)
10-11 1706 2458 2938 2937 3210 3454 NC
27.4 (25.3-29.5)| 23.9 (22.2-25.6) 25.4 (23.9-27.0) 22.7 (21.3-24.3) 20.4 (19.0-21.8) 19.4 (18.1-20.7)
12-17 573 912 1280 1395 2009 2296, NC
39.3 (35.4-43.3)| 27.6 (24.8-30.6) 28.3 (25.9-30.8) 24.4 (22.3-26.8) 20.9 (19.2-22.7) 20.9 (19.2-22.6)
Missing 1014 — — 51 236 78 8881
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Variable 1994 1998 2002 2004 2006 2008 2011
Parity (i.e., number of children birthed pregnaien)
0 2430 3471 3763 3637 4009 3576 2322
19.8 (18.3-21.4)| 16.2 (15.0-17.5) 17.6 (16.4-18.8) 15.7 (14.6-16.9) 13.4 (12.4-14.5) 12.8(11.8-13.9) | 13.4 (12.0-14.8)
1 2010 2556 2881 272522.9 (21.3- 2918 2980 19.6 (18.2- 1709
24.7 (22.9-26.7)| 24.7 (23.1-26.4) 22.0 (20.5-23.5) 24.5) 20.8 (19.4-22.3) 21.1) 19.5 (17.7-21.4)
>2 5021 5691 6194 6032 6292 6742 3484
18.7 (17.7-19.8)| 19.4 (18.4-20.4) 20.4 (19.4-21.4) | 20.0(19.1-21.1) 19.1(18.2-20.1) | 20.2(19.2-21.1) | 21.8(20.4-23.2)
Missing 263 0 0 10 4 0 1366

*Pregnant women with missing age were excludedd#szinclusion criteria [i.e. 15 to 44 years]
NC — Data not collected in specific survey yead &fEducational attainment data not collected @12
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Table 7.3. HIV prevalence among pregnant women4lgeérs olds within birth cohorts [i.e., 1950-19B6bugh 1990-1996 birth cohort] using ANC-HIV-SS-
based HIV prevalence data collected between 19®4igih 2011

Birth Cohort

Period [Calendar year of the survey]

1994

1998

2002

2004

2006

2008

2011

n
HIV% (95% Cl)+

n
HIV% (95% Cl)

n
HIV% (95% Cl)

n
HIV% (95% Cl)

n
HIV% (95% Cl)

n
HIV% (95% Cl)

n
HIV% (95%

cl)
1950-1954 189 9 — — — — —
7.4 (4.5-12.0) 11.1 (0.6-43.5)
1955-1959 694 249 40 — — — —
13.8 (11.5-16.6) | 15.3 (11.3-20.3) | 7.5 (2.6-19.9)
1960-1964 1357 836 406 239 84 26 —
20.1(18.1-22.3) | 14.2 (12.0-16.8) | 13.8(10.8-17.5)| 10.5(7.2-15.0) | 16.7 (10.2-26.1) | 11.5(4.0-29.0)
1965-1969 1960 1470 955 749 589 347 87
26.0 (24.1-28.0) | 22.2(20.1-24.4) | 18.3(16.0-20.9) | 19.1 (16.4-22.1)| 16.8 (14.0-20.0) | 18.2 (14.5-22.6)| 25.3 (17.3-35.3
1970-1974 3301 2895 2118 1717 1434 1190 507
23.3(21.9-24.8)| 25.5(23.9-27.1) | 24.6(22.9-26.5) | 22.6 (20.7-24.6) | 21.6 (19.6-23.8) | 22.5 (20.2-25.0)| 20.9 (17.6-24.7
1975-1979 2223 4156 3334 2834 2568 2219 1142
14.3 (13.0-15.9) | 20.7 (19.5-22.0) | 25.8 (24.3-27.3) | 25.7 (24.1-27.3) | 24.4(22.8-26.1) | 25.4 (23.6-27.3)| 26.2 (23.7-28.8
1980-1984 — 2103 4713 4468 4041 3696 2025
10.1 (8.9-11.4) | 17.3(16.3-18.4) | 18.7 (17.6-19.8) | 20.0 (18.8-21.3) | 21.1 (19.8-22.4)| 20.6 (18.9-22.4
1985-1989 — — 1272 2397 3904 4113 2336
10.0 (8.5-11.8) | 12.1(10.8-13.4)| 11.2(10.3-12.2) | 14.4 (13.3-15.5)| 16.9 (15.4-18.4
1990-1996t - — — — 603 1707 2513
8.5 (6.5-11.0) 7.9 (6.7-9.2) | 10.0(8.9-11.2)

tinclude 1990-1996 and 1994-1996 birth-cohorts;gmémue to fewer observations
—No pregnant women in the category, ¥ Within-battort estimated HIV prevalence with correspond@b&o Wilson confidence interval. Pregnant wome
are cross-classified and nested within period syicalendar year] and birth-cohort thereby creadimgultilevel data structure: individual-level coeges are
level-1 and period and birth-cohort variables arel-2. Note the wide confidence that charactezitanates with cells with fewer observations,aetihg
uncertainty in estimated values, and highlightimg importance of confidence interval reporting.a@rical impression of this Table 6 is in Figure 4

Table 7.4. Estimated log-odds and standard erasrajell as the corresponding odds ratio and 95%d=mnce interval for CCREM-APC adjusted for age and
residence using data from ANC-HIV-SS in Zambia,48&ough 2011

Model #1

Model #2

Model #3
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B sef) B ([sefB]) OR,95% ClI B [se@)] OR,95% ClI
Fixed effects -1.6578 0.1584
Age
15 — — — 0.34 (0.33-0.35 — 0.36 ( 0.35-0.37)
19 — — — 0.63 (0.62-0.64 — 0.64 ( 0.63-0.66)
26 — — — 1.05 (1.02-1.08 — 1.05 (11.02-1.09)
29 — — — 1.04 (0.93-1.17 — 1.06 (0.95-1.19)
34 — — — 0.89 (0.66-1.19 — 0.96 (0.71-1.28)
39 — — — 0.70 (0.44-1.11 — 0.81 (0.51-1.28)
Residence
Rural [Reference] — — — — 1.0
urban — — — — 0.930 (0.02) 2.53 (2.44-2.64)
Random effects B ([seB*]) OR, 95% ClI B [se*)] OR, 95% ClI
Period
1994 -0.0906 0.0470 0.026 (0.021) 1.03 (0.9991/0 0.047 (0.026) 1.05 (11.00-1.1Q)
1998 -0.1427 0.0456 -0.016 (0.020) 0.98 (0.9 -0.031(0.024) 0.97 (0.92-1.02)
2002 -0.0232 0.0450 0.021 (0.019) 1.02 (0.98)1/0 0.030 (0.024) 1.03 ( 0.98-1.08)
2004 -0.0002 0.0452 0.002 (0.019) 1.00 (0.9691/0 0.003 (0.024) 1.00 ( 0.96-1.05)
2006 -0.0121 0.0453 -0.032 (0.019) 0.97 (0.98:1] -0.041(0.024) 0.96 (0.92-1.01)
2008 0.0949 0.0454 -0.003 (0.020) 1.00 (0.96)1/0 -0.022 (0.024) 0.98 (0.93-1.03)
2011 0.1753 0.0482 0.002 (0.021) 1.00 ( 0.9691/050.014 ( 0.027) 1.01 ( 0.96-1.07)
Birth cohort
1950-1954 -0.5652 0.2205 -0.300 (0.163 0.74640.02) -0.323 (0.168) 0.72 (0.52-1.01)
1955-1959 -0.0595 0.0995 -0.120 ( 0.086 0.89%1..05) -0.180 (0.088) 0.84 (0.70-0.99)
1960-1964 0.1276 0.0641 -0.049 ( 0.050 0.9560.85) -0.058 (0.052) 0.94 (0.85-1.04)
1965-1969 0.4319 0.0508 0.206 (0.033) 1.23 (-1.3%) 0.214 (0.035) 1.24 (1.16-1.33)
1970-1974 0.5222 0.0451 0.292 (0.023) 1.34 (-1.28) 0.314 (0.026) 1.37 (1.30-1.44)
1975-1979 0.4762 0.0436 0.308 (0.020) 1.36 (-1.32) 0.320 (0.023) 1.38 (1.32-1.44)
1980-1984 0.1528 0.0440 0.073 (0.021) 1.08 (-1.02) 0.087 (0.024) 1.09 (1.04-1.14)
1985-1989 -0.2857 0.0477 -0.124 ( 0.028 0.8840.93) -0.112 (0.030) 0.89 (0.84-0.95)
1990-1996 -0.7756 0.0645 -0.276 ( 0.050 0.7690.84) -0.249 (0.052) 0.78 (0.70-0.86)

Tt Merged due to fewer observations in 1990-199618%#-1996 birth-cohorts. Model #2 was age-adiuated Model #3 was adjusted with age and location
of site [proxy for pregnant woman'’s residence] Auges fitted using restricted cubic splines [RCSidtion with 4 pre-specified knots

Table 6 shows odds ratio estimates and correspgréditt confidence interval [CI]. Null hypothesis this analysis was that there is no age, periozbbort

effect. Distinct odds of prevalent HIV infectiom1970-1974 and 1975-1979 birth-cohorts.
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Table 7.5. Odds ratio and corresponding 95% confidéntervals, and log-odds and standard errorthéologit cross-classified random effect age-peend
cohort model of prevalent HIV infection

Model #4 Model #5t Model #61

B ([seB]) OR,95% CI B ([seB]) OR,95% ClI B [se@)] OR,95% CI
Fixed effects —

Age
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Model #4 Model #51 Model #61

B ([seB)) OR,95% ClI B ([seB]) OR,95% ClI B [seB)] OR,95% ClI
15 — 0.31 (0.31-0.32) — 0.31 (0.3-0.33) — 0.32 (0.31-0.33)
19 — 0.58 ( 0.57-0.59) — 0.58 ( 0.56-0.60) — 0.58 ( 0.56-0.60)
26 — 111 (1.07-1.15) — 1.11 (1.05-1.16) — 1.11 (1.05-1.17)
29 — 1.16 ( 1.02-1.32) — 1.16 ( 0.96-1.40) — 1.16 (0.97-1.41)
34 — 1.04 ( 0.75-1.45) — 1.04 (0.64-1.68) — 1.04 ( 0.64-1.69)
39 — 0.85 ( 0.51-1.43) — 0.84 (0.39-1.79) — 0.84 ( 0.39-1.80)
Educational attainment [number of school-years deted
0 — 0.72 (0.72-0.73) — 0.72 (0.72-0.73) — 0.72 (0.72-0.73)
4 — 0.76 ( 0.76-0.76) — 0.76 ( 0.76-0.77) — 0.77 (0.76-0.77)
° — 1.3 (1.28-1.31) — 1.29 (1.27-1.32) — 1.29 (1.27-1.30)
11 — 117 (1.11-1.24) — 1.17 (1.08-1.28) — 1.19 (1.11-1.28)
12 — 1.02 (0.94-1.11) — 1.02 (0.90-1.16) — 1.05 ( 0.94-1.18)
Residence
Rural [Reference] Reference 1.0 Reference 1.0 Beder 1.0
Urban 0.823 (0.023) 2.28 (2.18-2.30 0.830 (033  2.40 ( 2.15-2.40) 0.829 (0.033 2.40 (2.1000.4
Parity [Number of children]
0 [Reference] Reference 1.0 Reference 1.0 Reference 1.0
1 0.083 (0.031) 1.09(1.02-1.15) 0,080 (0.046 ) 1.20 (0.99-1.2) 0.084 (0.046 ) 1.20 (0.99-1.20)
22 -0.235 (0.035) 0.79(0.74-0.85) .0.241 (0.052) 0.90 (0.71-0.9) -0.240 (0.052 ) 0.90 ( 0.71-0.90)
Random effects B ([seB*]) OR, 95% CI B [se@)] OR, 95% CI
Period
1994 0.064 (0.031) 1.07 (1.00-1.13 0.046 (0.028))  .05% 0.99-1.11) 0.045 (0.028 1.05 (0.99-1.11
1998 -0.019 (0.029) 0.98 (0.93-1.04 -0.018 (0.027) 0.98 (0.93-1.03) -0.019 (0.026 0.98 (0.933).0
2002 0.044 (0.028 ) 1.04 ( 0.99-1.10 0.044 (0.026)) .04 0.99-1.10) 0.042 ( 0.026 1.04 ( 0.99-1.1(
2004 0.007 (0.028 ) 1.01 ( 0.95-1.06 0.010 (0.026))  .01% 0.96-1.06) 0.010 ( 0.026 1.01 ( 0.96-1.04
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Model #4 Model #51 Model #6%

B ([se@]) OR,95% ClI B ([seB]) OR,95% ClI B [seB)] OR,95% ClI
2006 -0.054 ( 0.029 ) 0.95 ( 0.90-1.00 -0.048 (0.026) 0.95 ( 0.91-1.00) -0.048 ( 0.026 0.95 ( 0.916).0
2008 -0.040 ( 0.029) 0.96 (0.91-1.02 -0.033 (0.027) 0.97 (0.92-1.02) -0.029 (0.026))  0.97 (0.9221.0
2011 NC NC NC NC NC NC
Birth cohort
1950-1954 -0.158 ( 0.157 ) 0.85 ( 0.63-1.16 -0.189 (0.157|) 0.83 (0.61-1.13) -0.190 ( 0.158 0.83 (0.613).1
1955-1959 -0.111 ( 0.089 ) 0.90 ( 0.75-1.07 -0.097 (0.087|) 0.91 (0.77-1.08) -0.097 ( 0.087 0.91 (0.7781.0
1960-1964 -0.033 (0.054 ) 0.97 (0.87-1.08 -0.018 (0.053|) 0.98 (0.89-1.09) -0.017 (0.053))  0.98 (0.8%9).0
1965-1969 0.196 ( 0.038 ) 1.22(1.13-1.31 0.207 (0.037|) 1.23 (1.14-1.32) 0.208 ( 0.036 1.23 (1.15-1.32
1970-1974 0.285 (0.030 ) 1.33 (1.25-1.41 0.289 (0.028) 1.34 (1.26-1.41) 0.291 ( 0.028 1.34 (1.27-1.41
1975-1979 0.239 (0.027) 1.27 (1.20-1.34 0.241 (0.026)) 1.27 (1.21-1.34) 0.244 (0.025 1.28 (1.21-1.34
1980-1984 0.019 (0.028) 1.02 ( 0.96-1.08 0.018 (0.027|) 1.02 (0.97-1.07) 0.020 ( 0.026 1.02 ( 0.97-1.07
1985-1989 -0.175 (0.036 ) 0.84 (0.78-0.90 -0.180 (0.034]) 0.84 (0.78-0.89) -0.181(0.034))  0.83(0.789).8
1990-1996* -0.253 (0.075) 0.78 ( 0.67-0.90 -0.261 (0.074]) 0.77 (0.67-0.89) -0.266 (0.074))  0.77 (0.669).8
*Merged due to fewer observations in 1990-1996 E9@1-1996 birth-cohorts. Model #2 was age-adjuatetiModel #3 was adjusted with age and locatior
site [proxy for pregnant woman's residence] Age Withsd using restricted cubic splines [RCS] funatiwith 4 pre-specified knots
tModel #4 but educational attainment was truncatef® years, with pregnant women having greater #f2ayears of education regarded as 12 years.
tModel #5 was fitted to multiply imputed data, &l@d for age, parity, education and residence. &l attainment was truncated at 17 years fateh#5,
where greater than 17 were regarded as 17 yeamsncdtion though imperfect facilitated comparisaroas year. Because fewer observations beyon@dr )y
there was no meaning differences between 12-yehil atyear truncation. Ten multiply imputed dates seere created.
NC-data not collected Table 9 shows odds ratioregds and corresponding 95% confidence interv3l [@le null hypothesis for this analysis is tharthis
no age, period or cohort effect: indicated by umfaoefficients within period and cohort groupseTddds of prevalent HIV infection were most distiimcthe
1970-1974 and 1975-1979 birth-cohorts. Althoughen@ctly the same values, the estimates from thenseodels are not materially different.

Table 7.6. Urban-rural stratified odds ratio and-esponding 95% CI, and log-odds and standardsfoorthe logit cross-classified random effect ageod and cohort

model of prevalent HIV infection

of

Age-only adjusted model?

Fully-adjusted-modelst

Rural (Model #7)

Urban (Model #8)

Rural (Model ¥ 9

Urban (Model#10)

Fixed effects
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Age B ([sef]) OR,95% ClI B [se@)] OR,95% ClI B ([sefB]) OR,95% ClI B [se@)] OR,95% ClI
15 — 0.31 (0.29-0.33 0.32 (0.31-0.3B) — 0.8633-0.36) — 0.38 (0.36-0.41)
19 — 0.57 (0.53-0.61 0.59 (0.57-0.6{1) — 0.6462-0.67) — 0.65 ( 0.61-0.69)
26 — 1.13 (1.02-1.25 1.09 ( 1.03-1.1) — 1.@499-1.11) — 1.07 (0.97-1.17)
39 — 1.21(0.83-1.75 1.13(0.9-1.41) — 1.048461.28) — 1.09 (0.79-1.52)
34 — 1.09 (0.43-2.79 0.98 ( 0.55-1.74) — 0.9MM54-1.55) — 1.00 ( 0.43-2.3Q)
39 0.89 (0.2-3.87) 0.77 (0.31-1.9p) — 0.753301.73) — 0.85 (0.23-3.14
0 — — — — 0.70(0.70-0.71 — 0.76 (0.75-0.77)
4 — 0.73(0.73-0.74 0.79 (0.79-0.8)
9 — — — — 1.40 ( 1.36-1.45 — 1.24 (1.22-1.27)
11 — — — — 1.52 (1.31-1.76 — 1.13 (1.03-1.23)
12 — — — — 1.47 (1.18-1.84 — 0.99 (0.86-1.14)
Parity (Number of children)
0 — — — — 1.0
1 — — — — 0.00 (0.093) 1.00 (0.83-1.2) 0.101a53)
>2 — — — — -0.34 (0.103) 0.71(0.58-0.9) -0.712060)
Period
B* ([se(*]) OR, 95% ClI B* [se(B®)] OR, 95% CI B* ([se*]) OR, 95% ClI B* [se(¥)] OR, 95% CI

1994 -0.004 (0.039) 1.00(0.92-1.08) 0.031pR.p | 1.03(0.99-1.08 0.008 (0.045)) 1.01(019m)| 0.022(0.019)| 1.02(0.98-1.0p)
1998 -0.046 (0.038) 0.96 (0.89-1.08) -0.01900.) | 0.98 (0.94-1.02 -0.039 (0.044{) 0.96 @a15)| -0.011 (0.018) 0.99 ( 0.95-1.0B3)
2002 0.061 (0.036)] 1.06(0.99-1.14) 0.009 (02| 1.01 (0.97-1.05 0.092 (0.041 1.10(1.0091| 0.010(0.018)| 1.01(0.97-1.0p)
2004 0.016 (0.037)] 1.02(0.95-1.00) 0.001 (02| 1.00 (0.96-1.04 0.037 (0.042 1.04 (0.9631| 0.002(0.018)| 1.00(0.97-1.04)
2006 -0.052 (0.037) 0.95(0.88-1.0p) -0.0160Q0.) | 0.98 ( 0.95-1.02 -0.075 (0.042)) 0.93 6@1801) | -0.015(0.018) 0.99 ( 0.95-1.0R)
2008 -0.004 (0.037) 1.00(0.93-1.07) -0.0120@0.) | 0.99 ( 0.95-1.03 -0.021 (0.043]) 0.98 QA1906) | -0.010(0.018) 0.99 ( 0.96-1.03)
2011 0.031(0.039)] 1.03(0.96-1.1f1) 0.005 (PJ2| 1.01 (0.96-1.05 NC NC NC NC
Birth cohort
1950-1954 -0.089 (0.131 0.91(0.71-1.18) -0.20898) | 0.78 (0.53-1.15 -0.042 (0.115) (Q.@677-1.20)| -0.213(0.203 0.81 (0.54-1.40)
1955-1959 -0.081 (0.107 0.92(0.75-1.14) -0.067104) | 0.85(0.69-1.04 -0.023 (0.094) (.9881-1.18)| -0.130(0.104 0.88 (0.72-1.48)

1960-1964 -0.125 (0.077 0.88 (0.76-1.03) -0.002061) | 0.99(0.88-1.11 -0.071 (0.074) (.9381-1.08)] 0.023(0.061) 1.02(0.91-1.15)

1965-1969 0.001 ( 0.057 1.00(0.89-1.12) 0.28®89) | 1.33(1.23-1.44 0.015(0.058)) 1.020@@.14) 0.306(0.039)] 1.36(1.26-1.46)

1970-1974 0.152 (0.042 1.16 (1.07-1.26) 0.3@®P7) | 1.41 (1.34-1.49 0.138 (0.045)) 1.1%061.25)| 0.356 (0.027)] 1.43(1.36-1.50)
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1975-1979 | 0.246 (0.038) 1.28(1.19-1.38) 0.30D3) | 1.35(1.29-1.41) 0.190(0.041]) 1.211@41.31)] 0.283(0.023)] 1.33 (1.27-1.3
1980-1984 | 0.060(0.039) 1.06(0.98-1.15) 0.08®p4) | 1.05(1.00-1.10) -0.008 (0.043) 0.8991-1.08)] 0.018(0.023) 1.02 (0.97-1.4
1985-1989 | -0.033(0.049)) 0.97(0.88-1.6) -0.00032) | 0.82(0.77-0.87) -0.132(0.054) (.8879-0.97)] -0.240(0.032) 0.79 (0.74-0.9
1990-1996* | -0.120 (0.076) 0.89 (0.76-1.03) -B.89€.060)| 0.71(0.63-0.80) -0.061 (0.089) (. O479-1.12)] -0.391 (0.060) 0.68 ( 0.60-0.1

TEstimates for model #9 and Model #10 were basedwtiply 10 imputed data sets.
Model # 7 and Model #8 were adjusted for age, ypariid educational attainment (i.e., measured adauof schooling years)

Model #9 and Model # 10 were age-only adjusted nsode
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CHAPTER 8

ASSOCIATION BETWEEN EDUCATIONAL ATTAINMENT AND
PREVALENT HIV INFECTION AMONG PREGNANT WOMEN

8.1. Background

Many factors have been explored to better undedstdrat drives the serious HIV
epidemic in sub-Saharan Africa (SSA), including temsexual partners, background
HIV prevalence, condom use, partner mixing, vicald and sub-type factors, co-
infections, and HIV stigma.[56] Most of the HIV €imic in SSA is in the context of
serve economic challenges at both the personajewvernmental level.[10, 11, 39, 41,
48, 50, 52, 362, 363] One factor that has not lotemified is the role of educational
attainment in HIV risk, a topic that | chose todtwsing a unique antenatal surveillance

database in Zambia.[52, 81, 157]

Identifying factors associated with increased oafdd|V incidence and prevalence
provides key information for development and impéertation of preventive HIV
interventions.[20, 29, 107] Admittedly, populatiaide HIV preventive interventions
are cost effective in countries where the HIV epideis generalized, and where
resources are resources limited. Therefore, ityemgi sub-groups with high HIV
incidence and HIV prevalence is a key step in iragkhe changes in the dynamics of the
HIV epidemic, and may provide key information fardeting HIV prevention and

treatment program.[164, 363]

Given its importance as key components of one @ttitial determinants of

health, educational attainment has been includedkay component for human
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development index (i.e., education, and incomeltimeand as a benchmark for the
Millennium Development Goal 2 that seeks univepsahary school education.[48, 78,
79] Contrary to the intuitive expectation of gegatisk of infectious diseases among the
poor, illiterate, and less educated, many studdesiected in SSA have reported higher
odds of prevalent HIV infections among more edut@iersons, particularly in earlier
years of the HIV epidemic (i.e., 1980s and earl90).[42, 80] Hargreaves and Glynn
(2002) highlighted in their systematic review tB&f' century studies that had examined
the association between educational attainmenpesdhlent HIV infections reported

disparate findings.[51, 81]

The association between education attainment andditomplex, and although
several studies have examined the associationhéew explicitly indicated what
educational attainment represents as a study flaqreducational attainment as a proxy
for literacy or socioeconomic dimension).[50, FHA¢cused on studies conducted in SSA
between 1987 and 2003, Hargreaves et al. (200&)uobed a systematic review to
understand the relationship between educatiorahatient and prevalent HIV infection,
and noted a shift towards elevated HIV prevalemaersy the least educated.[81]
Although Hargreaves et al. (2008) hypothesized ahadsitive association between
educational attainment and prevalent HIV infectioight wane as the HIV epidemic
progressed, inconsistent reports on the associbdtween educational attainment and

prevalent HIV infection have continued to appediterature.[81, 196]

Recent data indicate a reduction in the propomiopersons with higher
educational attainment living with HIV infection amg 15 to 24 year-olds in most

countries in SSA.[4, 24, 87] Various explanatibase been advanced to explain the
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noted fall in the odds of prevalent HIV infectiomsiong educated people in recent times
compared to earlier years of the HIV epidemic,udahg the view that HIV preventive
interventions have differentially benefited edudgpeople than less educated people.[40,

58, 140]

Educated people are likely to have a superiortghidi obtain; process and
comprehend HIV-related prevention and treatmemtrimétion; they theoretically might
be more likely to adopt safer sexual behavior pastéhan less educated people. Further,
education can awaken people to judge their enviemsand may enable them make
salutary changes in their life styles.[364] Higkducational attainment may facilitate
greater understanding of risk factors for HIV sprézat consequently enables behavior
change.[127, 140] All of this, however, does midr@ss why a number of studies early
in the SSA HIV epidemic reported higher educatimibé¢ a risk factor, not a protective

factor.[50, 51, 58, 81, 140]

The validity of estimates from most research stitha@t examined association
between educational attainment and prevalent Hi¥citions were threatened by
methodological limitations inherent in cross-setdlbstudies.[52, 55, 56, 141] Most
studies were cross-sectionally designed, therefausal inference may only be
suggestive.[204] Like my current study, majorifypoior studies relied on data collected
for other purposes. Consequently, without a ggidionceptual framework or without a
directed acyclic graph (i.e., diagrammatic stratEgypresenting expert-knowledge
assumptions about a relationship when choosindenttifying potential confounders and
identifying potential sources of bias in an epidaoygic analysis) during study design

stage, collection of data on salient potential ddagd missed.[52, 365-371] Further, few
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studies have been focused specifically on investigahe association between

educational attainment and HIV infection. [52, 80]

Educational attainment does not have a direct gioleffect on risk of HIV
infection, but its effects are mediated by othsk factors that are biologically connected
to HIV infection. Because educated people areemeceptive to health interventions,
there are likely to use condoms during sexual caterse than less educated people.
Therefore, | investigated the association betwekit&ional attainment and prevalent
HIV infection among pregnant women attending artiar@are clinics (ANC) in Zambia
varied between 1994 and 2008, accounting for wiffiie clustering (i.e., data were

collected from multiple sites).

8.2. Methods

8.2.1. Study design and population

Data used in the current study were collectedxrcsiss-sectional surveys
conducted to monitor HIV prevalence among pregmamen between 1994 and 2008
(i.e.1994, 1998, 2002, 2004, 2006 and 2008). milar survey in 2011 did not include
educational attainment data and was not used. Sacpdata analysis of the ANC-HIV-

SS data were restricted to 15 to 44 years.[157]

8.2.2. Rationale for using prevalent HIV infections

To limit the influence of survival bias that arisben relationship are examined

using prevalent cases, the current analyses wsirécted to pregnant women who were
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15 to 24 year-olds based on the premise that pret/&llV infection in 15 to 24 year-old
represented incident HIV infections as recommernnedNAIDS.[24] Pregnant women
who were 15 to 24 year-old were assumed to hawentigccommenced sexual
intercourse, and only a tiny fraction of whom woblklexpected to die by their’24

birthday.[185]

Longitudinal studies for HIV incidence conducted fV incidence estimation are
fewer because of the inherent logistical and tezdirdhallenges stereotypic of
longitudinal data collection.[372] . Furthermotige Hawthorne Effect, that persons
being studied may change their behaviors, can remttee cohort less valid in
estimating community seroincidence.[176, 178, TI#8ugh progress is being made,
here are considerable logistic and cost challengtee direct measurement of incident

HIV infections.[174, 175, 243]

8.2.3. Survey response

Survey response rate was assumed nearly 100% lee@ihetigible pregnant
women who attended the antenatal clinic duringdlie-month survey period were
included in the sample used for estimating HIV pierce. Some eligible pregnant
women could have been missed, but the number ghpré women left out of the survey
sample is thought to be very tiny since almospedignant women provide blood for
routine syphilis testing during their first anteslatare visit. The remnant blood was used

for the unlinked anonymous HIV testing survey.[157]
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8.3. Methods

8.3.1. Sociodemographic and reproductive history informaton

To ensure similar data collection procedures amdpavable implementation of
survey protocol in all the sentinel sites, survffsvere trained on survey methods and
procedure during a one-day pre-survey training wlookps. Pregnant woman’s
characteristics (e.g., pregnant woman’s educatiattainment, age, marital status, and
number of children birthed by woman) were captlrgdelf-report via a standard
guestionnaire administered by a survey nurse. &l attainment, the primary
exposure variable for the current analyses wertoagh via the following question “How
many years did you go to school?”. The primarycsxpe variable was educational
attainment measured as pregnant woman'’s self-egpotimber of years of schooling
completed (i.e., continuous variable). HIV serastavas the outcome variable, defined
as HIV seropositive if HIV specific antibodies werenfirmed, otherwise reported as
HIV seronegative. Other covariates included inahalysis included age, parity, and

marital status. Potential effect modifiers wergidence and survey calendar year.

8.3.2. HIV screening, confirmatory and quality control testing

Blood collected for survey HIV reporting were sared for HIV specific
antibodies survey specific HIV testing algorithihe final HIV serostatus were
determined according to the three-stage HIV tesdlggrithm. First, sentinel site based
serological testing for HIV specific antibodies(j.screening) using rapid HIV test
assays and reference laboratory HIV confirmatosyirig using ELISA were performed

according test assay manufacturer specificatiam$wath adherence to WHO guidelines
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for anonymous and unlinked HIV screening. Specsneith positive HIV results on the
rapid HIV screen were subjected to confirmatoryimgsusing ELISA at the reference
laboratories: the Tropical Diseases Research CERADRC) in Ndola and the University

Teaching Hospital (UTH) Virology Laboratory in Lusa

Quiality control HIV testing were performed on 5%lwe plasma/serum samples in
1994 and 1998 and 10% of the plasma/serum sampR&0R, 2004, 2006, and 2008 that
tested HIV seronegative during HIV screening atdite, using an ELISA. A third tie-
breaker test (a second ELISA or in 2011, a Weditah(Table 1) was conducted on
specimens where screening and confirmatory HIVIteswere discrepant, and the tie-
breaker result reported as final HIV serostatuslted the specimen. Details of the HIV
testing, quality assurance procedures and spétifidest assays are explained in
Chapter 4, and the ANC-HIV-SS protocol and prioblmations.[24, 157] Further, HIV

test assays were not consistent across surveysound

8.4. Statistical Methods for the secondary data analysis

To examine the relationship between educationalrattent and prevalent HIV
infection using ANC-HIV-SS data collected betwe&94 and 2008. Because pregnant
women were recruited from multiple sentinel sitea-site clustering was regarded a
possible threat to validity of standard error estion and subsequent inference.
Pregnant women were regarded to be nested in taspsentinel sites yielding a
hierarchical data structure. Data analyses wer®mmeed using Stata 12.1 and R-

software version 3.0.[193]
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8.5. Descriptive statistics

The distribution of continuous variables was sumnpear by the median and
interquartile ranges (IQR) and the distributiorcategorical variables were described by
counts and percentages for each of the six suouayds.[211] Wilcoxon Rank sum tests
was used to compare distribution of continuousaldeis between HIV seropositive and
HIV seronegative pregnant women, and Chi-squats tesre used to compare
proportions of categorical variables between HIxbpesitive and HIV seronegative

groups.[211]

8.5.1. Multivariable random intercept generalized linear mixed model (GLMM)
were fitted to account for possible within-site clgtering

ANC-HIV-SS data were captured consistently in 28ssfrom 1994 through 1998
and from 24 sites between 2004 and 2008. To at¢doupossible within-site clustering
of pregnant that may threaten the validity of stadcerrors for estimated parameters
(i.e., less trustworthy inferences), sentinel sitese modeled as random components in
GLMM. Pregnant women who sought antenatal cam fitte same health center (i.e.,
sentinel site) might have similar sociodemograghiaracteristics. Therefore, GLMM
were fitted to estimate the odds ratios (OR) ferakssociation between educational
attainment and prevalent HIV infection. The outeovariable HIV serostatus was
dichotomous (i.e., HIV seropositive or HIV seronigs), therefore was assumed to

follow a binomial distribution invariably requiredlogit link function for the GLMM.

All the odds ratios and 95% CI were computed fromfitted GLMM were
adjusted for age, parity and marital status. Etlocal attainment was fitted as restricted

cubic splines function with four pre-specified ksaind age as a linear function. The
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analyses were conducted on the premise that GLMiM avlogit link function and
sentinel site as random component accounted failgeswithin-site clustering, and was
regarded efficient compared to standard logistitession, which does not account for

clustering.

8.5.2. Laplacian approximation of maximum likelihood usedto compute model
parameters

GLMM parameters for the relationship between edanat attainment and
prevalent HIV infections were estimated via maximlikalihood estimation using
Laplacian approximation.[267, 328] Because the @ute variable was dichotomous,
GLMM did not have closed form solutions to the rmaxim likelihood function via
integration.[267] Consequently, Laplacian appraadion, one of the several methods
for approximating likelihood function solutions ngiiterations that avoid integration
during maximum likelihood estimation, yet facilggtapproximation of marginal

likelihood were used.[188, 193, 328]

8.6. Assessment of statistical multiplicative interactia between educational
attainment and specific covariates

8.6.1. Educational attainment and residence

To assess whether the association between eduedtanment and prevalent HIV
infection varied according to the residence ofghegnant women (i.e., rural-urban
location of sentinel site), two nested generalimgeiar mixed models (GLMM) with logit
link functions one with main effects only and aretiwvith main effects along with a

cross-product term (i.e., education*residence) Viiete the same data.[62] The Log-
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likelihood values of the nested models were congpasing the LRT. Apriori specified
p-value for deciding a presence of meaningful stigal multiplicative interaction was

0.2.[38] Because p-value for LRT for the educatiesidence cross-product term was
<0.20, separate analyses according to residemcelével of effect modifying variable)

were conducted.

8.6.2. Educational attainment and calendar time

Whether the association between educational ateEnhand survey calendar year
varied between 1994 and 2008 was assessed usingdiRVey years were centered by
subtracting 1994 from the each of the survey yeard,cross-product term created using
centered survey calendar year and educationahatéait. The centered values of survey
calendar year (i.e., 0, 4, 8, 10, 12, and 14 yezasgd the convergence of full GLMM
when some values of a variable are high (1998, 20@22004). Two nested models with
and without cross-product term (i.e., educatior¥eyryear) were fit to the same data,
and their log-likelihood compared. P-value <0.Zwsderpreted as detection of
substantively meaningful multiplicative interactj@nd therefore warranted separate

analyses by survey year to assess education-pné\i infection association.

8.7. Incomplete data filled in by multiple imputations

Overall, other than in 1994 where educational mth&int data were missing in an
estimated 10%, fewer observations had missing satnecovariates relevant to the
current analysis. Therefore, analyses for the 1134 were conducted using ten

multiply imputed data sets and also based on cdmpbese analysis that eliminated
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observations with missing values. Handling misglata by a multiple imputation
technique was prioritized because multiple impotatechnique incorporates key sources
of variability in the imputation process (i.e., Mdnility inherent in sampling, within
imputed data set variance, and between-imputedsgateariance). However, when |
found that parameter estimates and standard eas@mdoon complete case analysis and
from analyses based on multiply imputed data wetamaterially different, estimates
from analyses based on complete case analysessresue reported. Fewer
observations had missing data on variables relawathie analyses in 1998, 2002, 2004,
2006 and 2008. Therefore, analyses for 1998, 22024, 2006 and 2008 followed

complete case analyses strategy.

8.8. Continuous variables were modeled using restrictedubic spline functions

Educational attainment was modeled as continuortighla using restricted cubic
spline function (RCS) with four pre-specified kntisrelax the linearity assumption and
explore nonlinear relationship between educatiteiranent and prevalent HIV
infection.[373-375] Pregnant women’s age was mediéhearly as a continuous

variable.

8.9. Intra-class correlation coefficient

Intra-class correlation coefficient (ICC) was cortgzlito quantify the proportion of
variation attributed to between-site variation iVHbrevalence using variance estimates
derived from the random intercept GLMM with sentisie fitted as random component,

but without fixed effects covariates (e.g., agejaadional attainment) as adjustment
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variables (i.e., an unconditional model). The aace of fixed effects covariates in
logistic regression was regarded equivalent’t8. [376] The ICC was computed using

the formulae below.

2
: o,
Intra-class correlation (ICC)|= SITE

TZre+(74)

8.10. Comparison of mixed effects and fixed effects model

LRT could have been used to decide whether to declandom effects component
(i.e., sentinel site) in the regression model, tiyparing the nested model with same
fixed effects covariates, with and without a vacarmomponent (i.e., sentinel site), but

Bates and Pinheiro (2000) cautions the use of RiE for assessing significance of the
random components. The asymptotic reference boligtoin assumption of* on which

the LRT rest may not hold when the value of thearare component is on or near the

boundary of the 4(72 =0) of feasible space, and consequently p-valuthi®tLRT statistic
based on the null hypothesis would be conservd®&., 331]. Therefore, odds ratios
and 95% ClI for the relationship between educatiattainment and prevalent HIV

infection were pre-specified GLMM.

8.11. Meta-analysis were conducted to compute pooled estates and assess
between-survey year heterogeneity

Because the p-value for the LRT suggested pressatistical multiplicative
interaction between educational attainment andesucalendar year (i.e., centered) <0.2,

year-specific analyses of the association betweenational attainment and prevalent
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HIV infection were conducted. Similar to the apgb by Zheng et al (2010), year-
specific analyses were regarded as different stuahe a DerSimonian-Laird random
effect model meta-analysis of survey year estimatesids ratio and 95% CI performed

for specified levels of educational attainment.[2223, 377]

Specifically, the adjusted odds ratios and 95%0d€ bfsociation of educational
attainment and prevalent HIV infections in the sixvey years (i.e., 1994, 1998, 2002,
2004, 2006 and 2008) for four levels of educati@isinment were computed: zero
number years of educational attainment; four yeaeslucational attainment; nine years
of educational attainment; and 12 years of edusatioompared to seven years of
educational attainment were estimated, based o6thM adjusted for age, parity and

marital status as described earlier.[214, 378]

First, odds ratios and 95% confidence intervalz&oeducational attainment
versusseveryears educational attainment for each of the @wixey years were meta-
analyzed. Second, odds ratios and 95% confidenieevals forfour years educational
attainment versusevenyears educational attainment for each of the @wixey years
were meta-analyzed. Third, odds ratios and 95%idenée intervals fonineyears
educational attainment versssvernyears educational attainment for each of the six
survey years were meta-analyzed. Fourth, oddssratid 95% confidence intervals for
12 yearseducational attainment versus seven years eduehattainment for each of the
Six survey years meta-analyzed. Educational attem of seven schooling years were
used as referent based on the assumption that ebarpbf primary school education is
adequate to enhance health literacy. To measteedgeneity of survey-specific odds

ratios, DerSimonian and Laird-estimated Q stasistied I-squared were computed and
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odds ratio estimates presented as forest plots.2d Pooled estimates were computed

using “metafor” package in R statistical and cormmuprogram.[188, 210]

8.12. Ethical review

The ANC-HIV-SS was approved by ethics committegambia as indicated in
survey methods section in Chapter 4. The Vandddaiiversity institution review board

(IRB) granted permission for this secondary analgé$idata.
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8.13. Results

8.13.1.Descriptive summary of study sample

Preliminary analyses were focused on 82,086 pragmamen aged 15 to 44 years
recruited for ANC-HIV-SS between 1994 and 2011.aNlage of pregnant women of the
study sample increased only slightly between 19812011 (Figure 8.1). Overall,
54.8% (44,962/82,086) pregnant women aged 15 teedds but the investigation of the
association were focused on 40,754 pregnant wor¢a 24 years in 1994 through 2008
because 4208 pregnant women from 2011 survey wefaded from the analysis
because educational attainment data were not tedled he analytic sample
investigating the association between educatiot@ihanent and prevalent HIV infection
comprised 5542, 7101, 7545, 6865, 7070 and 668dnant women from 1994, 1998,

2002, 2004, 2006, and 2008 respectively (Figurg 8.1
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Figure 8.1. Mean age of pregnant women and 95%ademde intervals based on ANC-HIV-SS data in
Zambia collected between 1994 and 2008. Littlengkan pregnant women’s mean age, from 24.1 years
in 1998 to 25.3 years in 2008. The “n” above thexis denotes the number of 15 to 44 year-olds @neign
women included in the preliminary analyses.

8.13.2.Proportion of pregnant who self-reported completionof at least 12 schooling
years increased between 1994 and 2008

Overall, proportion of pregnant women who self-népo that they had completed
at least 12 schooling years rose slightly betwed34land 2008 (Figure 8.2). Table 2 and
Table 3 present HIV prevalence trends by educadtaim@anment between 1994 and 2008
for urban and rural areas respectively, and indi€ating HIV prevalence among 15 to

24 year-olds.
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Figure 8.2. Distribution of educational attainmaniong pregnant women based on ANC-HIV-SS data
collected in Zambia between 1994 and 2011. Edumcaliattainment categories based on the education
system in Zambia (lower primary (0-4); upper prignés-7); junior secondary (8-9); incomplete senior
secondary (10-11) and 12 to 19 years representletengenior secondary and college or university
educational attainment. The bars are sequentiaiynged from beginning with 0-4 year’s category and
ending with 12-17 years category

8.13.3.Assessment of multiplicative interaction: educatioal attainment and
residence

Apriori, it was decided that p-value <0.2 for the T would suggest presence of
statistical multiplicative statistical interactitwetween educational attainment and

residence. Because LRT p-value was <0.001 (mplied that there was a meaningful
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variation in the relationship between educatioti@iament and prevalent HIV infection

by residence) separate analyses were conductedfan and rural areas.

8.13.4.Assessment of multiplicative interaction: educatioal attainment and survey
year

The p-value <0.001 for the LRT for assessment statemodels with and without
cross-product term between educational attainmahtalendar year of survey suggested
the presence of multiplicative statistical interactoetween educational attainment and
survey year. Therefore, year-specific analyseatiéd by residence, were conducted.

Figure 8.3 represent education-year interaction.

Education
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2000
2002
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2008

Year

Figure 8.3. Heat map representation of statistinatiplicative interaction between educational iatteent
measured as number of schooling years completedwandy calendar year based on ANC-HIV-SS data
collected between 1994 and 2008 in Zambia. Datkedas correspond to higher odds of prevalent HIV
infection. The key legend displays color intensithe maximum plausible number school years that ca
be completed by a 24 year was set at 17 schooéiagsybased on the following assumptions (i.e., &ym
school (7 years); secondary school (5 years); asttgecondary school (5 years).
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8.14. HIV prevalence trends by category of educational aainment

Figure 8.4 presents profound fall HIV prevalencesbycational attainment

category between 1994 through 2008. Details af@bie 8.1 and Table 8.2.
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Figure 8.4. Education-category specific trends i prevalence among 15 to 24 year-olds pregnant
women based on ANC-HIV-SS data collected in Zarbleiaveen 1994 and 2008. Educational attainment
categories were created according to educatiotmhatent categories based on school system in Zambi
Fig. 4a and Fig. 4b represent rural and urban dass, respectively. The line labels (i.e., 0-&; 8-9; 10-
11; and 12-17 indicate the number of school yeanspteted by pregnant women.
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8.14.1.Non-statistically significant association observednd in different direction
during the 1994 to 2008 period in 15 to 24 year-oddurban and rural areas

Adjusted odds ratios and 95% Cls computed basqrhameter estimates from the
GLMM adjusted age, marital status and parity aes@nted in Table 8.3 and Table 8.4.
The adjusted odds ratio for the association betveeeicational attainment and prevalent
HIV infection were largely not statistically sigrtént as presented in Figure 8.5 and
Figure 8.6. However, pregnant women in urban area®08 who reported completion
of 12 schooling years had lower odds compareddsehvho completed 7 schooling

years adjusted odds ratio (AOR=0.55, 95% CI: 00327).

Additionally, the association between educatioti@imment and prevalent HIV
infection among women in urban areas in 2006 wateptive with decreasing
educational attainment. For example, odds of peexallV infections were higher
lower for pregnant women who had self-reported detign of four schooling years
compared to pregnant women who had completed sal@vling years, AOR=0.85,

95% CI: 0.74, 0.97 as shown in Figure 8.7.

The association between educational attainmenpendlent HIV infection
among urban and rural areas pregnant women tendwsalit different direction between
1994 and 2008. For example, pregnant women wligesgbrted having completed 12
schooling year tended to have higher odds of peexailV infection compared to
pregnant women who self-reported having comple¢e@rs schooling years 1994 and

1998, AOR=1.23, 95% ClI: 0.68, 2.21 and AOR=1.24,935I: 0.73, 2.08 respectively.

Conversely, odds of prevalent HIV infections tentlmslards a protective

association for pregnant women in urban areas matformal education compared to
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pregnant women with 7 years of education in 19942898, AOR=0.85, 95% CI: 0.71,
1.02 and AOR=0.78, 95% CI: 0.57, 1.08, respectivélgptably, chance occurrence of the
observed association cannot be ruled. Figure &&iges presents graphically the

association between educational attainment andcafmetvHIV infection in 1994 and

1998.
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Figure 8.5. Odds ratio and 95% Cls for associabietwveen educational attainment and prevalent HIV
infection among pregnant women aged 15 to 24 yiaaites located in urban areas in Zambia based on
ANC-HIV-SS data collected between 1994 and 1998e feferent educational attainment was completion
of 7 schooling years.

8.14.2. Higher education attainment tended to protective irurban areas beginning
2002

Among pregnant women in urban areas in 2002 and,28@ odds of prevalent
HIV infections for pregnant women who had self-népd having completed 12

schooling years compared to pregnant women wheagtfrted completion of seven
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years of schooling were AOR=0.61, 95% CI: 0.357la0d AOR=0.66, 95% CI: 0.52,

1.64, respectively.

Figure 8.6 and Figure 8.7 presents the odds ratid995% CI estimates for the
association between educational attainment andafmetvHIV infections in urban areas
for the period 2002 through 2008. There was noisagmt association between
educational attainment and prevalent HIV infectionarban areas, although the
observed association tended to be protective witteasing educational attainment in

survey years 2002, 2004, and 2008.
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Figure 8.6. Odds ratio and 95% CI for the assamidietween educational attainment and prevalent HIV
infection among pregnant women aged 15 to 24 yiaasites located in urban areas based on ANC-HIV-
SS data collected between 2002 and 2004. Pregmamén who had completed 7 schooling years were
used as referent group.
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Figure 8.7. Odds ratio and 95% CI for the assamidietween educational attainment and prevalent HIV
infection among pregnant women aged 15 to 24 yiaaites located in urban areas in Zambia basdti®n
ANC-HIV-SS between 2006 and 2008. Pregnant womlem riad completed 7 schooling years were used
as referent group.

8.14.3.Non-significant positive association between edugabal attainment and
prevalent HIV infection in later years in rural areas

The odds of prevalent HIV infections in pregnantwen in rural areas who
completed at 12 schooling years versus pregnantenomno completed seven schooling
years among surveyed pregnant were AOR=3.09, 95%.€3, 10.04) in 1994;
AOR=1.24, 95% CI: 0.43, 3.57 in 1998; AOR=2.38, 96%0.91, 6.23 in 2002, 1.08,
95% CI: 0.40, 2.88 in 2004; AOR=1.33, 95% CI: 0.2@8 in 2006 and AOR=1.70, 95%

Cl: 0.61, 4.73 in 2008. Wide confidence internvaldicate imprecise estimates.

In rural areas, the odds of prevalent HIV infectidended to be protective, with
decreasing educational attainment, although chaoccarrence cannot be ruled as shown

in Figure 8.8 and Figure 8.9. For example, odtlse & prevalent HIV infection among
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pregnant women who had not received any formal &tre (i.e., zero number of
schooling years) compared to the odds of prevadévitinfection for pregnant women
who had received 7 years of education were AOR5®@5% CI: 0.17, 2.02 in 1994;
AOR=0.82, 95% CI: 0.27, 2.45 in 1998; AOR=0.71, 96%0.27, 1.87 in 2002,
OR=0.74, 95% CI: 0.29, 1.90 in 2004 and AOR=0.83601.83 in 2006 and AOR=0.76,

95% CI: 0.37, 1.54 in 2008.
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Figure 8.8. Odds ratio and 95% CI for the assamidietween educational attainment and prevalent HIV
infection among pregnant women aged 15 to 24 yieatgal who participated in the ANC-HIV-SS
conducted between 1994 and 2008 in Zambia. Pregv@nen who had completed 7 schooling years were
used as referent group.
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Figure 8.9. Odds ratio and 95% confidence intarf@l the association between educational attaihmen
and prevalent HIV infection among pregnant womeedatp to 24 years in sites located in rural aneas i
Zambia for survey round 2002 and 2004. The refdexel for educational attainment was completioéi o
schooling years and GLMM adjusted for age, panity marital status. Educational attainment modeled

using RCS.
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Figure 8.10. Estimated odds ratio and 95% confidentervals for the association between educdtiona
attainment and prevalent HIV infection among pregmweomen aged 15 to 24 years in sites locatedrad ru
areas in Zambia for survey round 2002 and 2004 r&ferent level for educational attainment was
completion of 7 schooling years and GLMM adjusteddge, parity and marital status.
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8.14.4.Greater odds of prevalent HIV infection among pregmant women in 2008
who reported single, divorced marital status, and &d at one child

Among pregnant women recruited from urban areagleipregnant women and
divorced pregnant women had significantly greatitsoof prevalent HIV infections
compared to married pregnant women, AOR=1.35, 95%4.G6, 1.72 and AOR=3.37,
95% CI: 1.20, 9.49, respectively. Table 4 indidheg pregnant women who reported
being divorced in 2006 were more likely to be Hifacted compared to pregnant
women who were married (AOR=8.89, 95% CI: 3.36523wvide 95% CI indicate
imprecision of the estimate. The observed assonidetween marital status and

prevalent HIV infection in 1994, 1998, 2002 and 200ay be explained by chance.

Table 8.4shows that based on rural sites data(8,3fregnant women who
reported being divorced had greater odds of prav&lé/ infections compared to
pregnant women who indicated marital status asiethim 1998, 2004, and 2008:
AOR=2.65, 95% CI: 1.46, 4.83 in 1998; AOR=2.99, 96%1.44, 6.18 in 2004;

AOR=5.39, 95 ClI: 2.40, 12.0 in 2008.

The odds of prevalent HIV infections were significaand greater among pregnant
women in urban areas in 2008 who self-reportedrftgeine child (AOR=3.37, 95% CI:
1.20, 9.49) and two children (AOR=1.35, 95% CI:51.8.06, 1.72) compared to pregnant
women who self-reported no children. Similarly,arg pregnant women in 2006
pregnant women with one child had greater oddsefglent HIV infections compared

to pregnant women with no children (AOR=1.07, 9593236, 23.5).

Among pregnant women in urban areas, parity tdat two children tended to be

protective in 1994, 2002, and 2004, although ranéomr could not be ruled out in 1998
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(Table 8.3). Similar patterns were observed inlrareas where parity of 2 children
tended to be protective in all survey years butheyond chance occurrence in all except

in 1998 as shown in Table 8.4.

8.14.5.Meta-analysis of year-specific odds ratios and 95%Is

Using the method applied by Zheng et al (2010) efaranalyzing odds ratios and
95% Cls of different study cohorts, odds ratio 8686 CI of survey year-specific odds
and 95% ClI for selected levels of education (zerp education, four years education,
nine years education and 12 years education, catdparseven years of schooling)
estimated from GLMM (i.e., adjusted for three coatms: age, parity and marital status)
for 1994, 1998, 2002, 2004, 2006 and 2008 were +aweddyzed and results are shown in

.Figure 8.11 and Figure 8.12 [377]

8.14.6.Higher educational attainment tended to be protectie but may be explained
chance in urban areas

The pooled odds ratio estimate from meta-anabyfsygar-specific odds ratio
estimates indicate that pregnant women in urba&s svho self-reported having
completed 12 years of schooling tended to haverd@ads of prevalent HIV infections
compared to pregnant women who self-reported camoplef 7 schooling years
OR=0.82, 95% CI: 0.62, 1.10) but the observed agson may be explained by chance

because the 95% ClI includes OR=1.0 as shown in&igu1.
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8.14.7 Higher odds of prevalent HIV infection suggested awwng pregnant women in
rural areas who had self-reported higher education

Chance occurrence may explain the noted elevatdsl afdorevalent HIV infection
observed among pregnant women in rural areas bet@@® and 2008. Based on the
meta-analysis of year-specific odds ratio estimdtespooled odds ratio and 95% CI for
the association between educational attainmenpeadlent HIV infection tended to be
protective but not beyond chance with decreasingaibnal attainment (OR=0.58, 95%
Cl: 0.58, 1.07 for 4 versus 7 years of schoolingrgg and positive but beyond chance
with increasing educational attainment (OR=1.644095I: 1.08, 2.51 for 12 versus 7

years of schooling) as shown in Figure 8.12.[377]
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Figure 8.11. Forest plots for the meta-analysithefassociation between educational attainment and
prevalent HIV infection generated using randomaffaodel using DerSimonian and Laird method used to
assess between-survey heterogeneity and to cadhabverall odds ratio for sitesurbanareas. Odds
ratios and 95% confidence intervals were compugitiguGLMM and adjusted age, parity, and marital
status. The square boxes represent the oddsaratids size is inversely proportion to the var@aon€log

odds ratio. The horizontal bars represent the 86ftidence interval and the diamond shaped objetiea
bottom corresponds to the overall estimate of odts.
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Figure 8.12. Forest plots for the meta-analysithefassociation between educational attainment and
prevalent HIV infection generated using randometffaodel using DerSimonian and Laird method used to
assess between-survey heterogeneity and to cadhlabverall odds ratio for sitesriral areas. Odds
ratios and 95% confidence intervals were compugtiguGLMM and adjusted age, parity, and marital
status. The square boxes represent the oddsaratids size is inversely proportion to the var@aon€log

odds ratio. The horizontal bars represent the 86@fidence interval and the diamond shaped objebiea

bottom corresponds to the overall estimate of adtis.
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8.15. Discussion

Although the observed association is not beyonsiehaccurrence, based on the
ANC-HIV-SS data, pregnant women with higher edunal attainment in urban areas
tended to have reduced odds of prevalent HIV irdastbetween 2002 and 2008, yet
higher educational attainment tended to be assutiaith elevated odds of prevalent
HIV infections in earlier years (i.e., 1994 and 829Conversely, increasing educational
attainment tended towards a positive associatioim prevalent HIV infection in rural

areas between 1994 and 2008, although the nattstaliy significant.

Based on the method applied by Zheng et al (20d0hds of ANC-HIV-SS in
1994, 1998, 2002, 2004, 2006 and 2008 were regasisik separate studies, and
adjusted odds ratios for selected levels of edogatiattainment compared referent level
(i.e., seven schooling years) meta-analyzed yigldinpattern towards a protective
association but non-statistically significant wiicreasing educational attainment among

pregnant women in urban Zambia as shown in FigLiré. 8

However, among pregnant women in rural areas, ghecation between
educational attainment and prevalent HIV infectieas positive as educational
attainment increased but protective yet mostlysignificant with decreasing educational
attainment as shown in Figure 8.12. To computeséimate of the pooled odds ratio and
95% ClI, the random effect model meta-analysis basdderSimonian and Laird method
was used to account for between-survey variabilithough not significant statistically,
the protective association pattern observed ardyneansistent with prior reports in

South Africa, Uganda and Zambia.[46, 140, 141, 197]
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Examination of HIV prevalence by educational attaémt created according to the
school system in Zambia (i.e., lower primary, upp@mary, junior secondary,
incomplete senior secondary andenior secondary), HIV prevalence declined overall
but profoundly in the category of pregnant womerowéported higher educational

attainment, consistent with prior reports.[24]

Although not significant, the elevated odds of gdent HIV infection among
pregnant women in rural areas with increasing etitucal attainment is worrying, and
seems consistent with patterns that were obsenvexbst urban areas in earlier years of
the HIV epidemic, the 1980s and 1990s. Studieslected in earlier years of the HIV
epidemic found increased odds of HIV prevalenceragpersons with higher levels of
educational attainment.[52] To explain the elegdtatdds of prevalent HIV infections
among educated categories in earlier years of tileegidemic (i.e., 1980s and 1990s), a
number of investigators reasoned that economiaesalirce empowerment associated
with higher educational attainment also enablesbieins that increase the risk of HIV

acquisition.[80]

With respect to the rural environment where backgdoHIV prevalence is lower
compared to urban areas, higher educational ateitmight be a risk factor, as was
case in earlier HIV epidemics stage in urban ar@d® seemingly contrasting direction
in the association between educational attainm@ahipaevalent HIV infections in urban
and rural areas, although largely not significantlerscores the critical roles of self-
efficacy in adoption of safer sexual behavior alst éhe importance of contextual

factors.[25, 140]
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Educational attainment does not have direct bic&lghfluence on risk of HIV
infection, may exert influence via other factorattmay biologic influence. Further,
limitations are often encountered in measuremesegrtial behavioral characteristics and
other factors related to educational attainment wespect to risk of HIV infection.[379]
Further, sexual behavior may be influenced by sdvactors including age, marital
status, culture and social norms, health promotiand educational attainment.[379] It
seems like higher educational attainment can ble doisk factor and protective factor

depending on the stage of the epidemic and cordesétitings.

8.15.1.Strength of the study

The current study pooled data from 7 survey rowtaglucted over a period of 15
years inclusive between 1994 and 2008, coveringtitieal phase of the evolution of the
HIV epidemic in Zambia.[157] Although differentragle of pregnant women were
used, ANC-HIV-SS data facilitated assessment ots®ciation between educational
attainment and prevalent HIV infection using a heaonsistent ANC population of
pregnant women.[157] While comparing a seriesrao$&-sectional surveys from
different rounds of ANC-HIV-SS is a strength, temgdahanges in the composition of
the study population between 1994 and 2008 is plesd$iut not likely to be drastic. The
application of random effect meta-analytic to athdsodds ratio estimates from year-
specific estimates improved the robustness of tladyais by integrating between study

variability in the analyses.[201, 212]

The large study size and consistent set of cowariased for adjustment in the

multivariable regression model for assessing ttaiomship between educational
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attainment and prevalent HIV infections enabled parability of the analyses across
survey years. Therefore, it may be reasonablesionas that consistency in operational
definition of covariates across survey years anssistency in set of adjustment
covariates (i.e., age, parity, and marital statois}sLMM obviated variations in odds
ratio estimates that would have arisen from usiffgrént sets of covariates and
definition of covariates for modeling the relatibisbetween educational attainment and
prevalent HIV infections. Further, the fact thagégnant women in the study were drawn
from diverse geographic areas and socioeconontiogeiare strengths of the study, as

well as the long period (i.e., 1994 to 2011) exadin

Educational attainment was modeled as a continuatigble using restricted cubic
spline functions, and possible within-site clustgrivere accounted for by modeling
sentinel site as a random components, consequattigncing the validity of current’s
study inference. In contrast, most prior studieg examined the association between
education attainment and prevalent HIV infectiotegarized the educational attainment
measure, even where the data was collected inmeants form as number of schooling
years completed. [46, 56, 141] Modeling educafiattainment as a continuous variable
in GLMM obviated creation of educational attainmeategories using subjective cut-
points. Further, fitting educational attainmeniggestricted cubic splines function
relaxed the linearity assumption, and also fatdieflexible modeling of non-linear

association with log-odds of prevalent HIV infectio

For all the analyses conducted, variables werenasduo have been measured
correctly; therefore using continuous variablebeathan categorized variable (e.g., age)
massively minimized possible residual confoundifgrther, use of continuous form of
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educational attainment and the large study sizamdd the power of the study to detect
association between educational attainment andaf@etvHIV infection. As revealed by
systematic reviews on the relationship educatiattainment and prevalent HIV
infections, most past and current literatures armaidated by studies that have used
categorical measure of educational attainmenthawve limited ability to examine non-

linear associations within categories.

The use of standardized survey procedures in @kémtinel sites may limit, but
may not eliminate heterogeneity in implementatibswvey procedures across sites over
in all the six survey rounds. Further efforts faadi®n improving comparability of data

across survey sites included pre-survey persoraeirig at a central location.

8.15.2 Limitations

The study findings must be interpreted in the milé the following limitations.
First, the study was conducted using routine HIxsillance data, therefore restricted to
covariates that are routinely collected for ANC-H®S. For example, educational
attainment was not captured in 2011; consequeltlyl 2lata were excluded from the
analyses of the association between educatioraahaténts. Admittedly, ANC-HIV-SS,
although a cornerstone source for HIV prevalenda slemost sub-Saharan Africa
countries, including Zambia, is subject to selettiases, and findings may have limited

generalizability.

The sociodemographic structure and characterisfipsegnant women being
tested may influence the magnitude of the associdtetween educational attainment
and prevalent HIV infection. Prior researchersehagted that the pregnant women
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characteristics of pregnant women who attendedfarsk who did not attend antenatal
care clinic may be different, thus threateningvhkdity of the estimated odds ratio.
Further, selection bias of young women into thelgtuwho have higher propensity for
reproduction, might be profound. The estimatedsaddios and 95% Cls were derived
from a sample that excluded non-pregnant but sexaelive women. Consequently, the

study findings are may not be generalized to womeénside the study population.

Pregnant women’s sociodemographic and pregnantyrhismformation were self-
reported via nurse administered questionnaire.it®latatus reported by some women
may have been influenced by report bias arisingnfsocial desirability bias because
pregnancies outside formal marital arrangemenharmally frowned upon. Therefore,
some women, especially young women may be moraattko report being married as

their marital status to avoid social ridicule.

The assumption that prevalent HIV infections ingor@nt women aged 25 to 44
years represented HIV infections that were longsitag) and that prevalent infections in
pregnant women aged 15 to 24 years representeat tdté infection disregarded the
possibility that new HIV infection may occur 2544 year-olds, and also the fact that
some of the 19 to 24 year-olds might be long-terfedtions (e.g., pregnant women aged
24 years but HIV infected at age 15). The rigid Agunds created may not be realistic.
Use of biologic assay for identifying new HIV inteans would limit misclassification,
and enable use of data from all ages to assesss$oeiation. These are not yet available

in Zambia and, in fact, have only recently beendaaéd.[174, 175, 380]
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Some of the pregnant women were not old enouglave bompleted secondary
school education [f2grade] while others were not old enough (e.g., yd#s) to have
completed secondary school education. One waypodve robustness of the estimates
would be to include an interaction term betweenagteducation or to restrict the
analyses to 20 to 24 years olds who were old entmighmplete at least 12 schooling

years. These analyses were not conducted bedsise/ére not pre-specified.

The extent to which different diagnostic HIV assagsd over the years affected
the estimated odds ratio and 95% Cls is not estenabdowever, HIV testing using
different assay may not materially influence thiéenested odds ratios and 95% CI
because a nearly consistent HIV testing algoritivas used that minimized the chances
of false positive and false negative was implemgraed HIV diagnostic assays used
were of high sensitivity and specificity. Furtherisclassification of serostatus by HIV

assays would be largely non-differential over tearg.

Data on contextual characteristics of the catchraszds for the sentinel sites were
not captured, and therefore lack of consideratiozoatextual factors may have limited
my investigation of the association between edanatiattainment and prevalent HIV
infection.[30, 55] Sexual behavior information mollected, therefore the current
analysis lack consideration of sexual behaviorrmfation that has been reported to
provide insight in the dynamics of the HIV epidemidHowever, sexual behavior
information is important but often plagued by measwent challenges regarding sexual
behavior construct. ANC-HIV based surveillance digas not include information on

how long a pregnant woman has stayed in the catchaneas, therefore lack ability to
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differential long-term resident from short-termidesits might also resulted in

misclassification of women infected in urban aragssural or vice versa

The quality of educational attainment across sugears were not assessed (i.e.,
1994, 1998, 2002, 2004, 2006 and 2008). Theretbeeimplicit assumption that quality
of educational attainment was even across the gyeas might be not be realistic
because the quality of education received by pneijsvamen might have changed over
the years, and may be different between rural abdruareas. Residual confounding
might be present due to variables that might haenbeft out or due to misclassification

during measurement of variables.

Residual confounding cannot be rule as an explamati the result. However,
sources of residual confounding were minimized\myiding categorization of
continuous variables, may be present because af goportant variables were not
included as adjustment covariates because theywe¢measured or because covariates
were imprecisely measured or recorded. Furthegmant women who reported greater
than 12 years of educational attainment were regbag having completed 12 years,
limiting ability to examining relationship beyondegter than 12 years of educational
attainment. However, two out of the six surveyndsidata (i.e., 1998 and 2002)

indicated educational attainment beyond 12 yeaescagegory.

There is need to intensify education-oriented wegations in rural areas where
there higher educational attainment tended to becieted with increased odds of

prevalent HIV infection. Directing future researtclwvards contextual settings factors
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related to increased risk of HIV infection may wekimportant modifiable factors for

targeting HIV prevention efforts, including empoweant of women.[141, 381, 382]

8.15.3.Conclusion

Based on data from a period of more than a ded&®2, through 2008, and
consistent with prior research findings, the cursgndy findings suggest that the
association between educational attainments hasdvarurban areas but has not waned
in rural areas, although estimated odds ratios Ineasubject to the influence of random
error. It was beyond capacity of the current stiaiglentify the factors that influence the
differential association between educational att&int and prevalent HIV infection in

rural and urban sites.

Future studies should conduct more nuanced inagiigs focusing on background
information on sexual behavior characteristics ematextual characteristics to help
investigate the observed differences. Whetherathral attainment construct reflect a
measure of socioeconomic status or literacy is aabea inferred from the current study.
Therefore, it is an imperative for future studieekamine the relationship between

literacy and HIV in rural settings.

Inconsistent results may stem from methodologiaddifierent approaches applied
in different studies (i.e., sampling of subjectsdy population, and covariates controlled
for as potential confounders) as well as limitechber of primary studies with rigorous
data collection and analysis approaches. Educatat@nment is variously measured
across studies.[142] Additionally, the multivat@begression modeling approaches and
adjustment variables differ across studies thaelexamined the relationship between
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educational attainment and HIV infection.[41, 80, 841] Additionally, exposure and
covariate may differ across studies, but most stidave used serologically-confirmed

HIV serostatus as the outcome.[39, 56, 80, 141]

Clarifying the association between educationalirattant and prevalent HIV
infection has been critical feature in the desigd enplementation of HIV prevention
and treatment interventions: provide insight inbavithe interventions can be crafted to
suit the local contextual settings.[39, 42, 52, B16, 196, 362] Undoubtedly, education
is an important social determinant of health, attan accurate indicator of
socioeconomic status because it does not captueeadéactors at individual-level and
society-level (e.g., income, material possessiod,education) that define

socioeconomic status.[49, 126, 383]
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Table 8.1. HIV prevalence by educational attainnaanong pregnant women aged 15 to 24 years surveybd Zambia Antenatal Attendees Sentinel
Surveillance irurbansites, 1994 to 2008

Educational attainmeht 1994 1998 2002 2004 2006 2008

Oto4 313 512 515 402 307 249

18.8 (14.9-23.6) 20.7 (17.4-24.4) 17.1 (14.1-20.6) 18.4 (14.9-22.5) 16.3 (12.6-20.8) 15.3 (11.3-20.3)
5to7 1391 1801 1690 1400 1174 1034

24.9 (22.7-27.2) 21.9 (20.1-23.9) 20.5 (18.6-22.5) 20.8 (18.7-23.0) 17.6 (15.6-19.9) 18.2 (16.0-20.6)
8to9 860 1224 1300 1165 1182 1248

29.8 (26.8-32.9) 23.0 (20.8-25.5) 24.7 (22.4-27.1) 20.6 (18.4-23.0) 20.2 (18.0-22.6) 16.3 (14.3-18.4)
10to 11 185 252 320 355 390 429

38.9 (32.2-46.1) 30.6 (25.2-36.5) 20.0 (16.0-24.7) 20.8 (16.9-25.4) 22.1(18.2-26.4) 16.8 (13.5-20.6)
>12 228 378 526 683 879 955

36.0 (30.0-42.4)

24.6 (20.5-29.2)

24.1 (20.7-28.0)

21.1 (18.2-24.3)

16.0 (13.8-18.6)

15.1 (12.9-17.5)

"Number of school years completed: Categories reflecschool system in Zambia. The 10 to 11 yeassincluded to reflect women who drop out dueregpancy

Table 8.2. HIV prevalence by educational attainneanbng pregnant women aged 15 to 24 years surveyhd Zambia Antenatal Attendees Sentinel
Surveillance irrural sites, 1994 to 2008

Educational 1994 1998 2002 2004 2006 2008
attainment
Oto4 657 820 865 758 646 463
7.5 (5.7-9.7) 7.0 (5.4-8.9) 7.9 (6.2-9.8) 9.5 (7.6-11.8) 6.3 (4.7-8.5) 7.6 (5.5-10.3)
5to7 949 1389 1411, 10.6 (9.1- 1220 1225 1144
9.5 (7.8-11.5) 9.9 (8.4-11.5) 12.3) 10.0 (8.4-11.8) 7.3(6.0-8.9) 8.0 (6.6-9.8)
8t09 310 474 589 647 752 690
16.8 (13.0-21.3) 13.5(10.7-16.9) | 14.4(11.8-17.5) | 12.4(10.0-15.1) 9.4 (7.6-11.7) 8.1 (6.3-10.4)
10to 11 32 50 93 131 208 177
21.9 (11.0-38.8) 22.0(12.8-35.2) | 11.8(6.7-19.9) | 10.7 (6.5-17.1) 5.3 (3.0-9.2) 11.3 (7.4-16.8)
>12 37 57 76 81 160 204
27.0 (15.4-43.0) 21.1(12.5-33.3) | 23.7(155-34.4) | 11.1(6.0-19.8) 12.5 (8.2-18.5) 12.7 (8.8-18.0)

"Number of school years completed: Categories reflecschool system in Zambia. The 10 to 11 yeassincluded to reflect women who drop out dueregpancy
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Table 8.3. Odds ratio and 95% confidence inter@#) {or fixed parameters from a GLMM that assestbedrelationship between educational attainment and
prevalent HIV infection among pregnant women inairlsentinel sites beginning 1994 through 2013

Educational 1994 1998 2002 2004 2006 2008
attainmentt OR (95% ClI) OR (95% ClI) OR (95% ClI) OR (95% ClI) OR (95% ClI) OR (95% ClI)

0 0.85(0.71-1.02) 0.78 (0.57-1.08 0.91 ( 0.6571 1.07 ( 0.90-1.26) 0.85 (0.74-0.97) 1.02 4en911)

1 0.85(0.71-1.02) 0.78 (0.57-1.08 0.91 ( 0.657) 1.07 (0.90-1.26) 0.85 (0.74-0.97) 1.02 gen9ll)

2 0.85(0.71-1.02) 0.79 (0.58-1.08 0.91 ( 0.6571 1.07 ( 0.90-1.26) 0.85 (0.74-0.97) 1.02 4en911)

3 0.85(0.71-1.02) 0.80 ( 0.60-1.07 0.92 ( 0.625) 1.07 (0.90-1.26) 0.85 (0.74-0.97) 1.02 gen9ll)
4 0.85(0.72-1.02) 0.82 (0.63-1.06 0.93 ( 0.7221 1.07 ( 0.90-1.26) 0.85 (0.74-0.97) 1.02 4en911)

5 0.87 (0.74-1.02) 0.86 (0.70-1.05 0.94 ( 0.76¢7) 1.06 (0.91-1.23) 0.85 (0.75-0.97) 1.02 gen9ll)

6 0.91 (0.82-1.01) 0.91(0.81-1.03 0.97 ( 0.8} 1.04 (0.94-1.14) 0.89 (0.81-0.98) 1.01 661908)

7 [Ref] 1.00 1.00 1.00 1.00 1.00 1.00

8 1.15(0.98-1.34) 1.12 (0.96-1.30 1.04 (0.8} 0.94 (0.81-1.09) 1.21 (1.03-1.43) 0.97 1809)

9 1.29 (0.95-1.76) 1.23 (0.93-1.63 1.02 (0.788) 0.87 (0.65-1.17) 1.40 (1.01-1.94) 0.92 pa1e24)
10 1.34 (0.89-2.02) 1.28 (0.88-1.86 0.92 (637) 0.80 ( 0.54-1.17) 1.37 (0.89-2.11) 0.83%@6a1.30)
11 1.30 (0.79-2.14) 1.27 (0.81-1.98 0.76 (413) 0.73 (0.46-1.14) 1.16 ( 0.70-1.92) 0.704Q601.16)
12 1.23 (0.68-2.21) 1.24 (0.73-2.08 0.61 ( AL3B7) 0.66 ( 0.39-1.11) 0.92 (0.52-1.64) 0.553R0.97)
Marital status

Married [Ref] 1.00 1.00 1.00 1.00 1.00 1.00
Divorced 1.14 (0.89-1.46) 1.02 (0.67-1.58 1.06201.62) 1.16 (0.78-1.73) 8.89 (3.36-23.5) 3.32@19.49)
Single — 1.08 (0.85-1.37) 1.17 (0.93-1.48) 1.13761.38) 1.03 (0.82-1.29) 1.35 (1.06-1.72
Parity

0 [Ref] 1.00 1.00 1.00 1.00 1.00 1.00

1 1.09 (0.88-1.36) 1.16 (0.96-1.41) 0.86 (0.71-1.05 0.89 (0.76-1.06) 1.07 (3.36-23.5) 3.37 (1.20-%.49
>2 0.70 (0.53-0.92) 0.81 (0.64-1.04) 0.67 (0.51-p.86 0.73 (0.58-0.90) 1.03 (0.82-1.29) 1.35 (1.06-1.72

GLMM adjusted urban areas adjusted for age [contiswariable], marital status and parity fit usuig Laplacian approximation of maximum likelihood
*Fitted using restricted cubic splines (RCS) withrfnots at the's 35", 65" and 95' percentile and *Marital status coded as unmaraied married in 1994. NB.
oEducational attainment measured as number of sgleans completed. OR=0dds ratio; CI=Confidencervatie
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Table 8.4. Odds ratio and 95% confidence inter@#) {or fixed parameters from a GLMM that assestbedrelationship between educational attainment and
prevalent HIV infection among pregnant womemural sentinel sites beginning 1994 through 2013

3)

Educational 1994 1998 2002 2004 2006 2008
attainmenb OR (95% ClI) OR (95% ClI) OR (95% ClI) OR (95% ClI) OR (95% ClI) OR (95% ClI)

0 0.58 (0.17- 2.02) 0.82 (0.27-2.45 0.71 ( 01297) 0.74 ( 0.29-1.90) 0.82 (0.36-1.83) 0.763(761.54)

1 0.58 (0.17- 2.01) 0.82 (0.27-2.44 0.71 ( 0123B) 0.75 ( 0.29-1.90) 0.82 (0.37-1.82) 0.763(761.54)

2 0.59 (0.18- 1.98) 0.82 (0.28-2.39 0.71 ( 012®83) 0.75 (0.30-1.87) 0.82 (0.37-1.80) 0.763(761.54)

3 0.61 (0.20- 1.88) 0.83(0.31-2.26 0.73 ( 013186) 0.76 ( 0.33-1.80) 0.83 (0.40-1.74) 0.773001.52)

4 0.65 (0.25-1.71) 0.85 (0.36-2.01 0.75 ( 0L352) 0.79 ( 0.38-1.66) 0.85 ( 0.44-1.63) 0.79Q01.46)

5 0.72 (0.35- 1.46) 0.89 (0.47-1.67 0.80 ( O14481) 0.85 ( 0.49-1.46) 0.88 ( 0.53-1.46) 0.85061.35)

6 0.83 (0.59-1.18) 0.94 (0.69-1.29 0.88 ( 016I7) 0.92 (0.70-1.21) 0.93 (0.70-1.24) 0.8%(761.19)

7 [Ref] 1.00 1.00 1.00 1.00 1.00 1.00

8 1.24 (0.95- 1.61) 1.05(0.83-1.33 1.16 ( 019%5) 1.05 (0.84-1.32) 1.08 (0.81-1.44) 1.13661.51)

9 1.55 (10.95- 2.53) 1.10(0.71-1.70 1.38 ( (R92R) 1.08 (0.71-1.65) 1.15 ( 0.69-1.92) 1.2776€2.12)
10 1.95 (0.95- 4.00) 1.14 ( 0.60-2.17 1.65 ( 29\B) 1.09 (0.59-1.99) 1.22 (0.61-2.43) 1.4170€2.81)
11 2.46 ( 0.95- 6.33) 1.19 (0.51-2.78 1.98 ( 4R0) 1.08 ( 0.49-2.39) 1.27 (0.54-3.02) 1.556663.64)
12 3.09 (0.95-10.04) 1.24 (0.43-3.57) 2.38 ( BB) 1.08 ( 0.40-2.88) 1.33 (0.47-3.76) 1.706064.73)
Marital status

Married [Ref] 1.00 1.00 1.00 1.00 1.00 1.00
Divorced* 1.49 (0.78-1.49) 2.65 (1.46-4.83 1.768@3.54) 2.99 (1.44-6.18) 1.39 (0.47-4.16) 5.34@212.0)
Single — 1.21 (0.74-1.98) 1.11 (0.72-1.66) 1.10%01.65) 0.93 (0.63 -1.38) 1.57 (1.06 -_2.31
Parity

0 [Ref] 1.00 1.00 1.00 1.00 1.00 1.00

1 1.02 (0.69-1.49) 1.08 (0.77-1.52 0.97 (0.70-1.36 0.93 (0.67-1.29) 0.80 (0.55-1.25) 0.77 (0.52-).13
>2 0.70 (0.43-1.43) 0.57 (0.36-0.88 0.89 (0.60-1.34 0.78 (0.52-1.17) 0.79 (0.49-4.16) 0.74 (0.46-).2¢

GLMM adjusted rural areas adjusted for age [comtirsuvariable], marital status and parity fit usuig Laplacian approximation of maximum likelihood
*Fitted using restricted cubic splines (RCS) withrfnots at the® 35", 65" and 95' percentile and *Marital status coded as unmaraied married in 1994.
oEducational attainment measured as number of sglaos completed. NB. OR=0dds ratio; Cl=Confideinberval
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CHAPTER 9

COMMENTARY AND NEXT STEPS

Monitoring HIV incidence and prevalence is a kegpsin observing the
progression and direction of the HIV epidemic, andariably an important public health
activity. Based on the ANC-HIV-SS data collecteahi pregnant women between 1994
and 2011, HIV prevalence among 15 to 24 year-otdppkd from 27 % in 1994 to
14.7% in 2011 in urban sites. The fall in HIV priarece was less profound in rural sites
where HIV prevalence declined from 10% in 1994 .#4 in 2011. The current report is
based on analyses that used the UNAIDS-recommeagiedroup (i.e., 15 to 24 year-
olds) for approximating HIV incidence (i.e., numlzémew HIV infections). The
observed decline in HIV prevalence in 15 to 24 ya&ds are encouraging, assuming
prevalent HIV infections in 15 to 24 year-olds pd®ra valid estimate of HIV incidence,
and consequently indicative of a drop in the nundferew HIV infections. Even though
the HIV prevalence in the 15 to 24 year-olds hadided, the HIV infection burden
among pregnant women in Zambia is still higher caragd to western countries.[10, 14]
The ANC-HIV-SS based HIV prevalence estimatesoaigfh informative, may be subject
to biases, but the noted high HIV prevalence esamhighlights a lurking source of HIV
infections for the general population, given thamraute of HIV infections in Zambia is
unprotected sexual intercourse, and pregnant wananrepresent sexually active

population.

Noteworthy in this report and as in prior repost$hat overall HIV prevalence

trend analysis estimates enshrouded the heterogeh#®’ burden and prevalence trends



revealed by site-specific HIV prevalence trenddysisin both urban and rural
areas.[24] For example, some sites exhibitednpialey worrying upwards swings in
HIV prevalence in 2011, and should trigger closemination of site-specific HIV
prevalence trends using robust statistical meteds, restricted cubic splines for
flexible modeling trends), including the data cotien procedures, population structures
of catchment and impact of change of HIV diagnostiteria in 2011 on HIV
identification. Examination of PBS-based HIV prigrece in the catchment areas of
sentinel sites that displayed unstable HIV prevadegstimates may provide more

enlightening explanation.[153]

The dwindling numbers of prevalent HIV infectionsserved between 1994 and
2011 underscores the need and potential benefibthg ensue from intensifying
prevention messages that promotes avoidance gfseskual behavior in young people,
and should galvanize future interventions.[26] device, although largely derived from
cross-sectionally collected data, indicate that Hi\ated risky sexual behavior initiated
in adolescence and climaxes in young adulthood,[284] Therefore, it might be more
effective prevention-wise, to dwarf risky sexuah@eiors that typify youthful sexual
exuberance via “ABC” creeds of delayed onset otiakintercourse among adolescents
(Abstinence), reduced number of sexual companibadgjthful), and unswerving use of
barrier to HIV infections (Condom) that worked rekably in Uganda and
Thailand.[385-387] Further, sussing factors thaye contributing to the observed
upward swings in HIV prevalence in selected sigegplire focused research, including
conducting population-based surveys in the catchm@eas of sites with unstable HIV

prevalence estimates to help understand the ngeds. Here as in prior literature,
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decline in HIV prevalence may also stem from savacors including higher rates of
AIDS-related mortality; out-migration of HIV infeetl people, and reduced fertility

among HIV positive women.[153]

It is also possible that drastic changes in thaufaijon structure of the sentinel site
catchment area might lead to changes in HIV prexaleand possibly to unstable HIV
prevalence estimates. Whether the reduction isdngple size per site in 2011 (360
versus 500 in earlier years) affected the HIV pkavee estimation process or use of
different HIV test assays influenced HIV infectimentification cannot be decided using
the available data. Assuming strong influence sterg from site sample size reduction
and HIV test assays change, one would have expsuteldr variances in the estimated
HIV prevalence across all sites in 2011. Howesperpothing the estimates using
restricted cubic splines function for survey ye@ided more conservative HIV

prevalence trends estimates (Figure 6.8).

The analyses were reliant on secondary data, amdfthre | acknowledge the
dependence on variables (i.e., definitions and nreasent) available in the ANC-HIV-
SS data sets. Further, | cannot rule out errorsvandnces in the data that may arise
from self-report nature of sociodemographic datatained in the ANC-HIV-SS data but
assumed that data were accurately captured ancdeztoAgainst this backdrop, it is
reasonable to assert that the findings are validee@xtent that my assumptions of
random distribution of errors in the ANC-HIV-SS datre defensible. Additionally, short
of random sampling and longitudinal design, thgdasample size, repeated cross-
sectional design, and diverse geographic coveratiestudy were strengths of the
current study.
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To avoid subjective categorization, the relatiopdietween educational attainment
as a continuous variable (i.e. number of schoojesy completed modeled flexibly using
restricted cubic spline function) and HIV prevaleneas examined. Notably, all the
studies included in my meta-analysis for speciiinc & used categorical definition of
educational attainment. Therefore, findings framlgses in which educational
attainment is defined as a categorical variable beaglifferent from findings from
analyses educational attainment is expressed &sgous variable. My analysis also
accounted for possible intra-site clustering thayrarise from using ANC-HIV-SS data
that was collected from multiple sites, and pogsyitlded standard errors that

incorporated possible intra-site clustering of i@y women.

Significant protective association was noted fagmant women who self-reported
to have completed 12 schooling year compared tgnar@ women who self-reported 7
schooling years in urban areas in 2008. No sigmifi@ssociation between educational
attainment and prevalent HIV infection in both urtzand rural prior to 2008, although
increasing educational attainment tended to beeptiok in pregnant women in urban
beginning 2002. However, increasing educationalratient tended to be associated with
increased odds of prevalent HIV infection amongypest women in rural areas between

1994 to 2008.

One can speculate that in rural settings where ptB¥alence is lower than in
urban areas, higher educational attainment mainked to high risk behaviors (e.g.,
travel to urban areas, ability to set up shortland-term sexual relationships with
strangers or new comers).[54] Similar results wepmrted by Yahya-Malima et al.
(2007) in rural Tanzania based on population-basedly, despite using categorical
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definition of education attainment.[388] Althoughrrvival bias cannot be completely
ruled out due to use of prevalent HIV infectionssessing the estimated odds ratio for
education-HIV association in 15 to 24 year-oldsiypanalyses is likely to have
minimized influence of survival bias: UNAIDS recoranmds approximation of the

number of incident HIV infections by number of paéant HIV infections in the 15 to 24
year-olds. Using ANC-HIV-SS data in 1994, 1998 @002, Sandoy et al. (2006)
reported significant association between educaltiatt@nment and prevalent HIV
infection. Their analysis included pregnant womgadl5 to 49 year, therefore more
likely affected by survival bias than mine (i.easked on 15 to 24 year-olds). Further, their
analysis did not account for possible intra-sitest#ring, and they categorized continuous

age and educational variable, whereas | used eanisvariable.[45]

Meta-analysis based investigation of the associdigiween educational
attainment and prevalent HIV infection yielded pEmbbdds ratio whose 95% Cl included
null value of 1.0 (i.e., OR=1.18, 95% CI: 0.93,d),3out the relationship tended to be
slightly protective when study year was used asxqanatory variable in a meta-
regression (OR=0.91, 95% CI: 0.97, 1.07). The figdiare consistent with Hargreaves et
al.(2008) hypothesis of a waning association betvezRicational attainment and

prevalent HIV infection.

The odds of prevalent HIV infection were highest aignificant among pregnant
women in urban sites who self-reported to have lbeen between 1965 and 1979.
Similar patterns among pregnant women in ruraksitere observed but the odds of
prevalent HIV infections were significant and mprenounced in women in the 1975-

1979 birth cohort. The findings might support thewthat pregnant women who had
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attained sexual maturity around the time the HI\demic was emerging in SSA may
have a different set of values regarding sexuaabien, hence the elevated odds of
prevalent HIV infections. Encouragingly, pregnamnaen in recent birth cohorts in
urban areas had lower odds of prevalent HIV intectiWhether this is a reflection of the
greater intensity of preventive interventions oraigmentation of the view that younger
people are more receptive to HIV preventive intatian is but a reasonable
speculation.[310] Kayeyi et al (2013) have repibdeclining trends in pre-marital sex
and multiple sexual relationship in Zambia amondd.84 year-olds based on the Sexual
Risk Behavior Survey conducted between 2000 an@.280 The findings of lower odds
of prevalent HIV infections are encouraging and rireyger research into specific factors
that could explain heightened (e.g., 1975-197%kahort) and lowered (e.g., 1990-1996

birth cohort in urban areas) odds of prevalent tiféction.

9.1. Next steps

Performing separate meta-analyses on the assoclaioveen educational
attainment and prevalent HIV infection infectiorsng studies conducted in men and in
non-pregnant women may provide complement findfrgs the meta-analysis
conbducted in pregnant women. Age, period and t@malyses using models
(CCREM) that incorporate sexual behavioral dataetas the Zambia Sexual Behavior
Survey data for 1998, 2000, 2003, 2005, and 200pehecidate the age, period, and
cohort effects observed in the ANC-HIV-SS datatlker, directly measured HIV
incidence estimates would provide more informatneans of monitoring HIV

progression than HIV prevalence estimates, espgamafjeneralized epidemic setting,
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where increasing population of HIV-infected persdns to expanding access to CART,
might complicate interpretation of HIV prevalencends.[298] Therefore, HIV
prevalence data, although useful in guiding hesdtivice delivery, may become less
informative in monitoring progression of HIV witlegsons infected in childhood
growing into the 15 to 24 year-old population. Agdthe backdrop, future research
should focus on using methods (i.e., under valagtithat are able to distinguish
established and new HIV infections based on bioerarkn cross-sectionally collected

blood specimen (e.g., BED-CEIA and avidity assay).
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