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CHAPTER I 

INTRODUCTION 

 

 

1.1 Background 

In 2010, the United States consumed 98 quadrillion BTU’s of energy with a breakdown 

of 37% from petroleum, 21% from coal, 25% from natural gas and only 8% from 

renewable resources [1]. Approximately 70% of the petroleum consumed makes up 92% 

of the energy required by the transportation sector, with the total consumption in all 

sectors on a steady increase since 1950, as shown in Figure 1.1 [2].  

 

 

Figure 1.1: Energy Consumption in the United States in 2010 by sector (Quadrillion BTUs) [2]. 
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Although the United States is the third largest producer of crude oil, 

approximately half of the petroleum used is imported, with 50% of imports coming from 

the Western Hemisphere and 18% originating in the Middle East [1]. As the United 

States faces an uncertain economy, continuing conflict in the Middle East, industrial 

disasters like the Deepwater Horizon oil spill, and other disruptions in oil and gas supply, 

the desire to relieve the dependence on traditional fossil fuel resources, while improving 

alternative production at home and thus creating new jobs, is becoming ever more 

prominent. In addition, the constant burning of fossil fuel provides continuing damage to 

the environment via emissions. All these factors reinforce the need for research into 

alternative, renewable fuel sources [3,4].  

The Obama administration is committed to an “all-of-the-above” energy strategy 

that is focused on developing all sources of American energy with a focus on clean 

technologies, requesting $27.2 billion for the DOE budget in the 2013 Fiscal Year 2013 

[5]. A primary goal of this strategy is to reduce dependence on oil by 30% by 2025, and 

the DOE Office of Energy Efficiency and Renewable Energy's (EERE's) Biomass 

Program focuses efforts towards achieving this goal in the advanced biofuel sector 

specifically [4,5]. 

 While there are many potential alternatives to fossil fuels, including solar and 

wind energy, biomass shows significant potential for transportation purposes. The DOE 

has reported that the use of ethanol from cellulosic sources may reduce greenhouse 

emissions to 90% less than that of gasoline and replace up to a third of the current U.S. 

demand for traditional transportation fuels [6]. Cellulosic ethanol, or biofuels created 

from lignocellulosic biomass, including plant wastes, switchgrass, or poplar trees, have 
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come under considerable research focus of late due to the growing debate of “food for 

fuel”; the dilemma raised when choosing between growing corn for food or ethanol fuel 

[3,6]. The use of lignocellulosic biomass allows corn and agricultural land to remain 

reserved for food production; additionally, utilization of lignocellulosic feedstock is less 

expensive and incorporates recycling of waste products.  However, one of the issues 

stemming from using lignocellulosic biomass as a fuel source is inefficiency [7,8]; 

although cellulose is one of the most abundant polymers on the planet it is very resistant 

to hydrolysis into its monomer glucose, which can be fermented to ethanol [9].   

The dry mass of lignocellulose is composed of polymers of cellulose, 

hemicellulose, pectin, lignin, and lignocellulose, a strong laminate that surrounds the 

cellulose fibers. A glycosidic bond is formed by the hemiacetal group of a sugar bonding 

to a hydroxyl group of another sugar, in this case two ! 1,4-D-glucose residues (Figure 

1.2a), to form a polymer chain of cellobiose units (Figure 1.2b) [10]. Native crystalline 

cellulose exists in two primary forms in plants, I" and I! [11], that contain enhanced 

networks of hydrogen bonds and hydrophobic interactions that contribute to its resistance 

to hydrolysis [10,12-14]. Plants, such as poplar or switchgrass, that are targeted for 

biomass conversion contain cellulose I! in their cell walls, which according to 

crystallographic studies [13], contains two cellobiose molecules (Figure 1.1a) per unit 

cell and linear combinations of these chains, connected by hydrogen bonding interactions 

between the glucosyl hydroxyl of one chain and the oxygen in the neighboring chain, 

form the cellulose sheets or layers (Figure 1.1b) [12,15]. Cellulose I" and I! also exhibit 

intra-layer hydrogen bonding to form 36-chain microfibrils (Figure 1.2c), which in turn 



 4 

combine with hemicellulose and the other components listed above to form the entire dry 

mass of lignocellulosic material [10,13,14,16]. 

 

 

Figure 1.2: Cellobiose units (a) form cellobiose chains (b) containing hydrogen bonding 
networks, shown with red dotted lines. The chains and sheets combine to form 36-chain 
microfibril structures (c). 

 

This complex lignocellulosic material must be broken down and separated via 

hydrolysis into fermentable sugars that can then be converted to ethanol [6]. The near-

term solutions to overcoming recalcitrance are thermochemical conversion via pyrolysis 

and gasification or biochemical conversion [3]. Biochemical conversion has the 
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advantage of high selectivity of end products and is comprised of a thermal-chemical, 

often acidic, pretreatment step followed by an enzymatic hydrolysis step to convert the 

treated biomass to simple sugars that are them fermented to fuels [3,7,10]. Fungi are 

commercially important because they can secrete large amounts of highly effective 

cocktails of glycoside hydrolase (GH) enzymes, which are responsible for breaking the 

glycosidic bonds in cellulose and include cellulases, hemicellulases, and accessory 

enzymes, such as those that assist in lignin degradation [3,9]. GHs are divided into 

families based on the amino acid sequence and structure, and cellulases are further 

divided into three categories based on catalytic action: processive exoglucanases, non-

processive endoglucanases, and !-glucosidases [10,17,18] The enzymes operate 

synergistically, with endoglucanases locating and hydrolyzing cellulose surface sites at 

random to produce cellobiose or expose a terminus and exoglucanases acting in a 

processive motion, targeting the termini at the reducing (containing the terminal aldehyde 

group) and non-reducing ends of a cellulose chain and breaking the chain down to one 

cellobiose unit per event until the chain ends or the enzyme activity is lost [9,18]. !-

glucosidases convert cellobiose to glucose, which helps to prevent product inhibition 

[18]. A simplified representation of enzymatic hydrolysis is provided in Figure 1.3 [18]. 
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Figure 1.3: Simplified schematic of synergistic cellulase enzyme action on crystalline and 
amorphous cellulose as suggested by Lynd et al. [18] Non-reducing ends (white box) are drawn 
to the left and reducing ends (black box) are drawn to the right. In Trichoderma reesei, Cel7A is a 
reducing end exoglucanase, Cel6A is a non-reducing end exoglucanase, and Cel7B is an 
exoglucanase.  

 

While cellulases are highly effective in nature, their turnover rates are not yet 

sufficient for large scale commercial biofuel production [7,8]. Understanding the 

enzymatic crystallization process, including how the enzymes access and act upon the 

cellulose substrate is crucial for providing fundamental knowledge about the cellulosic 

biofuel process as a whole [6] If the action of these enzymes were understood, more 

efficient enzymes could be engineered that would subsequently result in improvements to 

the production process [7] A primary focus of this work is thus to contribute to the 

understanding of the enzymatic mechanistic action on cellulose by focusing on how exo- 
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and endoglucanases from filamentous fungi identify and bind to crystalline cellulose, and 

how this may be improved to increase hydrolytic efficiency.  

 

1.2 Tricoderma reesei Cellulases 

Cellobiohydrolases are a type of exoglucanase, and the Family 7 cellobiohydrolase I 

(Cel7A or CBH-1) from the filamentous fungi Trichoderma reesei is one of the most 

active and most studied to date [3]. It is comprised of three parts, the large catalytic 

domain (CD) containing a 50 Å long tunnel to bind the cellulose chain, a small 

carbohydrate binding module (CBM), and a O-glycosylated connective linker peptide; 

experimental methods have determined the structure and sequence of the binding and 

catalytic domain, while only the linker peptide amino acid sequence and glycosylation 

pattern is known [17,19-22]. A representative picture of the enzyme on crystalline 

cellulose is shown in Figure 1.4 [9].  
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Figure 1.4: Rendering of the Cellobiohydrolase-I (Cel7A) enzyme in complex with a cellulose 
fibril. A cellodextrin chain (red) is threaded into the CD where hydrolysis will take place. The 
connective linker is heavily glycosylated with mannose sugars (light blue). Rendering taken from 
Himmel et al., 2007 [9]. 

 

Cel7A is believed to move down a cellulose microfibril in a processive motion, as 

other exoglucanases do, breaking the sequential glycosidic bonds to release cellobiose. 

While the exact catalytic cycle is unknown, it proposed that the following steps occur 

(Figure 1.5): the enzyme CBM recognizes the reducing end of a cellulose chain within a 

microfibril (Figure 1.5a-b), the chain is threaded into the CD tunnel (Figure 1.5c-d), then 

the chain is hydrolyzed to cellobiose and the cellobiose product is expelled (Figure 1.5e-

f) [23-25].  
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Figure 1.5: Proposed catalytic cycle of Cel7A on crystalline cellulose from Chundawat et al., 

2011 [3]. The yellow and blue space-filling representations are O-glycosylation on the linker and 

CBM and N-glycosylation on the CD, respectively. The light blue molecule is the Cel7A enzyme, 

and the green substrate is a cellulose microfibril. The cellobiose product is expelled in (f) and 

shown in pink.  

 

Carbohydrate-Binding Module (CBM) 

The first proposed step in the mechanistic action on cellulose is the recognition and 

binding of the CBM (Figure 1.5a). The primary role of the CBM is to promote the 

association of the enzyme complex with the cellulose substrate. CBMs exhibit ligand 

specificity, that is, they are able to target specific sugar structures, such as crystalline 

cellulose, and either bind solely to one ligand type or bind to a range of accepted ligand 
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types. Because of this specificity, they are excellent models to study and identify the 

mechanism by which the CBM recognizes different carbohydrate molecules. Studies of 

the CBM to date have focused on the structural, functional, and biological components of 

the molecule and have determined that the CBM serves two roles with respect to the 

enzyme as a whole by maintaining proximity to the surface and targeting the specific 

ligands, and serves a third proposed, but unconfirmed, role of disrupting the cellulose 

surface so that cellulose chains can be fed to the CD [26]. Furthermore, experiments 

comparing Cel7A with and without the CBM confirm that the CBM is required not only 

for binding but also for efficient cellulose degradation [24]. CBMs are separated into 

families based on amino acid similarity and then types based on the structure of the 

cellulose they bind to; type A CBMs bind to surfaces of crystalline cellulose, type B bind 

to individual chains, and type C bind to small sugars [26]. CBM family designations are 

not to be confused with the GH family designation; the CD, and thus entire enzyme 

belongs to GH7, and the CBM belongs to CBM-Family 1 with a type A module that 

binds to the hydrophobic (1,0,0) face of crystalline cellulose [26,27].  

 

 

Figure 1.6: Cel7A Family 1 CBM with flat face residues shown. Aromatics (Tyr-5, Tyr-31, and 
Tyr-32) are shown in yellow and polar (Asn-29 and Gln-7) are shown in orange.  
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The structure of the Cel7A CBM is thought to contribute to its binding affinity 

because it contains a flat face, confirmed by NMR data (Figure 1.6), that complements 

the surface of the cellulose [24]. As can be seen from Figure 1.6, three tyrosines (Tyr or 

Y) at positions 5, 31, and 32, one glutamine (Gln or Q) at position 7, and one asparagine 

(Asn or N) at position 29 form the flat face of the cellulose surface. Experimental studies 

have calculated the change in binding affinity that results from mutation of various 

residues in the Cel7A CBM [28,29]. The aforementioned flat-face residues show high 

levels of homology or conservation in many Family 1 CBMs from various enzymes [24]. 

In proteins, homologous regions are derived from common ancestors and/or genetic 

sequences, while sequence identity and similarity measures the exact match of amino 

acids or resemblance of amino acid sequences, respectively.  Conserved residues are 

those that occupy the same position in the amino acid chain across various types of 

CBMs, such as Cel7A and T. reesei’s homologous endoglucanase (Cel7B), and various 

fungi; examples of these sequences along with the wild type Cel7A CBM sequence are 

shown in Table 1.1. 
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Table 1.1: Sequence alignment of various CBMs for exoglucanases (Cel7A and Cel6A) and 
endoglucanases (Cel7B) in example fungi [24]. The flat-face residues of interest are highlighted 
in yellow. The native, or wild type, Cel7A amino acid sequence is shown on the first line.  
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To test how the highly conserved residues impact the CBM structure and function, Linder 

et al. and later Takashima et al. targeted mutations intended to disrupt the structure of the 

planar face [29,30]. Additionally, these experimental studies recognized the improved 

activity and binding affinity of Cel7B over the Cel7A, and studied variants of the native 

CBM (wild type) amino acid sequence (Table 1.1) to attempt to increase the binding 

affinity to that of Cel7B. Single amino acid residues utilize the three-letter naming 

convention followed by the residue number, and mutations utilize the wild type single 

letter, residue number, and mutant single letter amino acid naming convention, e.g., Tyr-5 

represents tyrosine at residue 5, and Y5A denotes mutation of Tyr to alanine (Ala or A) at 

residue 5. Bound and unbound concentrations of enzyme above cellulose were calculated 

and used to generate adsorption isotherms for mutated and wild type Cel7A [28,29]. 

Assuming that all CBMs have the same number of binding sites, Linder, et al. calculated 

the difference in free energy of binding, ##G, using the following relationship [28,29]: 

 

 

!!G = "RT ln KMut
KWT

# 
$ 
% & 

' 
( 
 

 (1.1) 

where KMut  and KWT are the partition coefficients of the mutant and wild type Cel7A, 

respectively, T is temperature, and R the gas constant. The partition coefficients were 

taken from the initial slopes of the Langmuir adsorption isotherms. All of the variants, 

except mutation of Tyr-5 to tryptophan (Trp or W), denoted Y5W, had lower affinity than 

the wild type Cel7A with ##G values of -0.6 to 1.7 kcal/mol, and while Y5W affinity 

was increased it still did not meet that of Cel7B. Table 1.2 documents the binding free 

energy results from the Linder group studies, where the distribution of bound over free in 

the wild type CBM was measured at 1.7 L/g and not further normalized to 1 for this 

particular study [28].  
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Table 1.2: Linder et al. calculated partition coefficients and binding free energy for Cel7B over 
Cel7A wild type CBM and mutations in the Cel7A wild type CBM planar face [28,29]. Amino 
acid lettering: Y, tyrosine; W, tryptophan; N, asparagine; A, alanine. 

 
KMut/KWT  

(L/g) 
!!G (kcal/mol) 

Cel7B 5.2 -0.57 

Cel7A CBM (wild type) 1.7 -- 

CBM Y5W 2.8 -0.26 

CBM N29A  0.6  0.57 

CBM Y31A  0.07 1.7 

CBM Y5A 0 -- 

CBM Y32A 0 -- 

 

Changes closest to the N-terminal region appear to be the most sensitive to 

mutations and while Y5W has a positive affect on binding [28], Y5A has a detrimental 

effect because it drastically changed the overall structure of the CBM [29]. Thus, Y5A 

has a flat Langmuir isotherm and thus a value of zero for !!G in Table 1.2. It was also 

noted that a decreased affinity in the CBM decreased the overall catalytic activity of the 

enzyme complex [28], supporting the importance of the three roles of the CBM in the 

overall action of the enzyme.  However, the physical basis for the differences was not 

obvious; while it was suggested that changes in hydrophobicity, charge distribution, and 

van der Waals interactions could be contributing factors, it was not possible to quantify 

these affects [28]. The planar-face mutations of the conserved Tyr-32 and Tyr-31 were 

also studied, and it was demonstrated that mutation of these two residues significantly 

reduced the binding affinity to nearly zero [29]. This finding was consistent with a further 
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study of Tyr-31, showing that mutation here decreases binding and overall activity of 

Cel7A to nearly that of a Cel7A CD with no CBM [31].  

Several molecular simulation studies have also been performed to probe the 

interaction of the CBM flat-face and cellulose substrate. Nimlos et al. were able to show 

that a CBM in close proximity to the hydrophobic cellulose surface was able to distort 

itself in a way conducive to hydrophobic interactions with the surface, and identified 

hydrogen bonding between residues 5, 7, 29, 31, and 32 and the cellulose surface [15]. 

Subsequently, Beckham et al., using atomistic modeling of the CBM and a coarse grained 

model of the cellulose surface, generated potential energy surfaces by placing the CBM 

on an x-y grid over the cellulose and minimizing the system at each grid point [24]. The 

results showed that the CBM exhibited a downhill potential energy surface when moving 

away from a hydrolyzed cellulose molecule and also exhibited thermodynamically stable 

minima on the surface of cellulose I! on a length scale of a cellobiose molecule. These 

findings support the theory that the CBM aids in thermodynamically driving the enzyme 

across the cellulose surface [24].  

The initial study of the CBM, found in Chapter III, uses molecular simulations to 

reproduce the experimental binding results from Linder et al. [28,29], and provides 

molecular level energetic and structural details associated with mutation at Tyr-5. In 

accordance with other molecular simulation studies, the studies of the CBM also seek to 

describe the interaction of the protein and cellulose surface on an atomstic level.  

 

Connective Linker Peptide 

The connective linker attaches to the N-terminus of the CBM and the C-terminus of the 
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CD. Although linkers are common in cellulases [32] and they are known to be vital for 

the secretion of other enzymes [33,34], little is known about their structural and 

functional properties [33]. The amino acid sequence is known and provided in Figure 1.7. 

Several experimental studies have been conducted to characterize fungal cellulase linker 

peptides [33,35-43] and it has been suggested that the linker may help to maintain the 

spatial orientations of the enzyme by acting as a hinge between the two globular domains 

[21] or by acting as a “torsional leash” or “spring” [21,33,38,41,44]. Additionally, the 

extensive glycosylation, or sugar attachment to the protein, seen on linker peptides is 

believed to protect the enzyme from proteolysis (Figure 1.7). Furthermore, mutational 

biochemistry studies have demonstrated the importance of the linker in the overall action 

of the enzyme, in that shortening or removal of the linker peptide results in the reduction 

or loss of activity [21,40]. 

In an effort to elucidate the role of the linker, molecular dynamics simulation 

studies have been performed to examine its structural flexibility as a function of 

molecular position. Zhao et al. calculated the free energy of the linker above cellulose in 

explicit water as a function of the linker end-to-end distance from atomistic molecular 

dynamics simulations, and while the results indicated that the compression and extension 

of the linker could play a role in movement of the enzyme across the cellulose surface 

[34], questions remained regarding whether or not the simulations were able to sample all 

of the possible protein configurations. A second atomistic simulation study of the entire 

Cel7A enzyme over cellulose showed the linker exhibiting flexibility between the two 

larger domains [45], but the simulation time of 1.5 ns was too short to reliably deduce 

any insight into the collective motion of the enzyme. Ting et al. constructed a kinetic 
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model describing the motion of the Cel7A enzyme using mathematical models that 

treated the large domains as random walkers coupled by a spring-like linker and 

concluded that the linker stiffness and length both play a role in the interaction of the 

CBM and CD [46]. Finally, Beckham et al., calculated the free energy of the linker as a 

function of the length using atomistic simulations with an implicit solvent model and 

specifically examined the effect of glycosylation on the linker flexibility; the results 

suggested that the linker is an intrinsically disordered protein both with and without O-

glycosylation [47] and that the O-glycosylation does not change the stiffness of the linker 

but provides an extension to increase the operating range of Cel7A [47]. While the linker 

domain is not a part of this particular study, the glycosylation on the peptide was found to 

extend to the CBM [44], as shown in Figure 1.7, and the potential implications of this are 

discussed in Chapters III and IV. 

 

 

 

Figure 1.7: O-glycosylation cites of Cel7A linker peptide as proposed by Harrison [44] and 
Nevalainen [19] with first three residues of CBM included. Mannose residues are represented by 
green circles. All of the Thr and Ser in Cel7A on the linker peptide are glycosylated with 1 to 3 
mannose sugars with evidence of sulfation and phospohorylation also occurring in some strains 
[19,44,48]. 

 



 18 

Catalytic Domain 

Once the CBM recognizes and binds to the surface, a cellodextrin strand must be bound 

into the CD for hydrolysis to cellobiose products (Figure 1.5c-e). Cel7A decreases the 

degree of polymerization slowly, so endoglucanases like Cel7B can aid by internally 

cleaving and exposing new chain ends by attacking non-crystalline, or amorphous, areas 

of the surface [18,49-52]. To more fully understand how natural cocktails of enzymes 

work synergistically to break down substrates, we must first understand the molecular-

level mechanisms each individual enzyme employs to break down crystalline and 

amorphous surfaces [3,9,20,23,26,30,32,35,41,50,52-63]. Figure 1.5 is a representation of 

the processive exoglucanase Cel7A on crystalline cellulose, but as Figure 1.3 shows, 

Cel7A often works synergistically with other enzymes to break down cellulose. 

Understanding how enzymatic hydrolysis occurs using a mixture of enzymes is also key 

for designing enhanced cocktails for use in the biofuel production process [9,18,55]. 

Cel7A and Cel7B demonstrate high sequence homology with ~45% identity, but serve 

complementary functions when degrading cellulose, and also have differing structural 

components that may contribute to these differences [59,64]. Proteins are often classified 

by secondary structural elements, and a turn is an element where the backbone reverses 

direction; loops are turns comprised of longer, disordered segments of the protein with no 

hydrogen bonding between the residues [65]. Processive and non-processive cellulase 

enzymes are also broadly characterized by their respective structural aspects wherein 

processive enzymes typically exhibit tunnels or deep cleft geometries in the cellodextrin 

binding sites and non-processive enzymes exhibit more open, solvent-exposed clefts for 

substrate binding (Figure 1.8), [17,18,23,25,51,59]. Understanding the molecular-level 
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basis for GH processivity is central to understanding carbohydrate metabolism in the 

biosphere [66] and is a key property in the design of enzymes for the burgeoning biofuels 

industry.  

Processive and non-processive cellulases conduct work to decrystallize polymer 

chains from the surfaces of insoluble substrates, which is offset by the cellodextrin 

binding free energy of the substrate to the enzyme [10,67,68]. The magnitude of the 

cellodextrin binding free energy for a given enzyme, in turn, will dictate the locations 

wherein an enzyme can decrystallize and hydrolyze polymer chains from the surfaces of 

crystals. As mentioned, structural studies have suggested broadly that the respective 

functions of processive and non-processive enzymes are imparted by the formation of 

tunnels or deep clefts in processive enzymes relative to the more open substrate binding 

sites in non-processive enzymes. However, several studies have provided examples that 

such a clear structural delineation of GH processivity may not be as straightforward. For 

example, the GH Family 6 cellulase Cel6B from Humicola insolens is an endoglucanase, 

despite exhibiting a tunnel-like cellodextrin binding site in the crystal structure [69]. The 

GH Family 6 enzyme CBHA from Thermomonospora fusca was converted from a 

processive enzyme to a non-process enzyme with the removal of a single tunnel loop 

[70]. Additionally, a GH Family 18 chitinase (a GH enzyme that degrades chitin), ChiB, 

from Serratia marscesens was converted from exo- to endochitinase behavior with only a 

single mutation of a tryptophan residue to alanine [53,56]. Thus, the causal basis for GH 

processivity may stem from subtler differences in structural and dynamical features that 

impact the cellodextrin binding free energy. Here, we use molecular dynamics 

simulations and thermodynamic integration mutation cycles to probe the differences in 
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cellodextrin interactions for a processive and non-processive cellulase from the same GH 

family. 

To elucidate details of hydrolysis and binding, studies have been performed on 

GH6, GH7, and chitinase enzymes in attempts to highlight the functional differences in 

the CD, where hydrolysis occurs [17,25,50,51,56,57,59-61,64,71-74]. Overall, Cel7A and 

Cel7B exhibit a similar !-jelly roll structure (Figure 1.8). The Cel7A CD contains four 

surface loops that create a 50Å tunnel for cellodextrin binding [17,18,25,50,71]. In 

contrast, Cel7B has shorter surface loops that create a more open cleft structure instead of 

a tunnel [17,18,51,59,61]. Divne et al. determined that Cel7A exhibits up to ten binding 

sites for a cellodextrin chain, up to three on the product and seven on the substrate end, 

where the glycosidic cleavage occurs between the +1 and -1 sites, the “entrance” site 

refers to the -7 site, and the cellobiose product is bound in the +2 and +1 sites, with a 

putative third product site at +3 [25]. Kleywegt et al. considered nine of these sites, from 

-7 to +2, in their structural comparison of Cel7A and Cel7B [59]. The tunnel formation in 

exoglucanases such as Cel7A may block cellodextrin contact with the bulk solvent, and 

experimental studies speculate that specific water-mediated protein-cellodextrin 

interactions facilitate the gliding action of the cellodextrin through the tunnel in a 

processive enzyme [25,71]. Also, the tunnel loops may block any product or intermediate 

product binding potential [59]. Conversely, the exposure of the binding sites in 

endoglucanases such as Cel7B results in product inhibition and a higher degree of 

transglycosylation activity at high substrate concentrations [51,72]. A comparison of the 

two CD structures with a 9-mer cellodextrin chain present in each is shown in Figure 1A 
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comparison of the two CD structures with a cellodextrin present in each is shown in 

Figure 1.8. 

 

 

Figure 1.8: Comparison of Cel7A (A and B) and Cel7B (C and D) catalytic structures [25,59]. 
The entrance to the Cel7A tunnel is shown in panel B and the entrance to the Cel7B cleft is 
shown in panel D. The protein loop structures that form the tunnel in Cel7A and the shorter loop 
structures present in the Cel7B cleft are both shown in blue. The cellodextrin is shown in green. 

 

Additionally, the binding tunnels and clefts in GHs are ubiquitously lined with 

aromatic amino acids to promote binding, processing, and stability in the cellodextrin 

[74]. The studies performed to date investigating the roles of these residues in GHs in 

addition to the current work’s probe of these residues in GH7 Cel7A and Cel7B are 

further discussed in Chapter V. 
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The goal of the CD study is to examine structural and dynamical differences in 

the processive Cel7A and the non-processive Cel7B. Molecular-level simulations can 

offer insights to energetics and structure-function relationships necessary for catalytic 

binding and processivity in carbohydrate-active enzymes. An in-depth discussion can be 

found in Chapter V, wherein we attempt to define processivity in terms of cellodextrin 

and protein stability and geometries in the tunnel versus cleft conformation and 

investigate how the relative binding affinity and interactions between the cellodextrin and 

protein are impacted with aromatic mutations.  

 

1.3 Role of Glycosylation in Cellulase Action 

Glycosylation is an important and ubiquitous post-translational modification 

occurring not only in fungi, but in all kingdoms of life [75,76]. The most prevalent forms 

of protein glycans are N-glycosylation, where glycans attach to the !-amide group of an 

asparagine (N) residue in a N-X-Ser/Thr motif (where X is any amino acid except 

proline, Ser is serine, and Thr is threonine), and O-glycosylation, where glycans attach at 

the !-hydroxyl group of hydroxylysine, hydroxyproline, Ser, or Thr [77]. N-glycans, 

found in the CD of Cel7A are often larger carbohydrate moieties composed of an N-

acetylglucosamine (GlcNAc) disaccharide directly attached to the protein side chain 

followed by branched carbohydrate oligomers. O-glycans, such as those found on the 

linker and CBM of Cel7A can range from smaller structures composed of mannose, 

glucose, galactose, or N-acetylgalactosamine to much longer branched structures of 

single or mixed carbohydrates [76,78]. Glycosylation is known to serve key biological 

roles in almost all biological processes such as signaling, protein secretion, protein 
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stability, and proteolysis protection [41,77-89].  

To our knowledge studies of the CBM to date have not examined the impact of 

natural or engineered O-glycosylation on binding affinity, only the roles of aromatic and 

polar residues [28-30,90]. There have been some experimental studies wherein N-

glycosylation in the CBM or CD of various cellulases was altered with negative impacts 

to activity and binding affinity [91-93]. O-glycans were also added in a separate study but 

were too far away from the cellulose surface to impact any interactions [94]. Using 

molecular dynamics and thermodynamic integration methods, Chapter III investigates the 

impact that small O-glycan moieties in proximity to the cellulose surface, like those 

found by Harrison et al. [44] and shown in Figure 1.7, can have on binding affinity. The 

findings on the impact of glycans on CBMs can be more broadly applied to other 

organisms, and a more in-depth discussion follows in Chapters IV. 

 

1.4 Summary and Outline of Thesis 

In summary, cellulases can be utilized to achieve the benefits of biofuel production from 

lignocellulosic sources if throughput can be increased to commercial scale and current 

costs can be reduced [7,9,95]. Understanding the molecular-level actions cellulases use to 

deconstruct plant cell walls is a significant challenge that must be overcome to achieve 

efficiency in biofuel production [96], and this work contains two main thrusts to 

contribute to the efforts underway to address this challenge. First, we suggest a novel 

approach, manipulation of O-glycosylation, for improving binding affinity in the CBM, 

which could lead to overall activity improvements. By producing results consistent with 

prior experiments [29,30,97], we will show that thermodynamic integration is a useful 
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tool for investigating the impact that amino acid mutations have on binding affinity. 

Since large aromatic amino acids such as tryptophan are similar in size to a mannose, we 

extended this method to mutated structures where simple O-glycans are added to the 

CBM. We will show that relative binding affinity can be enhanced by 3 to 6-fold over a 

non-glycosylated CBM with the addition of a single mannose or mannose disaccharide. 

Additionally, we found that adding additional glycans not identified by Harrision et al. 

[44] increased binding affinity by 140-fold relative to the non-glycosylated CBM.  

These results moved us to then continue the CBM binding study to include 

glycoforms produced in other organisms such as yeasts, fungi, and even mammals. Fungi 

are often employed as model systems for studying the role of glycans on protein function 

because they impart a wide variety of glycosylation motifs between species. In Family 1 

CBMs the role of glycans has not been fully elucidated. To probe glycan effects on CBM 

function across species, and thus different glycan motifs, we use simulation to identify 

potential structural or thermodynamic changes associated with the addition of glycan 

patterns observed in Saccharomyces cerevisiae, T. reesei, Aspergillus niger, and 

Aspergillus awamori. The changes in relative binding affinity to cellulose has also been 

calculated for each of the glycan patterns studied.  We will show that again the results 

suggest that changing O-glycosylation patterns positively impacts binding affinity in 

Family 1 CBMs, with increases in the calculated binding affinity over a non-glycosylated 

CBM ranging from 1 to 4 kcal/mol. In our models, CBMs with linear glycans and 

sulfated glycans exhibit improved stability and higher binding over those with branched 

structures, with the nature of the carbohydrate moieties having a greater impact than 

covalent linkage. In some cases, the larger glycans affect the CBM structure, reducing 
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initial gains to the binding affinity. Overall, this study highlights the fact that glycans 

should be carefully considered in protein engineering when host organism and external 

factors can affect glycosylation patterns. This work also demonstrates that simulation can 

provide molecular-level details important to glycoprotein structure, which is a useful step 

in rational engineering approaches. 

The last project shifts focus to the catalytic domains in two T. reesei cellulases, 

Cel7A and Cel7B. In nature, cocktails of processive and non-processive cellulase 

enzymes convert cellulose to glucose. From structural studies, the consensus is that 

processive cellulases exhibit tunnels or deep clefts lined with aromatic and polar residues, 

whereas non-processive cellulases exhibit open clefts with fewer substrate contacts. 

However, removal of a single loop or the mutation of a single residue in the active 

binding area can dramatically affect enzyme processivity, suggesting that the molecular-

level mechanism of processivity is not yet fully understood. To gain further insight into 

the differences between processive and non-processive cellulases, we examine the GH7 

processive exoglucanase, Cel7A, and the non-processive endoglucanse, Cel7B from T. 

reesei with molecular simulation. We compare properties putatively related to 

processivity at each ligand binding site and the binding affinity changes for the mutation 

of four aromatic residues lining each tunnel to alanine. We observe similar energetic 

profiles and structural behavior in both systems at the catalytic sites, suggesting that the 

residues directly around the active site may not be directly associated with processivity in 

GH7s. However, the entrance and exits of the ligand binding sites exhibit significantly 

different interactions and binding affinities in Cel7A and Cel7B. In Cel7A, aromatic 

residue mutations at the entrance and center of the tunnel negatively impact binding and 
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increase ligand fluctuations, indicating that these sites may impact ligand acquisition and 

potentially processivity. Conversely, weak protein-ligand interactions in the Cel7B cleft 

support the notion that lack of strong binding, especially at the cleft entrance may 

decrease processivity. Improvements in molecular-level understanding of differences 

within GH Families aid in efforts to determine how cocktails of cellulases have evolved 

to perform different functions in cellulosic degradation, the findings of which may be 

applied to improve enzymatic hydrolysis in biofuels production. 
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CHAPTER 2 

BACKGROUND AND THEORY 

 

2.1 General Methodology: Molecular Dynamics 

Molecular dynamics (MD) simulations have been performed to calculate thermodynamic 

and energetic properties that will further the understanding of the molecular-level actions 

that cellulases employ to bind with cellulose. In MD, Newton’s equations of motion are 

solved numerically by calculating the forces on each atom in the system. The continuous 

equations are discretized and evaluated at regular time intervals, or timesteps. The force 

acting on each atom is derived as the gradient of the potential energy, U(r1…rN) with 

respect to the displacement of the atoms, as shown in equation 2.1. 

 

 

Fi = miai = mi
d2ri
dt 2

= !"ri
U ri ...,rN( )

 
(2.1) 

Thus, a potential energy function, or force field, is defined to calculate U and its 

derivatives from the coordinates corresponding to a molecule’s structure. The force field 

describes the energy of each conformation of the molecules and the interactions between 

them [1,2]. The mathematical form is typically separated into three intramolecular 

interactions, which include bond stretching, angle bending, and angle rotation, and 

intermolecular non-bonded interactions, which include, but are not limited to, 

electrostatic interactions and van der Waals pair potentials. The parameters used in the 

force field, such as the equilibrium bond length and angle, atomic charges, and radius 

between atom pairs, are generally developed using experimental values and detailed 

quantum-mechanics based calculations on small molecules or systems [2]. The 

summation of energetic changes associated with bonds and angles deviating from the 
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“equilibrium” values determined by the parameters (bonded interactions) and atoms 

moving closer or farther apart (non-bonded interactions) forms the basis for the 

mathematical form of a force field [2].  

Force fields vary in complexity depending on the type and size of the system of 

interest.  There are three common types (1) all-atom force fields, which model each atom 

independently and explicitly, (2) united-atom force fields, which incorporate hydrogen 

atoms into the atoms they are bonded to, and (3) coarse-grained force fields, which group 

atoms together into larger components [2]. The goal when developing a force field is that 

it accurately reproduces thermodynamic and thermophysical properties of interest and 

contains flexible and transferable parameters for modeling related molecules (e.g., all "-

carbons in a protein backbone), all while allowing for efficient computation [2].  

All-atom potential force fields are used to describe the potential energy of the 

biological systems described in Chapter I. The general form of the CHARMM27 and 

CHARMM36 force field [1,3,4] used in this study is given by equation 2.2 [5] 
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 (2.2)  

and includes six intramolecular terms: a bond stretching term (b), a bond angle bending 

term (!), a dihedral angle term (") term, which is fit to bond rotational data and includes 

a phase shift (#), Urey-Bradley (UB) and improper angle ($) terms, which are fit to 

vibrational spectra and out of plane motion data, and the backbone torsional correction 
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(CMAP) term, a 2-D spline-based dihedral term based on ab initio quantum mechanics 

calculations and designed to correct systematic errors in the description of a protein 

backbone in the force field [1]. The K values represent the respective force constants and 

the variables with subscript 0 represent the equilibrium values. A Lennard-Jones 12-6 

potential is used to describe non-bonded interactions, where %ij
min is the well depth, rij is 

the interatomic distance, and &ij is the Lennard Jones radii. The values for %ij
min and &ij for 

the interacting atoms are calculated by using the geometric mean and arithmetic mean, 

respectively, of the values of the individual atoms; thus %ij
min

  = (%ii
min %jj

min)1/2 and &ij = 

(&ii + &jj)/2 [1]. Coulombic interactions are also included in the non-bonded terms, where 

qi is the partial charge and % and %0 the relative dielectric constant and permittivity of free 

space, respectively. 

 Simulations are set-up in a similar manner to real experiments where samples are 

prepared and properties of interest are measured once a system reaches steady state; first 

a sample system is selected, Newton’s equation of motion are solved using the force field 

to describe the potential energy until the system reaches equilibrium, and then 

observables are measured [6]. Additional properties of interest can then be calculated 

from the atomistic trajectory information.  

The molecular dynamics simulations reported herein are performed in the 

canonical ensemble in which the number of particles (N), volume (V), and temperature 

(T) are held fixed. The canonical ensemble partition function, Q(N,V,T), and then the 

Helmholtz free energy are expressed by [10] 

 

Q N,V ,T( ) = ! N,V ,U( )e"#U (T ,V )
U
$     (2.3) 
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A(N,V ,T) = !kT lnQ N,V ,T( )    (2.4) 

where '(N,V,U) is the degeneracy of the system and ( is equal to 1/kBT and where kB is 

the Boltzmann constant.  

The Gibbs free energy has natural independent variables in the isothermal-

isobaric ensemble (NPT); however, the high value of the pressure tensor required for 

maintaining the system box size causes the cellulose surface to buckle during simulation, 

therefore the canonical ensemble in which the Helmholtz free energy has natural 

independent variables was used as the starting point to obtain the Gibbs free energy, 

))G. For a closed system, the following relations are used [11] 

                                     

 

A !U "TS
dA = dU "TdS  (constant N,V,T)

G !U + pV "TS = A + pV
dG = dA + dp V( ) (constant N,V,T)

      (2.5-2.8) 

For the systems of interest, the compressibility of water at 1 atm and 300 K is 

small compared to the contribution of dA, which allows the approximation:

 

dG = dA . In 

statistical mechanics terms equation 2.7 can be written [11]: 

 

G = A + !
" lnQ
" lnV

# 
$ 

% 
& T ,N

     (2.9) 

The order of magnitude of ( is 10-21 J, and the derivative of the natural log of the 

partition function, Q, is not large enough to overcome this, again demonstrating that dG 

= dA can be used in this study.  
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2.2 Thermodynamic Integration and Relative Binding Free Energy 

Having established that the Gibbs free energy can be estimated from the Helmholtz free 

energy, the relative difference in the Gibbs free energy can be calculated using the 

potential energy of the system. Gibbs free energy is a state function and thus independent 

of the thermodynamic path; it is therefore possible to compute relative free energy 

changes for processes by defining a non-physical pathway that is tractable to simulation. 

The current study seeks to use this method to calculate relative free energy of binding 

using equation 2.10, illustrated by the simple schematic of bound and free enzymes in 

explicit water is shown in figure 2.1.  

 

 

Figure 2.1: Graphical representation of the thermodynamic paths used to calculated ##G in 
experiment (top to bottom) and alchemically via computation (right to left). WT represents the 
wild type and Mut represents the mutation. 
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While the goal is to calculate the free energy from the difference in the individual wild 

type (yellow) and mutant (red) free energy, #GMut - #GWT, this is infeasible to accomplish 

directly, as the calculation would require the addition of waters in void space left by the 

disappearing surface, changing the overall composition of the system and the number of 

degrees of freedom. However, while the alchemical transformation of the bound wild 

type to mutant and the free wild type to mutant to obtain #GBound and #GFree, respectively, 

is unphysical, it is accessible via computation. Thus we can calculate the relative binding 

energy from the closed thermodynamic cycle:  

 

!!GBinding = !!GTOT = !GMut(Bound"Free) " !GWT(Bound"Free){ }Actual

                                = !GBound(Mut"WT) " !GFree(Mut"WT){ }Alchemical

 (2.10) 

 

A scaling factor must be introduced to convert from the starting state to the ending state; 

this calculation cannot be accurately or efficiently performed in one step due to the large 

number of factors that will be changing in the potential function. For a system with N 

particles and a potential energy U, a coupling parameter, *, is introduced to relate U of 

the wild type and mutated systems calculated in MD simulations, where * = 0 represents 

the wild type and * = 1 represents the mutation. The potential energy of the system 

becomes [1,6]: 

         

 

U !( ) =U0 + (1" !)UWT + !UMut     (2.11) 

where U0 represents the portion of the potential energy that does not change, UWT 

represents the portion of the potential energy specific to the wild type, and UMut 

represents the portion of the potential energy specific to the mutation.  
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The partition function for this system is now also a function of $ and is 

determined by [6],  

  

 

Q N,V ,T,!( ) =
1

"3N N!
d! r N# e$%U !( )    (2.12) 

The derivative of the free energy in equation 2.13 above based on the potential energy 

becomes 
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(2.13) 

where 

 

!U "( )
!" "

is the ensemble average of the system over all $ values. The free energy 

difference between the wild type and mutant systems can be obtained by integration of 

equation 2.13 [6]: 

         

 

GMut !GWT = d"
#U "( )
#""= 0

"=1

$
"

            (2.14) 

Incorporation of the coupling parameter into the force-field, or, potential energy 

function, is based on the definition of the wild type and mutant with relation to $, i.e., 

each term in equation 2.2 is linearly related to $ via equation 2.11. In the case of the 

simple example from Figure 2.1, at $=0 all internal, or bonded, terms (bond, angle 

bending, dihedral) will be “full” for the wild type and zero at $=1. Incorporation of $ into 

the non-bonded terms often requires more effort than the bonded terms to ensure that the 
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calculations remain stable and efficient [12]. Using a general form of the non-bonded pair 

terms in the potential energy function in equation 2.2 and consolidating the repulsive and 

attractive Lennard-Jones terms (%ij, &ij) to simple terms A and B, the coupling parameter 

can be implemented into the van der Waals potential function by [13]: 

 

Uvdw !( ) =Uvdw,0 + (1" !) AWT
rij
12 " BWT

rij
6
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$ 
% % 
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( ( + ! AMut
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( (   (2.15) 

The electrostatic potential function in equation incorporates $ similarly: 

 

Uelec !( ) =Uelec,0 + 1" !( ) qi,WTq j,WT
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Implementing the coupling parameter into the potential functions using a linear 

relation, while simple, can lead to issues at the endpoints where large changes in the 

forces can occur as a result of the steep repulsive terms in the Lennard-Jones parameters. 

Singularities can also arise at the endpoints where wild type and mutant atoms overlap, 

that is, where rij + 0. To overcome the singularities and high repulsive terms, soft-core 

potential functions can be included for both van der Waals and electrostatic interactions. 

In the simulations reported herein, the partial-shift or separated shift soft core potential 

(PSSP) was implemented and adjusts the distance between two atoms by [1]: 

  

rnew = r 2 + !f "( )     (2.17) 

where , is an adjustable parameter,  f(*) = *  for terms in the wild type state, and f(*) = 

1-* for terms in the mutant state. With this equation, the van der Waals and electrostatic 

interaction terms are now adjusted from linear to the following [1,13], 
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         (2.19) 

While the shift parameters, "v and ,e, can be altered to optimize computational speed and 

efficiency, the commonly accepted value is 5 Å2 [1,13]. Figure 2.2 shows the smoothing 

effect that partial shift has on the van der Waals potential function for annihilation of an 

atom [1,13]. 

 

 

Figure 2.2: Example Lennard Jones (van der Waals) potential curves generated from equation 
2.19 which incorporates the shift potential for annihilation of a wild type atom. Five values of $ 
were selected and U0=0, A=1, B=2, and "=0.5. 
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Algorithms used to calculate 

 

!U !"  utilize a single-topology or a dual-topology 

hybrid potential energy function with a linear dependence on $, as shown in equation 

2.11. All of the studies were completed in NAMD [5] using a dual-topology function, and 

the non-bonded pair potentials are divided into three groups: (i) interactions within the 

unchanging environment, (ii) interactions with and within the wild type state, and (iii) 

interactions with and within the mutant state. The wild type and mutant states do not 

interact with each other. Since these simulations involve alchemical mutations, where the 

initial number of atoms does not equal the final number, a hybrid residue is defined to 

ensure that the number of degrees of freedom, and thus phase space of UMut and UWT, 

remain the same throughout simulation. The hybrid is built based on the CHARMM 

topology data; electrostatic and atom type changes are included in the hybrid. For 

example, in a tyrosine-phenylalanine hybrid (Tyr-Phe, Figure 2.3 A), only the hydroxyl 

group changes to a methyl, but in a tyrosine-tryptophan hybrid (Tyr-Trp, Figure 2.3 B), 

the entire sidechain of the amino acid must be hybridized. During TI calculations, the 

interactions and charges associated with the wild type will be “switched off” while the 

interactions and charges associated with the mutation will be “switched on.” 
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Figure 2.3: Hybrid Tyr-Phe (A) and Tyr-Trp (B) structures used in dual-topology TI calculations. 
The wild type structure, Tyr, is shown in red, and the mutations, Phe (A) or Trp (B) are shown in 
blue. Atoms that are identical for the wild type and mutant are shown in white. In TI calculations, 
the red and blue atoms do not “see” each other, and thus have no potential interaction.  

 

Once the hybrid structures are constructed, TI simulations can be performed. The 

electrostatic and van der Waals simulations were decoupled to reduce computational 

effort and eliminate instabilities arising from large energy interactions [14]. Values of 

 

!U !"  are calculated at each timestep, and output to a data file for averaging. To ensure 

well-converged averages are obtained, the frequency histograms of the 

 

!U !"values at 

each window (Figure 2.4) were examined to ensure that there was sufficient overlap 

between the windows and that Gaussian distributions were achieved [14].  
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Figure 2.4: Characteristic acceptable histogram of 

 

!U !"  values generated in TI simulations 
with equidistant $ windows 

 

For the biological systems of interest in this study, the electrostatic simulations, 

where atom charges are turned on or off, were separated into equidistant $ windows from 

0 to 1. The van der Waals simulations, where atom interactions with the environment are 

turned on or off, required more windows, especially near the endpoints. A characteristic 

representation of a TI curve from these calculations is provided in Figure 2.5.  
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Figure 2.5: Typical 

 

!U !"  curve generated in TI calculations. The points represent the 
simulation output, and the bars represent the area under the curve to be calculated using 
numerical integration. 

 

To solve for ##G, Simpson’s rule was used. For equidistant nodes, Simpson’s 

rule is written: 

 

f x( )
a

b! dx " #x
3

f1 + 2 f2 + 4 f3 + ...+ 2 fn$2 + 4 fn$1 + fn[ ]    (2.20) 

or, alternatively by implementing the trapezoid rule twice in: 

 

f x( )
a

b! dx " 1
3
4Tn #Tn 2+1[ ]           (2.21) 

where Tn uses all nodes and Tn/2 +1 uses every other node. For non-equidistant nodes, 

Simpson’s rule is modified using the Brun generalization for arbitrary nodes [15], xi < 

xi+1 < xi+2: 
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f (x)dx !
xi

xi+2" xi+ 2 # xi
6

f i + 4 f i+1 + f i+ 2[ ]

                      + xi # 2xi+1 + xi+ 2

3
fi+ 2 # f i[ ]

    (2.22) 

Equations 2.21 and 2.22 can eventually be combined to show the Simpson’s rule with 

non-equidistant nodes as [15]: 

 

f (x)dx ! 1
3xi

xi+2" 4T3 #T2[ ]      (2.23) 

where T3 uses all nodes xi, xi+1, xi+2, and T2 uses nodes xi and xi+2. Equation 2.21 was 

implemented in this study where $ values were equally spaced, e.g., most of the 

electrostatic calculations, and Equation 2.23 was implemented where $ values were not 

all equal, e.g., all of the van der Waals calculations [15]. 

The error for each window, #j, was calculated using a combination of the methods 

outlined by Steinbrecher et al. [16] and Paliwal and Shirts [17], though we note that 

several different methods for error analysis in TI have been reported in the literature 

[14,16-19].  Thus, in this work the standard deviation, &j, for each window j is related to 

the total window length, tMD, and the autocorrelation time, -, of dU/d* as [16], 

                                 

 

! j "U "#( ) = $ j

tMD 2%
                                    (2.24) 

The total error, #tot, is then calculated by incorporating the squares of both the weight of 

each window and the individual window error to obtain equation 2.25 [17]:   

                                              

 

! tot = 1
4j

" # j+1 $ # j$1( )2! j
2

                                    

(2.25) 

The autocorrelation of the potential, c(t), used to calculate % is given by [2,20] 
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c(t) = 1
c0(N ! t)

U j !U( ) U j+ t!1 !U( )
j=1

N! t

"               (2.26) 

where c0 and c(t) are the autocorrelation functions at time 0 and t, respectively, N 

represents the number of sample points, and U represents the potential energy, which is 

 

!U !"  in this case. Each window exhibited a single exponential decay and the window 

correlation time, c(t) was calculated by dividing the total window equal increments and 

averaging over the first 100-150 ps of each increment. The autocorrelation time, ", used 

in equation 2.25 is calculated from the reciprocal of the curve power function of c(t). The 

average autocorrelation times for the simulations in this study were similar, and an 

example data set is provided in Figure 2.6. The total error from * = 0 to 1 was then 

calculated by weighting the error with the window span using Equation 2.25. The 

individual window error, #j, was found to increase for larger mutations and was mitigated 

by increasing the number of windows to reduce the weight of each window.  
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Figure 2.6: Autocorrelation functions for 

 

!U !"  for * values ranging from 0 to 1. All of the 
values decay within 0.02-0.05 ns. - is calculated from the reciprocal of the curve power function. 

 

Finally, partition coefficients can be estimated using equation 1.1. The relative 

binding partition coefficient error, #tot, was propagated to the relative binding affinity 

error, &, using [21]: 

 

! =
KMut

KWT"NG

# tot

RT
     (2.27) 

 The TI method just described was employed in the T. reesei Family 7 cellulase 

CBM and CD studies to calculate relative binding affinity changes with mutation. Other 

descriptions of calculated properties determined from longer MD production runs, such 

as root mean square deviation, protein-surface potential interaction energy, and hydrogen 

bonding potential are given in the subsequent chapters. 
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CHAPTER 3 

 

COMPUTATIONAL INVESTIGATION OF AMINO ACID MUTATION AND 

GLYCOSYLATION EFFECTS ON THE CEL7A CBM 

 

3.1 Introduction 

Carbohydrate-binding modules (CBMs) represent a primary biological means for protein-

carbohydrate recognition [1]. CBMs recognize and bind to a wide range of carbohydrates 

and are often components of multi-modular cellulase, hemicellulase, or chitinase 

enzymes, which are able to deconstruct plant, fungal, or algal cell wall carbohydrates [1-

5]. It has been shown that CBMs serve two roles as components of multi-modular, 

carbohydrate-active enzymes: to target the specific structures of interest for catalytic 

action and to maintain proximity to a given carbohydrate surface [1,2]. A third 

hypothesized role is disruption of the carbohydrate crystal packing, making the chains 

easier to decrystallize for enzymatic attack [6-8], but the mechanism of this function 

remains unknown and evidence to support this role is limited [1]. 

Engineering enhanced cellulase enzymes is currently a topic of significant 

worldwide interest, a situation primarily driven by research to enable commercialization 

of renewable biofuels from lignocellulosic biomass [6-10]. Several routes exist for 

increasing cellulase performance, including rational and evolutionary methods to improve 

specific activity [8], screening for improved thermal tolerance [11,12], and the often 

overlooked strategy of increasing binding affinity to carbohydrates via CBM engineering 

[13-16]. In the lattermost case, several groups have shown that by increasing CBM 
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binding affinity to cellulose via single point mutations or by swapping complete CBMs 

from other enzymes with higher binding affinity, cellulase enzyme activity can be 

improved [15,16]. This effect is likely due to higher enzyme concentrations on the 

cellulose surface, which potentially leads to a higher fraction of catalytically engaged 

enzymes. Higher binding affinity and thus higher activity, in turn, will lead to lower 

enzyme loadings and the eventual realization of more cost-effective biofuels processes 

[6].  

To examine CBM binding at the molecular level, we investigate a novel strategy, 

namely the use of CBM glycosylation, to enhance the affinity of cellulases, which we 

predict will improve affinity more so than standard protein engineering strategies wherein 

amino acids are mutated to other residues. Specifically, using molecular simulation we 

quantify the impact of natural and engineered glycosylation on the binding affinity of the 

Family 1 CBM from the T. reesei Cel7A enzyme. A detailed visualization of the Cel7A 

enzyme taken from Figure 1.5 is shown in Figure 3.1 [17-19]. 

 

 

Figure 3.1:  The catalytically-active complex of the T. reesei Family 7 cellobiohydrolase (light 
purple) on cellulose (green) [17-19]. The native O-glycosylation is shown in yellow and the 
native N-glycans are shown in dark blue. The CBM is the small protein domain on the left 
containing 2 native O-glycans, and the catalytic domain is the large protein domain on the right 
with a cellulose chain threaded into the tunnel. 
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As discussed in Chapter I, Family 1 CBMs are ~36 residue proteins that exhibit 

high sequence homology and are predominantly produced by fungi [20]. The Cel7A 

CBM exhibits a planar face with three tyrosine (Tyr) residues that are hypothesized to 

form the binding face to cellulose (Figure 3.2) [21,22]. The Cel7A CBM, linker, and 

catalytic domain (CD) have all been shown to be glycosylated when expressed in the 

native host [23]. Two residues on the CBM, threonine (Thr) 1 and serine (Ser) 3 (Figure 

2.3), are natively glycosylated with at least one mannose residue and potentially up to 

three mannose residues each, but as Harrison et al. discuss, the O-glycosylation 

assignments on the Cel7A CBM and linker are at best an average extent of glycosylation 

[23]. An engineered (non-native) glycan was also chosen for our study and is shown on 

Ser-14 in Figure 3.2. 

 

 

Figure 3.2:  Side view (A) and top view (B) of the Cel7A CBM and the top layer of the cellulose 
slab. The tyrosine residues are shown in yellow. The native O-glycans considered here are shown 
on Thr-1 and Ser-3. The artificial glycan examined here is shown on Ser-14. The N-terminus and 
Thr-1 and Ser-3 glycans are located in the posterior region, and the Ser-14 glycan is located in the 
anterior region. 
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Experimental studies to date have examined the role of aromatic and polar 

residues on the Cel7A CBM binding affinity [13-15,24], but no work to our knowledge 

has considered the role of natural, recombinant, or engineered O-glycosylation on the 

Family 1 CBM binding affinity. Boraston et al. demonstrated that the addition of high 

mannan N-glycans (GlcNAc2Man8 and higher) to a Family 2 CBM (CBM2a) from 

Cellulomonas fimi, expressed by the yeast Pichia pastoris, was detrimental to binding 

affinity. This result was attributed to the size of the N-glycan inhibiting the ability of the 

CBM to interact with the carbohydrate substrate [25]. In a later study, Boraston et al. 

expressed a modified CBM2a with the N-glycosylation sites removed via mutations of 

asparagine to alanine in P. pastoris. The authors demonstrated that this CBM was O-

glycosylated with one to four mannose residues on each of the glycosylated serine and 

threonine residues [26]. They concluded that the O-glycosylation did not impact binding 

affinity in this case, because the serine and threonines are located above the cellulose 

surface where the glycans could neither interact with cellulose nor inhibit the CBM-

cellulose interaction as the N-glycan did previously [25,26].  

In many filamentous fungi and yeasts, O-glycans often contain fewer 

carbohydrate moieties than N-glycans [26,27]. In the current work we examine natural or 

small artificial O-glycans, neither of which are expected to restrict access of the CBM to 

cellulose. Before studying the impact of O-glycans on binding affinity, to validate the 

simulation approach, we first study a number of amino acid mutations for which we can 

compare with the experimental results of Linder et al., who showed that the non-

glycosylated Cel7A CBM binding affinity is improved by the mutation of residue 5 from 



 60 

tyrosine to tryptophan (denoted Y5W) [13]. Experimentally bound and unbound 

concentrations of the non-glycosylated CBM variants were used to generate adsorption 

isotherms [13,14] from which partition coefficients can be determined and the relative 

binding free energy (##G) calculated as: 

##G = - RTln(KMut/KWT-NG)          (3.1) 

 
where KMut and KWT-NG are the partition coefficients for the mutant CBM of interest and 

the wild type CBM without glycosylation (NG = no glycosylation), respectively, T is 

temperature, and R is the gas constant. We note that the partition coefficients are defined 

between the free CBM in solution and bound to the hydrophobic face of cellulose [3]. All 

of the variants studied by Linder et al., except the Y5W mutation, were found to exhibit 

lower binding affinity to cellulose than the wild type, non-glycosylated Cel7A CBM with 

##G values of +0.2 to +1.7 kcal/mol. The Y5W mutation exhibited an increase in KMut 

over KWT-NG by a factor of 1.6 (-0.26 kcal/mol) [13,14]. In similar work, Takashima et al. 

examined the enzymatic activity of various Humicola grisea Cel7A enzymes with mutant 

CBMs [15]. The mutation of Y5W produced a favorable 33% increase in binding and a 

12% increase in overall enzymatic activity, similar to the results reported by Linder et al. 

[13,15]. 

Although the effects on binding of O-glycosylation on the Cel7A CBM have not 

been studied, both N- and O-glycosylation in cellulases are known to vary with 

expression host and growth conditions and have the potential ability to affect the activity 

and stability of cellulases [25,28-31]. To understand the impact of glycosylation on CBM 

function and to potentially engineer enhanced protein-carbohydrate binding affinity, we 

study the impact of O-glycosylation on the Cel7A CBM binding affinity to cellulose 



 61 

using molecular dynamics (MD) free energy methods. When referring to “wild type” 

throughout the chapter, we are referring to the wild type protein sequence only, and we 

discuss the sequence with or without glycosylation depending on the simulation of 

interest. We refer to the “native” glycosylation as that defined by Harrison et al. [23], i.e., 

with one O-mannose residue on Thr-1 and one O-mannose residue on Ser-3. To validate 

the computational approach, the free energy for mutating a characteristic aromatic residue 

(Tyr-5) is calculated, and agreement with experimental results for non-glycosylated 

CBMs is achieved. We then predict that in the case of a single native O-glycan at Thr-1 

(which does not interact directly with cellulose, and thus we assume will not significantly 

affect the CBM binding affinity), the addition of a single native O-glycan at Ser-3 on the 

Cel7A CBM can increase the binding affinity by over 3-fold. Furthermore, the addition 

of a glycan disaccharide at Ser-3, instead of the monomer, increases the binding affinity 

by 6-fold relative to the non-glycosylated wild type CBM. We also show that an 

engineered glycan at Ser-14, situated at the anterior of the CBM, has a more pronounced 

effect, increasing the binding affinity by 20-fold compared to the non-glycosylated wild 

type. When we combine the addition of the engineered Ser-14 O-mannose residue with 

the native glycosylation, the binding affinity increases by 140-fold relative to the non-

glycosylated wild type. This work suggests a general strategy for engineering enhanced 

cellulases by increasing CBM binding affinity through introduction of artificial 

glycosylation sites through amino acid mutation or altering glycosylation via 

heterologous expression or manipulation of growth conditions. 
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3.2 Computational Methods 

The systems studied by thermodynamic integration (TI) and long MD simulations are 

summarized with their respective results in Tables 1 to 3, along with the nomenclature 

that will be used throughout the chapter. All binding affinity comparisons, KMut/KWT-NG, 

are performed as in Equation 3.1 by comparing to the wild type non-glycosylated CBM. 

The TI simulations [32,33] are designed to measure the relative binding free energy 

between the CBM in solution and the CBM on the hydrophobic face of cellulose as a 

function of amino acid mutation or addition of glycosylation. The thermodynamic cycle 

thus consists of TI calculations of the CBM in solution (without cellulose) and the CBM 

on the hydrophobic face of cellulose. The simulations performed are summarized in 

Figure 3.3. An O-mannose residue is present at Thr-1 for all glycosylated simulations and 

S3M1, but this mannose does not interact with the surface and thus was not included in a 

separate TI simulation. In Figure 3.3, for simulations where S3M1 is an intermediate step 

between the non-glycosylated wild type and the mutation, the total impact of the mutation 

is calculated by adding ##G(S3M1) and the ##G of the current run, resulting in S3M1 + 

Y5W-G, etc., to the right of the equality. 

 

 



 63 

 

Figure 3.3:  Illustration representing the Cel7A CBM TI calculations. Items in red are the 
mutations added during TI. The green circles represent mannose residues.  

 

TI Simulations of Amino Acid Mutations 

Because the Tyr-5 residue has been well characterized for the Cel7A CBM [13,14,21], 

we use this mutation as a validation of our computational approach. These simulations 

were run with no glycosylation at Thr-1 and Ser-3 for direct comparison to binding 

experiments where the CBMs were produced via solid-state peptide synthesis, and thus 

the CBMs have no glycosylation [13,14]. For Tyr-5, four TI calculations were performed: 

Y5A, Y5W, Y5F, and F5A (Figure 3.3). Y5A was chosen to modify the polarity of the 

Tyr-5 residue by mutation to Ala-5, which is one of the simplest non-polar amino acids, 

while Y5W replaces Tyr-5 with Trp-5, a larger aromatic residue with known higher 

binding affinity [13]. Y5F and F5A (Tyr-5 to Phe-5 and Phe-5 to Ala-5, respectively) 

were selected as a control to ensure internal consistency, such that:  

##G(Y5A) - ##G(F5A) ' ##G(Y5F)     (3.2) 
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TI Simulations of Glycosylated CBMs 

Previous work by Harrison et al. indicated the presence of at least one O-mannose 

residue at both threonine 1 (Thr-1) and serine 3 (Ser-3) on the Family 1 CBM expressed 

in a particular T. reesei strain [23]. Based on the NMR structure of the CBM [22], which 

suggests that the sugar on Thr-1 may be too far above the cellulose surface to interact 

with the cellulose directly, we have not examined mutations of the native O-glycosylation 

on Thr-1. An potential glycosylation site was also studied at Ser-14, which is positioned 

near the cellulose surface at the anterior of the CBM. The Cel7A CBM contains eight Thr 

and Ser residues, but only two, Ser-3 and Ser-14, are located near the surface. As 

previously discussed, Boraston et al. showed that O-glycans far above the surface do not 

impact binding affinity [26]; anticipating that glycosylation in Cel7A far above the 

surface would have a similar result, we thus focused our study on Ser-14. This TI 

simulation was conducted both with and without the native glycans at Thr-1 and Ser-3 

(Figure 3.3). The four glycan mutations studied were used to test the impact of natural 

(S3M1 and S3M2) and potential (S14M1-NG, S14M1) glycosylation on binding affinity. 

Additionally, to test the impact of glycosylation on amino acid mutations, we repeated 

the Y5A and Y5W simulations with the native Thr-1 and Ser-3 mannan pattern, denoted 

Y5A-G and Y5W-G. This also provides a second check for internal consistency in that: 

             ##G(Y5W) + ##G(S3M1)  ' ##G(S3M1+Y5W-G)                (3.3) 

 

MD Simulations to Examine the Impact of Glycosylation on CBM Stability  

In addition to the TI calculations, 100 ns MD simulations of the bound wild type CBM, 

the bound Y5A mutant CBM, and the bound Y5W mutant CBM were all performed 
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without glycosylation. MD runs of bound CBMs using the glycan patterns found 

experimentally [23], were also conducted. Finally, simulations of the bound, native O-

mannose residue at Thr-1 and disaccharide mannan at Ser-3 and the bound, native O-

mannose residues at Thr-1 and Ser-3 with the engineered O-mannose residue at Ser-14 

were also performed.  

 

Simulation Details 

CHARMM [34] was used to build the hybrid protein structures and initial coordinate files 

from the original wild type structure. NAMD [35] was used for all equilibrations and 

thermodynamic integration (TI) calculations and VMD [36] was used for visualization. 

The CHARMM27 force field with the CMAP correction [34,37,38] was used to describe 

the protein, while cellulose and the O-glycosylation were modeled using the 

CHARMM35 carbohydrate force field [39,40]. Water was modeled using the modified 

TIP3P force field [41,42].  

The cellulose I! crystal structure was used to generate the cellulose slab [43]. The 

cellulose slab thickness, the CBM positioning above the surface, and overall dimensions, 

were taken from Beckham et al. [21]. The mannan disaccharide is linked "-1,2 and all O 

links to Ser and Thr are in the "-configuration [27,44]. The solvated, bound system 

contained approximately 18,100 atoms. Particle mesh Ewald [45] was used to describe 

the long-range electrostatic interactions with a sixth order b-spline interpolation, a 

Gaussian distribution with a width of 0.312 Å, and a mesh size of 60 x 60 x 45. A non-

bonded interaction cutoff of 10 Å was used. The SHAKE algorithm [46] was employed 

to fix covalent bonds to hydrogen atoms. The CBM-cellulose system (referred to as the 
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bound system), was minimized for 2,000 steps, and then equilibrated in the NVT 

ensemble at 300 K using a 2 fs timestep for 2 ns, at which time the RMSD of the protein 

backbone had stabilized. To calculate relative binding free energy, systems without 

cellulose (referred to as the free system), were also prepared. The wild type CBM and 

mutated CBMs structures were solvated in CHARMM with approximately 4,000 water 

molecules and simulations performed under the same conditions as those with the 

cellulose surface. The equilibrated, final coordinates of each system, bound and free, 

were used as the starting coordinates for the TI simulations. 

In NAMD, TI was performed using the dual-topology method [33], implemented 

by equilibrating a single structure with a hybrid residue containing both the wild type and 

mutated atoms. The electrostatic and van der Waals calculations were decoupled, 

reducing computational effort and eliminating instabilities arising from large energy 

interactions [33]. The electrostatic calculations comprised 11 equidistant * windows from 

0 to 1, each equilibrated for 0.5 ns before 10 ns TI NVT runs. Two additional windows, 

0.05 and 0.95 were added to the glycan electrostatic cases to improve the precision of the 

results. Van der Waals calculations required more windows and longer equilibrations, 

especially near the endpoints of * = 0 and 1, as well as longer overall run lengths to 

reduce statistical error. For all systems studied, 11 to 18 windows with equilibration 

periods of 2 to 4 ns and window run lengths of 20 ns each were found to be sufficient to 

achieve the desired overlap and Gaussian distribution goals. For the simulations with the 

largest structural changes, 30 to 40 steps of minimization were added at the beginning of 

the * = 0 to 0.5 van der Waals TI windows to avoid potential steric clashes of 

“appearing” and “disappearing” structures near * = 0. The soft-core pair potential [33,47] 
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was incorporated with a shift parameter, ", equal to 5 Å2 for all simulations except the 

glycan mutations, where an " equal to 8.5 Å2 exhibited increased simulation stability at * 

= 0. A 2 fs timestep was used in all simulations except Y5W and the van der Waal 

portions of the glycan mutations, where a 1 fs timestep was used for stability. An 

example data set of bound and free dU/d* results from the Y5F simulation are shown in 

Figure 3.4.  Discarding the minimization and pre-equilibration data, dU/d* was integrated 

over all * values to calculate the final #G for bound and free systems (Equation 2.14) 

using Simpson’s rule with Brun’s extension for non-equidistant data [48]. 
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Figure 3.4: Y5F energy curves for (A) bound electrostatic,  (B) bound van der Waals, (C) free 
electrostatic, and (D) free van der Waals systems. Associated errors are (A) 0.07 kcal/mol, (B) 
0.06 kcal/mol, (C) 0.03 kcal/mol, and (D) 0.02 kcal/mol. 

 

Additional windows were selected by examining the probability histograms of 

dU/d* at each * value [33,47]. Frequency histograms of the dU/d* values at each 

window were generated to ensure that there was sufficient overlap between the windows 

and that Gaussian distributions were achieved [33]. The histograms from the Y5F 

simulation are provided in Figures 3.5 and 3.6 as an example. For the electrostatic 

interactions data were collected every 0.1 ns for a total of 9.5 ns of TI data/window, 

while for the van der Waals interactions data were collected over a total of 19.5 ns. 
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Figure 3.5:Y5F frequency histograms for Tyr-5 bound (A) and Tyr-5 free (B), Phe-5 bound (C), 
and Phe-5 free (D), electrostatic simulations. 

 

 
Figure 3.6: Y5F frequency histograms for Tyr-5 bound (A) and Tyr-5 free (B), Phe-5 bound (C), 
and Phe-5 free (D), van der Waals simulations. 
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The error for each window, #j, was calculated using a combination of the methods 

outlined by Steinbrecher et al. [47] and Paliwal and Shirts [49], as described in Chapter II 

(Equations 2.24-2.27). Each window exhibited a single exponential decay and the 

window correlation time was calculated by dividing the total window into 1 ns 

increments and averaging - over the first 100-150 ps of each increment. The total error 

from * = 0 to 1 was then calculated by weighting the error with the window span using 

Equation 3.5. Individual window error, #j, was found to increase for larger mutations, 

such as Y5W and the glycan mutations, and was mitigated by increasing the number of 

windows to reduce the weight of each window. The average autocorrelation time for all 

simulations is 0.025 ± 0.015 ns, keeping in mind that certain rare fluctuations could be 

missed due to the noisiness of the simulations, leading to slight underestimation of the 

error. However, with larger errors as we see here, the difference should be minor overall. 

The autocorrelation function for Y5F, bound, YELEC,*=0 (0.02 ns) and YELEC,*=1 (0.011 ns) 

is shown in Figure 3.7.  
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Figure 3.7:  Average autocorrelation function of Y5F, bound electrostatic case at * = 0 and * = 1. 
Autocorrelation time, -, used in equation S5 is calculated from the reciprocal of the curve power 
function. 

 

As discussed above, long MD runs were also performed for selected systems. In 

these simulations, the system size and simulation parameters were identical to those used 

in the TI studies. Each system was run for 100 ns in the NVT ensemble at 300 K with a 2 

fs timestep. The non-bonded interaction energy between the residues of interest and the 

surface was calculated in NAMD and the error for these values over the total run was 

determined using block averaging [50]. Hydrogen bonding potentials between residues of 

interest and the surface were calculated in VMD for comparison to the interaction energy 

values. RMSF and RMSD of the backbone were also calculated and the typical 

movement and rotation of the glycan sugars during the simulation determined. 
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3.3 Results 

 

Relative Binding Free Energy from TI  

The ##G results from the TI calculations are provided in Tables 1 to 3. We constructed 

Langmuir isotherms for key mutations, as is typical with binding affinity measurements. 

The experimental and predicted changes in the mutant and wild type partition 

coefficients, KMut and KWT-NG respectively, are shown in Figure 3.8. Since these 

simulations were performed with a single CBM in infinite dilution, or explicit water with 

periodic boundary conditions, we only calculate the initial slope of the Langmuir 

isotherm. For the simulations where S3M1 is the intermediate step between the non-

glycosylated wild type and the mutation, the total impact of the mutation is calculated by 

adding ##G(S3M1) and the ##G of the current run, resulting in S3M1+Y5A-G, 

S3M1+Y5W-G, S3M1+S3M2, and S3M1+S14M1 (Table 3.1 to 3.5). For simplicity in 

figures and text, the “end-state” name, e.g. Y5A-G, will be used rather than the 

cumulative names shown in Table 3.1 to 3.5. 
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Figure 3.8:  Langmuir isotherms of bound CBM as a function of free CBM as measured by 
Linder et al. (symbols) [13,14] and predicted by the free energy simulations conducted in this 
work (lines). Our results indicate improvement in binding affinity over that of just amino acid 
mutation with the incorporation of a single or disaccharide O-mannan at S3 (3 to 6-fold 
improvement in binding affinity) and a synthetic glycan site at Ser-14 with and without the native 
glycans (20 to 140-fold improvement in binding affinity, respectively). 

 

The ##G results for the amino acid TI calculations are shown in Table 3.1. We 

find agreement between the experimental data [13-15] and our computational predictions 

for the two large mutations: Y5W and Y5A, which provides direct quantitative evidence 

for the viability of our computational approach. Congruent with the results from Linder et 

al. [13,14] for the non-glycosylated systems, mutation of Tyr to Ala was found here to 

decrease binding affinity, whereas mutation to Trp increases binding affinity. The nearly 

2-fold improvement in Y5W KMut/KWT-NG is also the same order of magnitude as the 1.3-

fold improvement measured by Takashima et al. for a similar Family 1 CBM [15].  
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Table 3.1: Relative binding free energy (##G, kcal/mol) from amino acid TI calculations, 
including the two containing native glycosylation (Y5A-G and Y5W-G), and associated change 
in partition coefficient (KMut/KWT-NG). The partition coefficient change was not calculated for the 
intermediate steps, Y5A-G and Y5W-G. The S3M1+Y5A-G and S3M1+Y5W-G entries are the 
sum of the Y5A-G and Y5W-G and S3M1 (see Table 3.4) entries, respectively.  

Mutation ##G (kcal/mol) KMut/KWT-NG 

Y5A 2.6 ± 0.14 0.01 ± 0.00 

Y5F 0.32 ± 0.04 0.59  ± 0.04 

Y5W -0.40 ± 0.14 1.9  ± 0.45 

Y5A-G 2.26 ± 0.04 -- 

Y5W-G -0.92 ± 0.06 -- 

S3M1 + Y5A-G 1.5 ± 0.05 0.08 ± 0.01 

S3M1 + Y5W-G -1.7 ± 0.07 16 ± 1.8 

 

As discussed earlier, the F5A mutation was studied to validate the simulation 

approach, and Equation 3.2 holds nearly within error for the Y5A, F5A, and Y5F 

mutations. Since these calculations are computationally expensive, and this was a proof 

of concept simulation, the number of windows was limited to a spacing of 0.1 with only 

two additional windows at * = 0.05 and * = 0.95 for the van der Waals TI calculations. 

Removing the data from the extra windows for Y5F and Y5A and re-solving Equation 

2.15, we can then compare estimated ##G(Y5F) from Equation 3.2 with actual 

##G(Y5F) from Equation 2.14. The results, shown in Table 3.2, confirm that Equation 

3.2 holds nearly within error, suggesting that our method is compatible with experiment. 
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Table 3.2:  Relative binding free energy (##G (kcal/mol)) of Y5A, F5A, Y5F calculated 
(Equation 3.2) and Y5F actual from 11 electrostatic windows and 13 van der Waals windows. 

Mutation ##G (kcal/mol) 
Y5A 2.5 ± 0.17 
F5A 0.84 ± 0.14 

Y5F, Eqn 3.2 1.7 ± 0.31 
Y5F actual 1.2 ± 0.05 

 

Loss of the large binding surface area and a hydrogen bond in the Y5A case is 

clearly unfavorable for binding and is confirmed by the long MD simulations described 

later in this discussion, where a decrease in overall interaction energy with the surface is 

observed for the Y5A mutant compared to the wild type CBM or the Y5W mutant. The 

relative binding free energy for the Y5F mutant is between that of the Y5A and Y5W 

mutants, which is expected, given that loss of the hydroxyl group on Tyr removes a 

hydrogen bonding site but the retention of the aromatic ring maintains the shape of the 

planar face of the CBM. For the Y5W mutant, the loss of the Tyr hydroxyl is offset by an 

increase in the surface area of the side chain, which is corroborated by the long MD 

simulations in that the local Trp-5-surface non-bonded interaction is primarily mediated 

by van der Waals interactions. 

We found no differences in the Y5A and Y5A-G mutant simulations; mutation to 

Ala-5 is very detrimental to binding with or without the native glycosylation pattern from 

Harrison et al. [23]. However, we find that the binding affinity improvement for the Y5W 

mutant increases 16-fold over the non-glycosylated wild type CBM with native 

glycosylation (S3M1+Y5W-G) and also confirmed that Equation 3.3 holds near within 

error for Y5W, S3M1, and Y5W-G. In accordance with equation 3.2, the results of the 
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Y5W mutation and the glycosylation mutation should result in equation 3.3, as shown in 

Table 3.3. 

 

Table 3.3:  Relative binding free energy (##G (kcal/mol)) of Y5W, S3M1, Y5W-G calculated 
(Equation 3.3) and Y5W-G actual 

Mutation ##G (kcal/mol) 
Y5W -0.40 ± 0.14 
S3M1 -0.75 ± 0.03 

Y5W-G, Eqn 3.3 -1.2 ± 0.14 
Y5W-G + S3M1 

actual -1.7 ± 0.07 

 

The glycosylation TI simulations were designed to understand the changes in the 

CBM binding affinity upon (i) the addition of a single, native O-mannose residue at Ser-3 

(S3M1), (ii) the addition of a mannan disaccharide at Ser-3 (S3M1+S3M2), and (iii) the 

addition of a non-native O-mannose residue at Ser-14, with the lattermost examined both 

with and without the native glycosylation at Thr-1 and Ser-3 (S14M1 and S14M1-NG, 

respectively). The Thr-1 O-mannose residue does not impact binding affinity directly, so 

it was not considered part of the thermodynamic cycle, but it is present in all glycosylated 

simulations. For all the glycosylation simulations, we find that CBM binding from 

solution to cellulose improves with the addition of O-mannose residue, increasing both 

the potential for hydrogen bonding and the surface area for interaction. The ##G results 

for the S3M1 and S3M2 TI simulations are given in Table 3.4. The partition coefficient 

change was not calculated for the intermediate step, S3M2. In the schematics, the green 

circles represent wild type O-mannose residues present in the reactant and product state, 

and the red circles represent the mannose residue(s) added to Ser-3 as the product of the 

thermodynamic cycle for the S3M1 and S3M2 cases. Errors were calculated as described 
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in the simulation details section. The S3M1 glycan TI simulation demonstrates that the 

addition of the single native O-mannose residue at Ser-3 located near the posterior of the 

CBM improves the binding affinity by 3-fold. The addition of a second O-mannose 

residue at Ser-3 (S3M2), from a second TI calculation, improves the binding affinity by 

2-fold increase relative to the S3M1 case, resulting in a total 6-fold improvement over the 

non-glycosylated wild type CBM in binding affinity for the addition of the disaccharide 

(S3M1+S3M2). 

 

Table 3.4:  Relative binding free energy (##G, kcal/mol) from the native glycosylation TI 
calculations, for a single O-mannose residue at Ser-3 (S3M1) and a disaccharide mannan at Ser-3 
(S3M2), and associated change in partition coefficient (KMut/KWT-NG). The S3M1+S3M2 entry is 
the sum of the previous two entries.  

Mutation  ##G (kcal/mol) KMut/KWT-NG 

S3M1 

 

-0.75 ± 0.03 3.5 ± 0.17 

S3M2 

 

-0.42 ± 0.03 -- 

S3M1 + S3M2 

 

-1.2 ± 0.04 6.9  ± 0.49 

 

The TI results for the addition of the artificial glycan site on Ser-14, located 

towards the anterior of the CBM, both with and without native glycosylation, are shown 

in Table 3.5. Again, the partition coefficient was not calculated for the intermediate step, 

S14M1, and errors were calculated as described in the computational methods section. 
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The addition of the single glycan without the native glycans in the posterior region 

improves the binding affinity by 20-fold in KMut/KWT-NG (S14M1-NG). When the native 

glycosylation is present and the engineered Ser-14 O-mannose residue is added, the 

favorable ##G increases to 3 kcal/mol, resulting in a 140-fold increase in KMut over KWT-

NG  (S3M1+S14M1). 

 

Table 3.5:  Relative binding free energy (##G, kcal/mol) from the engineered glycosylation TI 
calculations, with a single O-mannose residue at Ser-14 (S14M1-NG) with no glycosylation and a 
single O-mannose residue at Ser-14 with the native glycans present (S14M1), and associated 
change in partition coefficient (KMut/KWT-NG). The S3M1+S14M1 entry is the sum of the S14M1 
and S3M1 (see Table 3.4) entries.  

Mutation  ##G (kcal/mol) KMut/KWT-NG 

S14M1-NG 

 

-1.9 ± 0.31 23 ±  12 

S14M1 

 

-2.3 ± 0.09 -- 

S3M1 + S14M1 

 

-3.0 ± 0.10 149 ± 24 

 

 

Interaction and H-bonding Between Residues of Interest and Cellulose 

For the Ser-14 systems studied, the change in binding affinity is significantly higher than 

in the Ser-3 cases. To gain insights into the reasons for this increase in binding affinity, 

we examined thermodynamic and structural properties from the 100 ns MD simulations. 

First, we examine the interaction energies: Figure 3.9 shows the total interaction energies, 
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comprising electrostatic and van der Waals energies, between the glycans and the 

cellulose surface, for the four scenarios studied: S3M1, S14M1-NG, S3M2, and S14M1. 

We also confirmed that the interaction between Thr-1 O-mannose residue and the surface 

was indeed zero using these simulations. If we consider these interactions with the 

residues of interest, the addition of a single glycan at Ser-3 (S3M1) or Ser-14 (S14M1-

NG) adds an additional 4 to 7.5 kcal/mol of favorable interaction with the cellulose. 

Furthermore, we find that whereas the addition of the second mannose residue at Ser-3 

increases the hydrogen bonding potential (Table 3.6), the total interaction energy with the 

cellulose surface does not change compared to the S3M1 case alone (Figure 3.9). In 

contrast, when a O-mannose residue is added at Ser-14 with the native glycans present 

(S14M1), the interaction energy between the Ser-3 O-mannose residue and cellulose 

remains constant, while the Ser-14 O-mannose residue adds an additional 3 kcal/mol of 

favorable interaction with the surface, increasing the total slightly over the non-

glycosylated (S14M1-NG) case. In our simulations the ability of the critical CBM 

binding-face amino acids [14,21] to interact with the surface does not appear to be 

negatively impacted by the presence of the Ser-3 or Ser-14 O-mannose residues. The 

glycans also form hydrogen bonds with the surface in all cases, and when the Ser-14 O-

mannose residue is present, the number of hydrogen bonds possible between the Ser-3 O-

mannose residue and surface nearly doubles.  
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Figure 3.9: Comparison of the total interaction energy (Total Energy = Electrostatic + van der 
Waals) between the glycans and cellulose surface present in the S3M1, S14M1-NG, S3M2, and 
S14M1 100 ns MD simulations. The Thr-1 O-mannose residue has zero interaction energy with 
the surface in each simulation. 

 

The interaction energy does not delineate the contributions of hydrogen bonding, 

which could also be a factor in binding affinity improvements [1,21,51]. While we cannot 

quantitatively delineate the contributions of mannan-cellulose hydrogen bonding relative 

to other enthalpic and entropic contributions to improvements in binding free energy, the 

data suggest that increased hydrogen bonding of the CBM-glycan system with the 

cellulose surface correlates with improved binding and stability of the CBM on the 

surface. While we also did not calculate the net increase in hydrogen bonding for the 

entire system, (i.e. water, glycans, protein, and cellulose surface), we did calculate 

number of potential unique (i.e. forming with a different cellulose primary alcohol or 

different O-mannose residue hydroxyl group) hydrogen bonds formed between the O-
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mannose residues and the cellulose for 1 to 2 bonds forming during the 100 ns MD 

simulations (Table 3.6).  

 

Table 3.6: Number of unique hydrogen bonds formed between the mannose residue of interest 
and the cellulose surface during the 100 ns MD simulations using a hydrogen bond cutoff of 3.0 
Å and an angle criteria of 60° from linear. The typical duration of each bond was between 10 and 
15% of the total run.  

 S3M1 S3M2 S14M1-NG S14M1 

Ser-3 single mannose  7  12  NA 11  

Ser-3 second mannose  NA 10  NA NA 

Ser-14 single mannose  NA NA 8  8  

 

The behavior of the Ser-3 O-mannose residue is similar for the native 

glycosylation [23] and our artificial glycosylation case in that we observe one to two 

stable hydrogen bonds between the Ser-3 O-mannose residue and cellulose, which 

contributes to enhanced protein-carbohydrate interactions. However, as noted in the 

previously, bonding was found to occur on both sides of the O-mannose residue ring in 

the S14M1 case, which could be indicative of enhanced ring stacking over the cellulose 

surface. Also, the Ser-3 O-mannose residue is closer to the surface with the Ser-14 O-

mannose residue present, which increases the number of bonds possible in S14M1 over 

S3M1 (Table 3.6). In both Ser-14 MD simulations, the Ser-14 O-mannose residue can 

also form stable hydrogen bonds with the cellulose surface. Additionally, the bonding of 

the protein with the surface remains the same or shows slight improvement over the non-

glycosylated wild type, which could indicate a net increase of hydrogen bonds for at least 

the CBM-glycan system and the cellulose substrate and the cellulose. These results 
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support the hypothesis that the addition of glycans may be beneficial to binding, in that 

the sugars stabilize the CBM via increased hydrogen bonding potential and hydrophobic 

interactions.  

We also calculated the interaction energies between the protein Tyr-5 mutations. 

From Figure 3.10 we can see that Trp-5 has the highest favorable interaction energy at 

12.9 ± 0.82 kcal/mol, which is 2.5 kcal/mol more than Tyr-5 and nearly double that of 

Ala-5 or the Ser-3 O-mannose residue. Intermolecular van der Waals forces contribute 

75-80% of the total interactions of Trp-5 with the cellulose surface, which can be 

attributed to the larger surface area of Trp over Tyr increasing the residue footprint on the 

cellulose surface [52,53]. For Ala-5, the Ser-3 O-mannose residue, and the Ser-14 O-

mannose residue the electrostatic and van der Waals interactions contribute equally to the 

total interaction with the surface. We also note that the interaction of Tyr-5 does not 

change with the presence of a O-mannose residue on Ser-3 (data not shown), and that the 

favorable interaction of the Ser-3 O-mannose residue with the surface is approximately 5 

kcal/mol for the S3M1 and S14M1 glycosylation simulations (only S3M1 case shown). 

The disaccharide mannan at Ser-3 does not add additional interaction with the surface 

over the single O-mannose residue, which is corroborated by our finding that the relative 

binding affinity only slightly increases, with the addition of a second mannose residue at 

Ser-3. The Tyr-5, Trp-5, and Ala-5 residues maintain a constant distance above the 

surface of 2 to 3 Å, which is reflected by stable interaction energy profiles. Importantly, 

the aromatic residues display little rotation away from a parallel configuration, making 

CH-( interactions possible [53,54]. We also observe a stable hydrogen bond between the 

hydroxyl group on Tyr-5 and a primary alcohol group on the cellulose surface, consistent 
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with previous simulation findings [21]. Although hydrogen bonds exist between Trp-5 

and the surface, no single hydrogen bond is persistent throughout the simulation.  

 

 

Figure 3.10: Interaction energy between individual residues of interest, Tyr-5 (WT), Trp-5 (W5), 
Ala-5 (A5) and the cellulose surface over 100 ns NVT simulations. Errors were calculated using 
block averaging [50]. 

 

Protein Backbone Fluctuations With and Without Glycosylation 

Finally, we calculated the root mean square deviation (RMSD) and root mean square 

fluctuation (RMSF) for the extended MD simulations described previously, and found a 

slight improvement in stability of the CBM backbone over the cellulose surface for the 

native glycosylated versus non-glycosylated systems. As shown in Figure 3.11, the 

addition of sugars only impacts the fluctuations in the Ser-14 cases.  
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Figure 3.11: RMSF of the CBM backbone for the non-glycosylated wild type and glycosylated 
variants. 

 

 

For the 100 ns NVT MD simulations, the RMSD of each CBM backbone was 

calculated. The curves were smoothed using a binomial smoothing method and the results 

are presented in Figure 3.12.  Beginning with the non-glycosylated systems, Linder et al. 

attribute the decrease in binding for Y5A to a loss in structural compactness caused by 

changes in the loop between the !-1 and !-2 sheets based on two-dimensional NMR and 

evaluation of chemical shifts in the backbone [14]. In the simulations, we observe that 

unlike the RMSD curves for WT and W5, the RMSD of the A5 backbone (Figure 3.12A) 

shifts and re-stabilizes at a higher value after 40 ns, which corresponds to a shift in the 

loop from Ser-14 to Thr-24 between !-1 and !-2 sheets. Corresponding to the RMSF 

calculations, the S3M1 simulation with the native glycosylation pattern has the least 
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fluctuation (Figure 3.12B), indicating that glycosylation could improve stability of the 

CBM above cellulose over the non-glycosylated wild type.  

 

 

Figure 3.12: (A) RMSD of non-glycosylated systems with amino acid mutations and (B) RMSD 
of the non-glycosylated wild type CBM backbone compared to the glycosylated CBM backbone 
systems over 100 ns of NVT simulation.  

 

3.4 Discussion 

We have used TI simulations [32,33] to examine changes in the binding affinity of a 

Family 1 CBM with both amino acid mutations and native and artificial O-glycans. The 

well-characterized T. reesei Cel7A CBM, for which glycosylation has been quantified 

experimentally [23] and biochemical mutation data exist [13,14], was used as a model 

CBM. From these biochemical data, the computational approach was validated by 

demonstrating that we can achieve quantitative agreement in binding affinity changes for 

two large amino acid mutations, as shown in Figure 3. Specifically, we have shown that 

the Y5W mutation for the T. reesei Cel7A CBM improves the binding affinity by 2-fold, 

whereas the Y5A mutation is detrimental to binding as shown experimentally [13-15]. By 
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producing results consistent with experiments for this system, we have demonstrated that 

TI can potentially be a useful screening tool for mutations that modify CBM binding 

affinity. 

Following these initial validation simulations, we extended our approach to 

predict the change in binding affinity for both a native and an artificial O-glycan on 

specific regions of the Cel7A CBM. We predict that a single native O-glycan near the 

posterior of the CBM interacts directly with cellulose and can change the binding affinity 

by 3-fold, and that the addition of a second, independent, engineered glycan combined 

with the native glycosylation can change the binding affinity by 140-fold, which is a 

striking increase over an amino acid mutation alone. The results of the glycan simulations 

reported here are a promising demonstration of the potential for engineering improved 

cellulases via the introduction of non-native glycosylation, considering that only a 2-fold 

increase in binding affinity for the Y5W mutation relative to the wild type non-

glycosylated Cel7A CBM resulted in higher activity for the enzyme with the mutant 

CBM [15]. Since even small glycosylation motifs (a single O-mannose residue) can 

impact the binding affinity, the addition of artificial glycosylation sites via site-directed 

mutagenesis to either N-glycan or O-glycan motifs is a potentially powerful strategy to 

improve the specific activity of glycoside hydrolase enzymes.  

Modification of culture growth conditions and expression hosts for glycoproteins 

is generally known to affect the glycosylation pattern of a given secreted protein [55]. 

This previous finding has significant implications in light of the current study for 

comparing the binding affinity and activities of enzymes and enzyme cocktails for 

biomass conversion purposes. For example, if the expression host or growth conditions 



 87 

vary between protein cultures, changes can arise in experimental observables (e.g., 

binding and/or enzyme activity) from differences in the extent of glycosylation alone, 

which can alter the outcome of enzyme screening or directed evolution experiments. 

Lastly, many groups are constructing quantitative, mesoscale models of cellulase 

action to predict enzyme synergy and similar phenomena with the aim to design 

enhanced cellulase cocktails for biomass conversion [56-58]. These models rely on 

accurate thermodynamic and kinetic measurements of cellulase-cellulose interactions and 

insights from advanced experimental techniques and simulation predictions related to the 

molecular-level mechanisms of cellulase action [10,59-61]. Measurement or simulations 

of the absolute or relative binding free energies (and partition coefficients) of CBMs to 

cellulose should account for native glycosylation patterns to obtain accurate 

measurements or predictions, respectively.  

An important question from this study is how both the natural and artificial 

glycans affect the structure and function of the CBM. We show that the native 

glycosylation pattern [23] studied here stabilizes the CBM structure slightly, as 

demonstrated by the changes in hydrogen bonding, RMSF, and RSMD results (Table 3.7 

and Figures 3.11 and 3.12, respectively). In terms of the CBM function, we note that it is 

commonly stated in the literature that aromatic amino acids on the binding faces of 

CBMs, like Tyr-5 in the Cel7A CBM, primarily interact with cellulose via hydrophobic 

interactions [13,14,22,24]. However, there are two types of functions to consider when 

discussing binding affinity: first, an absolute binding affinity wherein the CBM binds to 

cellulose from solution, and second, the function of the CBM after it is bound, which is 

typically thought of as translation or processivity along the surface. Here we have 
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examined the effect of the former (CBM binding from solution) with TI calculations. It 

has yet to be definitively shown if the binding effect of aromatic residues in Family 1 

CBMs is primarily due to enthalpic or entropic contributions, which could be 

demonstrated with isothermal titration calorimetry. For translation along the surface, 

which is likely relevant to CBM function as part of an enzyme [62], Beckham and 

coworkers have shown in a previous study [21] that the aromatic residues (Tyr-5 and Tyr-

31) and several polar residues form hydrogen bonds approximately every 1 nm (or one 

cellobiose unit) on the hydrophobic surface of cellulose. These residues are likely critical 

for the function of Family 1 CBMs, and the importance of these hydrogen bonds is 

demonstrated in that either Tyr or Trp is usually preferred in these sequence positions in 

Family 1 CBMs over Phe [21]. In the case of adding O-mannose residue to Ser-3 or Ser-

14 in the Cel7A CBM, the glycans could have a similar effect on CBM translation as the 

existing aromatic and polar residues, because O-mannose residue presents a large, planar 

face accompanied by the ability to form hydrogen bonds with primary alcohol groups on 

cellulose that are positioned uniformly along a given polymer chain (see the 

Supplemental Information). Therefore it is unlikely that the addition of O-mannose 

residue will significantly affect CBM translation once bound to cellulose, but rather serve 

as additional surface area for binding. This hypothesis is validated experimentally in that 

a single O-mannose residue exists on the CBM already in functional enzymes at Ser-3 

[23]. Moreover, it is unknown for a consistent set of CBMs and whole cellulases, either 

experimentally or computationally, if the CBM processivity rate differs from the 

processivity rate (i.e., hydrolysis rate) of an engaged enzyme. Recently, Igarashi et al. 

used high-speed atomic force microscopy to measure the rate of the T. reesei Cel7A 



 89 

enzyme acting on cellulose [60], but the diffusion coefficient of Family 1 CBMs on 

cellulose has not been explicitly measured to our knowledge. If the processivity rate of a 

CBM is much faster than the combined hydrolysis and processivity rate of the whole 

enzyme, which it likely is, addition of glycans should not affect the ability of the CBM to 

translate on a biologically relevant timescale. Thus it is unlikely that the CBM will get 

“stuck” such that CBM translation becomes the rate-limiting step in processive 

hydrolysis. 

Finally, we note that experimental validation of these computational results is of 

paramount importance. Expression of the Family 1 CBM in hosts that do not impart 

glycosylation or production via solid-state synthesis as was conducted previously can 

yield a non-glycosylated CBM [13,14]. Expression and purification of the CBM from T. 

reesei, or other expression hosts that impart glycosylation, or via chemical synthesis 

procedures in which glycosylation can be chemically added, could produce a CBM with 

the glycosylation patterns examined here and binding isotherms measured. However, 

from a computational standpoint, we note that carefully conducted TI simulations and 

free energy calculations in general for ligand binding have been shown to yield 

agreement with experiment within several kcal/mol [63-68]. Here we have obtained 

results consistent with available experimental data on amino acid mutations, which at the 

least, lends confidence to the qualitative nature of the predictions regarding 

glycosylation. 
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3.5 Conclusions 

In summary, our results indicate that CBM glycosylation is a likely contributor to enzyme 

binding affinity. To our knowledge, this study is the first to apply TI calculations to test 

the effects of glycosylation on a cellulase enzyme and has broad applicability as many 

cellulases contain both N- and O-linked glycosylation. For the Cel7A CBM, the addition 

of glycans increases hydrogen bonding potential and hydrophobic stacking with cellulose 

via glycoprotein-carbohydrate interactions, stabilizing the CBM on the surface and 

improving binding affinity. Our results highlight the need for consideration of post-

translational modifications when selecting expression hosts and growth conditions for 

these types of enzymes [25,28,30,55]. Glycosylation, or lack thereof, could have an 

impact on binding that can translate into effects on enzyme mechanistic action as a 

whole. Moreover, the manipulation of glycan sites via recombinant expression, by 

varying growth conditions, or via addition of artificial glycan sites could be used as a 

general protein engineering strategy to tune protein-carbohydrate binding affinity for 

improving cellulases. 
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CHAPTER 4 

 

IMPACTS OF O-GLYCOSYLATION ON THE STRUCTURE AND FUNCTION OF 

CBMS IN FUNGI AND YEASTS 

 

4.1 Introduction 

As discussed in Chapters I and III, glycosylation, the attachment of carbohydrates to the 

sidechains of proteins and lipids, is a structurally diverse post-translational modification 

that is widely varied in nature as a result of the diversity of glycosyltransferase enzymes 

found across the kingdoms of life [1,2]. The most prevalent forms of glycans in protein 

are N-glycans, where the glycans attach to the !-amide group of an asparagine (N) 

residue in a N-X-Ser/Thr motif (where X is any amino acid except proline), and O-

glycosylation, where glycans attach at the !-hydroxyl group of hydroxylysine, 

hydroxyproline, Ser, or Thr [3]. N-glycans are typically composed an N-

acetylglucosamine (GlcNAc) disaccharide directly attached to the protein side chain 

followed by branched carbohydrate oligomers. In contrast, O-glycans can range from 

smaller structures composed of mannose, glucose, galactose, or N-acetylgalactosamine to 

much longer branched structures of single or mixed carbohydrates [1,4]. The outer 

termini modifications of both N- and O-glycans can also contain sialic acid, 

glycosaminoglycans, sulfate, and phosphate, adding to the diversity of possible 

glycoprotein structures [1,2]. 

Generally, glycosylation plays important roles in almost all biochemical and 

cellular processes such as signaling, protein secretion, protein stability, and proteolysis 
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protection [2-17]. Protein pharmaceuticals are heavily influenced by glycosylation, with 

many currently approved therapeutics requiring correct glycosylation in order to maintain 

molecular integrity and exhibit optimal efficacy [4,8,12-14,18]. In addition, glycans can 

promote or inhibit both intra- and intermolecular interactions [1,2,4,9,19]. For example, 

the HIV virus produces an envelope protein that is decorated with a “shield” of glycans to 

prevent antibody recognition [20] and some mammalian glycans can be so large that they 

contribute a mass or charge to the glycoprotein that can inhibit protein-protein binding 

[4]. Additionally, binding sites to proteins or other structures for low-molecular weight 

glycans can achieve high binding selectivity via a combination of hydrogen bonding of 

the glycan hydroxyl groups and stacking of glycan rings against aromatic side chains, 

increasing van der Waals or CH-. interactions [1,4,13,18,21]. While general 

contributions are known, the study of glycosylation on protein structure and function 

represents an interesting challenge in biophysical chemistry due to microheterogeneity, 

with the added complexity that external growth conditions and other factors influencing 

expression in a given organism can impact these patterns [1,9,10]. This 

microheterogeneity often creates significant challenges in determining the impact glycans 

have on protein structure-function relationships, which can change when heterologous 

hosts and growth media are used in protein production [10,12,18,22]. However, 

technological advances in glycomics [1,2,23] and accompanying advances in genomics 

and proteomics have improved profiling of glycoproteins [2]. Additionally, 

improvements in glycan synthesis via chemical, genetic, and enzymatic pathways that 

achieve homogeneity in glycoforms have also provided systematic methods to study 

protein-glycan interactions and glycosylation-dependent processes [22,24-26]. 
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In this chapter we examine the impact of O-glycosyation on carbohydrate-binding 

proteins. O-glycosylation is imparted to proteins via the endoplasmic reticulum-Golgi 

pathway, catalyzed by mannosyltranferases [5]. O-glycosylation pathways have been 

extensively studied in mammalian systems, in Saccharomyces cerevisiae, and in 

filamentous fungi, such as the Aspergillus and Trichoderma genera [1,3-5,27]. S. 

cerevisiae, or baker’s yeast and by far the best-studied fungal organism, is a single-celled 

eukaryote producing an amazing assortment of different glycoproteins making it an 

excellent model system for the study of glycan pathways [1]. Aspergillus and 

Trichoderma are also well-studied genera that produce cellulase enzymes, which are of 

interest in this work. Filamentous fungi and yeast in particular are useful as heterologous 

production hosts and model organisms for studying the impacts of glycosylation as they 

secrete large amounts of proteins into the growth media, often with shorter processing 

times and simpler growth media than mammalian cells [1,3,5,27]. The most prevalent O-

glycosylation patterns in fungi and yeasts, and thus the ones examined in this study 

(Figure 4.1), are "-1,2 linked mannose glycans, or mannans [1,3,5]. The genes encoding 

the transferases in T. reesei show a higher similarity to S. cerevisiae than to Aspergillus 

fungi, explaining why branched and glucosyl patterns are expressed only in Aspergillus 

[3]. Sulfate [28] and phosphate [29] groups have also been identified as terminally 

attached to mannan disaccharide in T. reesei but not in the filamentous A. niger or A. 

awamori. N-glycans in yeasts such as S. cerevisiae and Pichia pastoris, another yeast 

used often as an expression host, have been reported with mannose phosphate diester, 

while phosphorylated O-glycans in yeast are only rarely reported [17,30]. Though 

mammalian cell O-glycans are most often composed of the base O-GalNAc [1], they can 
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also adopt many of the linear mannan patterns shown in Figure 4.1, and linear 

glycosaminoglycans linked to Ser/Thr are often heavily sulfated  [4]. The range of glycan 

motifs chosen for study (shown in Figure 4.1) are small enough to be computationally 

tractable yet still provide a valuable molecular-level understanding of the impact of O-

glycans on protein structure and function. 

 

 

Figure 4.1:  O-glycosylation patterns found in filamentous fungi and yeast. Mannose residues are 
shown in green and glucose residues are shown in blue. *The a-1,6 linear mannan disaccharide 
occurs in A. niger, not T. reesei or yeast [1,3,5,28,29]. 

 

Many biomass-degrading fungi produce glycoside hydrolase (GH) Family 6 and 7 

processive cellobiohydrolases in abundance, which offer the majority of hydrolytic 

potential to degrade cellulose, and may also exhibit glycosylation [31]. Understanding 

cellobiohydrolase action on cellulose, including a detailed understanding of the role 

glycosylation plays, is critical to cellulase engineering [18,31,32] and driven by research 

to accelerate production of biofuels from lignocellulose [33-35]. Most fungal 

cellobiohydrolases are multi-modular enzymes compromised of a large catalytic domain 

and a Family 1 CBM that are connected by an O-glycosylated linker [28,29,31,36,37]. 
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However, only Cel7A in T. reesei has been characterized in detail for O-glycosylation 

over the entire length of the protein. As mentioned in Chapter I, Harrison et al. identified 

14-26 attached hexose sugars in single, di- and tri-mannan form on the Cel7A CBM and 

linker, with at least a single O-mannose residue at Thr-1 and Ser-3 on the CBM [28].  A 

sulfate was also detected [28] and Hui et al. identified a phosphate [29] attached to a 

mannan disaccharide, though the location of the sulfate or phosphate on the CBM or 

linker was not determined. The CBM serves as the primary means for protein-

carbohydrate recognition, targeting specific faces of cellulose and for maintaining the 

proximity of the enzyme to the surface [38,39]. The CBM also has the potential to 

improve enzyme performance; previous studies demonstrated increasing affinity for 

cellulose improved activity [34,40,41]. The impacts of O-glycan structures on the binding 

affinity of the Cel7A CBM is an interesting model system for elucidating mechanisms by 

which glycans identify and bind with external proteins and substrates, and how their 

presence affects protein structure; the results may also be particularly relevant to systems 

beyond Family 1 CBMs given the significant roles glycans play in cell adhesion and 

intermolecular recognition [1,2,4,9,19]. 

Mannans in T. reesei are covalently-bonded to Thr or Ser by an "-O linkage with 

subsequent linear mannan chains formed via "-1,2 linkages [3]. As previously discussed 

in Chapter III, experimental studies have shown that altering aromaticity or polarity of 

key residues significantly alters binding affinity and thus activity [40-42]. Cellulase 

activity experiments have been performed where N-glycans or O-glycans were over-

expressed in various fungal hosts, with negative or neutral impacts on activity [32,43-45], 

but experiments have not been performed on the impact of O-glycans on Family 1 CBM 
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binding or Cel7A activity. In Chapter III, we demonstrated that the relative binding 

affinity changes of amino acid mutations can be accurately calculated using 

thermodynamic integration and molecular dynamics simulation. Also, the addition of 

single or disaccharide glycans at the sites identified by Harrison et al., referred to herein 

as the native sites, was subsequently studied and a 3- to 6-fold increase in binding 

partition coefficient over a non-glycosylated wild type found [28,46]. In this chapter we 

seek to more generally investigate how the interaction and affinity of O-glycans and 

cellulose change with the variations in binding patterns that arise from different yeast and 

fungal species or growth conditions. The primary question we address with 

thermodynamic integration is if a single O-mannose residue can improve affinity, will 

larger glycoforms have an additive impact or is there a limit to the benefits? We also aim 

to determine whether or not glycoprotein engineering could be implemented as a strategy 

to improve binding affinity, and potentially performance, of cellulases, though the 

implications of these findings are not limited to Family 1 CBMs. Since glycans are key in 

biological recognition events [1,9,19], this study highlights the need for careful 

consideration of glycosylation in general binding affinity studies and attempts to identify 

how glycan chemistry and linkage impact binding interactions. Additionally, the inherent 

flexibility of glycosidic linkages makes single crystal structures of glycoforms difficult to 

solve, but simulation provides a means to generally visualize the size and shape of the 

glycans and any changes the glycans impart to the protein backbone [1,7]. While tuning 

of glycosylation is challenging [47], successful implementation could propose a potential 

new direction in protein engineering through manipulation of available glycosylation 
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patterns via chemical synthesis and heterologous host or gene expression 

[1,2,15,22,24,25,48,49]. 

 

4.2 Computational Approach 

 

Thermodynamic Integration  

In experimental binding affinity studies, concentrations of the non-glycosylated CBM 

variants adsorbed to the surface and free in solution are used to generate adsorption 

isotherms.[41,42] From these isotherms, partition coefficients can be determined, and the 

relative binding free energy (##G) calculated as: 

 

!!G = !GMut(Bound -Free) "!GWT"NG(Bound -Free) = "RT ln KMut KWT"NG( )  (4.1) 

 
where #GMut(Bound-Free) and #GWT-NG(Bound-Free) are the free energies of binding and KMut 

and KWT-NG are the partition coefficients for the mutant CBM of interest and the wild type 

CBM without glycosylation (NG = no glycosylation), respectively, T is temperature, and 

R is the gas constant. Thermodynamic integration (TI) simulations [50-53] measure ##G, 

separated into electrostatic (##GElec) and van der Waals (##GVDW) components, between 

the CBM in solution (i.e., no cellulose) and the CBM on the hydrophobic face of 

cellulose (i.e., CBM bound to cellulose) as a function of the addition of glycosylation; the 

thermodynamic cycle thus consists of separate TI calculations of the free CBM and the 

CBM on the hydrophobic face of cellulose. Large mutations, such as a non-glycosylated 

backbone to a backbone glycosylated with a mannan disaccharide, can cause simulation 

instability and high error [46,53] Thus, beginning with a non-glycosylated backbone, a 

single mannose or glucose residue was added per TI cycle (Figure 4.2) to build to the 



 105 

final, cumulative glycoforms shown in Figure 4.1 and Table 4.1 [1,3,5,28,29]. The wild 

type structure for S3M1 is glycosylated with a single O-mannose residue at Thr-1, but is 

assumed to be equivalent to a non-glycosylated structure since the Thr-1 O-mannose does 

not interact with the surface. For the remaining systems, the “wild type” is directly left of 

the system of interest in Figure 4.2, and the final results reported in Table 4.1 and Figure 

4.3 are the cumulative results from a non-glycosylated wild type to the final structure, 

shown to the right of the equality sign.  
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Figure 4.2: Simplified schematic of the simulations performed in the current study. Mannoses are 
shown in green and glucose in blue, and the mutated states are circled in red. A single O-mannose 
residue is present on Thr-1 in all cases [28]. The final states to the right of the equality signs are 
cumulative from a non-glycosylated wild type structure. The sulfate is attached at C2 on the 
second mannose residue [54]. S3M1, S3M2, and S14M1 are included from Chapter III for 
completedness. 

 

CHARMM [55] was used to build the hybrid protein structures from the known 

NMR structure [56]. The cellulose I! crystal structure was used to generate the cellulose 

slab [57]. The cellulose slab thickness, the CBM positioning above the surface, and 

overall dimensions, were taken from Beckham et al. [31] All of the mannose residues 



 107 

linked to Thr-1, Ser-3, or Ser-14 were attached via an "-O linkage and the subsequent 

mannan and mannan-glucan patterns, shown in Figure 4.1, were linked as described by 

Desphande et al., Goto et al. and Varki et al. [1,3,5]. NAMD [58] was used for all 

equilibration simulations and TI calculations and VMD [59] was used for visualization. 

The CHARMM27 force field with the CMAP correction [55,60,61] was used to describe 

the protein, while cellulose and O-glycosylation were modeled using the CHARMM35 

carbohydrate force field [62,63]. The recently published CHARMM36 phosphate and 

sulfate force field was used to describe the mannan disaccharide-sulfate linkage [54]. 

Water was modeled using the modified TIP3P force field [64,65]. TI was performed 

using the dual-topology method [53], which is implemented by equilibrating a single 

structure with a hybrid residue containing both the wild type and mutated atoms.  

The solvated, bound system of the CBM over a I! cellulose slab [31,57] 

contained approximately 18,100 atoms. Particle mesh Ewald [66] was used to describe 

the long-range electrostatic interactions with a sixth order b-spline interpolation, a 

Gaussian distribution with a width of 0.312 Å, and a mesh size of 60 x 60 x 45. A non-

bonded interaction cutoff of 10 Å was used. The SHAKE algorithm [67] was employed 

to fix covalent bonds to hydrogen atoms. The CBM-cellulose system (referred to as the 

bound system), was minimized for 2,000 steps, and then equilibrated in the NVT 

ensemble at 300 K using a 2 fs timestep for 2 ns, at which time the RMSD of the protein 

backbone stabilized. To calculate relative binding free energy, systems without cellulose 

were also prepared. The wild type CBM and mutated CBMs structures were solvated in 

CHARMM with approximately 4,000 water molecules and simulations performed under 

the same conditions as those with the cellulose surface. The equilibrated, final 
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coordinates of each system, bound and free, were used as the starting coordinates for the 

TI simulations. 

In NAMD, the TI caculations were performed using the dual-topology method 

[53], implemented by equilibrating a single structure with a hybrid residue containing 

both the wild type and mutated atoms. The electrostatic and van der Waals calculations 

were decoupled, reducing computational effort and eliminating instabilities arising from 

large energy interactions [53]. Optimal window spacing, simulation time, and the error 

analysis method suitable for this system was determined in our study reviewed in Chapter 

III [46,53,68,69] and repeated here. The electrostatic and van der Waals calculations 

comprised 11 equidistant * windows from 0 to 1 with two additional windows at 0.05 and 

0.95 each. Using a 1 fs timestep, the electrostatic windows were each equilibrated for 0.5 

ns before 10 ns TI NVT runs, and the van der Waals windows were each equilibrated for 

4 ns before 20 ns TI NVT runs. Since the sulfated structure is charged, equilibration was 

extended to 1 ns for the electrostatics portion before TI data collection began.  

The error for each window, #j, was calculated using a combination of the methods 

outlined by Steinbrecher et al. [68] and Paliwal and Shirts [69], described in Chapter II, 

using Equations 2.24-2.27. Each window exhibited a single exponential decay and the 

window correlation time was calculated by dividing the total window into 1 ns 

increments and averaging - over the first 100-150 ps of each increment. The total error 

from * = 0 to 1 was then calculated by weighting the error with the window span using 

Equation 2.25. The additional windows near the endpoint were added to mitigate larger 

individual window error, #j, associated with large (~15-22 atom) glycan mutations. As in 

Chapter III, the average autocorrelation time for all simulations is 0.025 ± 0.015 ns, and 
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the total ##G errors were less than 0.13 kcal/mol. The errors were propagated to the 

partition coefficients using Equation 2.27.   

 

All-atom MD Simulations of Glycosylated CBMs 

Long molecular dynamics simulations were performed to identify changes in the stability 

of the protein backbone, to identify changes in the hydrogen bonding potential of the 

CBM-glycan complex with the surface, and to calculate the carbohydrate-cellulose and 

protein-cellulose interaction energy. Three independent MD simulations of each system 

were performed in the NVT ensemble for 200 ns at 300 K with a 2 fs timestep using 

NAMD [58]. The two Ser-14 systems were run for 100 ns each. The system properties 

and simulation parameters were identical to those used in the TI studies.  The non-bonded 

interaction energy between the residues of interest and the surface was calculated using 

CHARMM [55] and the error for these values over the total run was determined using 

block averaging [50]. Hydrogen bonding potentials between residues of interest and the 

surface were calculated in VMD [59] for comparison to the interaction energy values. 

RMSF and RMSD of the backbone were also calculated using CHARMM [55]. 

 

 

4.3 Results 

 

Relative Binding Free Energy from TI Simulations 

The cumulative ##G results for all of the glycan patterns shown in Figure 4.1 are 

presented in Table 4.1 and Figure 4.3A. The changes reported are relative to the non-
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glycosylated wild type. A single O-mannose is present on Thr-1 in each simulation, but 

does not interact with the surface and thus is not included in the free energy calculation. 

The partition coefficients, KMut/KWT-NG, were estimated using Equation 4.1, and the 

initial-slope Langmuir isotherms generated from these partition coefficients are presented 

in Figure 4.3B. The experimental values for the non-glycosylated wild type shown in 

Figure 4.3B are taken from Linder et al. [42]. The labels S3 and S14 refer to glycan 

attachment at Ser-3 and Ser-14, respectively. The labels M, G, and SO3 denote mannose, 

glucose, and sulfate glycan moieties, respectively. The individual S3M1, S3M2, and 

S14M1 simulations are taken Chapter III for completeness. For simplicity in the 

remaining text when discussing relative free energy, bonding, and energetics, we describe 

each system using the end-state name rather than the cumulative name shown in Table 

4.1 and Figure 4.2, e.g., S3M2 is used in place of S3M1+S3M2.  
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Table 4.1: Cumulative relative binding free energies as a result of changing glycan patterns 
compared to a non-glycosylated wild type CBM.  The entire glycoform is the mutation from the 
non-glycosylated wild type, with green and blue representing mannose and glucose residues 
respectively.  

Cumulative Name End-state Glycoform 

##G, 

Cumulative 

(kcal/mol) 

KMut/KWT-NG 

S3M1 
 

-0.75 ± 0.03 3.5 ± 0.2 

S3M1+S3M2 
 

-1.2 ± 0.05 7.0 ± 0.6 

S3M1+S3M2-16  -1.4 ± 0.10 11 ± 1.8 

S3M1+S3MG 
 

-3.4 ± 0.09 267 ± 40 

S3M1+S3M2+S3M3  -3.8 ± 0.09 576 ± 91 

S3M1+S3M2+S3M3B 
 

-1.1 ± 0.10 6.5 ± 1.1 

S3M1+S3M2-16+S3MGB 
 

-2.5 ± 0.13 67 ± 14 

S3M1+S3M2+S3M2-SO3  -3.3 ± 0.08 238 ± 33 

S3M1+S14M1  -3.0 ± 0.10 147 ± 25 

S3M1+S14M1+S14M2 
 

-3.1 ± 0.13 170 ± 37 

 

The results of the individual simulations based on our alchemical paths chosen in 

Figure 4.2 are found in Table 4.2. For the addition of a single glycan to form the structure 

described by Harrison et al. [28] (S3M1), the electrostatic and VDW contributions 
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contribute equally to the total relative binding affinity change. In cases with mannan 

disaccharide attachment (S3M2, S3M2-16), the unfavorable electrostatics are balanced 

out by the favorable VDW energy changes. For the mixed mannan-glucan structures 

(S3MG, S3MGB), the electrostatic contribution is relatively neutral compared to VDW 

contributions. This supports our observations that the glucose structures stack more 

efficiently over the cellulose surface, increasing relative binding affinity over mannan-

only structures. The linear mannan trisaccharide (S3M3) also favors VDW contributions 

over electrostatic contributions, corresponding to slightly higher van der Waals 

interaction energy between the glycans and surface over electrostatic interaction energy 

(data not shown), and parallel alignment of the final mannose residue over the cellulose. 

Electrostatics and VDW offset each other in the branched mannan (S3M3B) and anterior 

mannan disaccharide (S14M2) cases, which may be attributed loss of stability in the 

actual CBM structures for these two systems.  The sulfate (S3M2-SO3) adds a charge to 

the system, resulting in a highly favorable electrostatic contribution to binding affinity.  
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Table 4.2: Individual TI simulation results corresponding to structures in Figure 4.2. The 
electrostatic and VDW values are calculated using Equation S1, i.e. ##GElec = #GBound -  #GFree. 
Partition coefficient ratios were not calculated for individual simulations.  

    

Energy, 
##G 

(kcal/mol) 
Error            

(kcal/mol)     

Energy, 
##G 

(kcal/mol) 
Error            

(kcal/mol) 

Electrostatics -0.39 0.01 Electrostatics -1.33 0.04 

VDW -0.36 0.02 VDW -0.80 0.03 S3
M

1 

##G 
(kcal/mol) -0.75 0.03 

S3
M

2-
SO

3 

##G 
(kcal/mol) -2.13 0.07 

Electrostatics 2.21 0.01 Electrostatics 0.44 0.04 

VDW -2.63 0.02 VDW -0.39 0.05 S3
M

2 

##G 
(kcal/mol) -0.42 0.03 

S3
M

3B
 

##G 
(kcal/mol) 0.04 0.09 

Electrostatics 1.07 0.04 Electrostatics 0.38 0.04 

VDW -1.75 0.06 VDW -1.49 0.04 

S3
M

2-
16

 

##G 
(kcal/mol) -0.68 0.10 

S3
M

G
B

 

##G 
(kcal/mol) -1.11 0.08 

Electrostatics -0.14 0.04 Electrostatics -0.53 0.04 

VDW -2.49 0.04 VDW -1.74 0.05 

S3
M

G
 

##G 
(kcal/mol) -2.63 0.08 

S1
4M

1 

##G 
(kcal/mol) -2.27 0.09 

Electrostatics 0.29 0.04 Electrostatics 2.41 0.04 

VDW -2.96 0.05 VDW -2.50 0.05 S3
M

3 

##G 
(kcal/mol) -2.67 0.08 

S1
4M

2 

##G 
(kcal/mol) -0.09 0.08 

 

In all cases, we find that the addition of glycosylation improves binding affinity 

over a non-glycosylated wild type. Specifically, we observe two clusters of glycan 

structures, one of which imparts a change of -0.75 to -1.4 kcal/mol and the other which 

imparts a change in the range of -2.5 to -3.8 kcal/mol. The latter group includes glycan 

motifs that contain a sulfate or glucose (instead of mannose) or separation of the mannans 

to the posterior and anterior of the CBM. The former group contains single and 
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disaccharide mannan motifs and a branched mannan trisaccharide motif. A linear mannan 

trisaccharide (S3M3) is found to improve the binding affinity over the non-glycoslyated 

wild type by 3.8 ± 0.09 kcal/mol, which yields a dramatic 500 plus-fold increase in the 

partition coefficient ratio. While the largest individual relative free energy gains are 

found for the final cycles of S3M3, S3MG, and S3M2-SO3 (Figure 4.3B, Table 4.2), in 

general continuing to add sugars results in diminishing utility, with the maximum 

cumulative improvements in ##G ranging from 3 - 4 kcal/mol, as shown in Figure 4.3A. 

The favorable total ##G achieved with the addition of a sulfate to the mannan 

disaccharide (S3M2-SO3) is driven by a change in the electrostatic contribution to ##G, 

caused by the negative charge on the sulfate; this differs from all of the other simulations 

where ##GElec is nearly zero (Table 2). In the context of the simulations and the 

alchemical paths chosen [53], the fact that ##GVDW is the primary contributor the total 

##G for all but the sulfate case supports the notion that glycans enhance binding on the 

model cellulose surface primarily through enhanced van der Waals interactions [1,18].  
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Figure 4.3: TI simulation results showing improved binding affinity for glycosylated CBMs over 
the non-glycosylated wild type CBM. (A) Cumulative relative binding free energy change over 
the non-glycosylated wild type as a function of the total number of sugars added. Mixed mannan-
glucan systems are denoted with blue squares. (B) Relative binding results for individual 
simulations, with end-state labeled. Total errors are not shown in B, but are the same as (A). 
S3M1 forms the base simulation for all subsequent simulations. For S3M3B, a third mannose 
residue is present, but the individual ##G value for the final simulation is zero, thus the third 
value in green is not visible. (C) Langmuir isotherms of bound CBM concentration as a function 
of free CBM concentration predicted by the TI simulations conducted in this work.  The 
experimental values for the non-glycosylated wild type are taken from Linder et al. [42]  

 



 116 

The cumulative ##G values are almost within error for a mannan disaccharide 

with an "-1,2 linkage (S3M2) and a mannan disaccharide with an "-1,6 linkage (S3M2-

16). In contrast, the calculated ##G for a mannan-glucan disaccharide in an "-1,6 linkage 

(S3MG) is 2.5 times that of the analogous mannan motif (S3M2-16). Notably, both 

mixed mannan-glucan systems (S3MG and S3MGB) demonstrate improved binding over 

their mannan-only counterparts (S3M2-16 and S3M3B), resulting from protein stability 

and glycan interaction differences (discussed below). We also note that not all additions 

are favorable; the branched mannan trisaccharide (S3M3B) is less favorable than the 

mannan disaccharide, and adding a mannan disaccharide in the anterior position (S14M2) 

results in a marginal increase in relative affinity over the S14M1 case. Variations in 

relative binding affinity in each system can be attributed to structural and thermodynamic 

changes, which we discuss below.  

 

CBM Glycoprotein-Cellulose Interaction Energy 

The total interaction energy, composed of electrostatic and van der Waals contributions, 

between the cellulose, protein, and glycans as well as the protein backbone fluctuations 

(RMSD and RMSF) and hydrogen bonding (H-bonding) potential between the CBM and 

cellulose and the glycans and cellulose, was calculated from the 200 ns MD runs. While 

the Thr-1 O-mannose interacts with the surface in rare cases, its contributions are 

typically < 1-2 kcal/mol and thus are not included in these data. From this analysis, we 

find that neither interaction energy nor H-bonding alone, but a combination of the two, 

controls the binding affinity differences among the systems. Our results also suggest that 

maintaining or improving the stability of the protein backbone is key to achieving 



 117 

improvements in binding affinity. In all cases, glycans increase the total interaction 

energy, shown in Figure 4.4, and H-bonding potential (Table 4.3, Figures 4.7-4.9) of the 

glycoprotein with cellulose; the data logically correlate with the ##G, with systems with 

high interaction or improved H-bonding exhibiting favorable changes in binding affinity.   

 

 

Figure 4.4: Interactions of the CBM-glycan complex with cellulose calculated over 200 ns MD 
simulations. Total interaction energy of (A) the CBM and glycan structures with the cellulose 
substrate and (B) individual sugar components with the cellulose substrate. Mannose, glucose, 
and sulfate moieties are solid, striped, and yellow, respectively. 

 

While small variations in glycosylation motifs can have an impact on relative 

affinity or protein structure, the CBM-cellulose interactions are found to be 

approximately equal (within error) across all systems (Figure 4.4A). In each variant, the 

total electrostatic and van der Waals components of the glycan-cellulose interaction 

energy (total shown in Figure 4.4B) are within 1 kcal of each other with the exception of 

S3MGB, where the van der Waals interaction is approximately 3 kcal more than the 

electrostatic interaction (data not shown). 
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CBM Protein Backbone Root-mean Square Deviation (RMSD) and Root-mean Square 

Fluctuation (RMSF) 

RMSD and RMSF of the protein backbone highlight systems in which the CBM stability 

is compromised, most notably the S3M3B motif. The RMSD curves for each system are 

shown in Figure 4.5. The curves across each 200 ns run for a specific system are fairly 

consistent. The RMSD curves are generally lower and more stable for mannan-glucan 

systems (bottom row, Figure 4.5) are than their mannan counterparts (S3M2, S3M2-16, 

and S3M3B). S3M3B is the only system to exhibit a RMSD value greater than 3 Å. 

 

 

Figure 4.5: RMSD curves for the protein backbone. Each system was run three times for 200 ns 
each. These three runs are shown in black, red, and blue above. The WT-NG and S14M1 
(included from Chapter III), and S14M2 systems were run for 100 ns (far left column). The 
mannan-only systems are in the top two rows, and the mannan-glucan systems are in the bottom 
row.  
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The RMSF of the protein backbone are shown in Figure 4.6. The value at each 

residue is the average over the three 200 ns runs, and the errors equal the standard 

deviation of these values. S3M3B and S14M2 show the highest fluctuations of all the 

systems in the N-terminus to residue 8 region, highlighting potential downsides to 

utilizing these structures to improve binding affinity. Fluctuations near residue 20 are 

indicative of glycan interaction with residues Ala-20 and Ser-21 in the top loop of the 

protein; the trisaccharide glycans are especially prone to these types of “inversions”.  

 

 

Figure 4.6: RMSF of the CBM backbone by residue number. The results from the 100 ns WT-
NG simulation performed in Chapter III are included in each graph for comparison to the 
glycosylated structures. 
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CBM Glycoprotein-Cellulose Hydrogen Bond Analysis  

The H-bond networks described in this study involve cellulose and the glycosylated CBM 

while neglecting water contributions; quantitatively separating the H-bonding 

contributions and the other enthalpic or entropic contributions to binding affinity is not 

feasible, though qualitative conclusions are possible [46]. The natural fluctuations of the 

glycans, indicated by RMSF fluctuations in the N-terminus and near residue 20 (Figure 

4.6), also cause fluctuations in H-bonding potential data. However, we can use VMD [59] 

to calculate the number of potential bond formed and make general comparisons between 

the systems studied. We selected exemplary systems from each data set that exhibited 

stable RMSD curves and where glycan inversion and interaction with the top loop was 

infrequent to avoid differences associated with glycan inversions only. To ensure the 

protein was still forming bonds with the cellulose via the aromatic and polar “flat-face” 

residues we also calculated potential bonds between the CBM and cellulose. Since each 

system was run three times for 200 ns, we compared the counts for each system to check 

for drastic variations and found deviations in glycan-cellulose and protein-cellulose H-

bond counts across the three runs were less than 10%. The duration of one, two, or over 

three potential H-bonds between the complete glycan structure and cellulose is calculated 

by the number of bonds possible (Figure 4.7) divided by the total number of observations 

(i.e. frames in the trajectory, which were output every 4 ps during the 200 ns 

simulations), and the results are shown in Table 4.3. The total number of bonds possible 

and thus duration increases as glycans are added.  The mannan disaccharide with sulfate 

(S3M2-SO3) and the mannan-glucan disaccharide (S3MG) form one to two bonds 



 121 

consistently, resulting in the highest total durations correlating with the fact that these 

two systems have two of the highest relative affinities.   

Table 4.3: H-bond duration between the glycans and cellulose surface. H-bonds are calculated 
using a distance cutoff of 3.0 Å and an angle criteria of 60° from linear. The duration (% of run) 
is calculated by counting the number of bonds and dividing by the total number of observations. 
Refer to Figures 4.7 and 4.8 for graphical representations of the number of bonds.  

 

  One H-bond  
(% of run) 

Two H-bonds  
(% of run) 

> 3 H-bonds 
(% of run) 

Total 
Glycan-

Cellulose  
(% of run) 

S3M1 13% 4% 1% 18% 

S3M2 38% 22% 7% 68% 

S3M2-16 28% 19% 9% 57% 

S3M2-SO3 62% 21% 1% 83% 

S3M3 30% 14% 7% 51% 

M
an

na
n 

S3M3B 40% 25% 7% 72% 

S3MG 52% 24% 9% 85% 

M
an

na
n-

gl
uc

an
 

S3MGB 50% 6% 1% 56% 

S14M1 20% 7% 1% 28% 

A
nt

er
io

r 
m

an
na

n 

S14M2 47% 20% 5% 72% 

 

 

To visualize the H-bond data, representations of the glycan hydrogen bonding 

data are shown in Figures 4.7 and 4.8, where the number of bonds shown divided by the 

total number of observations corresponds to the percentages shown in Table 4.3 from 

four representative systems, S3M1 and S3M2 (Figure 4.7) and S3M2, S3M2-16, and 

S3MG (Figure 4.8).  
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Figure 4.7: H-bond count for S3M1 and S3M2 systems. Total increase in number of bonds for 
S3M2 corresponds to a 60% increase in duration of H-bonds during the run (Table 4.3). H-bonds 
are calculated using a distance cutoff of 3.0 Å and an angle criteria of 60° from linear.  

 

Figure 4.8 suggests that glycan chemistry has a greater impact than linkage type; 

while the S3M2 ("-1,2 linkage) and S3M2-16 ("-1,6) linkages are nearly identical, the 

S3MG ("-1,6) adds additional stable bonds (shown in blue, Figure 4.8), corresponding to 

the increase in duration for S3MG shown in Table 4.3. 
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Figure 4.8: H-bond count between the cellulose and Ser-3 glycan comparing an a-1,2 mannan 
disaccharide (S3M2), an a-1,6 mannan disaccharide (S3M2-16), and an a-1,6 mannan-glucan 
disaccharide (S3MG).  H-bonds are calculated using a distance cutoff of 3.0 Å and an angle 
criteria of 60° from linear.  

 

Generally the protein-cellulose bonding potential increased for all glycan variants 

over the non-glycosylated wild type, although as mentioned in some cases the key flat-

face residue bonds were disrupted (data not shown). This general increase may be 

attributed to increased stability over a portion of the surface, allowing for more 

interaction between the CBM and cellulose. There was little variation in the duration of 

bonds formed between the glycan systems, except for the branched mannan-glucan motif 

(S3MGB), where the duration of CBM bonds doubled over the duration of the non-

glycosylated wild type and increased approximately 1.3 times over the average duration 

of the other glycosylated systems; a comparison of H-bonds formed in the non-

glycosylated wild type and S3MGB is found in Figure 4.9. This improvement may help 

push the total ##G(S3MGB) to the favorable 2.5±0.13 kcal/mol increase over a non-

glycosylated wild type.  
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Figure 4.9: H-bond count over 100 ns between the cellulose and a non-glycosylated wild type 
CBM or a CBM with a mannan-glucan branch trisaccharide (S3MGB). The wild type data was 
calculated in Chapter III. H-bonds are calculated using a distance cutoff of 3.0 Å and an angle 
criteria of 60° from linear.  

 

4.4 Discussion 

 

Binding Affinity Differences in Dimer Glycoforms 

The glycan-cellulose interaction energy can be separated into contributions from each 

sugar molecule, as shown in Figure 4.4B. For the mannan disaccharides (S3M2 and 

S3M2-16), both the interaction energy and H-bonding slightly favor the S3M2 

configuration, but the protein stability is somewhat improved in S3M2-16 (RMSD Figure 

4.5), resulting in nearly equal ##G values. Whereas the mannan-glucan disaccharide 

(S3MG) has slightly lower glycan interaction than the analogous mannan disaccharide 

(S3M2-16), the ability of the first O-linked mannose to form a consistent H-bond with the 

surface is maintained, increasing the overall glycan-cellulose bonding potential over 

S3M2-16 (Table 4.3 and Figure 4.6). Additionally in S3MG, the mannose and glucose 

residues form H-bonds on both sides of their ring structures, indicating a more stacked 
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conformation of the glycans and cellulose, which could impact binding affinity (i.e., 

##G(S3MG) > ##G(S3M2-16) and ##G(S3M2)). The data generated from comparing 

these three disaccharide systems indicate that the nature of the carbohydrate moieties may 

have more of an impact than the covalent linkage in binding affinity or, more generally, 

cell recognition and adhesion. This conclusion can be tested experimentally by using 

chemical tagging methods to specifically alter linkage patterns [24] and then measuring 

changes in binding affinity or enzymatic activity. 

 

Binding Affinity Differences in Branched and Linear Trimer Glycoforms  

Our results show more favorable binding exhibited in linear trisaccharides over 

branched trisaccharides. In the trisaccharides motifs, the glycans fluctuate in the posterior 

region of the CBM, but the degree of fluctuation can impact the stability of the protein 

backbone and the glycan-cellulose interaction. The stability of the protein backbone, 

especially the N-terminus through residues 8-10, is key to maintaining contact between 

the CBM and cellulose and increasing relative binding affinity. Binding is negatively 

impacted if the structure of the N-terminus is significantly disrupted, as shown in 

experiment [42] and Chapter III. The branched mannan trisaccharide (S3M3B) has the 

highest total glycan interaction energy at approximately 21 kcal/mol, but there is a 

corresponding slight decrease in the CBM’s total interaction compared to the other 

glycosylated systems (Figure 4.4A). This inverse relationship is indicative of a change in 

the CBM structure caused by the glycan, reflected also by the high RMSD of this system 

compared to others (Figure 4.5). A prior experimental study determined when larger N-

glycan structures inhibit protein-cellulose contact, binding affinity was negatively 
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impacted [44]; a similar situation may be present in this study with the S3M3B structure, 

where hydrogen bonding between the key CBM flat-face residues and cellulose is also 

reduced (data not shown), further explaining the lowered binding affinity relative to the 

other systems except S3M1.  

The mannan-glucan branched motif, S3MGB, doubles the CBM affinity over the 

mannan branched trisaccharide motif, S3M3B. The S3MGB glycans, primarily driven by 

moiety changes, align parallel to the surface and exhibit lower fluctuations translating to 

stability in the protein backbone and leading to a more stable interaction energy (lower 

error in Figure 4.4) and more consistent glycan-cellulose and CBM-cellulose H-bonding 

(Table 4.3, Figure 4.9). Also as previously mentioned, the total van der Waals interaction 

energy between S3MGB and modeled I-! cellulose face is larger than the electrostatic 

interaction energy by 3 kcal/mol (data not shown), which supports the stacked 

conformation of the glycans observed when visualizing the trajectory. A visual 

comparison of the N-terminus fluctuations in S3M3B and S3MGB is provided in Figure 

4.10, accompanying the RMSF comparison to a non-glycosylated wild type (WT-NG). 

As can be seen from the figure, the branched structures do fluctuate and interact with the 

top protein loop (Ala-20 and Ser-21), resulting in higher RMSF values from 15 to 22 for 

these two systems over the WT-NG system. Concurrent with the RMSD curves (Figure 

4.5), the N-terminus and glycan area contacting the cellulose (the cellulose surface in the 

x-y plane is not shown) is less compact for S3M3B than S3MGB; the results of this CBM 

structure change are reflected in the lower ##G for S3M3B. CBM stability in S3MGB 

may also lead to increased H-bonding of the protein with the cellulose, as shown in 

Figure 4.9. 
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Figure 4.10: RMSF of S3M3B and S3MGB compared to a non-glycosylated wild type (WT-NG) 
and side and top-view cluster representations of the CBM backbone and Ser-3 glycans, S3MGB 
and S3M3B, over 200 ns. Typical mannose residue positions are shown in green and the typical 
glucose residue position in blue using the bead representation with bonds to Ser-3 not shown. The 
interaction of the mannan branched trisaccharide results in loss of in the compactness of the N-
terminus for S3M3B (shown in red). Additionally, the glycans in S3MGB exhibit a more parallel 
alignment over the surface (x-y plane) than S3M3B. 

 

In contrast to the branched structures, the linear trisaccharide motif (S3M3) 

maintains hydrogen bonding between the CBM and cellulose (data not shown), the total 

CBM-glycan interaction energy with the surface increases (Figure 4.4A), and there is 

little loss in CBM stability over the wild type (Figure 4.5 and 4.6). In the linear S3M2-

SO3 system, the individual component interaction is comparable to S3M3B (Figure 4.4B), 

but the data suggests the smaller size of the SO3
- does not impact the stability of the 

protein backbone (Figures 4.5 and 4.6), resulting in a higher binding affinity for the 

sulfated system.  
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Impact of Glycosylation Location on Protein Structure and Affinity 

Whereas both of the Ser-14 systems studied have favorable binding affinity, the 

disaccharide motif (S14M2) is found not to add any additional benefit over the single 

mannan motif (S14M1).  These systems were compared using 100 ns MD simulations 

and the total interaction energy found to increase for S14M2 over S14M1 (Figure 4.4A), 

with the second mannose residue dominating the interaction at Ser-14 with the surface 

(Figure 4.4B). The presence of the disaccharide also begins to impact the CBM structure, 

primarily in the sensitive N-terminal region. The high interaction of the Ser-14 

disaccharide with the surface (Figure 4.4A) induces a pulling on the anterior of the 

protein backbone, which in turn induces a constriction of residues 14-22 (Figure 4.6); the 

normal N-terminus interaction with the top loop at Ala-20 is disrupted and the entire N-

terminus behavior, including the Ser-3 O-mannose, becomes more erratic. The RMSD 

(Figure 4.5), RMSF, and cluster visualizations (Figure 4.11) confirm the structural 

changes and support a postulation that while binding affinity is high, the Ser-14 

disaccharide configuration may not be ideal for this Family 1 CBM. 
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Figure 4.11: RMSF of S3M3B and S3MGB compared to a non-glycosylated wild type (WT-NG) 
and side and top-view cluster representations of the CBM backbone and Ser-3 and Ser-14 
glycans, S14M1 and S14M2 over 100 ns. Typical mannose residue positions are shown in green 
using the bead representation with the bonds to Ser-3 and Ser-14 not shown. Constriction of the 
protein backbone from Ser-14 to Gly-22 causes the CBM N-terminus’ fluctuation to increase 
(S14M2 in red) and the anterior of the CBM to be raised higher in the z plane than that of S14M1 
or the WT-NG (cluster not shown). 

 

Glycosylation As a Natural Means to Improve Binding Affinity 

To determine whether or not fungi commonly employ glycosylation on CBMs as 

a natural means to improve binding affinity, we performed a multiple sequence alignment 

of Family 1 CBMs [70,71]. The LOGO [72] representation shown in Figure 4.12 shows 

that Thr and Ser are conserved at the native glycosylation positions 1 and 3 and also at 

the anterior of the CBM at positions 14 and 15. Serine is also conserved in residues 23, 

25, 40, and 41, but these residues are not in direct contact with the surface, making 

improvements to binding via glycosylation unlikely [43]. Since over-glycosylation in the 

catalytic domain could be detrimental [32,43-45], and structural changes imparted by 

glycosylation should be carefully monitored, organism and protein-level modifications 
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will likely be required to achieve maximum benefit to the enzyme as a whole.  

 

Figure 4.12: Sequence homology in Family 1 CBMs. The LOGO [72] displays conservation of 
O-glycosylation sites at residues 1, 3, and also 14 and 15. The size of the letter represents 
prevalence of the residue at the sequence position. 

 

4.5 Conclusions 

In this work we sought to understand the impact of various O-glycosylation motifs from 

different organisms on the structure and function of carbohydrate-binding proteins. We 

chose a commonly studied Family 1 CBM as a model system, which allowed us to 

investigate options for improving binding affinity, and thus potential activity, of fungal 

cellulases [40]. Using molecular simulation and TI calculations [50-53], we show that 

simple O-mannans or O-mannan-glucans can increase binding affinity up to 3.8 kcal/mol 

over a non-glycosylated wild type CBM. This is achieved through an increase in the 

interaction energy and H-bonding potential of the CBM-glycan complex with cellulose. 

The linear mannan trisaccharide produced in T. reesei, A. niger, A. awamori, and yeasts 

(Figure 4.1, Table 4.1) is found to yield the largest improvement over the non-

glycosylated wild type, corresponding to a 20 kcal/mol increase in total interaction 

energy with the cellulose over the wild type and a stabilization of the protein backbone, 

increasing both the protein and glycan H-bonding potential with cellulose. In terms of 

glycan chemistry, the mannan-glucan structures examined here exhibit higher affinity 
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than their mannan counterparts (e.g., S3MG as compared to S3M2 and S3M2-16), which 

we attribute to the observation that a mannan-glucan glycan orients more parallel to the 

surface than a mannan glycan, increasing H-bond potential and interaction energy. 

Additionally, the CBM backbone is more stable with systems containing a glucose 

residue, increasing the favorable enthalpic interactions of the CBM with cellulose. Lastly, 

our comparison of three disaccharide systems (S3M2, S3M2-16, and S3MG) with 

mannan and glucan "-1,2 and "-1,6 linkages indicates that linkage patterns in simple O-

glycans do not appear to impact binding affinity and protein structure as much as the 

nature of the glycan moiety. However, the size of the protein itself must also be 

considered; the Cel7A CBM is relatively small (~3700 Da), so even branched mannan 

trisaccharides (~480 Da) begin to change the protein structure and impair further 

improvements to binding affinity over the mannan single or disaccharide cases. Thus an 

important finding of this study is that care must be taken to ensure glycosylation does not 

change the inherent structure of the protein, such as in the S3M3B or S14M2 cases, as 

this can negatively impact normal binding and function. 

 Given mounting evidence of the functional role of glycosylation in biochemical 

interactions and its prevalence as a post-translational modification, this study highlights 

the importance of conscientious design of experimental and computational studies that 

may be affected by changes imparted by glycosylation. Host organism and growth media 

selection can have a dramatic effect on glycosylation patterns [1,9,10] and failure to 

account for changes imparted by glycans could alter the outcomes of protein engineering 

efforts. Glycosylation is important in both intra- and inter-cellular recognition [1,9,19], 

and this work shows that O-glycosylation can impact binding affinity and protein 
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structure in the model Family 1 CBM from Cel7A in T. reesei. While experimental 

conformation of this study is needed, our TI calculations suggest that broadening the O-

glycan patterns available in T. reesei via expression of protein-O-mannosyltransferases 

and mannosyltranferases found in Aspergillus or yeast or via chemical synthesis could be 

used to tune binding affinity and overall activity of Cel7A and other cellulase enzymes. 

For cellulase production, glycans that change the inherent structure of the protein 

backbone should be avoided, however, and over-expression of glycans in other domains 

should also be considered when using glycosylation in protein engineering. Regardless of 

application, maintaining or improving structural integrity of proteins is key to optimizing 

enhancements via glycoprotein engineering. Finally, we demonstrate that computational 

studies are a valuable tool in rational approaches to glycoprotein engineering, allowing 

researchers to screen various mutations in binding studies, for example, and providing 

molecular-level details and general visualization of glycoproteins [7,46]. 
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CHAPTER 5 

 

BINDING SITE DYNAMICS AND AROMATIC-CARBOHYDRATE 

INTERACTIONS IN PROCESSIVE AND NON-PROCESSIVE FAMILY 7 

GLYCOSIDE HYDROLASES  

 

5.1 Introduction 

As discussed throughout this thesis, fungi and bacteria secrete highly effective cocktails 

of glycoside hydrolases (GH) and oxidative enzymes that can break down recalcitrant 

lignocellulosic material to soluble sugars [1-6]. Cellulases are GHs that specifically target 

cellulose. In this chapter we focus on the catalytic domains of two synergistic cellulases 

belonging to GH Family 7 from the fungi T. reesei: the processive Cel7A exoglucanase, 

which targets crystalline cellulose at reducing ends, and the non-processive Cel7B 

endoglucanase, which breaks glycosidic bonds at random substrate sites [1,2,7-10]. The 

primary difference between the two enzymes is their secondary structural elements; the 

Cel7A cellodextrin binding sites are enclosed in a tunnel whereas in Cel7B the binding 

sites are surrounded by an open cleft (Figure 1.8) [7-9,11,12]. As discussed in Chapter I 

and shown in Figure 1.8, the Cel7A tunnel is comprised of loop structures lining the 

underside of the CD, while the Cel7B cleft is either missing loops present in Cel7A or 

contains shorter, more open loops. Enzymes must perform work to break down cellulose 

[13], and the free energy barriers that a cellodextrin chain, or cellodextrin, must 

overcome to break free from the protein are higher in a tunnel than that in a cleft 
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conformation. The tunnel loops in Cel7A can also reduce binding site exposure to solvent 

and intermediate products [9,14,15]. While the structural differences can impart specific 

functions, the actual basis for processivity may not be as simple as a conformational 

change, i.e., tunnel or cleft, but may actually come from more subtle molecular-level 

changes in structural features or dynamics. Using simulations, this study probes the 

molecular-level differences between the two CDs, which ultimately could help describe 

the molecular details of both processivity and the synergistic behavior between the two 

enzymes. 

 

 

Figure 5.1: T. reesei Cel7A (A) and Cel7B (B) cellodextrin binding sites with aromatic residues 
of interest shown in blue. Binding sites are labeled from the entrance at -7 to the exit at +2. The 
glycosidic bond cleavage occurs between the -1 and +1 sites.  

 

An additional structural feature of interest in both tunnels and clefts in GHs is the 

ubiquitous lining of the active sites with aromatic amino acids [3,7,9,16-20]. In Cel7A, 

four tryptophan (Trp) residues are distributed along the tunnel and participate in 
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cellodextrin binding at the -7, -4, -2, and +1/+2 binding sites, as shown in Figure 5.1A 

[8]. In Cel7B, three Trp residues and one tyrosine (Tyr) residue are similarly distributed, 

impacting the same binding sites, as shown in Figure 5.1B [9]. Studies to date have 

investigated the role some of these residues play in cellodextrin binding and processivity. 

Koivula et al. investigated the role of Trp-272 at the tunnel entrance in the exoglucanase 

Cel6A from T. reesei and found mutagenesis at this site caused dramatic decrease in 

activity on crystalline cellulose but did not impact activity on amorphous cellulose or 

protein stability [19]. In a recent computational study on T. reesei Cel6A, Payne et al. 

showed that residues associated with cellodextrin acquisition (Trp-272) and product 

stabilization (Trp-135) had the greatest impact on the cellodextrin binding free energy 

[16]. Igarashi et al. recently used high-speed atomic force microscopy to study 

processivity in T. reesei Cel7A and found that the wild type exhibited a velocity of 3.5 

nm/s when degrading a cellulose chain from the crystal surface, but mutation from Trp-

40 to alanine (W40A) near the entrance binding site would result in an enzyme displaying 

repeated attachment and detachment from the surface, but without translation across the 

cellulose surface [21], suggesting that entrance residues are important for both substrate 

recognition and processivity. In an experimental study of the processive chitinase B from 

Serratia marcescens, Horn et al. found that mutation of two Trp residues near the tunnel 

entrance reduced processivity and degradation of crystalline chitin, while mutation of a 

Trp just upstream of the catalytic site (W97) reduced processivity but dramatically 

increased activity on chitosan [3]. On crystalline substrates, binding of the cellodextrin by 

aromatic residues is potentially favorable for maintaining chain detachment from the 

surface, but for soluble substrates, tight binding could reduce the dissociation rate, as 
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illustrated for chitinase B wherein the Trp-97 mutation to alanine (W97A) converted the 

exochitinase to an endochitinase [3]. Payne et al. and von Ossowski et al. both suggest 

that conclusions for one GH family may not be universally applicable to all GH families, 

but that comparison within GH families might be of significant interest to characterize 

carbohydrate processivity [12,16]. 

The goal of the current study is to examine structural and dynamical differences 

in the processive cellulase Cel7A and the non-processive cellulase Cel7B from T. reesei. 

Molecular simulations can offer insights into the energetics and structure-function 

relationships related to processivity in carbohydrate-active enzymes [22,23]. Here, we 

examine structural and dynamical properties related to processivity in terms of 

cellodextrin and protein dynamics. Additionally, by mutating aromatic amino acids to 

alanine individually in a processive and non-processive enzyme from the same GH 

family, we also investigate how the relative binding affinity and interactions between the 

cellodextrin and protein are impacted. Improvements in molecular-level understanding of 

differences in exo- and endoglucanases aid in efforts to determine how cocktails of 

cellulases have evolved to perform different functions in cellulosic degradation, the 

findings of which may be applied to improve enzymatic hydrolysis in biofuels production 

[1,12,24].  

 

5.2 Computational Procedures 

Cel7A and Cel7B each exhibit at least nine binding sites numbered -7 (at the entrance of 

the tunnel or cleft near the substrate) to +2 (upstream of the catalytic site), as shown in 

Figure 5.1, with a putative tenth binding site at +3, not shown in the figure. We perform 
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molecular dynamics (MD) simulations of the two wild type systems and MD simulations 

of both enzymes with each aromatic residue of interest mutated individually to alanine 

(Figure 5.1). Using thermodynamic integration (TI), we also calculate the relative binding 

affinity change for the aromatic mutations to alanine. The MD simulations are used to 

quantify energetic and dynamical differences between the two systems, both wild type 

and with aromatic-to-alanine mutations, whereas the TI data quantify how the binding 

affinity and cellodextrin structure are impacted by mutation in both systems. 

 

All-Atom MD Simulations of the Cel7A and Cel7B Catalytic Domains 

Using 250 ns MD simulations, we compare the fluctuations of the protein backbones, 

calculate the interaction energy between the protein and each cellodextrin-binding site, 

and measure the number of hydrogen bonds formed between the protein and cellodextrin. 

Additionally, we investigate changes in cellodextrin solvation and water residence times 

resulting from the tunnel and cleft formations. VMD was used to determine the number 

of waters within 3.5 Å of the cellodextrin as a measure of solvation [25]. We calculate the 

fraction of native contacts between each protein side chain within 6.5 Å of the 

cellodextrin for both Cel7A and Cel7B to determine the number of long-lived structural 

contacts between the wild type protein and cellodextrin [26]. Cross-correlation maps 

were generated for the residues of each wild type using principle component analysis in 

Amber12 [27,28]. By comparing the wild type and mutants for each enzyme, we attempt 

to gain insights into the differing roles of the aromatic residues as a function of position 

in the catalytic tunnel or cleft on cellodextrin binding and stability between a processive 

and a non-processive cellulase. 
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CHARMM [29] was used to build, solvate, and minimize the Cel7A and Cel7B 

protein structures from the original crystal structure PDBs, ID 8CEL and 1EG1, 

respectively [7,9]. The starting coordinates of the cellodextrin for both systems were 

taken from a cellodextrin bound Cel7A with the reducing end threaded in first, and the 

appropriate twist of the cellodextrin and the position of the -1 binding site considered, 

i.e., the catalytic residues that cleave the glycosydic bond for Cel7A and Cel7B, Glu212 

or Glu196 and Glu217 or 201, respectively are positioned ``below'' and ``above'' the 

glycosidic linkage to be cleaved, respectively, referred to as the productive binding mode 

[8]. The Cel7A protein consists of a large globular domain with dimensions of 60 Å x 50 

Å x 40 Å containing 434 amino acids [7]. The Cel7B protein is also a globular protein 

with dimensions of 60 Å x 50 Å x 40 Å and containing 371 amino acids [9]. 

Approximately one-third of these two structures are arranged in antiparallel ! sheets that 

stack together to form a ! sandwich. The solvated systems each contain approximately 

55,500 atoms.  

NAMD [30] was used for the MD simulations and thermodynamic integration 

calculations. All simulations were performed in the NVT ensemble and VMD [25] was 

used for all visualizations. The CHARMM27 all-atom force field with the CMAP 

correction [29,31,32] was used to describe the proteins, and the cellodextrins were 

modeled using the most recent CHARMM35 carbohydrate force field [33].  The particle 

mesh Ewald (PME) method [34] was used for electrostatics with a sixth order b-spline 

interpolation, a Gaussian distribution with a width of 0.312 Å, and a mesh size of 90 x 90 

x 90. The non-bonded interaction cutoff used was 10 Å.  The SHAKE algorithm [35] was 
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used to fix covalent bonds to hydrogen atoms. A timestep of 2 fs was used in all 

simulations. The PBC were 82 x 82 x 82 Å.  

The Cel7B backbone was glycosylated at Asn56 and Asn182 in accordance with 

experimental structural data [9,36,37]. The N-glycan structures alone were minimized for 

5000 steps using steepest descent in vacuo to improve the starting coordinates generated 

in CHARMM. Three bound Cel7B systems were built with a 5-mer, a 7-mer, and a 9-

mer-glucose chain in the active site to test stability of various cellodextrin lengths in the 

cleft. Asp-198 and Glu-202 in the active site tunnel are protonated, and two sodium 

counterions were present in each system. The four systems, Cel7B free and the three test 

Cel7B bound, were solvated in a 82 Å3 water box with 2 sodium ions, and then 

minimized by using the following protocol: minimize water and sodium for 1000 steps of 

steepest descent, then water and the protein for 1000 steps of steepest descent, and finally 

the entire system, water, protein, and sugars, for 1000 steps using steepest descent and 

1000 steps using the adopted basis Newton-Raphson (ABNR) method. The systems were 

heated for 50 ps from 50 to 300 K in steps of 50K and equilibrated in the NPT ensemble 

at 300 K for 100 ps. The Cel7B free system was equilibrated for 100 ns in the NVT 

ensemble. A non-glycosylated Cel7B system with a cellodextrin was also built and 

equilibrated under the same conditions for 100 ns in the NVT ensemble. The N-

glycosylation impacts neither the active site tunnel of Cel7B nor the protein backbone 

fluctuations (Figure 5.2) and so it was deemed unnecessary to add N-glyans to the Cel7A 

backbone as well for this particular study.  
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Figure 5.2: Comparison of the Cel7B CD RMSF (A) and RMSD (B) for a glycosylated and non-
glycosylated backbone.  

 

The three bound systems were equilibrated for 50 ns in the NVT ensemble after 

which the RMSF of the glucose chains relative to the Cel7B backbone were calculated. 

The 9-mer-glucose chain demonstrated the least fluctuation in RMSF (data not shown) 

and traverses the entire active site, so it was chosen as the current study’s bound system 

and run for an additional 200 ns (for a total of 250 ns) in the NVT ensemble. The final 

coordinates of the free and bound system were used as the starting coordinates for the TI 

calculations.  Based on the extensive Cel7B setup, the Cel7A systems were bound with a 

9-mer-glucose chain, minimized and equilibrated following that of Cel7B, and then run 

for 250 ns in the NVT ensemble.  

MD simulations of the Cel7A mutated systems (Ala-40/38/367/376) and Cel7B 

mutated systems (Ala-40/38/320/329) were also performed in the NVT ensemble for 250 

ns at 300 K with a 2 fs timestep. In these simulations, the system size and simulation 

parameters were identical to those used in original wild type setups. Each system also 

followed the same minimization and heating scheme as described previously for the wild 

type systems.  
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Post analysis, such as the non-bonded interaction energy between the cellodextrin 

and protein, RMSF and root mean square deviations (RMSD) of the backbone and 

cellodextrin were calculated using scripts in CHARMM [29] and in-house codes. Where 

applicable, the error for these values over the total run was determined using block 

averaging [38]. Using VMD and a potential distance cutoff of 3.0 Å and 60º from the 

horizontal plane between a protein residue and binding site, the average number of bonds 

formed, the number of individual protein residues involved with H-bonding at each 

cellodextrin site, and the occupancy, or approximate duration, of each bond were 

determined over 250 ns in the WT and mutated systems. The errors for the number of H-

bonds by site equal the standard deviation over the 250 ns simulation. Solvation of the 

cellodextrin was estimated using VMD [25] by determining the number of waters within 

3.5 Å of each binding site over the trajectory. Principle component analysis (PCA), or the 

residue cross correlation maps for both Cel7A and Cel7B were generated using the ptraj 

module in Amber12 [27,28]. The 250 ns MD trajectories were first recentered and 

oriented to remove translational and rotational motions and then stripped of cellodextrin, 

solvent, and counterions leaving only the protein. Two-dimensional mass-weighted 

correlation of the alpha carbons was calculated using the matrix tool in ptraj. The fraction 

of native protein contacts (NC), a reaction coordinate that is useful for measuring 

deviations from the protein’s native folded state, within 6.5 Å of the cellodextrin was 

calculated for both Cel7A and Cel7B to determine the number of structural contacts 

between the wild type protein and cellodextrin and associate native contacts with 

interaction energies [26]. The 250 ns MD trajectories were also first stripped of water and 

counter-ions and then re-centered and oriented to remove translational and rotational 
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motions before NC analysis. The NC fraction is a measure of the fraction of the time that 

the contact exists during the entirety of the simulation. Electrostatic and van der Waals 

interaction energies of the individual residues were calculated as described above using 

CHARMM [29].  

 

Thermodynamic Integration and Relative Cellodextrin Binding Free Energy 

Concurrent with the MD simulations, TI simulations were performed to calculate the 

changes in cellodextrin binding free energy for removal of aromatic residues in the tunnel 

of Cel7A and the cleft of Cel7B [16,38-40]. The Cel7A catalytic domain tunnel residues 

(Trp-40, Trp-38, Trp-367, and Trp-376), and the Cel7B catalytic cleft residues (Trp-40, 

Tyr-38, Trp-320, and Trp-329), were all been individually mutated to alanine. The initial 

configurations for both the Cel7A and Cel7B TI calculations were taken from a snapshot 

following 100 ns of MD simulation described above. In NAMD, the TI calculations were 

performed using the dual-topology method [39], which is implemented by equilibrating a 

single structure with a hybrid residue containing both the wild type and mutated atoms. 

The electrostatic and van der Waals calculations were decoupled, reducing computational 

effort and eliminating instabilities arising from large energy interactions [39]. Window 

width selection and simulation times were based on our experiences in prior TI studies on 

aromatic mutations in the Cel7A CBM and the Cel6A CD and the guidelines outlined by 

Pohorille et al. [16,39,41]. Figure 5.3A shows an example of the probability distribution 

analysis demonstrating the requirement of sufficient window overlap is achieved. Figure 

5.3B shows an example plot of the autocorrelation function versus time; the single 
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exponential decay was fitted in order to determine % for use in the error analysis (Eqn. 

2.24). 

 

 

 

Figure 5.3: Example data set from the Cel7A/B CD TI simulations for window overalp and 
autocorrelation function. These data are taken from the production portion in the electrostatic 
simulation set from the Cel7B bound W320A calculation illustrating window overlap (A) and 
calculation of the autocorrelation time (B).  

 

The electrostatic and van der Waals calculations comprised 11 equidistant * 

windows from 0 to 1 with additional windows at 0.05, 0.15, 0.85, and 0.95, selected by 

examining the probability histograms of dU/d* at each * value [39,42]. The electrostatic 

windows were each equilibrated for 1 ns before 10 ns of TI NVT runs, and the van der 

Waals windows were each equilibrated for 2 ns followed by a 15 ns TI NVT run. The 

error for each window, #j, was calculated using the methods outlined by Steinbrecher et 

al. [42] and described in Chapter II (Equations 2.24-2.27), with a slight modification to 

error propagation, shown below.  
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! tot =
1
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" # j+1 $ # j$1( )!
     (5.1)

 

This older method of error propagation does not impact the integrity of the error 

calculations; in fact, Eqn. 5.1 actually increases the estimated error over Eqn. 2.25. Each 

window exhibited a single exponential decay and the window correlation time was 

calculated by dividing the total window into 1 ns increments and averaging - over the 

first 100-150 ps of each increment. In the Cel7A and Cel7B CD simulations, the average 

autocorrelation time for all simulations was 0.0002 ± 0.0003 ns, and the total ##G errors 

were less than 0.5 kcal/mol. The errors were propagated to the partition coefficients using 

Equation 2.27.   

 

5.3 Results  

 

Molecular-level Comparison of the Cel7A and Cel7B Wild Type Catalytic Domains 

MD simulations were conducted to investigate molecular-level differences between the 

two CDs with a bound cellodextrin spanning the -7 to +2 sites. The root mean square 

fluctuations (RMSF) from these simulations are shown in Figure 5.4, with the appropriate 

tunnel loop deletions (residues 189 to 202, 234 to 252, 316 to 321, 333 to 341, and 381 to 

390) inserted for Cel7B to achieve proper sequence and structural alignment [9,12]. Both 

systems exhibit similar RMSFs, with higher fluctuations in the loop regions surrounding 

the tunnel and the cleft (Figure 5.4). The tunnel loops not present in Cel7B are quite 

flexible in Cel7A, even though the cellodextrin remains bound in the tunnel during the 

simulation. The higher RMSF value in the residue 94-104 loop region for Cel7B 
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correlates with the experimental observation that this region is more open, allowing more 

access to the active site than the corresponding 96-103 loop in Cel7A [9]. The Cel7B 

peak from residues 260-280 near the exit of the cleft corresponds to a loop structure that 

is not present in Cel7A. The root mean square deviations (RMSD) for each system were 

also found to be similar, with both structures stabilizing within 20-50 ns at less than 3 Å 

from the starting crystal structure (Figure 5.9). 
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Figure 5.4: (Top) The RMSF of the protein backbones with tunnel loop residues 189 to 202, 234 
to 254, 316 to 321, 333 to 341 and 381 to 390 (15) skipped (i.e., designated by gaps in the blue 
line) in Cel7B to achieve alignment. (Middle) cluster representations of the Cel7A and (Bottom) 
Cel7B domains as shown from underneath, with the ligand oriented from left to right -7 to -2. The 
ligand ring carbon atoms are cyan and the oxygen atoms are red. The coloring of the CD from 
blue to white to red represents increasing RMSF, respectively, scaled to a maximum fluctuation 
value of 7 Å.   
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 The interaction energy and hydrogen bonding (H-bonding) of the proteins to each 

cellodextrin site are shown in Figure 5.5 and confirm that the tunnel structure of Cel7A 

increases both hydrogen bonding to and interaction with the cellodextrin over Cel7B.  

 

 

 

Figure 5.5: Interaction energy (A) and H-bonds (B) between the protein and each binding site. 
Interaction energy error bars were calculated using block averaging. Hydrogen bonds were 
calculated using a distance criteria of 3.0 Å and an angle of < 60° from horizontal. H-bond error 
bars indicate the standard deviation. 

 

Hydrogen bonding between the protein and cellodextrin was calculated to first compare 

our simulations with X-ray crystallographic predictions of the number of potential 

protein-cellodextrin H-bonds formed in T. reesei Cel7A [8] and a homologous 

endoglucanase, Cel7B from Melanocarpus albomyces [15]. Our results show that the 

residue alignments and location of H-bonds do not deviate significantly from 

crystallographic studies [8,9,15], (Tables 5.1 and 5.2). Additionally, the H-bond data for 

the catalytically active residues are consistent with structural studies [8,15,43] and 

requirements for a catalytically active complex where these interactions occur to maintain 

the position of the glycosidic bond between +1 and -1 pointed towards the Glu-217/201 
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residue [8]. With the exception of electrostatic interaction at the -1 site, the interactions 

and H-bonding directly around the catalytic site (+1 to -2) are equal within error. The 

strictly conserved catalytic residues in Family 7 GHs [9] in Cel7A/B are comprised of 

two glutamic acid residues (Glu-217/201, pointed toward the glycosidic bond, and Glu-

212/196) and one aspartic acid residue (Asp-214/198) [7,11].  

 

Table 5.4: Count of residues involved with H-bonding to a cellodextrin predicted by structural 
studies [8,15] and the current study’s simulation results. 

 Cel7A Cel7B 

Site Predicted  
Average      
H-bond 
Count 

Number 
Residues 
Involved 

 Predicted  
Average      
H-bond 
Count 

Number 
Residues 
Involved 

-7 2 1 2 NA 0 0 
-6 3 1 2 NA 0 0 
-5 3 2 4 2 1 1 
-4 1 1 3 2 1 3 
-3 4 2 4 4 0 2 
-2 4 3 3 4 2-4 4 
-1 6 2-4 5 2 2-3 4 
+1 7 2-3 6 7 2 3 
+2 3 2-3 5 6 1 3 
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Table 5.5: Hydrogen bonding patterns and occupancies in Cel7A and Cel7B wild type CD. 
Where applicable, active site residues are listed first in red (Glu-212/Glu-196, Asp-214/Asp-198, 
and Glu-201/Glu-217), followed by key aromatic tunnel residues in blue (Trp-376/Trp-329, Trp-
367/Trp-320, Trp-38/Tyr-38, and Trp-40/Trp-40) for Cel7A/B. Other than the catalytic and 
aromatic residues, only occupancies > 5% of the total 250 ns run are displayed. 
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The primary interaction of the aromatic residues of interest in Figure 5.5 comes from van 

der Waals stacking over the cellodextrin ring structures. Differences in interaction and H-

bonding arise in the entrance and exit regions. Figure 5.5A shows that the increase in 

interaction energy results from Cel7A’s electrostatic interaction with the cellodextrin; the 

van der Waals interactions are relatively equal for the two CDs. This observation can 

primarily be attributed to the fact that more charged and polar residues are in contact with 

cellodextrin with the presence of the Cel7A loops, increasing the electrostatic interaction 

in Cel7A for most sites but having less impact on the van der Waals interaction at each 

site. Comparing the native contacts within 6.5 Å of each binding site, we find some 

similarities, but also that the changes in the electrostatic interaction for the -3, -1 and +2 

sites between Cel7A and Cel7B can be associated with a change in native contacts, 

shown in Tables 5.3 and 5.4).  
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Table 5.6: Cel7A wild type native contact residues and fraction by binding site. VDW and 
electrostatic interaction energies shown with errors calculated using block averaging. 

Cel7A Native Contacts and Interaction Energy 

Residue 
Side 

Chain 
Binding 

site 
NC 

Fraction VDW  +/- ELEC  +/- 
Gln 7 Polar -7 0.73 -0.60 0.94 -2.90 2.95 
Trp 40 Aromatic -7 0.99 -4.36 1.72 -0.66 1.01 
Trp 40 Aromatic -6 0.95 -2.89 1.11 -1.34 0.97 
Gln 101 Polar -6 0.84 -1.21 0.90 -2.44 3.40 
Asn 103 Polar -5 0.85 -0.24 0.89 -4.67 2.17 
Trp 38 Aromatic -4 1.00 -3.83 1.42 -2.70 1.12 
Trp 38 Aromatic -3 0.93 -1.63 0.78 -2.25 0.91 
Arg 107 Charge (+) -3 0.99 0.22 1.41 -21.59 8.73 
Arg 107 Charge (+) -2 1.00 -0.55 1.32 -7.86 3.76 
Ser 365 Polar -2 1.00 -0.08 0.92 -6.37 2.61 
Trp 367 Aromatic -2 1.00 -4.07 1.56 -1.61 1.08 
Tyr 145 Aromatic -1 0.98 -2.26 0.88 0.55 0.69 
Asp 173 Charge (-) -1 0.98 -0.64 0.97 -16.89 7.31 
Glu 212 Charge (-) -1 0.98 -0.26 1.11 -31.22 11.86 
Asp 214 Charge (-) -1 1.00 -1.50 0.60 1.89 1.08 
Glu 217 Charge (-) -1 1.00 -0.66 1.15 -6.46 3.02 
Trp 367 Aromatic -1 1.00 -1.39 1.07 -2.92 1.60 
Gln 175 Polar +1 0.74 -1.15 0.66 1.00 2.18 
Glu 217 Charge (-) +1 0.93 -0.54 0.81 -2.79 2.27 
Thr 226 Polar +1 1.00 -0.66 0.87 -3.93 2.91 
Trp 376 Aromatic +1 1.00 -3.37 1.27 -1.05 1.28 
Asp 259 Charge (-) +2 0.98 -1.46 1.19 -23.00 11.42 
Asp 262 Charge (-) +2 0.78 -0.72 0.98 -10.38 7.87 
Trp 376 Aromatic +2 0.84 -2.85 1.16 -0.05 0.82 
Tyr 381 Aromatic +2 0.93 -1.39 0.68 -0.90 1.36 
Arg 394 Charge (+) +2 0.78 -1.39 0.68 -0.90 1.36 
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Table 5.7: Cel7A wild type native contact residues and fraction by binding site. VDW and 
electrostatic interaction energies shown with errors calculated using block averaging. 

Cel7B Native Contacts and Interaction Energy 

Residue Side Chain 
Binding 

site 
NC 

Fraction VDW  +/- ELEC  +/- 
Trp 40 Aromatic -7 0.98 -4.55 1.04 -0.60 0.71 
Trp 40 Aromatic -6 0.69 -2.70 0.53 0.22 0.54 
Tyr 38 Aromatic -5 0.79 -3.82 0.62 -0.73 0.84 
Tyr 38 Aromatic -4 1.00 -3.23 0.69 -0.21 0.50 
Ser 106 Polar -3 0.99 -1.34 0.42 -0.42 0.56 
Arg 108 Charge (+) -3 0.99 -2.04 1.19 -3.05 4.17 
Arg 108 Charge (+) -2 1.00 -0.31 1.42 -8.30 2.00 
Ser 318 Polar -2 1.00 -0.42 0.90 -5.25 1.47 
Trp 320 Aromatic -2 1.00 -4.36 0.80 -0.47 0.47 
Ser 144 Polar -1 0.88 0.53 1.11 -5.62 1.74 
Gln 174 Polar -1 0.87 -0.67 0.87 -2.34 1.49 
Asp 198 Charge (-) -1 0.77 -0.89 0.32 0.19 0.35 
Glu 201 Charge (-) -1 0.99 -1.36 0.63 -2.49 1.91 
Trp 320 Aromatic -1 0.99 -2.26 0.67 -1.00 1.03 
Gln 174 Polar +1 0.82 -1.18 0.38 -0.07 0.87 
Glu 201 Charge (-) +1 0.98 -0.12 1.03 -5.64 2.02 
Thr 210 Polar +1 1.00 -1.26 0.50 -0.89 0.59 
Trp 329 Aromatic +1 1.00 -3.39 0.72 -0.78 0.64 
Ala 222 Hydrophobic +2 0.98 -1.32 0.86 -1.71 2.06 
Trp 329 Aromatic +2 0.96 -4.12 1.35 -3.46 1.07 

 

 

Recent simulation studies from Lin et al. showed that Trp-320 dominates calculated 

coupling strengths in the -1 and -2 sites, but cellodextrin “clenching” weakens toward the 

cleft entrance in Cel7B [44]. Our results show similar behavior, in that the 

aforementioned open loop structure near the entrance to the cleft results in reduced to no 

electrostatic interaction or hydrogen bonding with the cellodextrin beginning with the 

entrance -7 site and extending inward to the -3 site. The cellodextrin chain twist required 

to “flip” the chain over in the catalytic sites is observed in both Cel7A and Cel7B, with 

the -2 to -4 sites key for stabilizing the cellodextrin and maintaining the twist [8,45]. 

Interaction energy and hydrogen bonding are both decreased in Cel7B for the -3 site, 
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partially due to the fact that the deleted loop 189-201 in Cel7A can intermittently form H-

bonds with the -3 and -4 sites, adding structure to this area (data not shown). Conserved 

residues Arg-107/108, Ser-365/318, and Tyr-145/146 (Cel7A/B) all form H-bonds with 

the -2 and -3 sites as shown by crystallography studies (Table 5.2) [8,15]; however, the 

Arg interactions also result in an electrostatic energy loss of -18.1 ± 7 kcal/mol for Cel7B 

(Table 5.3 and 5.4). While the RMSF values for Arg-107 (Cel7A) and Arg-108 (Cel7B) 

are nearly equal, the fluctuations of the residues directly upstream in the aforementioned 

94-104 loop region are higher in Cel7B, (Figure 5.4) which likely correlates with the 

observed changes in the interaction energy and loss in electrostatic interaction and H-

bonds for the -3 site in Cel7B.  The Cel7A loop 234-254 is within 6.5 Å of the product +2 

and +1 sites, allowing for increased interaction energy and formation of H-bonds with the 

+2 site in particular (Figure 5.5). The structure of the loops surrounding the product +1 

and +2 sites in Cel7A and Cel7B are similar but differ in sequence: Cel7A forms H-

bonds with three charged Arg residues (251, 267, and 394) as reported experimentally 

[8], while Cel7B forms H-bonds with an alanine (Ala-222) and two glycines (Gly-223 

and 225) (Table 5.2). The change in sequence also results in a loss of 17 ± 8 kcal/mol in 

total interaction energy at the +2 and +1 sites in Cel7B (Figure 5.6), contributing to the 

decrease in product interaction and H-bonding at the +2 site for Cel7B observed in Figure 

5.5B [15,46]. 
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Figure 5.6: Interaction energy between each binding site and the individual protein residues for 
Cel7A (A) and Cel7B (B) for the first 100 ns of simulation. Binding sites are designated by color. 
Errors were calculated using block averaging, but are not included in the figure for simplicity and 
neatness. Electrostatic and van der Waals interaction energies were calculated, but not shown in 
the text, and all values reported in the text include the errors from the data files 
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Molecular-level Comparison of the Bound Cellodextrin in the Cel7A and Cel7B Wild 

Type 

The behavior of the bound cellodextrin also changes in some sites between Cel7A and 

Cel7B. The RMSF and change in solvation around the cellodextrin by binding site is 

shown in Figure 5.7. As shown in Figure 5.7A, the fluctuations of each cellodextrin in the 

two wild type CDs are similar, and they correlate with the energetic and H-bond profiles. 

While the Cel7B loops are more open than in Cel7A from the -3 to -7 sites, demonstrated 

by the nearly unrestricted view of the cellodextrin in Figure 1.8, the cellodextrin RMSF 

values in Cel7A and Cel7B are nearly equal except at the entrance sites (Figure 5.7A), 

where the Cel7B 94-106 loop opens above the cellodextrin, reducing stabilizing protein-

cellodextrin interactions. It is also noted that the product exit site, +2, exhibits a larger 

degree of error than in Cel7A, corresponding to lower interaction energy and H-bonding 

for Cel7B shown in Figure 5.5B. As expected, the solvation for Cel7B increases over 

Cel7A from the entrance to the -3 site, where the tunnel loops are removed (Figure 5.7B). 

Additionally, the RMSD values of the overall cellodextrin are stable in both systems, but 

twice as high for Cel7B (Figure 5.13).  
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Figure 5.7: RMSF of the bound cellodextrin (A) and the solvation, or number of waters within 
3.5 A, of the bound cellodextrin (B) for Cel7A and Cel7B over a 250 ns MD production run. 
Errors were calculated using block averaging.  

 

We calculated the residence time of individual waters for each binding site, and 

generated probabilities based on the normalized histograms of the data, found in Figure 

5.8. In both systems, very few waters have a probability > 1% of remaining around a 

binding site for longer than 0.5-1 ns, so the graphs are truncated. Additionally, most of 

the waters enter and leave a site in less than 0.1 ns, so to see the differences in the 

binding sites over a smaller range, the probabilities are truncated at 15%. Waters have a 

higher residence time probability near the catalytic site, -1 and +1 for Cel7A and Cel7B, 

respectively, and both systems have the lowest residence times at the entrance site, -7. 

Generally, the probability distribution is evenly distributed over each binding site in 

Cel7B, corresponding to similar solvation values and cellodextrin RMSF values in Figure 

5.7. Conversely, Cel7A shows a slight “grouping” of probabilities from 2 to 7% for its 

cellodextrin sites, likely due to the tunnel conformation where waters are slightly more 

structured.  
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Figure 5.8: Water residence time normalized probability by binding site around Cel7A 
cellodextrin (A) and Cel7B cellodextrin (B) over a 250 ns MD simulation. All individual waters 
have < 1% probability of remaining around a site for longer than 0.5 to 1 ns, so the chart is 
truncated. Dotted lines represent the highest probabilities (i.e. longest residence times) and lowest 
probabilities (i.e. shortest residence times). 

 

Water around the cellodextrin in the tunnel increases in the first 50-100 ns of the 

simulation, while the water around the cellodextrin in the cleft remains stable (data not 

shown). The cellodextrin data again indicates that entrance and exit binding site changes 

may be helpful to explaining overall processive and non-processive action in the two 

enzymes.  

 

Relative Binding Free Energy from Aromatic Acid Mutation in the Cel7A and Cel7B from 

TI Simulation  

The results of the TI simulations performed to mutate the active tunnel/cleft aromatic 

residues to alanine are shown in Table 5.5. Mutagenesis from aromatic to alanine is 

detrimental to cellodextrin binding for both Cel7A and Cel7B. We estimate partition 

coefficients typically calculated in experimental binding studies using Eqn 1.1: 
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Table 5.8: Relative binding free energy changes for Cel7A and Cel7B per binding site as a result 
of aromatic acid mutation. The partition coefficients were estimated using Eqn 5.1 for 
experimental binding affinities and then inverted to show the improvement of the wild type over 
the mutated states.  

 Mutation Binding 
Site ##G (kcal/mol) KWT/KMut 

W40A -7 1.4 ± 0.4 1.0E+01 
W38A -4 4.2 ± 0.2 1.1E+03 

W367A -2 3.3 ± 0.3 2.5E+02 C
el

7A
 

W376A +2/+1 2.0 ± 0.3 2.9E+01 
W40A -7 2.8 ± 0.2 1.1E+02 
Y38A -4 2.7 ± 0.5 9.3E+01 

W320A -2 4.5 ± 0.2 1.9E+03 C
el

7B
 

W329A +2/+1 6.5 ± 0.2 5.4E+04 
 

The results in Table 5.5 are the cumulative result of the information found in Table 5.6 

and 5.7. The cumulative results are calculated from Equation 2.10. 

 

 

 

 

 

 

 

 

 

 

 



 166 

Table 5.9: Detailed relative binding free energies and associated binding affinity (KWT/KMut) 
calculated from TI for the T. reesei Cel7A system 

    Bound Free 

    
Energy 

[kcal/mol] 
Error 

[kcal/mol] 
Energy 

[kcal/mol] 
Error 

[kcal/mol] 
Electrostatics 8.7 0.09 7.5 0.04 

VDW 3.6 0.40 3.4 0.10 
##G [kcal/mol] 1.4 ± 0.4 W

40
A

 

KWT/KMut 9.6E+00 
Electrostatics 10.1 0.06 6.9 0.04 

VDW 2.7 0.11 1.7 0.13 
##G [kcal/mol] 4.2 ± 0.2 W

38
A

 

KWT/KMut 1.1E+03 
Electrostatics 6.9 0.05 5.0 0.03 

VDW 6.0 0.17 4.6 0.17 
##G [kcal/mol] 3.3 ± 0.25 W

36
7A

 

KWT/KMut 2.7E+02 
Electrostatics 5.1 0.06 0.1 0.04 

VDW 6.6 0.21 5.1   
##G [kcal/mol] 2.0 ± 0.3 W

37
6A

 

KWT/KMut 2.7E+01 

Table 5.10: Detailed relative binding free energies and associated binding affinity (KWT/KMut) 
calculated from TI for the T. reesei Cel7B system 

    Bound Free 

    
Energy 

[kcal/mol] 
Error 

[kcal/mol] 
Energy 

[kcal/mol] 
Error 

[kcal/mol] 
Electrostatics 9.1 0.03 7.4 0.03 

VDW 1.9 0.10 0.7 0.08 
##G [kcal/mol] 2.8 +/- 0.2 W

40
A

 

KWT/KMut 1.1E+02 
Electrostatics 9.4 0.03 6.1 0.04 

VDW -1.0 0.05 -0.3 0.32 
##G [kcal/mol] 2.7 +/- 0.5 Y

38
A

 

KWT/KMut 9.3E+01 
Electrostatics 5.8 0.07 4.9 0.03 

VDW 6.9 0.06 3.4 0.07 
##G [kcal/mol] 4.5 +/- 0.2 W

32
0A

 

KWT/KMut 1.9E+03 
Electrostatics 6.7 0.01 3.8 0.02 

VDW 5.9 0.07 2.3 0.06 
##G [kcal/mol] 6.5 +/- 0.2 W

32
9A

 

KWT/KMut 5.4E+04 
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Molecular-Level Comparison of Aromatic Acid Mutations  

To investigate the molecular-level changes associated with these mutations, we ran 250 

ns MD simulations to calculate the interaction energy for the protein and cellodextrin and 

fluctuations in the protein and cellodextrin as we did in the wild type simulations. 

Generally, mutations in Cel7A do not impact the structural and energetic profiles as much 

as mutations in Cel7B do, which is reflected in the ##G values in Table 5.5.  

To determine if there are differences in the protein flexibility in Cel7A and 

Cel7B, we calculated the RMSD and RMSF values over 250 ns of MD. The WT CD in 

each system (shown in red for both systems) exhibits similar RMSD (Figure 5.9) and 

RMSF curves (Figure 5.10).  

 

 

Figure 5.9: RMSD of the protein backbone over 250 ns for Cel7A wild type, WT, and mutations 
(A) and Cel7B WT and mutations (B). 
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Figure 5.10: RMSF of the protein backbone over 250 ns for Cel7A wild type, WT, and mutations 
(A) and Cel7B WT and mutations (B).  

 

While the protein backbone RMSD and RMSF curves do not change drastically with 

mutation in either enzyme (Figures 5.9 and 5.10, respectively), the interaction energy 

between the protein and individual binding sites and the RMSF for each binding site 

provide insight into the changes occurring with mutation of the tunnel aromatic residues 

(Figure 5.11). For Cel7A, binding is most affected at the -4 (W38A) and -2 (W367A) 

binding sites; Figure 6A shows that the W367A mutation decreases the average 

interaction energy at the +2 and -1 site by 10-20 kcal/mol (Figure 5.11A). von Ossowski 

et al. suggested that processivity relies on a balance of binding in the substrate and 

product sites [12]. Interestingly, the W367A and W376A mutations decrease interaction 

energy in the product side but only slightly increase interaction in the substrate side, 

which suggests that these mutations may affect processivity. Trp-367 also forms a 

consistent H-bond with the active site (-1) in the wild type (Table 5.2), which is not 

present with mutation to Ala, potentially impacting the ring conformation necessary for 

hydrolysis. 
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Figure 5.11: Interaction energy of the protein with each binding site in the cellodextrin for Cel7A 
(A) and Cel7B (B). Mutations to Ala produce a more marked response in Cel7B 

 
Figure 5.12: RMSF changes at each binding site resulting from aromatic mutation for Cel7A (A) 
and Cel7B (B) 

 

While the W376A and W367A mutations slightly increase the fluctuation of the 

cellodextrin in the product and catalytic sites, the W38A and W40A mutations increase 

fluctuations in the entrance site, which could impact chain acquisition (Figure 5.12A), 

[16,19]. The relative binding affinity is most negatively impacted for W38A, despite the 

similarities in the protein and cellodextrin behaviors in the W40A and W38A long MD 

simulations. In the W38A case, the interaction energy between the protein and 

cellodextrin is not significantly different overall (Figure 5.11A), nor is the H-bonding of 
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Arg-107 and other residues to the -4 or -5 site disrupted with mutation (mutation H-bond 

data not shown). However in the simulations, Trp-38 was identified as the only native 

contact at the -4 site in Cel7A WT (Table 5.3), and experimental studies identified it as 

potentially important to maintaining the twist of the cellodextrin [45]. Thus, the loss of 

the aromatic contact at this site is a loss of an important stabilizing residue, resulting in 

increased cellodextrin fluctuations at the entrance, exit, and the catalytic (-1) sites (Figure 

5.12A).  

The tunnel in Cel6A studied by Payne et al. is shorter than Cel7A, and changes to 

the +4 site (Cel6A W272A or Cel7A W38A) substantially altered the cellodextrin 

fluctuations more than observed in this work for the -7 site (W40A) [16]. This increase in 

fluctuation at the entrance for Cel6A potentially explains the increased effect on ##G for 

mutation at the entrance of Cel6A over the entrance of Cel7A. Binding affinity loss with 

W40A is low, but the loss of interaction energy (Figure 5.11A), dramatic increase in 

cellodextrin RMSF at the entrance site (Figure 5.12A), and shift in the cellodextrin 

RMSD (Figure 5.13A) in the simulations suggests that product acquisition could be 

negatively impacted in W40A, similar to the results from Igarashi et al. [21]. While we 

did not directly examine the kinetics of processivity in these simulations, our results 

suggest that in Cel7A, cellodextrin binding is most sensitive to mutagenesis directly 

upstream of the catalytically active site (W367A) and at what perhaps may be an 

additional substrate acquisition site (W38A). 
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Figure 5.13: RMSD over 250 ns of the cellodextrins bound in Cel7A wild type (WT) and 
mutated structures (A) and Cel7B WT and mutated structures (B) 

 

Mutation of the four aromatic residues in Cel7B produces larger energetic and structural 

changes than in Cel7A (Figures 5.11B and 5.12B). Cel7B binding affinity to the 

cellodextrin is most negatively impacted by mutation at the product site (W329A) and, 

like Cel7A, directly upstream of the catalytically active site (W320A). The interaction 

energy drops significantly at all binding sites with the W329A mutation (Figure 6B), 

corresponding to the ##G results shown in Table 5.5. Examining the cross correlation 

maps from the MD simulation, we observe that Trp-329 positively correlates with the 

active site (Glu-196/Asp-198/Glu-201), so changes here may impact the actual catalysis 

(Figure 5.14).  
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Figure 5.14: Principle component analysis of Cel7A (A) and Cel7B (B). A positive value denotes 
a positive correlation of motion, whereas negative values are indicative of negative correlation of 
motion. Zero represents a lack of correlated modes. Horizontal lines running from left to right 
have been placed at locations on the map corresponding to the aromatic residues of interest in 
Figure 2. 

 

In viewing the Cel7B wild type and Ala-329 trajectories, we note that Ala-329 is much 

farther away from the product site than Trp-329, as shown in Figure 5.15A and 5.15B. 

This change in protein structure leads to dramatic instabilities in the cleft width, 

measured from the tips of the loops surrounding the +2 to -2 sites (Ala-222, a native 

contact in the wild type and Gln-325) (Figure 5.15C). Both the wild type and mutant 

exhibit some relaxation of the structure in the first 50 ns, but the wild type stabilizes 

whereas the W329A mutation does not. Since interaction energy and H-bonding are 

weaker outside of this region in the wild type (Figure 5.5), any disruption to the cleft here 

could lead to a reduction in interaction energy along the entirety of the cleft.  
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Figure 5.15: Cel7B wild type and W329A MD simulations at 250 ns. Entrance view of 
cellodextrin and position of Trp-329 in wild type (A) and cellodextrin and position of Ala-329 in 
the W329A mutation (B) showing change in position of residue 329. Trp-329 and Ala-329 are 
shown using the licorice rendering in VMD. The arrows correspond to the distance between the 
tip of the loops surrounding the +2 and +1 sites, measured by the distance between the "-carbons 
in Ala-222 on the left and Gln-325 on the right. The time series of this distance over the course of 
250 ns is shown in (C) and illustrates the significance of W329 in structure stabilization. 

 

W320A impacts the product sites, but not the -1/-2 sites, which may explain why its 

change in ##G is less detrimental than W329A. As previously discussed, in non-

processive enzymes the cellodextrin binding free energy is likely lower than that of 

processive enzymes. While lower free energy may allow for faster substrate release and 

be important for preventing product inhibition [15,46], further reductions in interactions 

may cause the cellodextrin to dissociate from the protein cleft, as reflected in the poor 

interaction energy and high cellodextrin RMSF results for W329A. Y38A and W320A 

have a similar impact to protein-cellodextrin interaction energy (Figure 6B) and 

cellodextrin RMSF (Figure 7B), but Y38A is less detrimental than W320A and W329A 

to the cellodextrin binding free energy. With the reduced protein-cellodextrin interactions 

and H-bond formation calculated in the Cel7B wild type, it is not surprising that in 
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general mutagenesis at Tyr-38 and Trp-40 do not impact binding as much as the 

entrance/active site positions in Cel7B relative to Cel7A. However, since binding is 

already likely lower than in Cel7A, and Tyr-38 and Trp-40 have been shown to dominate 

coupling in the entrance [44], mutation to alanine will still have a negative impact on 

overall affinity. The cross-correlation map shows that Tyr-38 correlates with the binding 

of Arg-108 while Trp-40 does not (Figure 5.14), with this correlation supported by the 

loss in H-bond duration between the aforementioned conserved residues Arg-108, Ser-

318 and Tyr-146 (mutation H-bond data not shown). Despite these differences, 

mutagenesis at this site in Cel7B has the same negative impact as mutagenesis at Trp-40 

and does not produce the same relative affinity change as in the processive Cel7A. The 

W40A mutation only impacts protein-cellodextrin interaction energy at the -1 site (Figure 

5.11B) but increases the RMSF of the cellodextrin at each site (Figure 5.12B), which 

could impact binding strength (i.e., a highly fluctuating cellodextrin will not bind 

properly). As previously discussed, studies of Family 6 GHs and endochitinases indicated 

that initial substrate recognition and tight binding at the entrance is not required for 

attachment to amorphous cellulose [3,16,19]; accordingly, our results indicate that the 

entrance sites in Cel7B do not impact cellodextrin binding affinity significantly, but the 

exit and catalytic binding sites are particularly sensitive to mutation. 

  

5.4 Discussion and Conclusions 

In this study, we examined a processive and a non-processive wild type GH7 enzyme to 

quantify the dynamical and structural differences in interactions with their respective 

cellodextrins with the overall aim to quantify key properties that are potentially important 

for GH processivity. First, our results suggest that the residues associated with the active 
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sites (-2 to +1) may not be directly associated with processivity in GH7s. This hypothesis 

is supported by the strict sequence conservation at the active site [9] and the nearly equal 

protein-cellodextrin interaction energies (Figure 5.5), number of H-bonds (Table 5.2), 

and cellodextrin RMSF (Figure 5.7A) and solvation (Figure 5.7B) calculated at these 

sites for both Cel7A and Cel7B wild-type enzymes. The aromatic residues around these 

sites are important for stabilizing the cellodextrin in both enzymes, in that mutagenesis to 

alanine decreases affinity for the cellodextrin, unlike the results shown for the T. reesei 

Cel6A [16]. Experimental studies can characterize the actual changes in activity on 

various substrates, but based on the MD and TI results, the catalytic sites (+1 to -2) are 

important to both cellodextrin binding and catalysis in both processive and non-

processive enzymes, but likely not directly for processivity.  

In terms of GH7 processivity, the simulation results indicate that the interactions 

and binding affinity are different for Cel7A and Cel7B both at the entrance (-7 to -3) and 

exit (+2) sites. Generally, the tunnel conformation of Cel7A imparts increased protein-

cellodextrin interactions and H-bonding over the non-processive Cel7B. In Cel7A, 

mutation at the -4 site (W38A) negatively impacts binding and increases cellodextrin 

fluctuations at the -7 and +2 sites, indicating that the Trp-38 residue may be critical for 

maintaining cellodextrin position in the tunnel, cellodextrin acquisition, and potentially 

processivity [3,16,19]. The weaker interactions of the Cel7B cleft residues with the 

cellodextrin support the notion that lack of tight binding, especially at the cleft entrance, 

may decrease processivity and enhance the detachment of the enzyme on insoluble 

substrates. Additionally, the weak interactions observed in Cel7B explain why aromatic-

to-alanine mutations impact the cellodextrin binding on average more than in Cel7A. 
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Binding, and thus activity on even amorphous substrates could thus be impacted with 

single mutations in GH7 endoglucanases, such as the exit W329A mutation.  

Overall, our results highlight functional differences in energetics and structure of 

processive and non-processive GH7s (Cel7A/B) at the molecular level. Other GH7 

cellulases may exhibit similar energetic and H-bond profiles in their catalytic sites, and 

these structural details near the entrance and exit could potentially be used as markers in 

simulation studies for non-processive, endoglucanase behavior. While these results may 

not be directly applicable to other GH families, more detailed understanding of exo- and 

endoglucanases such as that elucidated here will eventually lead to a general molecular 

level theory of carbohydrate processivity. This will enable a clearer definition of the roles 

of different GH Families in enzymatic cocktails during cellulosic hydrolysis, which 

ultimately has valuable applicability in improving biochemical conversion of 

lignocellulosic biomass.  
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CHAPTER 6 

 

CONCLUSIONS AND FUTURE WORK 

 

6.1 Conclusions 

The work presented provides insight into the molecular-level action of glycoside 

hydrolase (GH) enzymes on cellulose substrates. Knowledge of thermodynamic 

properties and structure-function relationships required for optimal enzymatic efficiencies 

is key to improving the performance of cellulases used in enzymatic hydrolysis for the 

conversion of lignocellulosic biomass to fermentable sugars. Rational engineering of the 

GH enzymatic cocktails needed in production can ultimately lead to reduction in costs 

needed to make biofuels more commercially viable [1-3]. Many experimental and 

simulation studies to date have contributed to efforts to improve the understanding of the 

structure mechanistic action of GHs, specifically cellulases, on various cellulose 

substrates [1,2,4-44].  In this thesis, we add to this knowledge base by focusing on two 

GH7 model systems produced in the filamentous fungi T. reesei, an exoglucanase 

(Cel7A) and its synergistic endoglucanse (Cel7B). In Chapter 3, we demonstrated the 

feasibility of using molecular simulation as a tool in that can be used in the conscientious 

design of proteins and enzymes. In particular, we demonstrated that our predictions were 

accurate when compared to experimental results for amino acid muations in the CBM 

[27,28,39]. Additionally, in Chapters 3 and 4 we highlight a novel approach to improve 

binding affinity, and potentially activity [39] through the addition of O-glycosylation to 
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the Family 1 CBM. Finally, Chapter 5 addresses important structural components for 

processive and non-processive action in the Cel7A and Cel7B CDs.  

We have sought to understand the impact of various O-glycosylation motifs from 

different organisms on the structure and function of carbohydrate-binding proteins. By 

applying TI calculations and molecular dynamics simulation [45-48], we were able to 

show that CBM glycosylation could be a contributor to enzyme binding affinity, which 

may ultimately improve activity. Using the well-defined Cel7A Family 1 CBM bound to 

a I! crystalline cellulose substrate as our model system, we systematically added simple 

mannan or mannan-glucan O-glycoforms produced in T. reesei, A. niger, A. awamori, 

and yeasts, and to our knowledge, this study is the first to test the impacts of O-

glycosylation on a Family 1 CBM. In Cel7A, the addition of simple mannan or mannan-

glucan single, di-, and trisaccharides increase the hydrogen bonding potential and 

interaction energy of the CBM-glycan complex with the cellulose substrate to improve 

binding affinity by up to 3.8 kcal/mol over a non-glycosylated wild-type CBM.  The 

linear mannan trisaccharide produced in T. reesei, A. niger, A. awamori, and yeasts 

(Figure 4.1, Table 4.1) is found to yield the largest improvement over the non-

glycosylated wild-type, and in terms of glycan chemistry, the mannan-glucan structures 

examined here exhibit higher affinity than their mannan counterparts (e.g., S3MG as 

compared to S3M2 and S3M2-16), which we attribute to the observation that a mannan-

glucan structure orients more parallel to the surface than a mannan structure, increasing 

H-bond potential and interaction energy. Our comparison of three analogous disaccharide 

systems (S3M2, S3M2-16, and S3MG) indicates that linkage patterns do not impact 

relative binding affinity and protein structure as much as the nature of the glycan moiety.  
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While experimental conformation of this study is needed, our TI calculations suggest that 

broadening the O-glycan patterns available in T. reesei via expression of genetic 

modifications or via chemical synthesis could be used to tune binding affinity and overall 

activity of Cel7A and other cellulase enzymes. In our simulations, loss of structural 

integrity of the protein backbone impacted normal binding and function. Thus an 

important finding of these two studies is that regardless of application, in order to 

optimize enhancements in glycoprotein engineering care must be taken to ensure 

glycosylation does not change the inherent structure of the protein.  

Given that glycosylation is prevalent in all kingdoms of life as a post-translational 

modification and plays a functional role in biochemical interactions, this work highlights 

the importance of the careful design of both experimental and computational studies that 

may be affected by changes imparted by glycosylation. Glycosylation is important in 

both intra- and inter-cellular recognition [49-51], and this work shows that O-

glycosylation can impact binding affinity and protein structure in the model Family 1 

CBM. Host organism and growth media selection can have a dramatic effect on 

glycosylation patterns [49,51,52] and failure to account for changes imparted by glycans 

could alter the outcomes of protein engineering efforts. Both of the CBM studies 

demonstrate that computational studies are a valuable tool in rational approaches to 

glycoprotein engineering, allowing researchers to screen various mutations in binding 

studies, for example, and providing molecular-level details and general visualization of 

glycoproteins [40,53]. 

This study also used molecular dynamics simulation and TI calculations to 

highlight differing structure-function relationships in two synergistic GH7 enzymes’ 
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CDs, Cel7A and Cel7B. Improvements in understanding of exo- and endoglucanases can 

aid in efforts to define processivity on a molecular basis. Our results suggest that in GH7 

CDs the residues associated with sites directly upstream and downstream of the 

catalytically active site are important for ligand binding and potentially activity, but may 

not be associated with processivity. This hypothesis is supported by strict sequence 

conservation in the active site [23], and the nearly equal protein-ligand energetic and 

structural profiles calculated in simulation at these sites for both Cel7A and Cel7B wild-

type systems; differing values should highlight protein areas with processive function. 

Our simulation data suggests that processivity and action on crystalline (via Cel7A) 

versus amorpohous (via Cel7B) substrates is tied to binding and interactions at the 

entrance and exits of the Cel7A tunnel and Cel7B cleft where different behaviors were 

noted. Cel7A’s tunnel conformation leads to increased protein-ligand interactions over 

those in the cleft of Cel7B. With these weak interactions in Cel7B, single mutations in 

the cleft can have a dramatic impact on binding affinity and ligand fluctuation, indicating 

that even single point mutations could impact activity. Actual activity for various 

substrates and processivity changes between systems and due to mutations could not be 

calculated with these simulations; however, we were able to highlight functional 

differences in energetics and structure of processive and non-processive GH7s (Cel7A/B) 

on the molecular level. Clearly defining the roles of different GH Families in enzymatic 

cocktails during cellulosic hydrolysis may ultimately have valuable applicability in 

improving biochemical conversion steps in biofuel production, and this study adds to the 

current knowledge base.  
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6.2 Future Work 

Despite the progress made, there are still many aspects of cellulase structure and 

mechanistic action that will require further study. Below we discuss recommendations for 

future studies, both experimental and computational, that could help further efforts in the 

field of cellulase engineering for biofuel production. 

 

Validation of Findings on Glycosylation Impacts to Binding Affinity  

While our TI simulations were able to reproduce experimental data on amino acid 

mutation, experimental validation of the glycosylation simulations is required. Study of 

the impacts glycosylation can have on protein structure and function presents an 

interesting challenge due to microheterogeneity, in that for any glycosylation site on a 

protein, an organism can produce a range of glycan structure, with the added complexity 

that external conditions of the organism can impact these patterns [49,51,52].  The 

presence or absence of transferases, categorized into families and subfamilies based on 

gene and protein sequence identity, allow identification of an organism’s possible 

glycosylation patterns via genomic and proteomic analysis [49,54,55]. Linkage analysis 

is achieved using methylation analysis, wherein a stable ether-linked methyl is attached 

to free hydroxyl groups in the glycan, and then the glycan glycosidic bonds are broken 

revealing the linkage pattern [49]. Despite the difficulties of determining heterogeneity 

[56], site directed mutagenesis of the genes encoding for transferases can reveal potential 

impacts on protein activity and function [5,14,15,54,55,57,58]. Chemical synthesis of 

specific linkages can be achieved through a reverse of the methylation analysis where 

protective groups are selectively added and removed to allow for linkage at the exposed 
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hydroxyl groups [49]. Current efforts at the National Renewable Energy Lab (NREL) and 

the University of Colorado at Boulder are underway to attempt to confirm or refute the 

findings in Chapters III and IV using solid-state synthesis (FMOC) of the CBM 

glycoprotein, with their proposed method shown in Figure 6.1 [59]. Once these CBM 

glycoproteins are synthesized, NMR structural determination studies and experimental 

binding affinity studies will be performed.  



 188 

Targets 

TQSHYGQCGG IGYSGPTVCA SGTTCQVLNP YYSQCL 

 

 

 

TQSHYGQCGG IGYSGPTVCA SGTTCQVLNP YYSQCL 

 

 

 

TQSHYGQCGG IGYSGPTVCA SGTTCQVLNP YYSQCL 

 

 

 

TQSHYGQCGG IGYSGPTVCA SGTTCQVLNP YYSQCL 

 

 

 

TQSHYGQCGG IGYSGPTVCA SGTTCQVLNP YYSQCL 

 

 

 

TQSHYGQCGG IGYSGPTVCA SGTTCQVLNP YYSQCL 

 

 

 

TQSHYGQCGG IGYSGPTVCA SGTTCQVLNP YYSQCL 

 

 

 

 

 

Synthesis 

 

 

 

O

O
HO
HO

OH

OH

=

ResinN
H

Fmoc

O

N
H

Fmoc

R

O

OH

O

O

HO

OHO

HO

O
HO
HO

OHHO

=

N

O
OH

OH2N

O

O

N
H

CO2H
Fmoc O

N
H

CO2H
Fmoc

O

N
H

CO2H
Fmoc

a. Solid Phase Peptide Synthesis 

b. Deprotection 

c. Purification 

d. Folding 

1 

2 

3 

4 

5 

6 

7 

Product 1, 2, 3, 4, 5, 6, 7 

O

O
AcO
AcO

OAc

OAc

=

O

O

AcO

OAcO

AcO

O
AcO
AcO

OAc

OAc

=

7 

8 9 

10 
11 12 

 

Figure 6.1: Solid-state Synthesis of the Cel7A Family 1 CBM with mannan patterns from 
Chapters III and IV on Thr-1, Ser-3, and Ser-14 shown in green. [59] 

 

Future computational studies, as demonstrated here but perhaps on other GH Families, 

could also be useful tools for atomistic-level study of glycan chemistry to aid protein 
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engineers in creating and altering glycoproteins for specific purposes [8,40,53,60,61]. As 

previously mentioned, glycosylation structure and function can be difficult to analyze due 

to the glycan complex’s inherent flexibility and heterogeneity [62]. This study 

demonstrates that simulations can now be used effectively to measure binding affinity 

changes and observe and measure structural changes associated with glycosylation. 

Within the GH Families, there are currently 64 defined CBM Families with thousands of 

members, many of which demonstrate glycosylation [13,63]; the methods described in 

this thesis along with improving experimental tools [64-66] can be used to analyze the 

role and impact of glycosylation in binding in this vast catalogue of carbohydrate-active 

enzymes.   

 

Processive and Non-processive Catalytic Domains in Other GH Families 

Our work on two GH7 enzymes identified potential mutations and structural features that 

could impact binding affinity, processivity, and overall activity, but experimental binding 

and activity studies are needed to characterize the actual changes in activity on various 

substrates. Additionally, as noted in Chapter V these results may not be directly 

transferable to other GH Families, but the structural and energetic differences in the 

bound ligand for the exo- and endo-systems could be used as hallmarks for identifying 

processivity in other systems. The popular dogma extending from structural studies 

suggests that a CD with a tunnel conformation should be a processive exoglucanase while 

a CD with a cleft conformation should be a non-processive endoglucanase [67]; however 

some studies have shown examples to the contrary, with a GH6 CD (Cel6B) 

demonstrating endoglucanase behavior despite its tunnel formation [68], another GH6 
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CD (CBHA) losing exoglucanase activity with the removal of only a single tunnel loop 

[69], and then a switch from endo- to exoglucanase behavior with a single mutation in the 

GH chitinase (ChiB) cleft [21,70]. Thus, a more comprehensive goal might be to identify 

characteristics of processivity in GH Families based on energetic and structural profiles, 

as done in this study, rather than simply categorizing based on general structural forms. 

Development of overall molecular theories of processivity through continued 

computational and experimental studies could also improve understanding of how 

enzyme cocktails work synergistically to break down lignocellulose. Protein engineers 

can use findings to create new enzyme cocktails or identify efficient mixtures for use in 

biofuel production, lowering costs and increasing throughput.   
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