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CHAPTER 1

INTRODUCTION

1.1 Background and Objectives

Freshwater links coupled human and natural systems. Freshwater is necessary for sus-

taining a healthy human-natural system, yet its availability is a function of both human

and natural controls. Water resources are equally dependent on society’s demand, manage-

ment, and anthropological alterations as they are controlled by climate, geomorphology,

hydrology, and geochemistry (Liu et al., 2007). The coevolution of human-natural systems

is especially important in a country like Bangladesh, where people must continually adapt

to too much and too little water.

Bangladesh encompasses an area of 143,998 km2 with a population of 160 million

people (FAO, 2014), making its population density five times greater than any other mega-

country (Streatfield and Karar, 2008). This is a challenging backdrop for a society with

a predominantly poor rural population whose livelihood relies heavily on water-intensive

agriculture (Bangladesh Bureau of Statistics, 2015a). Increasing poverty, growing pop-

ulation, and competition for resources–especially the right amount of water at the right

time–develops a human-natural system that is particularly complex and unstable. To better

understand (and potentially improve) the coevolution of this joint system, we need to first

understand the water resources paradox–flooding, shortage, and lack of a plan.

Bangladesh receives massive volumes of water both from transboundary rivers and from

monsoon rains (averaging 2.3 m annually) (Alamgir et al., 2015). The largest sedimentary

basin in the world, the floodplains of the Ganges-Brahmaputra-Meghna (GBM) river basin

cover 80% of the country (Morgan and McIntire, 1959; Shamsudduha et al., 2011; Brouwer

et al., 2007) and form the third largest freshwater outlet in the world (Chowdhury and Ward,
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Figure 1.1: Location of poldered region in southwest Bangladesh.

2004a). The combination of high river discharge and the magnitude and pattern of precip-

itation has created one of the most fertile regions of the world, but the copious amount of

freshwater also causes the regular floods that devastate the region. The flood vulnerability

of the country is immense and increasing with projected climate change. While enhanced

greenhouse gases may increase monsoon precipitation, changes in hydrological landscape

in Bangladesh may also increase greenhouse gases.1 This coupled water (and climate) sys-

1See Appendix A for additional work on the relationship between Bangladesh methane emission and
inundation.
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tem can create a cyclical cascade of instabilities and, therefore, exacerbate the flooding

problem in these vulnerable regions.

Meanwhile drinking water shortages also continue to be one of the Bangladesh’s most

challenging problems (Gain et al., 2012). Obstacles arise in resource availability due to

seasonal variability in rainfall, improper allocation to the community, and difficult access

to groundwater. Limited capacity for storage during the wet season leaves depleted water

resources for use during the dry season, when irrigation and drinking water is most needed.

Additionally, quality limitations occur when water resources are contaminated or improp-

erly treated. This trade-off between water quantity and quality is inescapable, especially in

coastal regions.

The coastal lowlands are particularly susceptible to water resource issues–where densely

populated communities are faced with the challenges of sea-level rise, saline and arsenic-

laced groundwaters, microbiological contamination of surface waters, a growing popula-

tion, and poor water resource infrastructure and governance. Here, water development has

primarily targeted embankments for flood control and storm-surge. In the 1960s and 1970s,

much of the tidal mangrove forest of the lower delta region was converted to polders, or

embanked islands (Fig. 1.1) (Auerbach et al., 2015). An unintended consequence of these

embankment projects has been a gradual reduction in elevation of the polder and fertility

of the soil due to the prevention of natural siltation associated with flooding. Now living

on extremely vulnerable landscapes, the locals must adapt to the long dry season by using

multiple sources to meet drinking water needs.

Locals often rely on a mix of untreated surface and groundwater drinking water sources.

A combination of contamination, failing infrastructure, and difficult access seem to subdue

the success of each option. The lack of functioning infrastructure is often attributed to

top-down supply-driven planning, which ignores what users want and will maintain in this

remote region (Cai et al., 2004; Starkl et al., 2013). To achieve sustainable solutions,

underdeveloped, rural regions need transparent and participative water resource planning
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(Starkl et al., 2013). We must (1) better understand the local context–both hydrologically

and socially–and then (2) equip the local communities with the knowledge and means to

better manage their water resources as they see fit.

Based on this dynamic environment, this dissertation investigates the freshwater re-

sources in the coastal region of Bangladesh. Although we consider the interesting effects

of flooding country-wide2, the majority of this research investigates hydrological, decision-

making, and educational (and subsequent adaptation) factors associated with drinking water

shortages on a polder in southwestern Bangladesh. We combine physical and social model-

ing, field-based research, and community outreach to better understand the environmental

complexity and people’s adaptation to water systems in the region. The research objectives

are as follows:

Objective 1: Assess localized groundwater-surface water interactions while searching for

potable groundwater resources.

Objective 2: Explore the regional physical and social factors that influence drinking water

sources and their likely success.

Objective 3: Demonstrate collaborative science research communication with local non-

science communities through a story about water, land, and people.

1.2 Research Overview

In Chapter 2, we attempt to locate pockets of freshwater amidst brackish groundwater

in remote villages in Bangladesh. This work explores inferences about local groundwater-

surface water interactions in the poldered region of coastal Bangladesh. We conclude that

active exchange of freshwater may be limited. Localized regions of recharge may be pos-

sible but small-scale heterogeneity in delta formation likely caused groundwater salinity

variation. Without adequate ground truthing of groundwater quality, the ability to deduce

2See Appendix A.
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the exact location of freshwater pockets may be restricted so other drinking water sources

should be pursued.

The objective of Chapter 3 is to explore the various technical, economic, social, and

environmental factors that influence the most frequent drinking water sources and manage-

ment schemes in southern Bangladesh. Using multicriteria decision analysis, we assess

the probable success of drinking water supplies and prioritize the sources that are most

likely to succeed in the future. We consider differences among stakeholder preferences and

multicriteria decision analysis methods to investigate the influences of prioritization and

methodological process. This work demonstrates the multifaceted approach that will be

needed to resolve water management problems, while also showing that rainwater harvest-

ing is often the most effective, high quality source of drinking water in coastal Bangladesh.

Academics are encouraged to integrate their environmental research with education and

societal outreach, but the methods of doing so can be transient and insubstantial. In Chapter

4 we use a children’s book to create a sustainable relationship with vulnerable communities

in Bangladesh. We demonstrate the coupling of the natural environment and human adapta-

tion through the journey of a girl fetching water. Written, illustrated, and freely distributed

in the Bengali-language, the book is a place-based tool to disseminate our understanding

of the coupled human-natural system back to the rural Bangladesh communities, as well as

to teach others about the water, land, and people of Bangladesh.

Chapter 5 synthesizes findings from this dissertation, discusses the broader impacts

of this work, and offers an outlook on other water links between coupled natural-human

systems in Bangladesh and other developing nations.
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CHAPTER 2

A SEARCH FOR FRESHWATER IN THE SALINE AQUIFER OF COASTAL

BANGLADESH

2.1 Introduction

Low-lying coastal deltas encompass dense populations due to their relative abundance

of natural resources. Deltas are vital centers of agriculture, commerce, transportation, and

development, but also dynamic natural landscapes that are becoming increasingly vulner-

able to environmental change. The juxtaposition of intense development and resource ex-

ploitation alongside the increasing frequency of natural hazards (e.g. erosion, seawater

intrusion, subsidence, flooding, sea level rise, etc.) make these regions especially fragile.

These increasing physical and social pressures already are substantially impacting water

resources. Degradation of water quality (Paerl et al., 2014; Sá et al., 2015; Seitzinger

and Phillips, 2017), flooding (Neumann et al., 2015a; Wyncoll et al., 2016; Bilskie et al.,

2014; Ali, 1996), rising sea levels and salt water intrusion (Carson et al., 2016; Klassen

and Allen, 2017; Werner and Simmons, 2009; Khublaryan et al., 2008), loss of wetlands

(Davidson, 2014; Nicholls, 2004), land subsidence (Schmidt, 2015; Wang et al., 2012; Jel-

gersma, 1996), changes in recharge (Appleyard, 1995; Priyantha Ranjan et al., 2006; Lam-

brakis and Kallergis, 2001), shifts in stream flow and runoff due to regulation (Wilson et al.,

2017; Richter et al., 1998; Gain and Giupponi, 2014), increased water use (Erban et al.,

2014; Bui et al., 2012; Vandenbohede et al., 2009), and changes in climatic patterns and

storm strengths (Ali, 1996; Neumann et al., 2015b) are a few hydrological changes being

noticed around the globe.

Lying at the intersection of oceanic and riverine environments, coastal fresh ground-

water is often the most highly valued resource, providing for more than one billion peo-
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ple living in coastal regions (Post, 2005; Small and Nicholls, 2003; Oude Essink et al.,

2010; Ferguson and Gleeson, 2012). Although relatively protected compared to surface

water resources, coastal aquifers are susceptible to degradation from groundwater extrac-

tion, saltwater intrusion, and contamination (Worland et al., 2015; Tran et al., 2012). Small

perturbations to the deltaic system may result in significant aquifer salinization and con-

tamination (Tasich, 2013; Nicholls and Cazenave, 2010). As deltas evolve and water avail-

ability stress intensifies, it is critical for researchers and communities to assess groundwater

resources and the evolution of aquifer quality on a local scale.

The Ganges-Brahmaputra-Meghna (GBM) delta in Bangladesh is one of the most dras-

tic examples of coastal delta vulnerability (Warrick et al., 1996; Ali, 1996; Gain et al.,

2014; Wassmann et al., 2004). The hydrological impact of climate change on GBM basin

is expected to be stronger than that of other basins as it is subject to the combined effect

of (1) glacier and snow melt (Immerzeel, 2008; Immerzeel et al., 2009), (2) extreme shifts

in monsoon rainfall with increases in rainfall during the wet season but drier winter sea-

sons (Chowdhury and Ward, 2004b; Mirza et al., 1998; Turner and Annamalai, 2012), (3)

relatively fast economic development and demand (Jahangir Alam et al., 2012; Mallick

and Vogt, 2014), and (4) little water buffering storage capacity over the entire basin (Gain

et al., 2012, 2014; Mondal et al., 2010). At large, the delta is home to two-fifths of the

developing world’s population living below the poverty line (Biswas, 2008). Inhabitants in

the low-lying regions, which are considered most at risk from climate change impacts, may

experience a net increase in poverty of approximately 15% by 2030 (Hertel et al., 2010;

Hijioka et al., 2014).

In the coastal zone alone, 170 million Bangladeshi inhabitants depend on water-intensive

livelihoods, such as aquaculture, fishing, and rice production (Rahman and Salehin, 2013;

Michael and Voss, 2009; Benneyworth et al., 2016; Worland et al., 2015). Here, the peo-

ple face an interesting interplay of environment, human adaptation, and coevolution. The

landscape is characterized by agricultural islands constructed during the 1960s and 1970s
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(Rahman and Salehin, 2013; Michael and Voss, 2009). Modeled after the Dutch pold-

ers, these small islands are protected from tidal and storm-surge inundation by constructed

earthen embankments that wrap around the exterior of each island (Auerbach et al., 2015).

Although the region has immense natural water resources, drinking water resources on

the polders vary in availability, quality, and susceptibility to hazards. This ubiquitous water

stress has prompted significant research efforts related to water quality and potable drink-

ing water supply. According to Benneyworth et al. (2016), polder residents use multiple

drinking water sources throughout the year. Without adequate water storage and infrastruc-

ture, rainwater resources dwindle during the long dry season. Surface water reservoirs are

stagnant and susceptible to microbiological contamination. In cases where these reservoirs

are connected to the tidal network, the water becomes increasingly salty through the dry

season. Groundwater use on the polders is far less than the national average, due to cost

of well implementation, higher than average arsenic concentrations, and, most importantly,

high salinity (Benneyworth et al., 2016). Although some families own household tube-

wells, the wells are more often community tubewells that pump from the shallow Holocene

aquifer. Typically, the water is unfiltered, and the usage is suspected to be a function of

perceived water quality, taste, smell, and proximity (Shumaker, 2017; Benneyworth et al.,

2016).

A study by Benneyworth et al. (2016) noted that all local groundwater tubewells ex-

ceeded the Bangladesh guidelines for specific conductivity (despite few residents perceiv-

ing their water as having a ’bad’ or ’salty’ taste). But Ayers et al. (2016) discussed un-

predictable groundwater salinity variations in the region, suggesting that some wells are

fresher than the World Health Organization guidelines (World Health Organization, 2011).

The cause and location of these fresher regions are unknown, and studies have speculated to

the possibility that groundwater-surface water (GW-SW) interactions play a role. Although

seasonal monsoonal recharge would be expected, the shallow subsurface consists of de-

posits of clay varying in thickness, overlying the fine sand aquifer (Fig. 2.1) (Ayers et al.,
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2016; Ravenscroft, 2003). Worland et al. (2015) suggest that this lateral heterogeneity in

polder stratigraphy may allow for regions of meteoric recharge where the clay cap thins.

Wilson et al. (2017) also present bathymetry and channel stratigraphy data that indicate

potential for channel-aquifer connections.
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Figure 2.1: Summary of sediment lithology and radiocarbon ages from Polder 32 cores and
tubewells with the northernmost on the right. Tan colors designate sand layers and gray
marks mud. Numbers are calibrated radiocarbon ages in calendar years before present as
recovered from mangrove wood (in yellow) and 14C groundwater ages (in black). Figure
adapted from Ayers et al. (2016).
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Residents may be under utilizing groundwater resources if fresh surface water is ex-

changing with the shallow aquifer. But is it possible to locate these pockets of fresh ground-

water? This study explores what we can infer from local GW-SW interactions on these

coastal Bangladesh polders, in an attempt to find an untapped drinking water resource. In

doing so, the study (1) assesses the extent of tidal channel and aquifer exchange, (2) ex-

plores the possibility of detecting meteoric freshwater recharge through electromagnetic

induction (EMI), and (3) evaluates differences in GW-SW interactions between the natural

and poldered environment.

2.1.1 Study Region

Bangladesh is the largest sedimentary basin in the world with fluxes from the Hi-

malayan and Indo-Burman mountain ranges through the GBM river system (Morgan and

McIntire, 1959; Shamsudduha et al., 2011). The surficial geology is characterized by Qua-

ternary deposits surrounded by the Indian Shield to the west, the Shillong Massif and the

Himalayas to the north, and the Indo-Burman Mountains to the east (Morgan and McIntire,

1959). The massive Holocene floodplains consist of poorly developed, immature silt and

clay soils that are underlain by Himalayan derived sediments deposited since the Pliocene

(Alamgir et al., 2015; Ravenscroft et al., 2005; Morgan and McIntire, 1959). On a na-

tional scale, the simplified hydrogeology is represented by two distinct aquifers vertically

separated by Pleistocene clays (MPO, 1987; Rahman et al., 2011).

In the coastal region, a semiconfined, shallow Holocene aquifer reaches 100 m below

ground level (bgl) before the vertical confining unit that separates the two deeper Pleis-

tocene aquifers (Rahman et al., 2011; Burgess et al., 2010). This aquifer primarily consists

of fine sands and is overlain by a variably thick mud confining unit (Fig. 2.1). This confin-

ing unit, and potentially the Holocene aquifer, are carved by major tidal channels (12 km

wide) conveying semi-diurnal tides over 120 km inland of the coast (Wilson et al., 2017).

The tidal range varies from 2 m at the coast and amplifies inland to 3 m near Khulna,

10



before decreasing farther inland (Wilson et al., 2017). The polders, and the embankments

that surround them, channelize these major rivers and prevent flooding of the intertidal

platforms.

This study focuses on one particular polder, Polder 32, located in the Khulna district,

Dacope Upazila in southwest Bangladesh, 60 km north of the Bay of Bengal (Fig. 2.2)

(Tasich, 2013; Auerbach et al., 2015; Worland et al., 2015; Ayers et al., 2016; Benneyworth

et al., 2016). This polder is 19.3 km by 7.1 km with a total area of 68.2 km2 and is

home to a population of roughly 40,000 inhabitants (Ayers et al., 2016). Lying at the

sharp interface between natural and highly-altered landscapes, Polder 32 was likely part

of the mangrove forest before deforestation. Its southern portion borders the protected

Sundarbans mangrove forest, separated only by the Bhadra and Shibsha tidal rivers (Fig.

2.2).

Polder 32 embankments were breached during the 2009 cyclone Aila along the Shibsha

and Dhaki rivers, leaving the island inundated for upwards of two years. With an average

vertical relief of nearly zero across its entirety and only microlevel topographical differ-

ences over tens to hundreds of meters, the polder is highly susceptible to similar flooding

events in the future (Auerbach et al., 2015). The climate in this region is humid and bisea-

sonal with a dry season from November to May and wet season from June to October

(Chowdhury, 2010). Polder 32 is estimated to receive between 1500 mm to 2100 mm of

rainfall per year (Nobi and Gupta, 1997).

2.2 Methods

2.2.1 Meteorological and Tidal Gauges

Rainfall intensity and atmospheric temperature were collected using a Vaisala WXT520

Weather Station connected to a Trimble GPS base station at 22◦30′16”N 80◦26′09”E (Fig.

2.2). Data were processed in Python. Barometric pressure was collected using a Schlum-

11



Site 1

Polder 32

Sundarbans

Site 2

Site 3,
location of EMI 
transects 

Tidal 
Gauge

Met Station

Figure 2.2: Geoeye image of study region including Polder 32 and the Sundarbans, where
sites mark piezometer transects, tidal gauge, and meteorological station.
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berger Baro Diver.

A Schlumberger CTD Diver was deployed in the tidal channel adjacent to the eastern

margin of Polder 32 from May 2014 to June 2016 (Fig.2.2). The deployed gauge collected

pressure, temperature, and specific conductivity measurements every 10 minutes.

2.2.2 Piezometers

Three transects–two sites on Polder 32 and one site in the Sundarbans– were installed

with monitoring piezometers at different depths and distances from the tidal channel (Fig.

2.2 and Table 2.1). Installation was completed using the traditional Bangladeshi hand flap-

per method–a reverse circulation percussion drilling method that involves the lifting and

dropping of the drill tube with circulation to expel mud pit drilling fluid out the top of the

drill pipe during the percussion (Shuai et al., 2017; Horneman et al., 2004). We collected

wash samples expelled from the drill pipe either as slurry (sand) or solid plugs (clay) every

1.5 m for visual detection of subtle lithological changes.

Piezometers were installed between 10 and 40 m depth. Each piezometer was con-

structed from 6.35 cm diameter PVC with a 2.5 m slotted screen on the lower end. The

piezometers were equipped with Schlumberger (Specific) Conductivity, Temperature, and

Depth Divers (CTD) (measuring every 10 minutes) or HOBOware U20L (measuring pres-

sure and temperature every 30 minutes) pressure transducers from May 2014 to May 2016.

Shallow piezometers were also dug at 2 m depth at Sites 2 and 3. These piezome-

ters were screened above the surface to 2 meters below the surface to capture platform

inundation frequency, irrigation patterns, and infiltration patterns. In all cases the shallow

piezometers were installed in mud with a sand pack around the screen.

Piezometer pressure transducers were corrected by removing the mean barometric pres-

sure. Specific conductivity measurements from piezometer CTD divers were smoothed

with Robust spline smoothing in MATLAB, due to instrument sensitivities from well water

sloshing or equipment malfunction. A 36-hr low-pass filter is used to assess trends.
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Table 2.1: Site and piezometer details.

Site Piezo. Dist.to TC (m) Depth Instrument Interval (min) Valid Data (mon/yr)

1 A 5 26 CTD 10 5/14-10/14
1 B 145 44 CTD 10 5/14-10/15

2 C 17.5 18 CTD 10 5/14-10/15
2 D 17.5 30 CTD 10 5/14-10/15
2 E 113.5 2 CTD 10 5/14-10/15
2 F 113.5 11 HOBO 30 5/14-10/15
2 G 113.5 30.5 HOBO 30 5/14-10/15

3 H 10.5 2 CTD 10 5/14-10/15
3 I 10.5 38 CTD 10 –
3 J 19 39.5 CTD 10 5/14-10/15
3 K 130 2 HOBO/CTD 30/10 5/14-3/15; 3/15-10/15

In October 2014, falling-head measurements of hydraulic conductivity were made at

each piezometer using a solid, 1.25 m long, 3.18 cm diameter slug. Decay of the hydraulic

head was monitored with a HOBO pressure transducer at 1 second intervals. The pressure

measurements were converted to water level using the barometric compensation tool on

the HOBOware software. Water depth is determined from the top of the piezometer, but is

referenced from the initial water level. Tests were interpreted using the Bouwer and Rice

(1976) method as implemented in the USGS Bouwer-Rice Slug Test spreadsheet (Halford

and Kuniansky, 2002). Although originally designed for unconfined aquifers, the Bouwer

and Rice (1976) method can be applied to confined aquifers with partially penetrating wells

of finite diameter. It is assumed that the well water was displaced instantaneously at t = 0.

2.2.3 Chemical Analysis

The shallow aquifer tubewells and three bounding tidal channels were sampled sea-

sonally using a portable Hydrolab 4a, which measures Eh oxidation-reduction potential in

millivolts (mV ), pH, temperature in degrees Celsius (◦C), and specific conductivity (SpC)

in microsiemens per centimeter (µS/cm). Wells were purged and water samples were col-

lected following the procedure outlined by Ayers et al. (2016). Preserved aqueous samples

were analyzed for metal cation concentrations using ICP-OES via EPA Method 6010B.
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Analyses of anions were performed on unpreserved samples using an IC (ASTM Method

D-4327-03). Analyses of organic and inorganic carbon were completed on unpreserved

samples using TOC (ASTM Method D-7573-09).

2.2.4 Electromagnetic Induction

Direct measurement of shallow groundwater salinity variations in coastal environments

would require costly wells to locate areas of freshwater recharge. Resistivity and EMI

methods can be used to map conductivity contrasts in shallow subsurface pore water and

predict salinity between well locations (Greenwood et al., 2006; Hoefel and Evans, 2001;

Manheim et al., 2004). Following methods described by Worland et al. (2015), we con-

ducted a geophysical survey using a Geophex GEM-2 handheld, multi-frequency terrain

conductivity meter in multiple transects during May 2014. The GEM-2 was held in a hori-

zontal coplanar position 1 m above the ground surface while walking a transect. GPS points

were taken at the start and end of each transect. The instrument recorded transmission fre-

quencies of 6030 Hz, 15030 Hz, 37410 Hz, and 93090 Hz. The EMI output was converted

to apparent conductivity using Aeroquest software (Huang and Won, 2000). Using the

University of British Columbia Geophysical Inversion facility (UBC-GIF) EM1DFM in-

version program, we constructed 1-D inversion models for the frequency-domain output.

Additional details on the method are described in Worland et al. (2015).

2.2.5 1-D Tidal Propagation Model

An adaptation of a one-dimensional finite-difference groundwater flow model (Tasich,

2013) is employed to analyze the connectivity of the tidal channel and aquifer. Connectivity

of a shallow aquifer and a river often is regulated by a layer of channel sediments. We con-

ceptualize this by considering a veneer of sediments acting as a restriction to groundwater-

surface water exchange. The model estimates the range of thicknesses and the hydraulic

conductivity of the channel clogging layer adjacent to the tidal channel as a function of
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head variations in the horizontal direction due to tidal river fluctuations. We calibrate the

model with tidal propagation data from Polder 32 and the Sundarbans. A tidal river serves

as the left boundary conditions fluctuating between a maximum (TR) and minimum (-TR)

tidal extent while groundwater flow equations govern at 0 < x < X . The right boundary

condition is a no flow boundary at X. The space between the boundaries is subdivided into

n nodes. The tidal channel boundary condition is defined using sinusoids with a period of

12 hours for the solar tidal cycle and 12.42 hours for the lunar tidal cycles, as described by

hbc = sinal(2π
t

12.41
)+ sinas(2π

t
12

), (2.1)

where hbc is the head at the boundary condition, al and as are the lunar and solar compo-

nents of the tidal amplitude, respectively, and t is time. Flow within the aquifer is described

as
∂h
∂ t

=
1
S

∂

∂x
(T

∂h
∂x

)+
Re

S
, (2.2)

where h is groundwater head, t is time, T is transmissivity, S is storativity, x is horizon-

tal space, and Re is effective surface recharge. Model parameters are outlined in Table

2.2. Transmissivity varies to reflect differences in aquifer and channel characteristics over

horizontal space. While varying the channel clogging layer width and transmissivity, we

optimized the model by minimizing differences between observed apparent tidal efficiency

and model tidal efficiency at each piezometer site. Apparent tidal efficiency is defined as

the ratio of well-water amplitude to tidal amplitude at a specific point in the aquifer (Jacob,

1940; Gregg, 1966; Fetter, 2001).
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Table 2.2: Finite-difference groundwater model parameters.

Notation Parameters Unit Value or Range

TA Aquifer Transmissivity m2/hr 10
TR Channel Transmissivity m2/hr 1.22
TC Confining Unit Transmissivity m2/hr 5.4x10−6 to 0.1
S Storativity 1

RR Recharge Rate m/hr 2x10−6 to 3x10−6

TR Tidal Range m 2 to 4
XC Channel Clogging Layer Width m 2.5 to 16

2.3 Results

2.3.1 Meteorological and Tidal Data

The characteristic fortnightly variations in tidal range reflect spring-neap astronomi-

cal cycles. Tidal channel CTD captured freshening (35 to 0.5 mS/cm) during wet season

and cooling (31 to 20◦C) during winter months (Fig. 2.3). In 2015, the nearly immediate

freshening of the tidal channel occurred in mid July, which is very similar to the fresh-

ening shown in Ayers et al. (2017). Peak tidal channel temperatures mimic the ambient

air temperature, rather than rainfall frequency, and remain approximately 30◦ from May to

August. In 2014, water temperatures drop to the lowest in late October, whereas in 2015

similar temperatures are not reached until mid December. Although site meteorological

data is missing for 2014, the channel temperature follows the air temperature patterns in

2015.

Barometric pressure shows clear diurnal signal with amplitudes between 1 and 1.5 cm,

so we ignore barometric conditions relative to the tidal forcing.

2.3.2 Shallow Piezometers

Shallow piezometers show similar patterns but more subdued changes in specific con-

ductivity and temperature (Fig. 2.4). Piezometers were serviced in October 2014 and May
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Figure 2.3: Meteorological and tidal data measured between April 2014 and June 2016.
Invalid and missing data have been removed.

2015, and differences between the mean depth between service periods are likely due to re-

installation errors (i.e. kinking of suspension wire, elevation disturbance around piezometer

base, etc.). Although the overall depth of water is skewed and unattainable due to these er-

rors, the pattern of inundation and infiltration is meaningful. Site 3 shows the regular spring

and neap flooding of the mangrove platform during high tide, and subsequent draining and

infiltration of the platform during ebbing. Site 2 shows a steady inundation level due to the

regulated flooding of the paddy field inside the embankment. High pressure periods be-

tween August 2014 to November 2014 and October 2015 suggest sluice gate failure, which

was confirmed by local residents.
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Figure 2.4: Shallow piezometer pressure, temperature, and specific conductivity at Site 2
and 3 between April 2014 and July 2016.

2.3.3 Piezometers

Lithology from piezometer drilling wash samples indicates disparity in clay cap thick-

ness and depth to aquifer, ranging from depths of 10 to 45 m. The D50 of the clay cap

sediments is an average of 18µm. From the slug tests, hydraulic conductivity beneath the

confining unit is on the order of 10−3 to 10−4cm/s (Table 2.3). These values are typical of

medium to fine sands in the Bengal Basin (Zheng et al., 2005).

Table 2.3: Slug test calculations of hydraulic conductivity (K) for Polder 32 and Sundar-
bans piezometers.

Site Piezometer Distance from TC (m) Depth K (cm/s)

1 B 145 44 3.1x10−4

2 C 17.5 18 2.1x10−3

2 D 17.5 30 1.7x10−3

2 F 113.5 11 1.5x10−3

3 J 19 39.5 8.1x10−4
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Figure 2.5: Water level (blue), temperature (red), and specific conductivity (orange) mea-
sured in piezometers. Invalid and missing data have been removed.

Figure 2.6: Resulting pressure response for Site 2 after using a 36-hr low-pass filter.
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Figure 2.7: Piezometer pressure response at Site 1 during the spring-neap cycle of Septem-
ber 2014. Black box inset are shown in b and c.

Figure 2.8: Piezometer pressure response at Site 2 during the spring-neap cycle of July
2015. Black box inset are shown in b and c.
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Figure 2.9: Piezometer pressure response at Site 3 during the spring-neap cycle of July
2015. Black box inset are shown in b and c.

Piezometer instruments show varying pressure amplitudes and lags, uncorrelated with

screen depth or distance from tidal channel (Fig. 2.5). The piezometer pressure is domi-

nated by the tidal signal and shows only seasonal pressure frequencies when filtered (Fig.

2.6). The pressure sinusoid is asymmetric with an incline steeper than the decline, with

similar peak gradients in both spring and neap tides (Figs. 2.7, 2.8, and 2.9). This asym-

metry is equivalent to peak attenuation due to floodplain storage. The gradient of the rising

limb changes when the incoming high tide breeches the platform, explaining the flatter

peaks and the sharper bottoms of the tidal sinusoid.

Site 1 pressure lags are especially confounding. Outside of the embankment, it takes an

average of 50 min for the pressure signal to propagate to piezometer A, although the lag is

much greater during the neap cycle (Fig. 2.7.c). The piezometer B farther from the channel

actually has a negative lag of approximately 9 min (i.e., the groundwater head peaks prior

to the tidal channel). The negative lag is especially pronounced during the spring tide

(Fig. 2.7.b). At Site 2, piezometers C and D, closest to the tidal channel, have a relatively
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constant pressure lag of -64 min and -71 min, respectively (Fig. 2.8). The Sundarbans

piezometer is synchronized with the tidal signal and only shows a -3 min lag response (Fig.

2.9).

Several piezometers show a 1◦C seasonal change in temperature but no trend in specific

conductivity (Fig. 2.5). Salinity of groundwater from tubewells is spatially variable and

uncorrelated with distance from tidal channel or depth. The average salinity is 10 ppt,

which exactly matches Ayers et al. (2016) findings. The concentrations of soluble salt

components are highly correlated, indicating conservative behavior (Fig. 2.10).

Figure 2.10: Concentration of Cl plotted versus concentrations of conservative elements
Na, Mg, and Sr with best-fit linear regression lines. The filled symbols at high Cl concen-
tration come from tidal channel samples. All concentrations are log10 values in mg/L.

2.3.4 Groundwater Model

The groundwater model suggests that a clayey silt channel clogging layer with widths

ranging from 2.5−10 m between the tidal channel and aquifer may induce the piezometer

pressure amplitudes we observe. The model results indicate hydraulic conductivity of the

clogging layer between 1x10−9 cm/s and 2x10−5 cm/s, which are typical of silts and clays

(Fetter, 2001).
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2.3.5 EMI

Highly variable EMI output suggest lateral variation in soil conductivities, which is

a function of clay content, water content, and salinity. The four frequencies correspond

to varying electrical conductivity (EC), with the highest EC associated with 93090 Hz

and the lowest EC associated with 6030 Hz on average (Fig. 2.11). Borehole lithology

and salinity readings show relative differences corresponding with EC results. Because of

drilling limitations, we were unable to locate areas of surface water recharge for inversion

validation.

T1

T2

T3

Figure 2.11: The electrical conductivity (EC) results for four frequencies on three different
transects. An 10-layer inversion model that goes to an unknown depth Z was built from
the inphase and quadrature data. In all transects, a higher EC unit caps a lower EC unit.
Location of transects is shown in Fig. 2.2.
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2.4 Discussion

Understanding complex GW-SW exchanges in deltaic plains is key to locating potable

drinking water in the brackish aquifer system. Surface water resources are susceptible to

contamination and flood risks, making groundwater options preferable in these dynamic

coastal environments. In the poldered region of southwestern Bangladesh, large tidally-

fluctuating rivers and intense periods of monsoonal rains are potential sources of freshwa-

ter infiltration through aquifer-tidal channel exchange and meteoric recharge, respectively.

Worland et al. (2015) suggest extremely small groundwater velocity flows in this region.

With localized regions of GW-SW exchange, this setting would allow for the development

of pockets of freshwater within brackish aquifer. This study suggests, however, that GW-

SW interactions on Polder 32 are likely (1) limited and (2) difficult to identify.

2.4.1 Aquifer-Tidal Exchange

Tidal channel-aquifer exchange is minimal on Polder 32. Piezometers show little vari-

ation in aquifer salinity and temperature over time that would correspond to the signal

fluctuations in channel water. The thick clay units overlying the shallow aquifer and low

permeability of tidal channel banks prevent infiltration. Furthermore, heterogeneity within

aquifer sediments further prevent large spatial signatures of any site of aquifer-tidal ex-

change. This varied stratigraphy (of clay and sand lenses) across Polder 32 is characteristic

of many coastal delta formations, and the resulting anisotropy from this lithology may af-

fect the tidal pulse propagation inland (Trefry and Johnston, 1998).

Varying pressure attenuation responses within and between Polder 32 piezometer sites

demonstrate the complex aquifer connectivity to the channel. Although we were limited

to 3 sites with a total of 7 pressure transducer records, we differentiated site specific trans-

missivity of the shallow aquifer through slug tests and channel clogging layer along banks.

We were unable to confirm, however, tidal propagation and attenuation relationships with
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respect to distance from the channel.

The typical response of water in a well to oceanic tidal loading occurs as a result of

three processes: (1) mechanical loading of the aquifer, (2) propagation and attenuation

of the pressure wave inland through the aquifer, and (3) flow of groundwater between

the aquifer and the borehole (Ingersoll et al., 1954; Furbish, 1991; Carslaw and Jaeger,

1959). This process assumes that the aquifer is homogeneous, confined, and that the flow of

groundwater into the well is horizontal (Rojstaczer, 1988; Furbish, 1991). The confusing

pressure lags we observe are likely due to a combination of (1) errors during tubewell

installation, (2) paleochannels or heterogeneous aquifer structures, or (3) the complex tidal

prism around Polder 32.

To address the first point, it is necessary to highlight the basic drilling process. During

the traditional hand-flapper method, PVC pipes are joined by heating and molding the

plastic ends. This relatively secure, albeit loose joint, may have allowed vertical leakage

along the outside of well pipes or leakage into the well at union of two pipes. An improper

seal is a well-known cause of hydraulic short circuit and may impact the response of the

piezometer (Chesnaux et al., 2006).

Peferential flowpaths and connectivity patterns in the shallow aquifer may also influ-

ence tidal propagation. Paleochannels correspond to high-permeability zones that may act

as preferential pathways and that make transmissivity distribution highly heterogeneous

(Mulligan et al., 2007). Worland et al. (2015) speculated whether paleochannels are con-

nected beneath the entire polder and their influence on the salinity variations in tubewells.

But it is possible that instead of acting as preferred pathways for flow, area of high trans-

missivity can enhance the pressure propagation inland. (Xia et al., 2012).

Lastly, we acknowledge that it is always preferable to measure river stage fluctuations

as close to the groundwater investigation site as possible. Unfortunately the tidal currents

on the Shibsha River at Site 1 disable installation of any longterm pressure transducer. For

this reason, we used time series data from a river gauge located at Site 3, which is 25
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km from Site 1 and 2 km from Site 2, by tidal channel. A lag in the tidal signal would be

expected as the tide propagates over the 25 km and additional complex lags can be expected

because of the branching tidal channel network. This additional lag time (or negative lag)

can be explained by the unique tidal propagation around Polder 32 from the Pasur River

in the Northeast and the Shibsha River east of Polder 32 (Rachel Bain and Richard Hale,

personal communication).

Alternatively, our field observations of time advance in aquifers fluctuation may be

explained by complex interactions of channel-aquifer geometries in response to tidal fluc-

tuation in a confined coastal aquifer with an impermeable outlet capping. Li et al. (2007),

Xia et al. (2007), and Maas and De Lange (1987) all propose analytical solutions that de-

scribe the head responses of a confined aquifer under a tidal river. For an aquifer with

impermeable outlet capping (i.e., negligible aquitard leakage), there may be a negative

phase shift of tidal groundwater flow of up to 1.5 hrs for semidiurnal tides (Fig. 2.12) (Li

et al., 2007). This implies that the confining unit between the shallow aquifer and the tidal

Figure 2.12: Schematic of a confined aquifer extending under a tidal river Xia et al. (2007).
Copyright 2007 by Elsevier B.V. Reprinted with permission.

channel around Polder 32 has negligible leakage.

Piezometers revealed more about the heterogeneity of the landscape than any potential

difference between the polder and natural environments. The variability in hydraulic prop-

erties was as high within each site as between Polder 32 and Sundarbans. One difference
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that plays a role in meteoric recharge is the variation in inundation patterns.

2.4.2 Recharge

The importance of describing the spatial variability of groundwater recharge is espe-

cially important in saline environments. If high recharge areas can be identified, successful

site selection of tubewells is more likely. This requires fine spatial resolution of recharge

rather than regional averages. Traditional techniques of estimating groundwater recharge

give varying degrees of spatial resolution, and often are associated with high cost and labor

requirements (Cook et al., 1992). To overcome these obstacles, studies now use geophys-

ical techniques to locate areas of groundwater recharge. The soil profile at a given site

influences the rate of infiltration, which therefore affects water and salt content. All of

these factors–soil properties, wetness, and salinity– influence the electrical conductivity

(EC) of the soil, making electromagnetic induction (EMI) a useful detection tool (Rhoades

and Chanduvi, 1999; Cook et al., 1992; Davis, 2007; McNeill, 1980; Topp et al., 1993).

In complex environments with wet or highly saline soil, however, it is more difficult to

delineate causation of high EC measurements with particular subsurface properties (Davis,

2007; Johnston et al., 1994; Doolittle et al., 2001).

With our EMI transects, we were able to observe lateral variability in conductivity,

which may be attributed to thinning of the confining unit or the presence of fresher water.

However, we were unable to locate areas of surface water recharge for validation. Although

Worland et al. (2015) find similar results, it is possible to conclude that EMI cannot be

used in coastal systems (with multiple EC contributors such as clay content, salt, and soil

moisture) due to the complexity of the environment. All geophysical techniques should be

checked with borehole lithologies and we were unable to satisfy that recommendation in

this study.

Studies, including this investigation, point repetitively to variable groundwater salinities

in this region (Ayers et al., 2016; Worland et al., 2015; Bahar and Reza, 2010). We were
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unable to explain the regions of freshwater with GW-SW interactions. It is equally possible

that the seemingly unpredictable heterogeneity may be due to variation in depositional

history instead. The shallow groundwater may be trapped connate porewater laid down

with surface sediments at the time of deposition. In the low flow aquifer, the salinity (either

fresh river discharge or saline seawater) of that connate porewater would be preserved with

very little effects of advection.

2.5 Conclusion

In an attempt to locate fresh, potable groundwater, this study explores GW-SW in-

teractions on coastal Bangladesh polders. Findings suggest heterogeneity in groundwater

salinity and shallow subsurface lithology, but limited evidence of exchange with fresh sur-

face water. Direct exchange between the tidal channel and aquifers is negligible at our

study sites and the possibility of detecting meteoric freshwater recharge with EMI methods

is unlikely. We revealed more about localized heterogeneity in the shallow subsurface than

any differences in GW-SW interactions between the natural and poldered environment. Al-

though we were unsuccessful at identifying a reliable method for identifying fresh ground-

water resources, the polder residents likely will continue to use the fresher tubewells. Other

studies are needed to resolve the complex water resource problems in the poldered region.

A multifaceted approach that considers technical and social aspects of water sources, in-

stead of only environmental conditions, may be more effective at overcoming the water

insecurity issues of the coastal communities (Hoque et al., 2016).
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CHAPTER 3

MULTICRITERIA DECISION ANALYSIS OF FRESHWATER RESOURCE

MANAGEMENT IN SOUTHWESTERN BANGLADESH

3.1 Introduction

Inadequate provision of domestic water services to rural areas of developing countries is

still a global challenge. The United Nations set Sustainable Development Goals to achieve

universal and equitable access to safe and affordable drinking water for all by 2030 (UN

Economic and Social Council, 2016; WHO and UNICEF, 2017), however, this will not

be easily attainable. As of 2015, only 55% of the rural populations used safely managed

drinking water sourcessources that are accessible on the premises, available when needed,

and free from fecal and priority chemical contamination (WHO and UNICEF, 2017). The

lack of functioning infrastructure is often attributed to top-down supply-driven planning,

which ignores the local context (Cai et al., 2004; Starkl et al., 2013). Decision-makers and

water resource planners often fail to give attention to what users want and will maintain.

To achieve sustainable solutions, underdeveloped, rural regions need transparent, partici-

pative, and democratic demand-driven planning (Starkl et al., 2013). Even with thoughtful

planning, careful implementation is also necessary to avoid unexpected infrastructure fail-

ures. In regions where successful water systems could fail and go undetected, water quality

is especially important in order to prevent users from consuming hazardous water (Starkl

et al., 2013). These issues can be prevented if decision-makers consider solutions to avoid

infrastructure failures and robust plans to provide safe and sustainable water sources.

Decision analysis methods offer an opportunity to support public participation and pro-

vide structured, rational, and transparent solutions to complex management problems in

water resources and environmental projects (Belton and Stewart, 2002; Cai et al., 2004;
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Hajkowicz and Collins, 2007; Chowdhury and Rahman, 2008; Mutikanga et al., 2011). In

particular, multicriteria decision analysis (MCDA) is globally used as a holistic, analytical

tool for evaluation of decision options. A variety of MCDA approaches allow decision

makers to account explicitly for multiple criteria while ranking, selecting, and/or compar-

ing different alternatives (e.g. products, technologies, policies) (Kirkwood, 1997; Belton

and Stewart, 2002). MCDA approaches generally follow one of three underlying theories:

(1) utility function, (2) outranking relation, and (3) sets of decision rules. Unfortunately the

selection of the MCDA method can be tricky and is often chosen based on familiarity and

affinity with the approach, rather than an assessment of the decision-making situation and

goal (Cinelli et al., 2014). Most often, MCDA approaches are used to tease out stakeholder

preferences and formalize the decision-making process among participants. Emerging in

the 1960s and 1970s, MCDA has been used in a wide array of applications, including water

resources and environmental projects (Stewart and Scott, 1995; Cai et al., 2004; Hajkow-

icz and Collins, 2007; Chowdhury and Rahman, 2008; Mutikanga et al., 2011; Jha et al.,

2014; Scholten et al., 2015). These complex projects are seldom guided by a single objec-

tive. MCDA may provide the insight to overcome stakeholder bias and institutional hurdles

that prevent the longevity of successful water resource projects. To date decision tools have

not been implemented for planning for water resources in rural areas of developing coun-

tries, and only considered in a few studies (Chowdhury and Rahman, 2008; Calizaya et al.,

2010).

Drinking water resources in rural, coastal Bangladesh vary in availability, quality, and

susceptibility to hazards and other water security risks. Although the country has immense

natural water resources, the monsoon climate is the major control on drinking water quan-

tity and quality. With 80% of the rainfall occurring during June to September (Chowd-

hury, 2010; Abedin et al., 2014), locals must adapt to the subsequent dry season (October

to May) by using multiple sources to meet drinking water needs. Inadequate water stor-

age infrastructure intensifies water insecurity, often resulting in communities improperly
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allocating surface water to meet multiple needs–drinking, cooking, bathing, and serving

livestock. Microbiological contamination of surface waters occurs due to livestock and

human fecal pollution (Abedin et al., 2014; Benneyworth et al., 2016). Salinity from sea-

water mixing and arsenic contamination from naturally occurring arsenic-laced sediments

hinder groundwater resources. Considering the projected climate change and population

growth, the vulnerability of Bangladesh water resources inadequacies is likely to intensify

(Huq, 2001; McGranahan et al., 2007; World Bank, 2011; Jongman et al., 2012; Jiménez

Cisneros et al., 2014; Wong et al., 2014). In many developing countries, a suitable op-

tion for providing adequate safe drinking water can be elusive, with no option free from

disadvantages.

The five most frequently used sources (both natural and human engineered) for drink-

ing water across coastal Bangladesh are rainwater harvesting, ponds, pond sand filters,

managed aquifer recharge (MAR), and tubewells. A mixture of stakeholdershouseholds,

local community members, non-governmental organizations (NGOs), and governmental

agencieshave played key roles in promoting, installing, and maintaining these natural and

human-engineered water sources, but success of each source has varied as a result of phys-

ical and social factors. Although factors may vary on a case-by-case basis, the planning

and decision-making process of water source implementation, maintenance, and overall

success are not well understood. Often public participation in water resources management

is overlooked in developing countries like Bangladesh (Chowdhury and Rahman, 2008),

giving power to decision-makers outside of the community.

The objective of this paper is to explore the various technical, economic, social, and en-

vironmental factors that influence the most frequent drinking water technologies and man-

agement schemes in southern Bangladesh. Using MCDA, we assess the probable success

of drinking water supply technologies and rank the sources based on their likely success

in the future. We consider differences among stakeholder preferences and MCDA methods

to investigate the influences of prioritization and process, as well as to ensure robustness
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of our methods. Although site-specific water quality, treatment actions, and ultimately in-

frastructure building must be considered in water supply solutions, this study supports the

underlying decision-making and is the first step toward the selection of preferred options

considering local context.

3.2 Background

3.2.1 Study Area

The coastal region of Bangladesh is predominantly rural. In the 1960s and 1970s, much

of the tidal mangrove forest of the lower delta was converted to 56 agricultural islands that

now sustain a population of 150 million through paddy farming, fishing and aquaculture

(Rahman and Salehin, 2013). These large islands, or polders, are protected from tidal

and storm-surge inundation by constructed earthen embankments (Auerbach et al., 2015).

Significant research has been based on one particular polder, Polder 32, located in the

Khulna district, Dacope Upazila in southwest Bangladesh, 60 km north of the Bay of Ben-

gal (Fig. 3.1) (Tasich, 2013; Auerbach et al., 2015; Worland et al., 2015; Ayers et al., 2016;

Benneyworth et al., 2016). This polder has similar hydrological and geological character-

istics of the other 56 polders in the region, however it provides an extreme case study for

environmental hazards and community resilience in coastal Bangladesh due to devastation

by cyclone Aila in 2009 (Mehedi et al., 2010; Auerbach et al., 2015). The cyclone breached

embankments in several locations, leaving a majority of the Polder 32 inundated for two

years (Auerbach et al., 2015).

A formerly forested and intertidal system, Polder 32 is bordered by tidal channels that

are distributaries of the Ganges River. Its lower half lies adjacent to the protected Sundar-

bans forest while its upper half is surrounded by other polders. There is no significant local

topography for the study area, with an average vertical relief of nearly zero (Auerbach

et al., 2015). The shallow hydrogeology of the area consists of a semiconfined, shallow
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Figure 3.1: Map of study area showing location of Polder 32.
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Holocene sand aquifer (Rahman et al., 2011; Burgess et al., 2010) extending 100 m below

ground level that is vertically separated from two deeper Pleistocene aquifers by a variably

thick, heterogeneous aquitard. The shallow groundwater is primarily brackish with isolated

instances where fresher water can be found.

The region experiences a humid, biseasonal climate with a dry season from November

to May and wet season from June to October (Chowdhury, 2010; Rashid, 1977; Shahid,

2010). Polder 32 is estimated to receive between 1500 mm to 2100 mm of rainfall per

year (Nobi and Gupta, 1997). Tropical cyclones typically form over the Bay of Bengal

during the transitional monsoon months of May and November (?). The tropical cyclone

frequency in the Bay of Bengal has a prominent El Nio-Southern Oscillation cycle of 2 to 5

years during the wet season and transitional monsoon months (?). The average temperature

ranges from 7 to 13◦C during winter and 24 to 31◦C during summer, with May being the

hottest month (Shahid, 2010).

Currently, approximately 44,000 people live on this 19 km by 7 km wide polder (Ben-

neyworth et al., 2016; Bangladesh Bureau of Statistics, 2012, 2015b, 2014). Impoverished

in comparison to Bangladesh as a whole, 17% of the rural population on Polder 32 has an

electricity connection and 35% has access to sanitary toilets (Benneyworth et al., 2016).

Most residents live on monthly family incomes of less that Tk. 3,000 (approximately $39

USD) (Islam et al., 2013). Nearly all residents rely on multiple sources for drinking water

throughout the year, most of which are surface water sources (Islam et al., 2013). Of these

sources, approximately half are maintained by households, rather than by the community

or an NGO, and some are not maintained at all (Benneyworth et al., 2016).

3.2.2 Water Sources and Infrastructure

Rainwater harvesting has been used for drinking purposes since people inhabited the

coastal region of Bangladesh (Hussain and Ziauddin, 1989). In recent years, NGOs and

governmental programs have invested in and promoted the installation of several types of
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household and community-based rainwater harvesting systems (Ansari et al., 2010; Islam

et al., 2013). Storage tanks include plastic pitchers and clay jars fed by rooftop runoff,

ferrocement storage reservoirs, and plastic tanks. Often the capacity of jars and pitchers

is insufficient to last the entire dry season, but the construction cost of larger tanks is pro-

hibitive for lower income families. The rainwater harvesting tanks vary in capacity from

500 to 3,200 liters, costing from Tk. 3000 to 8000 (or approximately $35 to $100 USD)

(Ansari et al., 2010; Islam et al., 2013). The main advantages of rainwater harvesting in-

clude the provision of water at or near the point of consumption, the lack of operation and

maintenance problems, and the minimal maintenance costs. Generally harvested rainwater

is free of contaminants, but it is at risk of developing coliform bacteria if stored for long

periods of time (Islam et al., 2007).

Although the 2009 cyclone and subsequent inundation left many ponds salty, a few scat-

tered freshwater ponds, locally known as ”sweet water ponds,” survive around the Polder

32. These artificially constructed reservoirs are replenished by rainwater during the mon-

soon season, and often serve a myriad of purposes including cleaning, cooking, water for

livestock, and drinking water. These ponds have a significant risk of biological contami-

nation from livestock and salinization during storm inundation (Alam et al., 2006; Ansari

et al., 2010). To remediate contamination, the ponds are occasionally associated with pond

sand filters, or slow sand filtration systems. In the pond sand filters system, users hand

pump pond water to a large tank to allow water percolation through a bed of fine sand,

resulting in the removal of pathogens and fine grain sediments. Initially pond sand filters

were designed by the Department of Public Health Engineering in 1984, and now NGOs

often administer the installation of the filters in areas that face salinity and arsenic prob-

lems (Ansari et al., 2010). Although reliant on a pond water source, pond sand filters’

requirement for significant construction costs and regular maintenance to replace dirtied

sand necessitates a separate designation and is, therefore, assessed as an independent source

separate from ponds. The lack of proper maintenance often leads to non-functioning and
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abandoned pond sand filters.

Managed aquifer recharge (MAR) is a technology to induce recharge to aquifers and

increase subsurface water storage. This technology has been implemented since the early

2000s in the coastal Bangladesh (Bouwer, 2002). Water is collected from ponds and

roofs, passed through a sand filter, and injected into the shallow brackish Holocene aquifer

through a ring of infiltration wells. The injected water forms a small (couple meter-wide)

stagnant freshwater lens in the dense saline groundwater. The stored water can later be

extracted according to demand (Holländer et al., 2009). The underground storage offers

significant flood protection during regular cyclonic surges. Each MAR scheme can serve

several hundreds of people with 15 liters of water per day during the dry season, but the

pumps, filters, and wells must be maintained regularly (?). It is possible that the MAR

could provide an average recoverable volume of 750 m3 per year–based on a 0.75 recov-

ery efficiency (?). A pilot MAR was installed and maintained by NGOs and academic

institutions, but Polder 32 residents became the sole operators of the source in 2016.

The last most common drinking water source on Polder 32 is a shallow tubewells,

which pumps from the same shallow Holocene aquifer as described above. Across broader

Bangladesh the majority of the rural population uses tubewell water as their primary source,

however, in the coastal areas both shallow and deep tubewells are used less often because

of high salinity groundwater. Only an estimated 13.6% of residents of Polder 32 report

using tubewells as a main drinking water source (Benneyworth et al., 2016). Families

may own a household tubewell, but they are more often community wells. Typically the

water is unfiltered, and some wells are even marked with red to warn against high arsenic

contamination. The use of most tubewell is suspected to be a function of perceived water

quality, taste, smell, and proximity (Shumaker, 2017).Rainwater harvesting has been used

for drinking purposes since people inhabited the coastal region of Bangladesh (Hussain and

Ziauddin, 1989). In recent years, NGOs and governmental programs have invested in and

promoted the installation of several types of household and community-based rainwater

37



harvesting systems (Ansari et al., 2010; Islam et al., 2013). Storage tanks include plastic

pitchers and clay jars fed by rooftop runoff, ferrocement storage reservoirs, and plastic

tanks. Often the capacity of jars and pitchers is insufficient to last the entire dry season,

but the construction cost of larger tanks is prohibitive for lower income families. The

rainwater harvesting tanks vary in capacity from 500 to 3,200 liters, costing from Tk. 3000

to 8000 (or approximately $35 to $100 USD) (Ansari et al., 2010; Islam et al., 2013).

The main advantages of rainwater harvesting include the provision of water at or near the

point of consumption, the lack of operation and maintenance problems, and the minimal

maintenance costs. Generally harvested rainwater is free of contaminants, but it is at risk

of developing coliform bacteria if stored for long periods of time (Islam et al., 2007).

Although the 2009 cyclone and subsequent inundation left many ponds salty, a few scat-

tered freshwater ponds, locally known as ”sweet water ponds,” survive around the Polder

32. These artificially constructed reservoirs are replenished by rainwater during the mon-

soon season, and often serve a myriad of purposes including cleaning, cooking, water for

livestock, and drinking water. These ponds have a significant risk of biological contami-

nation from livestock and salinization during storm inundation (Alam et al., 2006; Ansari

et al., 2010). To remediate contamination, the ponds are occasionally associated with pond

sand filters, or slow sand filtration systems. In the pond sand filters system, users hand

pump pond water to a large tank to allow water percolation through a bed of fine sand,

resulting in the removal of pathogens and fine grain sediments. Initially pond sand filters

were designed by the Department of Public Health Engineering in 1984, and now NGOs

often administer the installation of the filters in areas that face salinity and arsenic prob-

lems (Ansari et al., 2010). Although reliant on a pond water source, pond sand filters’

requirement for significant construction costs and regular maintenance to replace dirtied

sand necessitates a separate designation and is, therefore, assessed as an independent source

separate from ponds. The lack of proper maintenance often leads to non-functioning and

abandoned pond sand filters.
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Managed aquifer recharge (MAR) is a technology to induce recharge to aquifers and

increase subsurface water storage. This technology has been implemented since the early

2000s in the coastal Bangladesh (Bouwer, 2002). Water is collected from ponds and

roofs, passed through a sand filter, and injected into the shallow brackish Holocene aquifer

through a ring of infiltration wells. The injected water forms a small (couple meter-wide)

stagnant freshwater lens in the dense saline groundwater. The stored water can later be

extracted according to demand (Holländer et al., 2009). The underground storage offers

significant flood protection during regular cyclonic surges. Each MAR scheme can serve

several hundreds of people with 15 liters of water per day during the dry season, but the

pumps, filters, and wells must be maintained regularly (?). It is possible that the MAR

could provide an average recoverable volume of 750 m3 per year–based on a 0.75 recov-

ery efficiency (?). A pilot MAR was installed and maintained by NGOs and academic

institutions, but Polder 32 residents became the sole operators of the source in 2016.

The last most common drinking water source on Polder 32 is a shallow tubewells,

which pumps from the same shallow Holocene aquifer as described above. Across broader

Bangladesh the majority of the rural population uses tubewell water as their primary source,

however, in the coastal areas both shallow and deep tubewells are used less often because

of high salinity groundwater. Only an estimated 13.6% of residents of Polder 32 report

using tubewells as a main drinking water source (Benneyworth et al., 2016). Families

may own a household tubewell, but they are more often community wells. Typically the

water is unfiltered, and some wells are even marked with red to warn against high arsenic

contamination. The use of most tubewell is suspected to be a function of perceived water

quality, taste, smell, and proximity (Shumaker, 2017).

3.3 Methods

Decision models allow for an overall ranking and/or utility of alternatives with respect

to the achievement of a set of objectives. In multicriteria decision analysis (MCDA), de-
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cision makers examine various alternatives and use a weighting scheme to identify an ef-

ficient set, or preferred option (Kirkwood, 1997). Although objectivity can be limited by

imprecise data and personal preferences, MCDA better informs us of the decision-making

process and the structure of the objectives (Figueira et al., 2013). The three basic concepts

included in a MCDA are the (1) problem or objective of the model, (2) potential actions

or alternatives which need to be ranked or scored by the decision maker, and (3) a set of

criteria, typically measured in a variety of different units. The MCDA model includes an

evaluation matrix X of na alternatives and m criteria. The performance score for each al-

ternative i with respect to criteria j is denoted by xi, j. The importance of each criterion

is denoted in the weights vector W containing m weights, where w j denotes the weight

assigned to the jth criterion (Table 3.1).

In this study, the model objective is to determine the most feasible, or successful, fresh-

water drinking source in coastal Bangladesh. The alternatives we consider, based on their

frequent use, include: managed aquifer recharge (MAR), pond, pond sand filter, rainwater

harvesting, and tubewells. Criteria are grouped into four categories: environmental, techni-

cal, social, and economic (Fig. 3.2). The criteria were determined from a literature review

and from informal conversations with local community members and academic experts in

the region. Scores for each criteria ranged from 0 to 100, where 100 represents the best

performance. For example, if an alternative scores a high value for the ”failure rate” cri-

terion then the alternative shows good performance in this area. This high score can be

interpreted as infrequent failure of the alternative to provide drinking water. See Table S1

in supporting information for raw criteria performance scores and formula.

Four MCDA methods are used for this analysis–including multiple attribute value the-

ory (MAVT), analytic hierarchy process (AHP), ELimination and Choice Translating Real-

ity (ELECTRE) I, and ELECTRE III–to ensure agreement between methods. The weights

were determined from the normalized mean of survey results for academic and NGO stake-

holders and from semi-structured interviews with local community focus group, as de-
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Figure 3.2: Objective and criteria used for the evaluation of drinking water alternatives
in the MCDA. The ”best water source” is the drinking water source that is most likely to
succeed.

scribed in the data section. Weights for each criteria range between 0 and 1, with 1 desig-

nating the greatest importance.

3.3.1 Multiple Attribute Value Theory

MAVT is a commonly applied value function used to represent the performance of the

alternatives. The weighted summation method is expressed as

ui =
m

∑
j=1

νi, jw j. (3.1)

In Eq. 3.1, the alternative’s total score ui is a function of the weights w j and the normalized

performance score vi, j for xi, j. Variables w j and vi, j range between 0 and 1 and 0 and

100, respectively. Under this study, the assumption of mutual preferential independence

is considered to be appropriate. The preference between two attributes is not impacted by

the value of any one of the other attributes. Though criteria may be correlated with one

another, no two or more criteria independently have a large impact on the overall ranking

of the options (??).

41



Table 3.1: Stakeholder preferences w j and alternative performance scores xi, j based on 18
criteria j for 5 drinking water alternatives i. Weights range from 0 to 1 with 1 denoting the
greatest importance. Scores range from 0 to 100 with 100 being the highest performance.

Weights w j Alternative Scores xi, j

Academic NGO Local Criteria RWH Pond PSF MAR TW

0.88 0.87 0.70 Variability in Supply 43.9 73.3 86.9 41.7 94.7
0.78 0.73 0.60 Variability in Quality 100 25 75 75 75
0.95 0.93 0.70 Water Quality 97.3 40.3 86.4 64.0 35.9
0.89 0.93 0.80 Maintenance Requirements 75 100 0 0 75
0.80 0.67 0.60

Technical

Failure Rate 100 75 50 50 75

0.80 0.73 0.90 Construction Cost 96.1 59.2 95.4 40.2 79.8
0.82 0.87 1.00 Potential for NGO/Governmental Help 100 25 100 100 25
0.94 0.93 1.00 Maintenance Cost 100 100 97.5 18.8 100
0.74 0.60 0.80

Economic

Transportation Costs 100 0 100 100 100

0.80 0.87 0.70 Sense of Ownership 100 75 50 25 75
0.83 0.73 0.60 Discrimination 50 100 75 50 75
0.78 0.67 0.50 Misinformation 75 75 50 0 50
0.85 0.87 0.60 Persons served 0.6 70.8 71.2 30 8.3
0.63 0.60 0.40

Social

Job Creation 0 25 25 25 25

0.82 0.80 0.80 Prevelence of Source 93.5 55 35 3.5 61
0.82 0.80 0.80 Distance to Source 87.3 66.5 68.5 0.0 24.1
0.86 0.73 0.50 Hazard Impact 100 0 25 50 100
0.83 0.67 0.50

Environmental

Resilience 100 25 25 50 100

3.3.2 Analytic Hierarchy Process

AHP is the most widely applied pairwise comparison technique (Saaty, 2008). This

approach establishes priorities between elements of hierarchies through pairwise compar-

isons. Criteria are grouped into a hierarchy of elements, which in this case only includes

two tiers–criteria category (n=4) and criteria (4≤n≤5 depending on the criteria category).

A priority is assigned to each element of the hierarchy by means of pairwise comparisons.

The priorities express the importance of one element over the others, and are given on the

nine-point Saaty’s scale (??). See Saaty (2008) or ? for a more detailed explanation of

the method. For example, all technical criteria elements are pairwise compared to each

other (i.e. variability in supply v.s. variability in quality, variability in supply v.s. water

quality, etc.). Then the higher-level technical category is pairwise compared to the other

criteria categories (i.e. technical v.s. economic, technical v.s. social, and technical v.s.

environmental).

After taking the geometric mean of each element, the criteria priorities are then weighed
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by the priority of their higher-level criterion categories to obtain a global priority, or weight

w j, for each criteria. This weight is then applied to the alternative scores vi, j as described in

Saaty (2008). The result of each pairwise comparison is determined from survey responses

about the importance of each criterion (see supporting information) and the semi-structured

interviews with local focus groups.

3.3.3 ELimination and Choice Translating Reality (ELECTRE) I

ELECTRE was developed in 1966 as one of the earliest multi-criteria evaluation meth-

ods developed among outranking methods (Benayoun et al., 1966; Roy et al., 1986; Roy,

1991). The objective of this method is to select a desirable alternative from a subset F of

alternatives based on two indices, the concordance index and the discordance index. These

indices are defined for each pair of alternatives i and i′ such that any alternative not in-

cluded in F is outranked by at least one alternative in F. The concordance index c(i, i′)

measures the strength of the information that supports the hypothesis that i is at least as

good as i′, while the discordance index d(i, i′) measures the strength of evidence against

this hypothesis. Given a set A of n alternatives and an ordered pair of alternatives (i, i′) in

A, evaluated by a set of m criteria (g1,g2, ...,gm), each criterion is given the following at-

tributes: (1) a weight w j increasing with the relative importance of the criterion g j, and (2)

a veto threshold v j(g j) > 0. The concordance index c(i, i′) is calculated for each ordered

pair of alternatives (i, i′) ∈ n using Eq. 3.2 and Eq. 3.3.

c(i, i′) =
1

W ∑
j:g j(i)>=g j(i′)

w j (3.2)

W =
m

∑
j=1

w j (3.3)

The concordance index takes values between 0 and 1 as a measure of a favorable assertion

that i outranks i′ such that higher values indicate stronger evidence in support of the claim
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(Shofade, 2011).

The discordance index uses the veto threshold defined for each criterion. If the score

for i′ on any one of these criteria is greater than the score of option i on the same criterion,

with a value greater than or equal to the v, then the assertion that ”i outranks i′” is refuted,

Eq. 3.4.

d(i, i′) =


1 if g j(i′)−g j(i)> v j(g j) for any j

0 otherwise
(3.4)

The final outranking relation iSi′, also called the credibility matrix, can be defined by

Eq. 3.5, where ĉ and d̂ are arbitrary relatively large and small thresholds, respectively

(Rogers and Bruen, 1998; ?). In this study, we use the mean of the concordance and dis-

cordance matrices as the thresholds.

iSi′i f f


c(i, i′)>= ĉ

d(i, i′)<= d̂
(3.5)

3.3.4 ELimination and Choice Translating Reality III

ELECTRE III is a ranking method designed to be less sensitive to inaccuracy, impre-

cision, and uncertain data. ELECTRE III uses the notion of pseudo criteria. Instead of

assuming that any difference in performance corresponds to a difference in preference,

indifference and preference thresholds allow for uncertainty criteria performance and sub-

sequently its preference.

c j(i, i′) =


1 if g j(i)+q j(g j(i))>= g j(i′)

0 if g j(i)+ p j(g j(i))<= g j(i′)

p j(g j(i))−g j(i)−g j(i′)
p j−q j

if g j(i′)− p j <= g j(i)<= g j(i′)−q j

(3.6)
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In Eq. 3.6, p j and q j denote the indifference and preference thresholds, respectively

(Rogers and Bruen, 1998). Similarly, the discordance matrix is defined in Eq. 3.7.

d j(i, i′) =


1 if g j(i′)> g j(i′)+ v j(g j(i))

0 if g j(i′)<= g j(i)+ p j(g j(i))

otherwise g j(i′)−g j(i)−p j(g j(i))
v j(g j(i))−p j(g j(i))

(3.7)

The overall outranking relation for ELECTRE III is then defined using the credibility ma-

trix in Eq. 3.8, where J(i, i′) is the set of criteria j for which the discordance index is

greater that the concordance index. For both ELECTRE I and ELECTRE III, we assume

a quantitative value for the overall ranking of the alternatives from the normalized sum of

the rows of the credibility matrix.

ρ(iSi′) =


c(i, i′) if d j(i, i′)<= c(i, i′),∀ j

c(i, i′) otherwise ∏
j∈J(i,i′)

1−d j(i,i′)
1−c j(i,i′)

(3.8)

3.3.5 Sensitivity Analysis

In considering results from decision analysis, evaluation of the stability of outcomes in

the face of uncertainties in scores and weights is important. This typically is done through

sensitivity analyses using either a local or global approach (e.g., seeGanji et al. (2016);

Hyde et al. (2003, 2004); Saltelli (2002)). We use both approaches. First, we conduct a

simple local one-at-a-time sensitivity analysis for each performance score, in which xi, j

ranges from the minimum score of 0 to the maximum of 100. Then to test the robustness of

our method, we also conduct a generalized sensitivity analysis, which broadens beyond the

sensitivity of each individual parameter set. A generalized sensitivity analysis can be used

in situations where (1) models contain ill-defined parameters, (2) statistical distributions

are used to reflect parametric uncertainty, and (3) results depend on a problem-defining
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behavioral outcome that can be categorized into a behavior and nonbehavior (Hornberger

and Spear, 1981). By categorizing the outcome into a binary behavior (i.e. it either oc-

curs or does not occur for a give scenario and set of parameter), this methodology is a

useful technique for identifying inherent uncertainties in the model structure and important

parametric relations (Hornberger and Spear, 1981).

In this generalized sensitivity analysis, we perform a Monte Carlo simulation of 1000

runs in which all parameters (either all weights W or all scores X) are determined from a

Gaussian distribution about the given parameter value, where X̄ equals the sample mean of

xi or x j, and s is the sample standard deviation of W or X, respectively. Scores are treated

as parameters because data sources are imperfect due to limited sample size and function

assumptions used to calculate xi, j (Table 3.2 and Table S1). Weights (i.e. stakeholder

importances) also are parameterized due to the assumption that the limited stakeholder

interviews are only a sample of the entire population of possible responses. The simulations

were then separated into two outcome groups, based on the resulting ranking.

For this study, we are specifically interested in what weights and parameters are as-

sociated with outcomes where either rainwater harvesting or pond sand filter achieves the

highest rankings as they avoid salinity problems associated with tubewells and also tech-

nological challenges associated with managed aquifer recharge (MAR). Simulations are

classified as achieving the behavior if rainwater harvesting and pond sand filter rank as the

highest two alternatives. If outcome differs such that alternatives pond, MAR, and/or tube-

well rank in the highest two alternatives, then the simulation is classified as a nonbehavior.

The distributions of each criterion and weight are then determined and compared based on

their behavior or nonbehavior classification.

3.4 Data

Data include a variety of physical, social, and economic data collected in southwest

Bangladesh. Social data include regional water quality perceptions, perceptions of manage-
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Table 3.2: Data sources for MCDA. See Table S1 in supporting information for additional
details, including formulas and scoring for each criterion.

Group Criteria Source Interpretation

Te
ch

ni
ca

l Variability in Supply Average of number of months
used

Usage frequency of the source in a given year

Variability in Quality Qualitative Interviews Quality variance due to season or location
Water Quality Function of TDS, Salinity, Ar-

senic, and pathogens
Quality of water sources

Maintenance Requirements Qualitative Interviews Time and effort required for regular maintenance
Failure Rate Qualitative Interviews Frequency of failure

E
co

no
m

ic Construction Cost Blanchet, 2014 Construction or purchase cost of source
Potential for NGO or Govern-
mental Help

Qualitative Interviews Likelihood for economic assistance from entity out-
side of community

Maintenance Cost Blanchet, 2014 Cost of regular maintenance
Transportation Cost Qualitative Interviews Transportation cost from source to household

So
ci

al

Sense of Ownership Qualitative Interviews Likelihood that source users feel ownership and re-
sponsibility of the source

Discrimination Qualitative Interviews Likelihood of discrimination in source usage based
on economic status, gender, and relative location to
source

Misinformation Qualitative Interviews Likelihood that source users are misinformed about
ownership, quality, and function of source

Persons Served Average of how many people
use the source

Number of users source can serve

Job Creation Qualitative Interviews Likelihood of job creation for local community mem-
ber due to source

E
nv

ir
on

m
en

ta
l Prevalence of Source Number of each used for drink-

ing water in Khulna District
Number of each source currently used in the area

Distance to Source Travel time to source Time need to travel to source
Hazard Impact Qualitative Interviews Likelihood that source will be negatively impacted by

an environmental hazard, such as cyclone, flood, or
drought

Resilience Qualitative Interviews Likelihood that source can recover from a negative
hazard impact
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Figure 3.3: Weights between 1 and 0 of each criterion as determined by stakeholder sur-
veys.

ment/technology success, managed aquifer recharge community surveys, and interviews

with non-governmental organizations (NGO) partners and academic experts (Table 3.2).

Environmental and technical feasibility factors are determined from regional water quality

data and geospatial information. Economic factors are informed from reported cost esti-

mates for the region (Blanchet, 2014). Criteria weights come from average responses from

a emailed survey given to NGO (n = 3) and academic experts (n = 13) (see supporting

information for survey design) as well as from semi-structured interviews during 17 local

stakeholder focus groups (n≈ 85) (Fig. 3.3).
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3.4.1 Surveys

In the surveys, NGO and academic stakeholders designated criteria from 1 (not at all

important) to 5 (extremely important) as a measures of one’s perception of the importance

of various criteria. The measures of importance were used as weights in subsequent analy-

ses. Stakeholders responses were averaged and divided by the maximum possible weight to

obtain the stakeholder group’s overall criteria weights (Fig. 3.3). NGO survey respondents

included three Bangladeshi not-for-profit NGOs. Academic stakeholders included eight

American and two Bangladeshi environmental scientists as well as two American and two

Bangladeshi environmental social scientists. The emailed survey required approximately

5-10 minutes and ended with three open-ended response questions, which were assessed to

ensure quality responses. In every case, respondents answered all 10 questions.

3.4.2 Focus Groups

Local community member engaged in conversation with the research team in focus

groups, ranging from 2 to 30 participants. Participants responded to prompted questions

about drinking water source use, success, failure, risks, and user desires. The participants

also evaluated drinking water alternatives by providing unprompted criteria and indicators

for success. Participants suggested reasons and empirical evidence to support one alter-

native over another, for example, highlighting problems with implementation design and

community values and dynamics. This type of community focus group has been shown

to refine decision processes and ensure that communities are fully involved in the final

selection of indicators (?).

The interviews were led by two Bangladeshi translators and one American from the

research team. The translators verbally summarized the responses which were transcribed

by the research team member. The conversations lasted 5-15 minutes depending on the

participants’ interest and engagement. Translators gave their first impressions from the
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Figure 3.4: The ranking (y-axis) of the five alternatives (x-axis) as it varies among the
MCDA methods (subplot) and stakeholder preference (color).

focus groups after each interview, and the researcher’s notes were confirmed during these

conversations. The notes and summary of each focus group was reviewed by the research

members upon return from the field sites. At this point, criteria weights and alternatives

scores (designated by ”Qualitative Interviews” source in Table 3.2) were determined from

trends the combined interviews of all focus groups.

3.5 Results

In all methods, rainwater harvesting is the highest ranked alternative and managed

aquifer recharge (MAR) is the lowest (Fig. 3.4). Pond, pond sand filter, and tubewell rank

in the middle with tubewell and pond sand filter generally exceeding the ranking of pond.

Differences between the MCDA methods explain more variance than stakeholder prefer-

ences, except for AHP, as seen by the overlapping markers in each subplot of Fig. 3.4.

Even when considering extreme one-at-a-time scenarios, MAR can never outrank rainwa-

ter harvesting (Fig. 3.5). Pond, tubewell, and pond sand filter can only surpass rainwater
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Figure 3.5: Heat map of frequency of exceeding ranking of another alternative in one-at-
a-time scenarios. If cell equals 100%, then the maximum of the y-axis alternative exceeds
the minimum value of the x-axis alternative in every scenario. If the cell equals 0% then
the maximum value of the y-axis alternative never reaches the minimum possible value of
the x-axis alternative.
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Figure 3.6: Tornado diagrams of criteria sensitivity for the top three ranked alternatives–
rainwater harvesting (RWH), pond sand filter (PSF), and tubewell (TW)–in MAVT. See
supporting information figures S1-S3 for all other tornado diagrams.

harvesting as the highest ranked alternative in the AHP method (Fig. 3.5). MAR can only

exceed the pond ranking if using the AHP method (Fig. 3.5). This robustness of ranking

order suggests an insensitivity to extreme values within the scoring matrix X. This is further

depicted in the narrow range of the possible ranks for each alternative (Fig. 3.6).

The one-at-a-time sensitivity results also suggest that all criteria categories are equally

significant in the overall ranking of the alternatives (Table 3.3, and Figs. 3.6 and S1-S3 in

supporting information). However, it is possible that weighting of different criteria leads to
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Table 3.3: The most significant criteria category for each alternative and method, as deter-
mined from the one-at-a-time sensitivity analysis and the tornado diagrams (Fig. 3.6 and
Figs. S1-S3 in supporting information).

Alternative Method

MAVT AHP ELECTRE I ELECTRE III

RWH

Economic >
Technical >

Environmental >
Social

Technical >
Economic >Social >

Environmental

Environmental >
Technical >Social >

Economic

Economic >
Environmental >
Social >Technical

Pond

Technical >
Economic >

Environmental >
Social

Technical >
Economic >Social >

Environmental

Economic >
Technical >Social >

Environmental

Economic >
Environmental >
Social >Technical

PSF
Environmental >

Technical >Social >
Economic

Technical >
Economic >Social >

Environmental

Economic >
Technical >

Environmental >
Social

Technical >
Environmental >

Economic = Social

MAR

Technical =
Economic >

Environmental >
Social

Technical >
Economic >Social >

Environmental

Environmental =
Social >

Technical >
Economic

Social >
Economic >

Environmental >
Technical

TW
Environmental >

Technical = Economic =
Social

Social >
Technical >Economic >

Environmental

Environmental >
Technical >Economic >

Social

Economic >
Environmental >
Technical >Social

Table 3.4: The most significant criteria category for each alternative and stakeholder, as
determined from the one-at-a-time sensitivity analysis and the tornado diagrams ((Fig. 3.6
and Figs. S1-S3 in supporting information).

Alternative Stakeholder

Local NGO Academic

RWH
Economic >

Technical >Environmental >
Social

Environmental = Technical >
Economic >Social

Social >
Economic >Technical =

Environmental

Pond
Economic >

Technical = Environmental >
Social

Technical >
Economic >Environmental >

Social

Technical = Economic >
Social >Environmental

PSF
Technical >

Economic >Environmental >
Social

Technical >
Economic >Environmental >

Social

Technical >
Environmental >Economic =

Social

MAR
Economic >

Technical >Environmental >
Social

Technical >
Social = Environmental >

Economic

Social >
Environmental = Technical =

Economic

TW
Environmental >

Technical = Economic >
Social

Technical >
Environmental >Economic >

Social

Social = Economic >
Environmental = Technical
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differences in the importance of criteria categories between stakeholders (Table 3.4). Eco-

nomic criteria are most significant among local stakeholders, whereas technical criteria are

most significant with NGO stakeholders (Table 3.4). The social criteria are most significant

with academic stakeholders (Table 3.4). Nevertheless, no specific criteria are highlighted

as extremely significant to the final outcome.

Similarly, the generalized sensitivity analysis does not show any noticeably significant

criteria, suggesting that criteria are equal in importance (Figs. 3.7 and 3.8). The range for

most sensitive parameters between behavior and nonbehavior outcomes include weights

from all criteria categories–technical, economic, social, and environmental–although the

differences in ranges between behavior and nonbehavior outcomes are barely noticeable

(Fig. 3.7). Sensitive criterion weights are different in AHP, ELECTRE I, and ELECTRE

III as shown in Figs. S28, S30, and S32 in the supporting information.

The scores of alternate/criterion pairs are more sensitive, albeit only slightly, than

the weighting schemes when differentiating between behavior and nonbehavior categories

(see slight shifts in parameter distributions in Fig. 3.8 as compared to negligible shifts in

Fig. 3.7). Across all methods and stakeholder groups, the sensitive xi, j are most often

associated with switching of ranking between ponds and tubewells (Figs. S29-S33 in sup-

porting information). Significant xi, j range across all four criteria categories, suggesting

method robustness especially since x j for rainwater harvesting are often insensitive.

Academic and NGO survey results show differences between expected ranking of al-

ternatives and MCDA ranking (Fig. 3.9). Academic stakeholders expected rainwater har-

vesting and pond sand filter to rank as the best alternatives, but considered pond water to

be the least preferred option. Similarly, NGO stakeholders ranked rainwater harvesting as

top alternative, but considered tubewell, pond sand filter, and MAR as equally preferred

sources (Fig. 3.9).
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Figure 3.7: Distribution of generalized sensitivity analysis weights w j for top three most
significant criteria (based on weighting) in local, NGO, and academic simulations that re-
sult in differences between behavior and nonbehavior outcomes in MAVT.
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Figure 3.8: Distribution of generalized sensitivity analysis scores xi, j for top three sensi-
tive parameters (based on scores) in local, NGO, and academic simulations that result in
differences between behavior and nonbehavior outcomes in MAVT.
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Figure 3.9: Expected ranking of alternatives as determined from academic and NGO survey
results. Expected ranking refers to the predicted relative ranking of different sources, where
”RWH” is rainwater harvesting, ”WTP” is water treatment plant, ”TW” is tubewell, ”PSF”
is pond sand filter, ”MAR” is managed aquifer recharge, ”outside” is water purchased
outside the community, and ”pond” is pond water.
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3.6 Discussion

This MCDA allows for a methodical and transparent evaluation of the drinking water

alternatives and criteria affecting their success in coastal Bangladesh. After considering

multiple MCDA methods and stakeholder preferences, our results robustly suggest rain-

water harvesting is the top ranked drinking water source and is, therefore, most likely to

succeed. By demonstrating that differing methods achieve similar results, MCDA tools

give confidence that resources should be directed toward supporting, promoting, and even

improving the rainwater harvesting sources in the study area.

Alternatively, the consistently low ranking of MAR may suggest unlikely future success

of the technology. MAR scored poorly across all criteria categories, which especially low

performance scores in social criteria. Local community member interviews pointed to sig-

nificant misunderstanding concerning ownership and responsibility of maintenance of the

MAR system. For example, community leaders expressed difficulty in collecting enough

money for maintenance. Community users would rather wait for a NGO or governmental

organization to pay for the maintenance, resulting in communities sometimes going months

or years without a functioning MAR system. These types of social discontentments with

MAR have also been seen in other studies (?Blanchet, 2014). Extensive communication

with community users, as well as other social dimensions, must be increased to improve

use and performance of MAR (Blanchet, 2014).

NGO and academic stakeholders ranked MAR as the second (tied with pond sand filter)

and fourth best alternative, respectively (Fig. 3.9). It is likely that the stakeholders (1) had

limited background knowledge of the MAR technology, (2) felt an affinity toward MAR, or

(3) undervalued the importance of the social criteria in MAR success, given that they later

gave high importance to the social criteria. This divergence between the stakeholders’ ini-

tial ranking and MCDA ranking supports the basis for holistic decision analysis methods.

MCDA gives potential insights into complex problems that may be misconstrued in a quick

assessment. When a decision is based on multiple (often conflicting) weighted criteria, a
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decision maker may resort to heuristic problem solving and intuition in making the deci-

sion. MCDA allows for a more transparent structure the problem and an explicit evaluation

of multiple criteria.

In this study, stakeholder preferences, with respect to the importance of different cri-

teria, play little role in the ranking of alternatives. The greater variance between MCDA

methods emphasizes the need for appropriate method selection and thorough understand-

ing of method process. Confusion by method choice, especially when different methods do

not necessarily recommend the same solution for the same problem, can deter stakeholders

and decision-makers from using MCDA methods (?). Because some methods are more

analytically rigorous (e.g. ELECTRE I and ELECTRE III), it may be best to build tools

that group MCDA methods and allow stakeholders to input parameters and run multiple

methods instantaneously under different scenarios (????).

The lack of sensitivity among weights and criteria shows the robustness of different

methods in capturing the performance of alternatives, despite imprecise data and uncertain

parameter characterization. While it is likely that attributes within and across criteria cat-

egories may be interconnected, no one category appears more important than another. For

example, we found that social and economic factors are just as important as environmental

and technical aspects of water resource management. This is especially important to con-

sider when engineers and decision-makers lack proper data and metrics to measure social

criteria. In problems when social factors may affect the decision outcome, decision-makers

should seek advice from appropriate socioeconomic experts to better gather and understand

social criteria data.

This study assumes a typically high quality of rainwater harvesting systems, but with-

out proper water quality testing and treatment this may not be an adequate assumption at

all sites and scenarios (Islam et al., 2015). Alternative assessment and planning is the first

step to reaching sustainable solutions, but water managers must also acknowledge the need

for robust research in infrastructure failure as well as water quality and treatment. Positive
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MCDA ranking results do not ensure successful water systems implementation and man-

agement. Failure to consider unexpected infrastructure or management obstacles could

increase risk of hazardous health implications.

Although this study uses MCDA methods to identify a ranking of single alternatives,

it does not consider combinations of drinking water sources acting as discrete alternatives

(?). Currently all residents use multiple sources (Jakariya, 2005; Islam et al., 2007, 2015;

Blanchet, 2014; Benneyworth et al., 2016), so it is likely that a more realistic water man-

agement design would lead to the use of more than one source (McBean et al., 2013).

Rainwater harvesting is likely to succeed broadly, but other alternatives could be partial, or

backup, sources. For example, it would not be unreasonable to promote rainwater harvest-

ing as the primary drinking water source while still maintaining the occasional functioning

of community pond sand filters for use in case of drought. On the other hand, rainwater

harvesting might be the top single solution, especially if a variety of NGOs or governmental

programs promoted and invested in the solution, such that the harvesting storage capacity

exceeded the water resource demand (Islam et al., 2007; Alam et al., 2012).

When attempting to factor in local context (Cai et al., 2004; Starkl et al., 2013), decision-

makers must acknowledge that communities are not homogeneous in terms of needs and

preferences. Environmental, demographic, cultural, and historical variables have all been

identified as reasons for variations among communities (Jakariya, 2005). In this context,

we concede that our analysis is calibrated with data from a very small region of coastal

Bangladesh. It is likely at both a smaller, site-specific scale and across a broader region,

we would find discrepancies in our results. However, it may be possible to extrapolate

our methods and results to other regions, especially by applying our insights to inform fu-

ture data collection and survey implementation. From our analysis, we know that social

acceptance

Another important consideration of decision analysis methods is the complexity of the

problem. In every simple method, the decision-maker has to assume the appropriate level
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of complexity to address the problem. Here, we group alternatives based on technology.

Conversely, we could have incorporated a more precise definition of the various alternatives

that would have split alternatives into a greater number of options (e.g. privately-owned

rainwater harvesting separated from community rainwater harvesting sources) which would

have required further data collection. In our analysis, information on the small details about

sources that could contribute to their ultimate success is not considered due to the limited

quantity and quality of available data. As we categorized qualitative data from the focus

group interviews, we reduced subjectivity by limiting the number of categorizations (see

the five categories in Table S1 in the supporting information). Decision models rely on a

balance between model accuracy and the expense of data collection and implementation of

more complex models.

Despite the limitations of academic conjecture and modeling, the residents of Polder

32 and the surrounding regions are still faced with water insecurity and health risks. This

research elucidates the multifaceted approach that will be needed to resolve water manage-

ment problems, spanning the technical, economic, social, and environmental realms. Our

findings support the similar studies that generally regard rainwater harvesting as an effec-

tive, high quality, improved source of drinking water (Ansari et al., 2010; Ahmed et al.,

2011; Alam et al., 2012; Islam et al., 2013; Abedin et al., 2014; Blanchet, 2014; Arku et al.,

2015; Neibaur and Anderson, 2016; WHO and UNICEF, 2017), but we demonstrate evi-

dence of this assumption with our holistic evaluation of the water source. Stakeholders can

begin to focus their efforts on making rainwater harvesting more sustainable through a bet-

ter understanding of water quality (Ahmed et al., 2011; Arku et al., 2015; Islam et al., 2015),

successful implementation of community rainwater harvesting resources (Domènech et al.,

2012; Opare, 2012; Neibaur and Anderson, 2016), and collaboration of local residents and

physical and social scientist (Cai et al., 2004; Ansari et al., 2010; Starkl et al., 2013). The

overall capacity community and individual rainwater harvesting will likely need to be as-

sessed and increased, while the site-specific testing of water quality should be encouraged.
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Meanwhile, the adaptation and implementation at local and national levels will require

coordination between governments, NGOs, and community stakeholders to pragmatically

install additional rainwater harvesting systems at homes, schools, and community struc-

tures (Abedin et al., 2014). This integrated approach has the most promising outlook for

addressing water insecurities and reducing the overall vulnerability of coastal communities

(Hoque et al., 2016; Abedin et al., 2014).

3.7 Conclusions

Decision analysis methods highlight the usefulness of thorough data collection and

modeling to better understand critical factors in water management. Although decision

modeling can be dependent on the particular method process, stakeholder preferences, and

imprecise data, method cross checking and sensitivity analysis can ensure for robust results.

Often a decision-maker’s intuition differs from a thorough model analysis. This likely due

to the decision-maker’s inability to fully structure the decision into (1) an objective, (2)

set of alternatives, and (3) list of weighted criteria. MCDA can serve as a useful first step

in addressing complex water management problems, especially in rural regions where an

adequate understanding of the local context is key to success.
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CHAPTER 4

FARZANA’S JOURNEY: A CHILDREN’S BOOK FOR RESEARCH-BASED,

EDUCATIONAL OUTREACH IN REMOTE COMMUNITIES OF BANGLADESH

4.1 Introduction

Academics are encouraged to integrate their research with education and societal out-

reach. Some U.S. federal funding agencies, such as the National Science Foundation (NSF)

are now insisting that scientists describe how their proposed research will have ”broader

impacts”. Researchers must contribute not only to the growing fund of knowledge, but to

the more immediate societal good. The broader impacts criterion pushes researchers to

engage in activities beyond their research, such as sharing data, mentoring graduate stu-

dents, engaging undergraduates in research, translating research results into instructional

materials for classroom use, increasing the participation of groups that because of gender,

ethnicity, disability, and/or geographic location are underrepresented in science, enhancing

the research and educational infrastructures at their institutions, or working directly with

the public (see for example Mathieu et al. (2009); Dyer (1999); Magrath (1999); Roberts

(2009); Andrews et al. (2005)). Too often societal engagement outside academia is over-

looked, unsuccessful, or transient at best.

One analysis of broader impacts statements from recent award abstracts reveals that

89% of researchers propose broader impacts for science, 43% discussed potential benefits

for society, and 37% proposed dissemination activities beyond the scholarly community

(Roberts, 2009). Those who discussed potential societal benefits, however, were no more

likely to propose dissemination activities than researchers who only discussed broader im-

pacts for science (Roberts, 2009). Perhaps the science community has not yet achieved sus-

tainable and efficient methods of science communication and outreach with the non-science
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community. Alternatively, perhaps barriers to participating in outreach (e.g. lack of time,

lack of information about opportunities, and lack of support (Andrews et al., 2005)) inhibit

scientists from engaging. Considering the challenges of international and cross-cultural

science communication (e.g., travel requirements, language and cultural barriers, funding,

etc.), it is obvious why large-scale societal outreach is a challenge.

Nevertheless, if researchers strive to achieve broader impacts, science communication

and collaboration will be key. Effective articulation of science is critical to extend the

reach of geoscience education into settings and cultures to which access has previously

been limited. Cultural and language hurdles can be overcome through mutually beneficial

collaboration with partners (Ray, 1999). Partners can include both research-related parties

(e.g., research institutions, funding organizations, governmental agencies, etc.) as well as

community communication facilitators (e.g., community leaders, media, artists, schools,

etc.).

Here, we use a children’s book to (1) effectively achieve a direct and sustainable STEM

educational outreach with impoverished, remote communities in Bangladesh, and (2) build

relationships with partners through collaboration during the creation and distribution of

the book. Collaboration includes relationships with in-country partners like Dhaka Uni-

versity, Bangladeshi translators and editors, and primary and secondary schools, as well

as U.S.-based groups like artists, media, and transdiciplinary institutions across Vanderbilt

University. The purpose of the project is to increase local students’ understanding of the

natural world and environmental change through a two-pronged sustainability effort. The

principal vehicle for delivering this goal will be through the presentation and discussion

of the book itself. However, the book will be a tangible resource and community tie that

persists after the culmination of our research project.
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4.2 Background

4.2.1 Study Area

Bangladesh and its deltaic landscape is shaped by a broad range of environmental, eco-

nomic, and social circumstances that mirror settings across many nations in Southeast Asia.

Approximately 160 million Bangladeshis live in an area the size of Iowa, with one-third

of the population living below the poverty line (Yoshino et al., 2017). In the coastal en-

vironment, Bangladesh is increasingly affected by the longer-term pressures of sea level

rise (Ali, 1996; Karim and Mimura, 2008), land subsidence (Auerbach et al., 2015; Wil-

son et al., 2017), and access to safe groundwater (Shumaker, 2017; Benneyworth et al.,

2016; Benneyworth, 2016; Worland et al., 2015; Rahman et al., 2011) and their conflu-

ence with an increasingly dense coastal population. As a result, Bangladesh is considered

one of the most vulnerable countries with respect to climate change (Huq, 2001). The

increased frequency of cyclones, poldering (i.e. reclaiming and embanking islands), and

subsequent flooding add additional stress to this poverty-prone landscape, leading to liveli-

hood changes and population displacement. The nation’s environmental instability due to

intense urbanization as well as multiple catastrophes–cyclones, floods, salinity, arsenic–has

made Bangladesh a country of continuous research and policy innovation.

4.2.2 Research

The Vanderbilt Integrated Social, Environmental and Engineering (ISEE) Bangladesh

Project takes a multidisciplinary approach to investigate the coupling and coevolution of

the physical and human systems in southwest Bangladesh. The relationship between en-

vironmental conditions and human migration is multidimensional, and few studies have

addressed exactly how this complex relationship operates and under what conditions the

environment affects migration decisions. The complexity of these human-environment

interactions in low-lying regions, such as Bangladesh, are especially significant with in-
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creased risk of climate change impacts. The overarching goals of the ISEE project are to

(1) identify social and environmental factors most important in maintaining stability or for

motivating decisions to migrate; (2) determine how these factors differ within and across

diverse social and physical landscapes; and (3) assess how these variables are likely to inter-

act under a variety of scenarios for social and environmental change. The ISEE Bangladesh

project was funded in part by the Office of Naval Research - Multidisciplinary University

Research Initiative Award #N00014-11-1-0683, which granted 5 years of funding between

2011 to 2016. The research team published numerous studies exploring water quality and

resources (Benneyworth et al., 2016; Ayers et al., 2016; Worland et al., 2015; Gunda et al.,

2015; Ayers et al., 2017), landscape alteration (Auerbach et al., 2015; Wilson et al., 2014),

climate change (Ackerly et al., 2015; Peters et al., 2017), and associated social migration

(Ackerly et al., 2015; Donato et al., 2016). We had not disseminated broadly, however, our

findings and understanding of the coupled human-natural system with the local residents

or decision makers until Fall 2017 with this project. Prior to that time, few ties existed

between the local communities and our ISEE research.

4.3 Story and Design

This project involves the writing, illustration, and distribution of a place-based chil-

dren’s book title Farzana’s Journey: A Bangladesh story of the water, land, and people

(see Section 4.6). The main storyline follows a young girl, Farzana, who must walk a long

distance to fetch her family’s water. Her usual journey quickly develops into an adven-

ture as she meets a variety of animal characters, who relay a story about her ever-changing

environment and the subsequent human adaptation. More advanced topics including ge-

omorphology, water availability, climate, and traditional livelihoods are further explained

through complementary diagrams throughout the narrative. Ultimately Farzana appreci-

ates the uniqueness of her local environment and the adaptations of her ancestors and fu-

ture generations. She feels a sense of agency in understanding and interacting with the
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world around her. Prepared in English and translated to Bengali, the book targets young

children in our research area, but hopefully impacts teachers, parents, and local com-

munity leaders throughout Bangladesh. The book was self published by IngramSparks

along with a second English version, now sold on Amazon (https://www.amazon.com/

Farzanas-Journey-Bangladesh-Story-People/dp/0999278606). Examples of similar envi-

ronmental children’s books that have been successful include Alber’s And the Tide Comes

in: Exploring a Georgia Salt Marsh (2012) and Monisha and the Stone Forest (Hughes,

2012; Hughes et al., 2015).

Collaborations with partners were essential, not only to the creation of the book, but

also to the overall broader impact of the book. The text was crafted with the help of the

Vanderbilt Writing Studio, where writers have the opportunity to meet with trained writ-

ing consultants. Non-science consultants assisted with the book narrative and language to

better craft a cohesive storyline and describe scientific research without the use of scien-

tific jargon. The Curb Center for Art, Enterprise & Public Policy at Vanderbilt University

developed partnerships with creative leaders affiliated with Vanderbilt University. The cen-

ter offered resources and mentorship in initiating and implementing the children’s book

project by applying creative and entrepreneurial methodologies to problems. The Center

funded a major portion of the project, but also provided training and support through (1)

invited structured discussion on topics of cultural differences and assumptions, (2) infor-

mation on institutional outreach opportunities and limitations, and (3) anecdotal evidence

of other successful creative initiatives sparked by academic research. The Curb Center

also connected the author to Nashville’s public art community by referring illustrators who

contributed to the book and through exposure with an exhibition of the project in the Curb

Center gallery space.

Perhaps the most meaningful collaboration, however, during the creation of Farzana’s

Journey was the illustration process. Eight artists, who were previously unaffiliated with

the research, worked alongside the author to co-produce the storybook graphics. Four of
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the artists were Vanderbilt University undergraduate art majors, one of which was a double

major in Earth and Environmental Sciences. Three artists were personal acquaintances

of the author. The final artist was a Nashville, TN local illustrator, who served as the

creative director of the entire collaboration. The artists split illustration tasks, including

background painting, figure and animal sketching, digital coloring, and scientific diagram

creation. With the help of the creative director and graphic designer, these elements were

combined and paired with the text to create the book.

These varied partnerships were essential in crafting a cohesive narrative and jargon-free

language of the children’s book. We were able to overcome a variety of science communi-

cation hurdles including (1) writing for multiple audiences (Bangladeshi children, Ameri-

can children, and non-science community), (2) twisting a seemingly bleak story into a story

of human adaptability, (3) transitioning between scientific topics while maintaining the sto-

ryline, (4) verbally and visually depicting the setting to unfamiliar audiences, (5) fostering

cultural and environmental relatability with Bangladeshi readers, and (6) preserving the

intent of the story through translation from English to Bengali. Although the success of

the book can not be quantified without comprehensive surveying and structured interviews,

anecdotal evidence suggest that the narrative and illustrations sufficiently communicated

the setting, scientific concepts, and the moral of Farzana’s Journey.

4.4 Impact

The book was distributed to educational institutions and individual children in south-

western Bangladesh during our October 2017 field visit. We delivered 500 copies, written

in Bangla, to 12 primary and secondary schools. Copies were left with each school li-

brary as well as handed directly to students. Translators facilitated a short presentation and

gifting of the book to the headmaster, teacher, and classroom of each school. In the pre-

sentation, the story was introduced to generate interest, discussion, and, potentially, local

stories that related to the book narrative. The author and translators discussed the broader
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motivation and findings of the ISEE project with school administrators and teachers. They

shared the intent of the book–to increase local students’ understanding of the natural world

and environmental change–to ensure that book was received as a gesture of gratitude for

the local communities’ support in the ISEE research.

In the classroom, the translators discussed the formation of the delta, fluvial geomor-

phology, tides, water quality, and other main concepts of the book with the students. Chil-

dren of all ages were encouraged to think deeply about the local environment. Students

conversed about why the environment is the way that it is and how environmental processes

shape natural (and anthropogenic) change. Portions of the book were read aloud in each

class and students were encouraged to continue their studies outside of the classroom. Al-

though the conversations were brief, several teachers expressed their intention to resume

the discussion with students at a later time. Many teachers even requested supplemental

books and resources.

In Nashville, the book was exhibited at the Curb Center gallery space and at multiple

local bookstores. The book is also available for purchase on Amazon and has sold 25

copies as of January 2018. The book has been highlighted through various media channels

at Vanderbilt University and at a conference presentation at the 2017 American Geophysical

Union Annual Meeting.

4.5 Discussion

With regard to the initial goals, the Farzana’s Journey project seems to have been a

moderate success. At a minimum, Bangladeshi students were exposed to local natural pro-

cesses, environmental science concepts, and the history of coupled natural-human systems.

The book increased public awareness of the natural environment and human adaptation that

is characteristic in coastal Bangladesh with science and non-science communities in both

Bangladesh and the U.S. The project also created new academic and societal partnerships

with a variety of non-science collaborators during book development. But whether the
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project leaves long-term impact with the target audience and project collaborators is less

clear. It is likely that enduring engagement will be necessary to ensure the sustainability of

the conversation, but achieving this will be a challenge given the international communica-

tion requirements, the end of the ISEE project, and the impending graduation of the project

leader. Nevertheless, book distribution by the university and the author will continue.

4.6 The Book

Images of Farzana’s Journey are included on the following pages.
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Under the warm afternoon sun, 
Farzana stopped in the shade of a 
coconut tree to cool off. The path 
she needed to travel stretched as far 
as she could see. It was covered in 
slick mud from the recent monsoon 
rains. Looking at the flooded rice 
fields and the rushing tidal channel, 
Farzana frowned.

Suddenly a kingfisher swooped down 
from the tree and landed near the 
empty jar she had been carrying.  

“Hi, my name is Tuni. Why do you 
look so sad?” asked the colorful bird.   
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Farzana said, “I’m headed to the pond sand filter in the next village. Each 
day I make this long walk to fetch water for my family. I don’t understand 
why I need to walk so far when the world looks like it is covered in water.”

Tuni gave her a thoughtful look. “Can I join you on your walk? I can 
tell you a story about your people and this land that may answer your 
question.”



Curious, Farzana picked up her water jar and the two started down the 
path atop the embankment wall. “It is said,” the wise bird began, “that 
your ancestors settled here in Bangladesh because it was the most fertile 
area in all the land! As snow from the Himalayan mountains melted, the 
water formed huge rivers that flowed south across Bangladesh.”

“We call those the Ganges, Brahmaputra, and Meghna rivers!” exclaimed 
Farzana.

“Yes!” Tuni grinned at her. “If only you could see the rivers from my point 
of view!” Tuni took off and soared high above Farzana, shouting down 
to her, “The rivers are connected, forming the largest delta in the world! 
Eventually the rivers weave through these tidal channels and empty into 
the Bay of Bengal.”

What makes this delta so special? The largest 
delta, the Ganges, Brahmaputra, and Meghna 
delta is one of the most fertile regions in the 
world! A delta is formed from sediment, or 
dirt, left behind by a river as it slowly enters 
into an ocean or lake. These delta sediments 
are rich in minerals and nutrients. This 
makes the soil excellent for growing food!



Farzana looked at the tidal channel thoughtfully. She had never imagined 
her home connected to lands so far away. Farzana knew, however, how 
very important the tidal channel was to her family. “This tidal channel 
provides the water we use to grow our rice,” said Farzana, looking at the 
green fields. She would have to help her family harvest the crop in a few 
weeks. 

“Yes,” Tuni agreed. “Like the tidal channels, the rivers were always 
overflowing and this frequent flooding enabled your ancestors to first 
grow rice paddy. The massive amounts of water also made life difficult,” 
continued Tuni. “The same flooding rivers that brought life to the paddy 
also destroyed homes and villages. So, generations of people learned to 
depend on and adapt to the changing rivers.”



How do rivers move? Over time the river erodes, or cuts away, 
the bank on one side of the river channel. At the same time, the 
sediment that has eroded builds up on the opposite bank. These 
paired patterns create the side-to-side movement of river migration.

Seeing Farzana’s confused expression, Tuni continued, “The rivers move 
slowly back and forth across the delta, carving out new channels and 
washing away old ones.” Tuni swept his wing back and forth to show the 
pattern of the rivers. Skeptical, Farzana interrupted, “I’ve never seen the 
rivers moving like a snake!” 

“Snake! Where is the snake?!” cried a voice from below. At that moment, a 
crab popped his head out of the mud and dashed to hide behind Farzana. 

Giggling, Farzana scooped up the crab, while Tuni laughed, saying, “Don’t 
worry! We were only talking about the rivers.”

With a sigh of relief, the embarrassed crab introduced himself, “I’m Lalu 
and this bank is my home.”



Farzana looked around and saw a group of men cutting up blocks of mud 
from the river bank and hauling them to the embankment. They carried 
the mud in baskets on their heads, handing the baskets off to one another 
in a long assembly line.
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the mud in baskets on their heads, handing the baskets off to one another 
in a long assembly line.

Looking at the crumbling embankment, Farzana guessed, “This is a spot 
where the villagers can’t control the river!”   

“Exactly!” said Lalu. “Here you see the river carving away this 
embankment as it moves. To stop the moving rivers, your ancestors built 
walls to protect the land.” 
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Tuni added, “If you look closely you can also see the rivers moving in other 
ways. See? Rivers change with each tide. The rising tides bring up water 
from the sea to mix with the river, while the falling tide pulls the water 
back out to sea. The water is fresh during the rainy season, but it turns 
salty in the dry season.” Farzana looked over to the tidal channel to see the 
rising water. The rushing water was chasing small crabs out of their holes 
and up the steep bank.  

“I guess both crabs and humans play in the mud of the embankment!” 
Farzana laughed, setting Lalu down. After she picked up her water jar and 
waved at the men, the trio started down the path.
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How do tides work? Tides are the rising and falling of sea levels that take 
place every day. This is caused by the pull of the moon’s gravity on the Earth. 
The moon tugs on objects closest to itself, causing the oceans on opposite sides 
of the world to move. This swelling of the ocean water creates the high tide.



Soon the path neared a wooden dock. Farzana noticed a pair of hairy feet 
sticking out from under a tarp on one of the boats. 

Tiptoeing over to the boat, the group peered underneath. The movement 
shocked a sticky macaque monkey covered in honey. The monkey rubbed 
her eyes from the bright sun.

           “What are you doing here?” asked Farzana. 

                       With a sneaky grin, the monkey 
                         whispered, “Men from the village 
                        were collecting honey in the forest 
                      this morning, and I snuck on their  
                   boat to have a taste. When the men 
             returned, I was trapped! I hid from them 
           under this tarp.”

  “You’re a long way from home!” blurted Farzana.



The monkey scanned the horizon, where rice fields sprawled as far as she 
could see, and sighed, “I remember when all of this land was forest!” 

“What do you mean?” asked Farzana. 

The monkey explained, “All of this land was once covered in mangrove 
trees, but the people now use this land to live and farm. When the people 
developed the land, they cut down the mangroves, except for a part of 
the Sundarbans forest.” The monkey pointed toward the mangrove forest 
across the channel.

Just then, the group heard the men approaching the dock. The friends 
scattered away from the boat. The monkey waved goodbye, slipping back 
underneath the tarp.

Why are the Sundarbans so important? The Sundarbans 
are the largest forest of salt water mangroves in the 
world. Mangrove trees can live in the salt water because 
their roots filter out the salt, giving the tree fresh water 
to drink. These mangroves are very important for the 
wildlife that live in the forest. The forest also protects 
coastal areas from erosion, especially during large storms.



Farzana watched the boat disappear into the distance. The monkey 
seemed sad about people living here now, and Farzana felt the ancient 
connection to the Sundarbans. But Farzana had lived her entire life 
on the island, so how could she know anything different? The monkey 
loved the Sundarbans, just as she loved her home! Her embanked island, 
which the community called a polder, was surrounded by over 50 other 
similar polders. She felt gratitude for the polders and the embankments 
that protected them. Although she disliked the long walk along the 
embankment path, she understood her life would be impossible without 
the walls protecting her home.

Where are the polders? These islands are located 
in southwestern Bangladesh, between the larger 
towns to the north and Sundarbans in the south.



Suddenly, a shrill squeak interrupted Farzana’s thoughts. “Hey, look out! 
You almost stepped on me!” Farzana looked down and saw a mudskipper 
sitting next to one of her footprints.
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“Are you okay, little friend?”

“It happens all the time!” the skipper 
sobbed. “These embankments make my 
life difficult!”
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Sliding across the mud, the fish propped himself up on the side of a tide 
pool. The mudskipper complained, “People trample my home and the 
embankment traffic ruins my peace and quiet. And that’s not all! Ever 
since the embankment walls were built, water stopped spilling over into 
the land during the high tide. Now there are fewer tide pools for me to hide 
in.”

“Wow! People have altered this land even more than I realized,” said 
Farzana. 

“Land and water!” corrected the mudskipper. “The water no longer carries 
mud to the fields, so the channels are becoming more narrow and shallow 
as they fill in with sediment.”

As Tuni and Lalu climbed back up the embankment, Farzana paused to 
say goodbye to the mudskipper. “I hope that in the future we can protect 
my home, while also protecting yours.” 



As the trio approached the next village, a group of feeding cows blocked the 
path. A cow curiously eyed the bird, crab, and little girl. 

“What an odd bunch!” the cow said. “Where are you headed?”

Farzana explained her long walk to the pond sand filter and what she had 
learned about people’s adaptions to the environment.

She ended, “But I still don’t 
understand why we are 
surrounded by water yet 
have so little to drink.”

The cow agreed, “Drinking 
water has always been a 
problem.”



Chewing on the grass, the cow mumbled, “First people dug ponds to catch 
rainwater, but the water soon became dirtied with….” 

“Manure!” cried out Tuni. Farzana turned to see the bird hopping in 
circles, brushing off his feet from a pile he had just tripped over. 

Farzana laughed and told him to watch his step. With an embarrassed 
cough, the cow said, “The water was dirtied with bacteria from the 
livestock.”

How does water make people sick? It’s not the water that makes 
people sick, but what is in the water. Sometimes water is 
polluted with poop from animals or humans. The poop carries 
germs that can make us sick if we drink the polluted water.



water table

water table

“People hoped that water below the ground would be safer to drink,” 
continued the cow. 

Tuni interrupted, “Do you remember how the river moved and formed 
the surface of the land? Those same rivers moved grains of sediment that 
trapped water, called pore water. The pore water is stored underground 
as new sediment covers the surface, ultimately forming underground 
reservoirs of water called groundwater.” 

Lalu was busy digging a hole next to them. When he reached a certain 
depth, the hole began to fill with water. Lalu called out to Farzana, “Look! 
I found the water table, which marks the top of the groundwater!”

How does groundwater form? When it rains, water soaks into the ground and moves down 
through spaces between the dirt and rocks. This water is called pore water. Eventually the 
pore water seeps deep into the Earth and there, all the small spaces completely fill with water.  
The boundary between completely-filled and partially-filled pores is called the water table.
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The cow continued, “The people installed wells hoping to find clean water. 
Unfortunately, they often found water that was too salty to drink or the 
water was poisoned with natural chemicals like arsenic, making humans 
sick.” 

Tuni explained, “But the people adapted by drinking rainwater and pond 
water instead. Households used containers to catch rainwater during the 
rainy season.” 

                 Farzana looked over at a nearby house. 
                 Clay jars and barrels surrounded the 
               house to catch the water falling from 
            the roof. 

        “Meanwhile, villages built pond sand filters 
           that would clean the pond water,” finished     
              Tuni. 

             “No wonder I have to walk so far to get 
          my water!” exclaimed Farzana.

               “The pond sand filter is over 
         there. I’ll get back to my lunch and 
let you fetch your water,” said the cow.



Farzana joined the line at the pond sand filter. She finally understood 
how drinking water depended on human adaptation to the ever-changing 
landscape. She thought about how the land changed and how the people 
had adapted. Would it always be that way? Did it mean the land would 
change in the future? As if reading her mind, Tuni spoke, “We will continue 
to see changes in the land, water, and sky. Just as your ancestors adapted, 
you too must overcome obstacles to live in this dynamic landscape.”
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How does a pond sand filter work? Pond 
water is added to a large tank filled with 
sand. As the water flows through the 
sand, the sand catches dirt and germs in 
the water. Just like any filter, the pond 
sand filter removes unwanted substances, 
making the water clean enough for drinking. 
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Lalu climbed to the top of the tank and nodded. “As people transform the 
Earth, the climate changes. You may see differences in the monsoon and 
stronger cyclones.”

“I can help build cyclone shelters and educate my family and friends about 
these dangers!” Farzana assured him.

How does a cyclone form? The warm ocean water heats 
the air above it, causing it to rise and form clouds. 
Cooler air replaces the warm air, but it will also heat up 
and rise. As this cycle repeats, huge storm clouds form 
that begin to spin around a center point, called the eye.



Lalu continued, “Those storms may also flood the polder. Because the 
embankments prevent new rivers from adding sediment to the inside of 
the polder, the polder inside the embankment wall is too low and floods 
easily. This happens because the sediments are compacted, or packed 
down, over time.”
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How can communities prepare for 
flooding? After cyclones, polders can 
flood. When this happens, people can 
temporarily open embankments to 
allow water to move freely between 
the inside of the polder and the river 
channel. The moving water carries 
the sediment from the river to the 
polder inside the embankment. This 
new sediment builds up the height 
of the polder land. Afterwards, the 
embankment can be rebuilt and 
rice paddy can be planted again.
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Farzana looked over her shoulder to see the difference between the height 
of the ground inside and outside the embankment. “I have heard that some 
communities have opened the embankments to allow water and sediment 
into the polder. The new sediment has restored the land to the natural 
height. We can adapt too!”
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With each pump, the water trickled into her jar. As she finally finished 
pumping, Farzana reflected on the challenges her community had faced. 
She knew that she would play a role in helping provide water for her 
community. She was proud that her ancestors had come such a long way, 
and she was ready to make a difference in the future.
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“Tuni, you are right! My life and this land are connected. Change can be 
difficult, but this ever-changing land is what makes my home so special.” 

Farzana smiled at her new friends and said, “Let’s head back.” The three 
friends set off down the dirt path toward home. 
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CHAPTER 5

SYNTHESIS

Freshwater, although absolutely essential to life, can be difficult to find and manage in

remote, underdeveloped regions. In coastal Bangladesh, this problem manifests in lengthy

water shortages during the dry season, and a variety of quality problems associated with

untreated coastal water. Nevertheless, these types of water resource challenges are not

unique to Bangladesh.

At the 2012 United Nations Summit, governments committed to a set of sustainable

development goals (SDGs) to end poverty, protect the planet, and promote wellbeing (Ar-

guelles et al., 2016). One goal is to achieve universal and equitable access to safe and

affordable drinking water for all by 2030. In rural regions across Africa, Asia, and other de-

veloping states, societies are far from reaching this goal (WHO and UNICEF, 2017). With

continued climate change, research also suggests increasing challenges and vulnerability

of drinking water systems amongst these already susceptible populations (Hoque et al.,

2016; Wong et al., 2014; Jiménez Cisneros et al., 2014; Hijioka et al., 2014; Streatfield and

Karar, 2008). To overcome these obstacles, research must aim to better understand the lo-

cal context of water systems–both hydrologically and socially. Only then can we equip the

local communities with the knowledge and means to better manage their water resources

to achieve the water SDGs. This dissertation was a step toward understanding the water

systems that impact coastal Bangladesh.

We focused on a coastal region where freshwater is inadequate for drinking water secu-

rity. Hopeful for a means of identifying untapped resources, we first sought to understand

groundwater-surface water exchanges to better explain the existence of rare, but useful,

potable groundwater. Without extensive data collection and alternative means of survey-
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ing, we found that our inferences about groundwater-surface water interactions pointed

more to the heterogeneity of local landscape than to any one hydrological process that

could resolve water insecurities. The complexity of local landscape, as well as small-scale

processes (such as recharge, delta formation, tidal dynamics, and sediment permeability),

restricted our ability to deduce the exact location of fresh groundwater.

After concluding that groundwater would be unsuitable for drinking on Polder 32, we

considered alternative drinking water sources. We broadened our work to include an inter-

disciplinary assessment of available drinking water resources. Decisions about resources

would include a variety of factors that extended beyond environmental sciences, and, there-

fore, required an interdisciplinary assessment of the human-natural system. We demon-

strated how decision modeling and alternative assessment can be the first step to reach-

ing sustainable solutions in complex water management problems. Acknowledging that

(1) communities are heterogeneous and that (2) models rely on a balance between model

accuracy and expense of implementation, we argued that value of these interdisciplinary

decision models lies in increasing participation and transparency in resource management,

rather than being the sole predictor of successful solutions.

In addition to these interdisciplinary models, it is also essential that we continue to ex-

tend the reach of scientific research into settings and cultures to which access has previously

been limited. Understanding of water systems and management decision-making is often

inconsequential without science communication and collaboration. Chapter 4 demonstrates

dialogue, collaboration, and public outreach by scientists, artists, and students concerned

with enhancing environmental educational and social opportunity in rural communities.

Through this type of work, we can expand relevant research on coupled human-natural

systems in underdeveloped, data-limited, and remote regions, not through academic en-

deavors alone, but rather through a cascade of communication and outreach.
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5.1 Themes and Caveats

Site specific research in remote regions highlight small-scale heterogeneity and data

limitations–both of which are especially important when striving to achieve global goals

like the SDGs.1 This dissertation work is extremely relevant to the setting and communi-

ties of Polder 32, but is unlikely to capture the discrepancies that we might observe across

a broader region. In Chapter 2, for example, we speculate about groundwater-surface water

exchange processes on Polder 32, yet we acknowledge that the heterogeneity is a strong

control on the process. In order to extrapolate to a broader coastal region, we would need

to conduct a regional investigation with additional piezometer monitoring and surveying.

Outside of Polder 32, we would also expect to find varying demographic, cultural, and

community factors, which all have been identified as controls for drinking water success

(Jakariya, 2005). Therefore our Chapter 3 findings should be considered in the local con-

text and as a methodology that could be extended to regional trends. The difficulties of

heterogeneity (across landscapes, aquifers, communities, etc.) in data sparse regions is

common (see Michael and Khan (2016) and Weinman (2010) for hydrological examples

and Ahmed et al. (2016) and Ackerly et al. (2015) for societal examples), and should not

be seen as a hindrance to research. Instead newly-found variations and data limitations can

highlight gaps for the focus of future research.

5.2 Outlook

The success and sustainability of global water systems will be difficult to achieve. For

this reason, continued efforts to understand water systems, and their complex interactions

between human-natural systems, will be essential. Innovation and ambitious research can

lead this effort, but it ultimately will be sustained by science communication and relevance

1The importance of heterogeneity and sparse data networks is also explored in Appendix A. There is
often a tradeoff between (bottom-up) small-scale studies and (top-down) broader, more generalizable inves-
tigations. This tradeoff is especially important to consider in multi-scalar processes in data limited regions
such as Bangladesh.
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to society.
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Appendix A

SATELLITE-DERIVED METHANE EMISSIONS FROM INUNDATION IN

BANGLADESH

A.1 Introduction

Methane (CH4) is one of the most important greenhouse gases, produced by a combi-

nation of natural and anthropogenic sources. Each molecule of CH4 has 25 times the direct

global warming potential of a molecule of carbon dioxide (Solomon et al., 2007). After

a leveling off from 1999 to 2006 (Dlugokencky et al., 1992; Simpson et al., 2006), atmo-

spheric CH4 concentrations are rising again (Dlugokencky et al., 2009; Nisbet et al., 2014)

and have reached 260% the pre-industrial levels (∼700 parts per billion (ppb)) (WMO,

2013). Global CH4 sources are relatively well known, but the strength of each source and

sink component and their associated trends are not. This is particularly true in understudied

regions with high CH4 emissions, hence the motivation for this case study of inundation-

caused CH4 emissions in Bangladesh.

Most natural sources of methane emissions are a result of methanogenesis (a microbial

decomposition process), as seen in wetlands and animal digestion. Wetlands are consid-

ered to be the largest single source of CH4, contributing approximately 20–40% of global

emissions (Walter et al., 2001; EPA, 2010). CH4 concentrations vary considerably, tem-

porally and spatially, to the extent that fluctuations in wetland emissions are thought to

be the dominant contribution to interannual variability in surface emissions, explaining

50–90% of the global emission anomalies (Morrissey and Livingston, 1992; Walter et al.,

2001; Frankenberg et al., 2005a; Bousquet et al., 2006; Pison et al., 2013). With warm

weather and water-logged soil, rice paddies act like wetlands, producing 20–100 Tg CH4

each year (approximately 15–20% of anthropogenic emissions) (Sass et al., 1999). Due
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to these variations and flux measurement limitations, the source strength of wetlands, and

similarly inundated rice cultivation areas, is particularly uncertain, and has been estimated

as the highest of all CH4 sources (IPCC, 1994; Lelieveld et al., 1998; Denier Van Der Gon

et al., 2000). A better understanding of CH4 distribution and emissions is indispensable

for a correct assessment of its impact on global climate change (Houghton, J. et al., 2001;

Frankenberg et al., 2005a).

The number of studies investigating ground-based fluxes of CH4 have increased with

awareness of climate change, but networks are still sparse and limitedly representative of

larger regions (Bartlett et al., 1993; Aulakh et al., 2001; Xiong et al., 2008). Ground-based

measurements are directly related with the local sources, making extrapolation nearly im-

possible (Bruhwiler et al., 2014; Denier Van Der Gon et al., 2000, and references therein).

Meanwhile satellite observations overcome these limitations with global coverage and large

sampling volumes, particularly in regions that are poorly sampled by ground-based net-

works (Chazette et al., 1998; Clerbaux et al., 2003; Frankenberg et al., 2005a). Satellite

instruments measure gas concentration in the vertical column of air, which can be used to

estimate in situ emission rates with proper compensation for transport and chemical con-

version. Because CH4 is a well-mixed greenhouse gas, with a lifetime of approximately

10 years, total column measurements must have high precision to detect variability in con-

centrations (Meirink et al., 2006). The accuracy of satellite observations is debated due to

systematic biases from errors in vertical profiles, uncertainties in the presence of clouds,

inadequate night observations, and potential regional effects (Frankenberg et al., 2005a,b;

Gloudemans et al., 2005; Meirink et al., 2006, 2008; Bergamaschi et al., 2007; Xiong et al.,

2008; Parker et al., 2011).

Often studies extrapolate satellite observations of dry-air column-averaged mole frac-

tion of CH4 (XCH4) or high-spatial ground-based measurements to the opposing temporal

or spatial scales (i.e. small-scale, seasonal rice paddy emissions are upscaled to regional

yearly emissions and vice versa) (Denier Van Der Gon et al., 2000). Some studies at-
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tempt to inform inverse models with either ground-based in situ measurements or atmo-

spheric observations (Chen and Prinn, 2006; Bergamaschi et al., 2007; Streets et al., 2013;

Turner et al., 2016, and references therein), but few evaluate the degree of consistency

between both surface and satellite observations (Bergamaschi et al., 2009). Direct compar-

ison of both measurements is challenging due to (1) limited number of samples from sparse

ground-based networks and few valid satellite measurements (cloud-free observations), (2)

probing of different air masses (Bergamaschi et al., 2009), and (3) limited precision and

accuracy (Meirink et al., 2006). Additionally, areas of intermediate size fall in the gap be-

tween large- and small-scale datasets with inadequate sample sizes from solely ground or

satellite measurements (Denier Van Der Gon et al., 2000). Studies that have compared in-

verse climate models with surface and satellite observations, suggest that a compilation of

datasets may be able to constrain model emission estimates, especially over areas in South-

east Asia, where timing of summer rice emissions can be difficult to properly calibrate

(Chen and Prinn, 2006; Bergamaschi et al., 2009).

Initiatives to estimate country-specific contributions to the global CH4 emissions from

paddy fields and wetlands have been undertaken in numerous Asian countries, including

China, India, Indonesia, Thailand, and the Philippines (Neue and Sass, 1998). Depending

on the methods, calculated country emission rates can vary widely. The most common

methods include (1) IPCC methodologies based on general or country-specific emission

factors, (2) model-based approaches that incorporate complex transport and regional pa-

rameters, and (3) techniques using satellite-derived observations. Both emission factor and

modeling methods can be difficult in understudied regions due to insufficient calibration

from ground-based data and considerable seasonal differences. Alternatively, a satellite-

based study could give insight on large-scale regional emissions and temporal patterns.

Bangladesh, which comprises most of the Ganges-Brahmaputra-Meghna (GBM) delta,

is a region of particular interest for studying spatio-temporal variations of CH4 emissions.

It is the sixth largest producer of rice in the world (third in Southeast Asia) and expe-
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riences seasonal flooding and atmospheric convection during the monsoon (Xiao et al.,

2006; Mosleh and Hassan, 2014). Agriculture accounts for approximately 63% of the total

area, with most being rice paddy (Mosleh and Hassan, 2014). Current rice production in

Bangladesh is around 34.2 million tons (Bangladesh Bureau of Statistics, 2009), and the

need is expected to increase by 50-60% to meet the 2050 population of 233 million (Ali

et al., 2014). Furthermore, 80% of the total land area is floodplain and has a significant

likelihood of at least temporary inundation (Hasan and Mulamoottil, 1994). Consequently

rice cultivation and wetlands are main contributers to Bangladesh CH4 emissions (Berga-

maschi et al., 2009; Kavitha and Nair, 2016). The country is one of the most densely-

populated countries in the world, having approximately 160 million people with a total

area of 143,998 km2 (FAO, 2014). Few studies, however, have focused on Bangladesh,

making CH4 emission data is extremely limited. Bangladesh and its deltaic landscape ex-

hibit a broad range of environmental, economic, and social circumstances that are relevant

to many nations in South and Southeast Asia.

The aim of this chapter is to explore the seasonal enhancement of atmospheric CH4

in Bangladesh correlated with rice cultivation and inundation using satellite observations.

We derive atmospheric CH4 concentrations from three space-based passive spectrometer

CH4 products and then incorporate space-based passive microwave land-water fractions as

a proxy for emission source area. These products are then converted to surface fluxes and

annual emissions using a simple inverse model. We consider the uncertainties associated

with extrapolation of our satellite-derived emissions and compare these emission estimates

to inventories of ground-based surface CH4 fluxes and annual Bangladesh emissions.

A.2 Study Area

Bangladesh experiences a tropical humid climate with wide seasonal variations in rain-

fall, warm temperatures, and high humidity (Rashid, 1977; Chowdhury, 2010; Shahid,

2010). Four climatic seasons are recognized: (i) dry winter (December-February), (ii) pre-
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monsoon (March-May), (iii) monsoon (June-September), and (iv) post monsoon (October-

November) (Fig. A.1) (Alamgir et al., 2015). Rainfall is uneven throughout the country,

with the northwest part of the country receiving only 1400 mm, compared to 4400 mm in

the northeast.

The rice crop-growing period in Bangladesh is divided into three main seasons: (i)

aman (June to December) that depends on monsoon rains, until irrigated in mid-September;

(ii) aus (March to August) that is typically unirrigated and only fed by rains; and (iii) boro

(January to June) that relies on groundwater irrigation (Fig. A.1) (Mosleh and Hassan,

2014). A large number of the irrigation wells are active in northwestern Bangladesh, re-

sulting in over 4,800,000 ha of irrigated boro rice (Shahid, 2011; Mosleh and Hassan,

2014; Alamgir et al., 2015). Nearly 50% of the cropland is double cropped and 13% is

triple cropped (Maclean et al., 2002).

Figure A.1: Climate and rice cropping seasons in Bangladesh.

There are no recent inventories of Bangladesh greenhouse gas sources. However farm-

ers do raise livestock, leading to high densities of poultry and cattle (Lerner and Matthews,

1988; FAO, 2005). Emission estimates from livestock were reported as 0.9 Tg CH4 yr−1 in

1995 and 2000 (Yamaji et al., 2003) and 0.6 Tg CH4 yr−1 for 2008/2009 (Jahan and Azad,

2013). Bangladesh does have several natural wetland environments, including the Sundar-

ban mangrove forest that covers 6,017 km2 of the coastal zone. Other major forests include

the semi-evergreen forest in the eastern hills and the deciduous sal forest on the central and

northwestern terraces. Additionally, fresh water swamp forests occupy low-lying areas of

Sylhet and depressions within the semi-evergreen forest (Hossain, 2001). Ocean waters of

the Bay of Bengal also can be regarded as a minor source due to bacterial methanogene-
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Table A.1: Data sources and details.

Data Source/Instrument Measurement Dates Resolution

TRMM-TMI TRMM-TMI v7.1 % Area Inundated Jan 2002-Dec 2015 1◦ x 1◦ grid

AIRS 330 hPa, V6 L3 product, NASA EOS/Aqua XCH4 Jan 2003-Dec 2014 1◦ x 1◦ grid

SCIAMACHY IMAP-DOAS product, ESA ENVISAT XCH4 Mar 2002-Dec 2011 2◦ x 2◦ grid

GOSAT SRFP ESA GHG-CCI product, JAXA GOSAT TANSO XCH4 Jun 2009-Dec 2014 1◦ x 1◦ grid

CarbonTracker NOAA ESRL Global Greenhouse Gas Reference Network CH4 Surface Flux Jan 2000-Dec 2010 1◦ x 1◦ grid

Surface Water Gauges Bangladesh Water Development Board Anomaly water height Dec 2002-Jan 2008 281 locations

sis and bacterial oxidation in surface water on the shelf close to the Ganges/Brahmaputra

mouth (Berner et al., 2003).

A.3 Datasets

A.3.1 Atmospheric Infrared Sounder (AIRS)

AIRS was launched from the NASA EOS/Aqua platform in May 2002 as a nadir cross-

track scanning infrared spectrometer (Pagano et al., 2003). This instrument captures in-

frared energy from the Earth and separates it into 2378 wavelength channels that cover

69-1136, 1217-1613, and 2169-2674 cm−1. It has a spatial resolution of 13.5 km at nadir

and the satellite crosses the equator at approximately 1:30 A.M. and 1:30 P.M. local time,

resulting in near global coverage twice a day. We used the AIRS Version 6 Level 3 (L3)

product that has been averaged to 1◦ by 1◦ grid cells (Table A.1). These L3 products are

separated into an ascending and descending portion of the orbit, based on the direction

of movement of the satellite. These two parts of the orbit were averaged for our study.

Monthly product means for each grid box were aggregated. Due to AIRS’ higher sen-

sitivity in the middle to upper troposphere, we only use the AIRS CH4 concentrations at

300 hPa by converting to XCH4 using AIRS surface pressure and water vapor observations.

Monthly averages for the Bangladesh region (22◦-26◦N and 88◦-93◦E) were analyzed from

January 2003 to December 2014. We use 0.5-1.6% for AIRS XCH4 profiles as reported in

Xiong et al. (2008).
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A.3.2 SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY (SCIA-

MACHY)

SCIAMACHY was on board the European Space Agency’s environmental satellite EN-

VISAT, receiving data from March 2002 to April 2012 (Bovensmann et al., 1999). EN-

VISAT flew in a sun-synchronous polar low Earth orbit crossing the equator at 10:00 A.M.

local time, achieving complete global coverage every 6 days. SCIAMACHY measured

spectra of solar radiation in the spectral region of 240− 2400 nm in nadir, limb, and so-

lar and lunar occultation viewing modes. The SCIAMACHY near-infrared nadir spectra

contain information about atmospheric trace gases, including CH4, CO2, CO, and N2O

(Frankenberg et al., 2006). In this study we use 2◦ by 2◦ grid cell, monthly CH4 av-

erages derived from an IMAP-DOAS XCH4 product. The product was retrieved from

SCIAMACHY SWIR spectra (channel 6) using the IMAP-DOAS algorithm developed at

University of Heidelberg and SRON (SCRON, 2007). The derivation of XCH4 has been

extensively described in Frankenberg et al. (2005a,b, 2006, 2008a,b, 2011) and Butz et al.

(2010). The typical ground pixel size of SCIAMACHY is 30 km (along-track) times 60

to 120 km (across-track) (Scheepmaker and Frankenberg, 2007). Retrieval quality dete-

riorated after November 2005 due to high noise in detector pixels, but retrievals are still

use for our analysis (SCRON, 2007; Frankenberg et al., 2011). Similar to the AIRS time

series, monthly averages were calculated across Bangladesh from January 2003 to De-

cember 2011. Over ocean retrievals in SCIAMACHY are only possible with low clouds

and, therefore, ignored in this study. We use a 1.5-2% precision for SCIAMACHY XCH4

(Frankenberg et al., 2005a,b; Gloudemans et al., 2005; Meirink et al., 2006; Bergamaschi

et al., 2009).
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A.3.3 Greenhouse Gases Observing Satellite (GOSAT)

The Thermal And Near infrared Sensor for carbon Observation (TANSO) - Fourier

Transform Spectrometer (FTS), on board the satellite GOSAT (launched by JAXA in Jan-

uary 2009) also provides XCH4. The satellite moves in a sun-synchronous low orbit and

uses a short-wave infrared spectral analysis of sunlight backscattered by the Earth’s surface

and atmosphere at 90-280 km intervals. GOSAT observations are spatially sparse, but tem-

porally dense since the satellite revisits sampling locations every three days (Kuze et al.,

2009). We used the XCH4 product (ESA GHG-CCI Initiative) from the SRFP algorithm

provided by SRON/KIT. The retrieval method has been described in detail by (Butz et al.,

2009, 2010, 2011). Similar to SCIAMACHY, ocean retrievals were ignored in this study.

Valid data was only partially available between June 2009 and December 2014 at the na-

tive resolution of GOSAT. We assume a GOSAT error of 0.4-0.8% with estimated biases

between -17 and 2 ppb (Parker et al., 2011).

A.3.4 Tropical Rainfall Measuring Mission Microwave Imager (TRMM-TMI)

The CH4 emission source area was calculated from land-water fraction as a proxy for

inundation area. Land-water fraction was retrieved from the Tropical Rainfall Measuring

Mission (TRMM) Microwave Imager (TMI). The TRMM satellite was launched in Novem-

ber 1997 with the TMI instrument, a dual-polarization passive microwave conical scanning

radiometer with an incidence angel of 52.8◦, which operates at 10.65, 19.4, 21.3, and 85.5

GHz (Gao et al., 2006). The TRMM orbit and sensor swath result in spatial coverage be-

tween ±38◦ latitudes. The product used in this analysis is 1◦ by 1◦ between 22◦-26◦N and

88◦-93◦E, excluding pixels over the Bay of Bengal, and averaged on a monthly timescale

between January 2002 to December 2015. The method we used to calculate inundation

area has been presented in previous studies that demonstrated the capabilities of satellite

observations to recover wetland extents and dynamics (Purvaja and Ramesh, 2001; Prigent
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Figure A.2: Bangladesh and the location of the surface water gauges (blue circles).

et al., 2007; Papa et al., 2010). Papa et al. (2006) successfully captured inundation and

rice cultivation over the Indian subcontinent using a similar passive microwave land-surface

emissivity detection.

A.3.5 Surface Water Gauges

Surface water levels were obtained for 281 locations, consisting of 773,526 records,

from the Bangladesh Water Development Board (Fig. A.2). Water level measurements

were recorded daily at each location from time intervals between 30 December 2002 and 3

January 2008. The average time series length is approximately 4.5 years with a maximum

of 5 years and a minimum of 1 month. All water levels were referenced to mean sea level

and sites include both tidal and non-tidal rivers. An average time series was calculated
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from the anomaly of all gauges to serve as a proxy for country-wide change in inundation

and as validation for seasonal fluctuations in TRMM-TMI.

A.3.6 CarbonTracker

The CarbonTracker-CH4 monthly average CH4 surface flux product was used to val-

idate our model flux estimates. The National Oceanic and Atmospheric Administration

(NOAA) Earth System Research Laboratory data was downloaded from the NOAA ESRL

Global Greenhouse Gas Reference Network website (NOAA ESRL, 2017; Peters et al.,

2007). The time variation of the CarbonTracker CH4 flux was found between 22◦-26◦N

and 88◦-93◦E from January 2000 to December 2010.

A.3.7 Inventory of CH4 Emissions in South East Asia

An inventory of ground-based surface flux measurements was established from a review

of 32 studies from rice paddies and natural wetlands in South Asia (Table A.2). These

estimates spanned from 1988 to 2010 and typically used chamber methods for collecting

point measurements of surface fluxes. We document the minimum and maximum fluxes

measured in each of the studies to better understand the range of possible surface emissions

(Table A.2). The inventory includes flux measurements from a variety of rice paddies,

differing in season, irrigation scheme, rice species, fertilizer, etc. The natural environments

include a wetland, marsh, mangrove, estuary, and bay.

An additional inventory of reported annual emissions from Bangladesh was also com-

piled. The emissions include 28 upscaled estimates of annual rice emissions derived from

variations of IPCC guidelines or complex emission models between 1990 and 2015. The

disparity among estimation techniques, emission rate factors, and modeling tools has led

to large discrepancies on the country-wide scale. We compare this inventory to both the

ground-based surface flux inventory and our satellite-derived flux estimates to evaluate

consistency between methodologies and discuss carbon modeling uncertainties.
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Table A.2: Methane emissions (mg CH4 m−2 h−1) from rice paddy and wetlands in South
Asia.

Location Natural Anthropogenic Season Environment Years Reference

min max min max

Bangladesh 5.0 66 2005-2006 Frei et al. 2007
20.0 37
1.0 25 dry 2010-2012 Ali et al. 2014

China 7.4 47 full year 1989-1991 Wassmann et al. 1993
0.9 6 1994 Cai et al. 1997
1.5 100 1988-1994 Khalil et al. 1998
1.1 5 2000-2002 Zou et al. 2005

0 55 freshwater marsh 2001-2002 Ding et al. 2004
0 20 plateau wetland 2002 Hirota et al. 2004

0.5 17 2009-2010 Hou et al. 2012

India 4 17 1994 Adhya et al. 1994
2.1 7 wet 1993 Singh et al. 1996
1.1 14 dry 1997 Adhya et al. 2000
0.9 16 wet

0 9 full year bay
2 14 full year mangrove Purvaja and Ramesh 2001
2 46 full year esuary

0.1 4 1999 Ghosh et al. 2003
0.0 2 wet 2006 Das and Baruah 2008
0.0 33 dry Datta et al. 2013

2.28 386 full year mangrove 2003 Biswas et al. 2007
1.0 48 wet

Indonesia 18 27 wet 1992-1993 Ghani Nugroho et al. 1997
7 33 1994 Ghani Nugroho et al. 1994
0 4 1995 Makarim et al. 1995

Japan 1.0 140 1991, 1993 Yagi et al. 1996
1.0 80 1997 Inubushi et al. 2001
0.2 55 wet 2004 Naser et al. 2007
15.0 75 2007-2008 Kato et al. 2012

Philippines 0.2 187 wet 1991-1992 Denier van der Gon 1994
0.2 4 dry 1992 Denier van der Gon and Neue 1995
0.0 260 dry, post harvest 1992 Denier van der Gon et al. 1996
0.0 250 wet, post harvest
0.3 18 dry 1994-1998 Corton et al. 2000
7.4 40 wet

Taiwan 2.5 3 dry 1999 Liou et al. 2003
8.7 9 wet

Thailand 0.6 59 Jermsawatdipong et al. 1994
0 47 dry Yagi et al. 1994
0 56 wet Yagi et al. 1994

Southeast Asia 0 55 0 260

All of Bangladesh 1 66

A.4 Methods

A.4.1 Satellite-derived CH4 Concentrations

To determine country-wide XCH4 increases due to Bangladesh emissions, we remove

the regional baseline XCH4. The baseline XCH4 (hereafter called the background signal)

refers to the ambient XCH4 associated with emissions outside of Bangladesh. To determine

this background signal, we considered atmospheric advection in and out of Bangladesh.
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A.4.1.1 HYSPLIT Trajectories

Air mass origin was calculated using the Hybrid Single-Particle Lagrangian Integrated

Trajectory model (HYSPLIT4) provided by NOAA’s Air Resource Laboratory (Draxler

and Hess, 1997, 1998; Draxler, 1999; Stein et al., 2015; Rolph, 2017). Forward and

back-trajectories were calculated starting on the sides of a rectangular grid surrounding

Bangladesh. Trajectories that did not cross over Bangladesh were rejected. The remaining

trajectories were evaluated in terms of their residence time over Bangladesh as well as their

position 96, 72, 48, 24 hours before and after they entered Bangladesh for the first time

(see Appendix B). Trajectories were started for 18 positions on the rectangle surrounding

Bangladesh, for each day of each month, four times a day, and for three different heights

above the surface (500, 1500, and 2500 m), so that in total around 6500 trajectories were

calculated for each month. Monthly density maps of air mass origin were generated from

the trajectory data.

A.4.1.2 Residence Time

The mean residence time represents the mean time a mass plume resided within country

boundaries. The mean monthly residence time was calculated from the residence time of

each individual back-trajectory over Bangladesh and subsequent averaging over the month.

A.4.1.3 Plume Trajectories

The monthly XCH4 increase (XCH4increase) due to emissions from Bangladesh was

calculated from regression of XCH4 by the HYSPLIT density (ρ) weighting such that

XCH4increase =
∑ρ f 24XCH4−∑ρb24XCH4

48
, (A.1)

where XCH4increase is in ppb, ρ f 24 is the 24 h forward-trajectory HYSPLIT density, ρb24

is the 24 h backward trajectory HYSPLIT density, XCH4 is the spatial monthly mixing
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ratio of each satellite (ppb), and denominator represents the time between the forward and

backward trajectories (h). We use ±24 h because of the short residence time calculated in

Section A.4.1.2.

XCH4 uncertainties are determined from reported values of AIRS, SCIAMACHY, and

GOSAT error. A three-month moving average smoothing window was applied to the cal-

culated XCH4 increases to remove noise from satellite XCH4 uncertainties.

A.4.2 Advection-Inundation Methane Emissions (AIME) Model

To compute the emissions responsible for the XCH4 increases, we use a simple inverse

model that incorporates the emission source area and CH4 advection.

Monthly source area is determined from the inundation area using TRMM-TMI land-

water fraction. The land-water fraction variations are compared to relative changes in sur-

face water levels to validate this inundation area proxy. Due to the timescale of anerobic

microbiology of flooded areas, CH4 production reaches a steady state after the soil stays

anoxic for several weeks (Conrad, 2002). Therefore, we delay the inundation area to find

the best cross correlation with satellite fluctuations. Atmospheric advection is determined

from the CH4 residence time, as calculated by HYSPLIT in Section A.4.1.2.

The Advection-Inundation Methane Emissions (AIME) model is based on the following

equation, which is solved for the surface flux F ,

f (t) = cFχ(t +d)
R(t)
m

Mair

MCH4

−α, (A.2)

where f (t) is the atmospheric CH4 concentration (ppb) due to Bangladesh emissions through

time t, F is the flux (mg CH4 m−2 h−1), χ(t +d) is the monthly land-water fraction shifted

by lag d (days), R(t) is the monthly residence time (h), m is the atmospheric mass (approx-

imately 10,000 kg m−2 at sea level), Mair is the molar mass of air (kg mol−1), MCH4 is the

molar mass of CH4 (kg mol−1), c is a conversion constant equal to 1000 (ppb ppm−1), and
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α is concentration (ppb) of CH4 due to other sources. We match the average seasonal am-

plitude of the XCH4 increases to the calculated concentrations f (t). We vary F and choose

the value that produced a curve with the highest correlation with the XCH4 increase. Un-

related emissions sources are accounted for through a vertical shift α equivalent to

α = f (t)−g(t), (A.3)

where g(t) is the XCH4 increase calculated from satellite observations. This vertical shift

is necessary due to (1) probing of different air masses (AIRS vs. full column measurements

of SCIAMACHY and GOSAT), (2) inability to account for CH4 sinks, and (3) additional

CH4 sources, such as livestock and natural gas. The uncertainty associated with f (t) is

determined from an assumed flux error of 10 mg CH4 m−2 h−1, the standard deviation

of the residence time, an inundation area uncertainty of 5%, an atmospheric column mass

uncertainty of 100 kg m2, and a vertical offset error of 10 ppb. See Appendix B for error

propagation details.

Figure A.3: Bangladesh XCH4 from AIRS, SCIAMACHY, and GOSAT satellites (a) be-
tween 2003 and 2015. Average annual cycle is show on right (b).

A.4.3 Comparison to Other Estimates

We compared our AIME models estimates to (1) emissions inventories of South Asia

surface fluxes, (2) reported Bangladesh annual emissions, and (3) CarbonTracker surface
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fluxes in Bangladesh. The AIME model annual flux was compared directly to the reported

fluxes in Table A.2. To upscale the AIME average annual fluxes to we used the following

equation

E = cFχ(t +d)A, (A.4)

where E is the average annual flux (Tg yr−1) between 2003 and 2015 from Bangladesh, F is

the AIME flux (mg CH4 m−2 h−1) calculated in Equation 2, χ(t +d) is the average monthly

land-water fraction shifted by lag d (days) through time t, A is the area of Bangladesh equal

to 1.4757x1011 m2 (Islam, 2010), and c is a conversion coefficient equal to 8.76x10−12 hr

Tg mg−1 yr−1. These country-wide annual fluxes were compared to a variety of model

calculated emissions from previous studies. The CarbonTracker fluxes were compared to

the average total surface flux across Bangladesh equal to F scaled by χ(t +d).

A.5 Results

A.5.1 Satellite-derived CH4 Concentrations

A.5.1.1 General Observations

Between 2003 and 2015, AIRS observations range from 1756 to 1848 ppb in Bangladesh

(Fig. A.3.a). Seasonal highs frequently occur in September and October, while lows ap-

pear in May and July. SCIAMACHY Bangladesh observations range from 1754 to 1962

ppb, with the lowest concentrations occurring later in the year (February to June) (Fig.

A.3.a). Valid SCIAMACHY data in Bangladesh is limited after 2009, due to deterioration

of retrieval quality (Frankenberg et al., 2011). Although valid data is confined to 2009-

2013, GOSAT observations show similar seasonal patterns, with concentrations ranging

from 1778 to 1964 ppb (Fig. A.3.a). On average, AIRS observations are 35 and 50 ppb less

than SCIAMACHY and GOSAT, respectively. The mean uncertainty in XCH4 is 29 ppb

(1.6%), 37 ppb (2%), and 15 ppb (0.8%) in AIRS, SCIAMACHY, and GOSAT, respectively

(see Fig. B.2 in Appendix B).
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Figure A.4: HYSPLIT Back Trajectory density at 24h prior to entering Bangladesh.

A.5.1.2 HYSPLIT Trajectories

Our back-trajectory analysis indicate that trajectories most often originate east of Bangladesh

between northern India and the middle of the Bay of Bengal (Fig. A.4). Longer back tra-

jectories (48-96 h) show that the trajectories swing from a northeastern origin during the

dry months to a southeastern origin during the raining season (see Appendix B). Seasonal

effects are accentuated by the strong latitudinal gradients in CH4 concentrations, as well as

strong nearby sources of emissions (e.g. in India and Southeast Asia).

A.5.1.3 Calculated CH4 Concentrations

Differences between Bangladesh and background observations result in concentrations

between -0.5 to 7.8 ppb, -7.1 to 20 ppb, and 0.8 to 31.2 ppb for the three satellites (Fig.

A.5.a). The average seasonal fluctuations show seasonal differences of approximately 3±1,

7±2, and 12±4 ppb for AIRS, SCIAMACHY, and GOSAT, respectively (Fig. A.5.b). See

Appendix B for non-smoothed XCH4 increases.

112



Figure A.5: Smoothed XCH4 increases from Bangladesh, calculated from Equation 2 and
filtered with a three-month moving average. Average monthly variations are shown on the
right (b).

A.5.2 AIME Model

A.5.2.1 Emission Source Area

Figure A.6: Average anomaly of surface water, as measured from gauges (blue), and av-
erage monthly water fraction from TRMM-TMI (black). Light blue band defines the 95%
confidence interval. Peak water levels occur in early September. Bangladesh inundation
ranges from 11-31% of total area.

TRMM-TMI shows seasonal fluctuations in inundation between 10.9 to 31.8% of the

total country (Fig. A.6). The annual peak occurs between July and August with a sec-

ondary peak in February. Seasonal lows occur in March. The years 2007-2008 show the
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greatest range in percent inundated. Peak gauge water levels often occur in August and

show variations in timing (Fig. A.6). Gauges suggest an average seasonal variation of

2 m in surface waters that parallel interannual discrepancies in TRMM-TMI. The gauge

standard deviation ranges between 0.76 m in winter months and 2.0 m during mean peak

water levels, suggesting regional differences in summer flooding. Gauge levels lag behind

TRMM-TMI observations and do not capture the peak in February.

A.5.2.2 Emission Advection

As determined by our HYSPLIT trajectory analysis, the mean residence time of emitted

CH4 within Bangladesh boarders is 22.0±5.5 h (Fig. A.7). The residence time decreases

significantly during the wet season.

Figure A.7: Monthly average residence time for CH4 to reside within Bangladesh country
boarders. Mean residence time is 22 ± 5.5 h.

A.5.2.3 AIME Model Calculation

The correlation coefficient between maximum XCH4 and maximum inundation was

calculated for various time lags between the two signals. The maximum correlation oc-

curred at lags from 20 to 65 days for the three satellites (Table A.3). Although this ap-

pears to be a large range, the delay could be set to any number of days within the 4 to 10
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Table A.3: Calculated fluxes (mg CH4 m−2 h−1) required to match seasonal amplitude of
satellite-derived XCH4 increases from Bangladesh emissions.

AIRS SCIAMACHY GOSAT

TRMM delay (days) 10 65 60
Correlation Coefficient 0.42 0.37 0.40

α (ppb) 0 1 7
Inundation Flux (mg CH4 m−2 h−1) 4 9 19

week period without a significant impact on the correlation (see Fig. B.6 in Appendix B).

AIRS XCH4 increases are coincident with average annual fluxes under 4 mg CH4 m−2 h−1,

SCIAMACHY XCH4 increases suggest 9 mg CH4 m−2 h−1, and GOSAT suggests 19 mg

CH4 m−2 h−1 (Fig. A.8).

Figure A.8: Comparison of satellite-derived emissions after removal of the background
signal (solid line) to AIME model concentrations (dashed line). The AIME concentrations
are determined using average yearly fluxes (Equation 1).

For example, we determine the average annual flux to be 4 ± 10 mg CH4 m−2 h−1

with a delay time of 10 days using AIRS XCH4 increase. The contribution of this emission

accounts for the entire source of the the overall XCH4 increase because of the need for a

0 ppb vertical shift (Table A.3). Both SCIAMACHY and GOSAT require a larger lag, as
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well as a vertical shift to account for the non-inundation effects (Table A.3). After these

appropriate adjustments, the AIME models show agreement with the SCIAMACHY and

GOSAT, respectively (Fig. A.8). See Fig. B.6 for AIME model error for each of the

satellites.

A.5.3 Other CH4 Models

CarbonTracker surface fluxes show a similar annual cycle to the AIME total surface

fluxes in Fig. A.9. The magnitude of the seasonal fluctuation of CarbonTracker most

closely aligns with GOSAT, although the flux peak occurs between 1-2 months prior to the

AIME estimates and the magnitude of the flux is generally higher than our estimates.

Figure A.9: Total surface CH4 flux from Bangladesh as derived from the AIME average
annual flux from AIRS (4 mg CH4 m−2 h−1), SCIAMACHY (9 mg CH4 m−2 h−1), and
GOSAT (19 mg CH4 m−2 h−1). CarbonTracker posterier fluxes are also shown until 2010.

A.5.4 Reported Fluxes and Annual Emissions

Our modeling results are compared to the emissions inventories of both South Asia

surface fluxes and Bangladesh annual emissions. Our inventory highlights a large range
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(0 to 260 mg CH4 m−2 h−1) of measured ground-based fluxes across South Asia (Table

A.2). Both reported rice and wetland fluxes span three orders of magnitude and share

substantially overlapping spatiotemporal characteristics. The highest fluxes were reported

from a 1992 chamber study in the Philippines from fertilized rice paddy (Denier van der

Gon and Neue, 1995). Negligible fluxes, approaching 0 mg CH4 m−2 h−1, were reported

in multiple studies under a variety of field environments and conditions.

Figure A.10: Graphical summary of 32 calculated estimates of the annual methane emis-
sion from Bangladesh. Estimates range from 0.18 Tg CH4 yr−1 to 6.70 Tg CH4 yr−1 with
a median value of 1.55 Tg CH4 yr−1. The red bars show the upscaled annual emissions
calculated from the AIME models in this study (See Table A.3).

Reported annual emissions from rice cultivation in Bangladesh range from early esti-

mates of approximately 7 Tg CH4 yr−1 to more recent studies suggesting 0.18 Tg CH4

yr−1 (Fig. A.10). Methods to determine these values typically follow the IPCC guidelines,

using emission factors and activity coefficients. Our calculated average surface fluxes from
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AIME were upscaled to annual emissions equaling 1.3±3.2, 1.8±2.0, 3.1±1.6 for AIRS,

SCIAMACHY, and GOSAT, respectively.

A.6 Discussion

Extrapolation from top-down and bottom-up CH4 datasets is highly uncertain in intermediate-

sized, data-sparse regions with significant spatio-temporal variability. Here we explore the

seasonal variations of country-wide CH4 emissions in Bangladesh using remotely-sensed

products of CH4 and inundation. As expected, we found that XCH4 retrievals suggest

higher concentrations in Bangladesh compared to global and background regions. Even

after removal of the regional ambient XCH4, we see a significant enhancement of atmo-

spheric CH4 in Bangladesh during the monsoon season. This anomalously strong seasonal

fluctuation has also been observed in larger regions across South Asia (Patra et al., 2009;

Xiong et al., 2009; Kavitha and Nair, 2016), and is attributed to high emission intensity

from extensive inundation, rice cultivation, and the vertical atmospheric transport during

the summer monsoon (Xiao et al., 2006; Xiong et al., 2009). Recent isotopic evidence

suggests that global CH4 rises since 2007 were dominated by significant increases in bio-

genic methane emissions, particularly from expansion of tropical wetlands and agricultural

sources (Nisbet et al., 2016). We do not see an increase in the extent of inundation or in

CH4 emissions in the region since that time.

A.6.1 Method Uncertainty

By using three independent satellites, we highlight disparities between XCH4 products.

SCIAMACHY observations exceed variations seen in AIRS and GOSAT as well as adja-

cent regions of India (Kavitha and Nair, 2016). Studies use SCIAMACHY XCH4 with

varying degrees of success making evaluation of the impact of the detector pixel degra-

dation after 2005 difficult (Frankenberg et al., 2011). Meirink et al. (2008) report that

some areas, particularly in subtropical regions that are poorly constrained by surface net-
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works, may be affected by regional systematic errors. The bias correction applied to SCIA-

MACHY does not consider these regional errors that potentially lead to shifts in the overall

distribution of emission estimates. With large discrepancies between our satellites, we sug-

gest that the fixed uncertainty of 2.0% is insufficient for Bangladesh because SCIAMACHY

is likely improperly calibrated for this region. The lesser concentrations observed by AIRS,

however, may be an underestimation due to AIRS’ vertical weighting. As discussed early,

AIRS observations are most sensitive to middle to upper troposphere CH4 concentration.

Nevertheless, Xiong et al. (2009) argue that this region’s intensive convection allows for

sufficient mixing to justify the use of AIRS XCH4.

The inconsistent spatiotemporal distribution of valid SCIAMACHY and GOSAT ob-

servations is also a concern. Temporal differences arise during the monsoon season, when

monthly averages are comprised of only a few observations across Bangladesh. Unfortu-

nately cloud interference reduces valid retrievals during the peak of both aus and aman cul-

tivation and seasonal inundation. The overlap of these critical periods limits our certainty in

the timing and extent of inundation-caused emissions. GOSAT is especially limited during

this period as seen from the missing data between June to October.

Due to the number of HYSPLIT trajectory simulations, we have high confidence in

atmospheric advection pathways around Bangladesh. The residence time of CH4 over

Bangladesh fluctuates significantly due to the monsoonal season but still falls within the

± 24 h HYSPLIT densities for the majority of the simulations. A more conservative

method of regressing over ± 48 h would decrease our estimates of the XCH4 increase

over Bangladesh (see Fig. B.9 in Appendix B).

Previous studies differentiate between rice and wetland emissions (Chen and Prinn,

2006). Our study, however, demonstrates that similarities in ground-based flux measure-

ments and general source strength uncertainty encourages the consolidation of source area

and emission patterns in Bangladesh. Observed inundation patterns show good agreement

with wetland dynamics from the larger Indian Subcontinent and previous Bangladesh in-

119



undation studies (Mirza and Monirul Qader Mirza, 2002; Papa et al., 2006; Islam et al.,

2010). Similarly, the spike in inundation early in the year, associated with groundwater

irrigation of boro rice, agrees with spatial distribution of the rice cropping extent presented

in Gumma et al. (2014) and Mosleh and Hassan (2014). It is unnecessary to distinguish

short term flooding patterns when using monthly resolution XCH4 and inundation datasets.

To validate this claim, we use the high resolution gauge network to check our monthly in-

undations observations. The only discrepancy between the satellite and gauge data is likely

caused by river gauge inability to detect changes in groundwater irrigation schemes. Al-

though studies demonstrate CH4 emission differences caused by changes in various short

term rice cropping practices, our spatiotemporal scale balances these effects over the en-

tire country. For example, continuous flooding through intensification of rice cultivation

stimulates additional CH4 emissions (Ali et al., 2014). Alternatively, midseason drainage

oxygenates the soil and significantly reduces emissions (Yagi et al., 1996; Corton et al.,

2000). In the tidal zones of Bangladesh, fluctuating tidal inundation also can provide pe-

riods of oxygen supply in natural wetlands and mangroves (Purvaja and Ramesh, 2001).

Our study does not address these scenarios but rather estimates the overall contribution of

all inundated areas.

It is important to note, however, that previous CH4 modeling efforts have demonstrated

extensive disagreement in simulations of wetland areal extent and associated CH4 emis-

sions (Ringeval et al., 2011, 2010, 2012; Wania et al., 2013; Melton et al., 2013, and ref-

erences therein). Often large variability exists between models that use inundation dataset

information and those that independently determine wetland area (Melton et al., 2013).

Nearly a three-fold difference between published estimates of global wetland extent high-

lights the scope of the discrepancy (Wania et al., 2013; Melton et al., 2013). The vast

seasonal fluctuations in inundation dynamics of the GBM delta will only magnify these un-

certainties. Previous studies suggest that approximately 50% (75,000 km2) of Bangladesh

is covered in wetlands, including rivers, estuaries, mangrove swamps, marsh, oxbow lake
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and beels, water storage reservoirs, fish ponds, and other lands that are seasonal inundated

(Gopal and Wetzel, 1995; Islam et al., 2010). Meanwhile, rice cultivation takes approxi-

mately 30% for boro, 7% for aus, and 39% for aman (Gumma et al., 2014; Mosleh and

Hassan, 2014). Our study suggests differences in inundation timing of each of these areas

result in only 11-31% of the total area to be flooded at one time.

It is possible that the time required to develop anoxic conditions for methanogenesis

causes a delay in the fluctuations in XCH4. According to (Conrad, 2002), CH4 production

only reaches a steady state after soil stays anoxic for several weeks. Although some of

the reductive processes may occur simultaneously, researchers have described the reduc-

tion process in inundated paddy fields as two sequential steps (Takai and Kamura, 1966;

Kimura, 2000). First, aerobic and facultative anaerobic microorganisms decrease Eh by

consuming O2 and NO−3 , reducing ferric oxides/oxyhydroxides, and producing NH+
4 and

CO2 (Kimura, 2000; Conrad, 2002). The second stage includes metabolism by SO−2
4 -

reducers and methanogens, which produce the CH4 byproduct. Furthermore, CH4 pro-

duced after inundation may remain in the soil for sometime before escaping to the atmo-

sphere (Minoda et al., 1996; Kimura, 2000). Ali et al. (2014) report significant increases

in CH4 fluxes 35-49 days after inundation, while both Adhya et al. (2000) and Datta et al.

(2013) report peak fluxes approximately 60-65 days after transplanting. The timing of this

lag between initial inundation and water-air exchange of CH4 may explain the TRMM-TMI

delay we use in our AIME models. The use of monthly averaged observations makes the

lag even harder to detect. Slowly varying changes in the background cannot be separated

from higher frequency variations caused by emissions. Additionally the poorly constrained

signal is even more ambiguous with the three-month smoothing of the XCH4 increase over

Bangladesh.

One assumption we make is that the inundated area accounts for all seasonal variations

in CH4, which describes between 50 to 100% (depending on the satellite) of all emissions

from Bangladesh. By matching the AIME model to the satellite-derived concentrations
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based on amplitude, we assume all seasonal fluctuations correlate to changes in the source

area extent. We ignore sources that potentially fluctuate in response to temperature or other

unforeseen cyclical events. The vertical shift in Equation 2, however, is representative of

the atmospheric concentration due to constant, non-seasonal emissions, such as livestock,

natural gas, landfills, etc. After converting these concentrations (α in Table A.3) to fluxes,

we find that constant, non-seasonal emissions contribute 0.0, 0.3, and 2.3 Tg CH4 yr−1

using background signals of AIRS, SCIAMACHY, and GOSAT, respectively. Previous

studies in Bangladesh have estimated livestock emissions up to 0.6 Tg CH4 yr−1 (Jahan and

Azad, 2013). But India’s livestock population emitted 11.8 Tg CH4 yr−1 in 2003, including

emissions from enteric fermentation (10.7 Tg CH4 yr−1) and manure management (1.1 Tg

CH4 yr−1) (Chhabra et al., 2013; Ciais et al., 2013). Our estimates suggest values closer to

Jahan and Azad (2013) but are possible even for the smaller size of Bangladesh, especially

considering that α encompasses all constant emissions, not only livestock sources.

A.6.2 Comparison to Other Estimates

When compiling our South Asia CH4 flux inventory, we found that many of the inde-

pendent estimates of CH4 fluxes differed significantly in magnitude. Our average annual

surface flux falls within this range, and upscales to annual emissions near the median value

of previous country-wide estimates for Bangladesh. We demonstrate an alternative method-

ology for analyzing country-wide CH4 trends in understudied regions, where satellite-based

datasets may be the most reliable.

The tropics are not currently well resolved by CarbonTracker-CH4 due to sparse ob-

servational coverage and a rapid convection that limits the discrimination of small scale

variability (Bruhwiler et al., 2014). The ground-based observational network may never

be adequate in tropical regions, such as Bangladesh, so it seems that remote sensing ob-

servations may be the only way to constrain the CarbonTracker model. Therefore, the

comparison of CarbonTracker and our surface flux estimates may not validate one another,
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but rather serve as constraints for future regional estimates. Currently, CarbonTracker CH4

surface fluxes suggest greater overall emissions from the region with seasonal fluctuation

that peak earlier than XCH4 and TRMM-TMI observations.

Bangladesh produces 50.6 million ton/year of rice, which is 6.8% of the global total

of 738.1 million ton/year (FAO, 2014). If all rice growing regions had similar emissions

per ton of rice produced, the global methane emissions from rice production would be

19.1-45.6 Tg/yr, which falls within the large range of possible rice emissions (IPCC, 1994;

Lelieveld et al., 1998; Denier Van Der Gon et al., 2000; Sass et al., 1999). This satellite-

derived AIME model may provide a method to better estimate country-wide CH4 emissions

from inundation.
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Appendix B

SUPPORTING INFORMATION FOR APPENDIX A

B.1 AIME Calculations

The AIME model is based on the following equation, which is solved for F ,

f (t) = cFχ(t +d)
R(t)
m

Mair

MCH4

−α, (B.1)

where the variables equal

f (t) = atmospheric concentration ppb CH4 due to Bangladesh emissions through time t

F = flux mg CH4 m−2 h−1

χ(t +d) = monthly land-water fraction m2 shifted by lag d days

R(t) = monthly residence time h of plume

m = 10,000 kg m−2

Mair = 0.02897 kg mol−1

MCH4 = 0.01604 kg mol−1

c = 1000 m−2

α = ppv CH4 due to other sources.

We matched the average seasonal amplitude of the satellite-derived concentration to the

calculated emissions f (t). We varied F and chose the value that produced a curve with the

highest correlation with the satellite-derived concentrations. Unrelated emissions sources
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are accounted for through a vertical shift α equivalent to

α = f (t)−g(t), (B.2)

where g(t) is the satellite-derived mixing ratio increase calculated in Section A.4.1.

The error associated with the AIME model was determined by the following equation

δ f (x) =

√√√√( f (x)

√(
δF
F

)2

+

(
δ χ(t +d)
χ(t +d)

)2

+

(
δR(t)
R(t)

)2

+

(
δm
m

)2
)2

+
√
(δα)2,

(B.3)

where the parameters are equal to

δF = 10 mg CH4 m−2 h−1

δ χ(t +d) = 0.05 χ(t +d) m2

δR(t) = std(R(t)) = 5.5 h

δm = 100 kg m2

δα = 10 ppb.

After determining the surface flux F , we upscaled the emissions to annual Bangladesh

emissions E (Tg yr−1) using

E = cFχ(t +d)A, (B.4)

where the conversion factor c is equal to 8.76e-12 and A is the area of Bangladesh equal to

1.4757x1011 m2. The uncertainty for E is determined by

δE = E

√(
δF
F

)2

+

(
δ χ(t +d)
χ(t +d)

)2

. (B.5)
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B.2 Additional Figures

Figure B.1: HYSPLIT back trajectory density at 48h prior to entering Bangladesh.

Figure B.2: HYSPLIT back trajectory density at 72h prior to entering Bangladesh.
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Figure B.3: HYSPLIT back trajectory density at 96h prior to entering Bangladesh.

Figure B.4: HYSPLIT forward trajectory density at 24h after entering Bangladesh.
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Figure B.5: XCH4 increases from Bangladesh, calculated by taking the regression of the
XCH4 satellite observations weighted by +/- 24 h trajectory HYSPLIT density plots. Aver-
age monthly variations are shown on the right (b).

Figure B.6: AIRS, SCIAMACHY, and GOSAT XCH4 retrievals over Bangladesh with their
associated error.

Figure B.7: Correlation coefficients between satellite emissions and land-water fraction
shifted by 1 day increments.
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Figure B.8: AIME estimates from each satellite with calculated error as determined from
Equation 3.

Figure B.9: Three-month moving averaged smoothed XCH4 increases from Bangladesh,
calculated by taking the regression of the XCH4 satellite observations weighted by +/- 48 h
trajectory HYSPLIT density plots. Average monthly variations are shown on the right (b).
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Appendix C

MCDA DETAILS AND FIGURES

C.1 Introduction

This supporting information document contains the survey used for stakeholder percep-

tions, details on datasets, and several figures associated with the MCDA model results.

C.2 Survey

This survey will be used to inform a multicriteria decision model on freshwater drinking

water sources and technologies in the poldered region of southwest Bangladesh. The model

intends to evaluate the success of different drinking water sources by a ranking of different

physical and social criteria.

1. What is your first name? (This will be confidential and will not be shared with

unauthorized individuals.)

2. Rank the following drinking water sources/technology. A score of 1 is for the best

option for polder inhabitants.
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Pond (unfiltered)

Managed Aquifer Recharge

Rainwater harvesting

Pond sand filter

Tubewell

Water Treatment Plant

Purchased water from outside of community

3. When choosing the best drinking water source/technology, what is the importance of

each of these criteria?

Extremely

Important

Very

Important

Moderately

Important

Slightly

Important

Not at all

Important

Cost ◦ ◦ ◦ ◦ ◦

Technical Success ◦ ◦ ◦ ◦ ◦

Social Acceptance ◦ ◦ ◦ ◦ ◦

Environmental Feasibility ◦ ◦ ◦ ◦ ◦

4. How important are these technical aspects to the success of the source/technology?
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Extremely

Important

Very

Important

Moderately

Important

Slightly

Important

Not at all

Important

Temporal variability in water SUPPLY

(seasonal/yearly changes in availability
◦ ◦ ◦ ◦ ◦

Temporal vraiability in water QUALITY

(seasonal/yearly changes in quality)
◦ ◦ ◦ ◦ ◦

Failure Rate ◦ ◦ ◦ ◦ ◦

Maintenance requirements ◦ ◦ ◦ ◦ ◦

Quality of water ◦ ◦ ◦ ◦ ◦

5. How important are these social aspects to the success of the water source/technol-

ogy?

Extremely

Important

Very

Important

Moderately

Important

Slightly

Important

Not at all

Important

Sense of ownership ◦ ◦ ◦ ◦ ◦

Discriminate affection source use ◦ ◦ ◦ ◦ ◦

Misinformation about source ◦ ◦ ◦ ◦ ◦

Job creation related to source ◦ ◦ ◦ ◦ ◦

Number of people served ◦ ◦ ◦ ◦ ◦

6. How important are these environmental aspects to the success of the water source/tech-

nology?
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Extremely

Important

Very

Important

Moderately

Important

Slightly

Important

Not at all

Important

Prevalence of source ◦ ◦ ◦ ◦ ◦

Distance to source ◦ ◦ ◦ ◦ ◦

Potential hazard impact

(cyclone, inundation)
◦ ◦ ◦ ◦ ◦

Resilience of source ◦ ◦ ◦ ◦ ◦

7. How important are these economic aspects to the success of the water source/tech-

nology?

Extremely

Important

Very

Important

Moderately

Important

Slightly

Important

Not at all

Important

Construction cost ◦ ◦ ◦ ◦ ◦

Maintenance cost ◦ ◦ ◦ ◦ ◦

Transportation cost ◦ ◦ ◦ ◦ ◦

Financial assistance from

NGO/government
◦ ◦ ◦ ◦ ◦

8. What other aspects should be considered when making decisions about polder water

sources?

9. Which source/technology will be most successful at providing drinking water to

polder residence in the future? Why?

10. Do you believe the answers to the previous questions depend on which stakeholder

(e.g. local community member, ngo, academic) is answering the question? Why?
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C.3 Table and Figures

Table C.1: Data sources and formulas used to calculate scores.
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Figure C.1: Tornado diagrams for ELECTRE I OAT simulations for the three stakeholders
(Local, NGO, and Academic). The width of the bar represents the possible range (x-axis)
of final ranking of the given alternative if that one criteria (y-axis) is varied from its highest
and lowest possible values. The color of the bar corresponds to the category of the criteria.
The bars are arranged in each subplot from most significant criteria (largest bar) at the top
to least significant criteria at the bottom (smallest bar). Note that the significant criteria
vary between subplots.
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Figure C.2: Tornado diagrams for ELECTRE III OAT simulations for the three stakeholders
(Local, NGO, and Academic). The width of the bar represents the possible range (x-axis)
of final ranking of the given alternative if that one criteria (y-axis) is varied from its highest
and lowest possible values. The color of the bar corresponds to the category of the criteria.
The bars are arranged in each subplot from most significant criteria (largest bar) at the top
to least significant criteria at the bottom (smallest bar). Note that the significant criteria
vary between subplots.
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Figure C.3: Tornado diagrams for AHP OAT simulations for the three stakeholders (Local,
NGO, and Academic). The width of the bar represents the possible range (x-axis) of final
ranking of the given alternative if that one criteria (y-axis) is varied from its highest and
lowest possible values. The color of the bar corresponds to the category of the criteria. The
bars are arranged in each subplot from most significant criteria (largest bar) at the top to
least significant criteria at the bottom (smallest bar). Note that the significant criteria vary
between subplots.
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Figure C.4: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for MAVT Local
simulations. The Monte Carlo simulations change the weighting of each criteria by the
standard deviation of the stakeholder weights.

Figure C.5: Distributions of behavior (RWH and PSF are top two ranking alternatives) and
nonbehavior (RWH and PSF are not top two ranking alternatives) for MAVT Local. The
Monte Carlo simulations change the scoring of each criteria by the standard deviation of
that criteria score.
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Figure C.6: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for MAVT NGO
simulations. The Monte Carlo simulations change the weighting of each criteria by the
standard deviation of the stakeholder weights.

Figure C.7: Distributions of behavior (RWH and PSF are top two ranking alternatives) and
nonbehavior (RWH and PSF are not top two ranking alternatives) for MAVT NGO. The
Monte Carlo simulations change the scoring of each criteria by the standard deviation of
that criteria score.
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Figure C.8: Distributions of behavior (RWH and PSF are top two ranking alternatives) and
nonbehavior (RWH and PSF are not top two ranking alternatives) for MAVT Academic
simulations. The Monte Carlo simulations change the weighting of each criteria by the
standard deviation of the stakeholder weights.

Figure C.9: Distributions of behavior (RWH and PSF are top two ranking alternatives) and
nonbehavior (RWH and PSF are not top two ranking alternatives) for MAVT Academic.
The Monte Carlo simulations change the scoring of each criteria by the standard deviation
of that criteria score.
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Figure C.10: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE I
Local simulations. The Monte Carlo simulations change the weighting of each criteria by
the standard deviation of the stakeholder weights.

Figure C.11: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE I
Local. The Monte Carlo simulations change the scoring of each criteria by the standard
deviation of that criteria score.
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Figure C.12: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE I
NGO. The Monte Carlo simulations change the weighting of each criteria by the standard
deviation of the stakeholder weights.

Figure C.13: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE I
NGO. The Monte Carlo simulations change the scoring of each criteria by the standard
deviation of that criteria score.
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Figure C.14: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE I
Academic. The Monte Carlo simulations change the weighting of each criteria by the
standard deviation of the stakeholder weights.

Figure C.15: Distributions of behavior (RWH and PSF are top two ranking alternatives) and
nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE I Aca-
demic. The Monte Carlo simulations change the scoring of each criteria by the standard
deviation of that criteria score.
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Figure C.16: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE III
Local. The Monte Carlo simulations change the weighting of each criteria by the standard
deviation of the stakeholder weights.

Figure C.17: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE III
Local. The Monte Carlo simulations change the scoring of each criteria by the standard
deviation of that criteria score.
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Figure C.18: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE III
NGO. The Monte Carlo simulations change the weighting of each criteria by the standard
deviation of the stakeholder weights.

Figure C.19: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE III
NGO. The Monte Carlo simulations change the scoring of each criteria by the standard
deviation of that criteria score.
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Figure C.20: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE III
Academic. The Monte Carlo simulations change the weighting of each criteria by the
standard deviation of the stakeholder weights.

Figure C.21: Distributions of behavior (RWH and PSF are top two ranking alternatives) and
nonbehavior (RWH and PSF are not top two ranking alternatives) for ELECTRE III Aca-
demic. The Monte Carlo simulations change the scoring of each criteria by the standard
deviation of that criteria score.
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Figure C.22: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for AHP Local
simulations. The Monte Carlo simulations change the weighting of each criteria by the
standard deviation of the stakeholder weights.

Figure C.23: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for AHP Local. The
Monte Carlo simulations change the scoring of each criteria by the standard deviation of
that criteria score.
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Figure C.24: Distributions of behavior (RWH and PSF are top two ranking alternatives) and
nonbehavior (RWH and PSF are not top two ranking alternatives) for AHP NGO simula-
tions. The Monte Carlo simulations change the weighting of each criteria by the standard
deviation of the stakeholder weights.

Figure C.25: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for AHP NGO. The
Monte Carlo simulations change the scoring of each criteria by the standard deviation of
that criteria score.
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Figure C.26: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for AHP Academic
simulations. The Monte Carlo simulations change the weighting of each criteria by the
standard deviation of the stakeholder weights.

Figure C.27: Distributions of behavior (RWH and PSF are top two ranking alternatives)
and nonbehavior (RWH and PSF are not top two ranking alternatives) for AHP Academic.
The Monte Carlo simulations change the scoring of each criteria by the standard deviation
of that criteria score.
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Figure C.28: Distribution of GSA weights w j for top three most significant criteria (based
on weighting) in local, NGO, and academic simulations that result in differences between
behavior and nonbehavior outcomes in ELECTRE I.
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Figure C.29: Distribution of GSA scores xi, j for top three sensitive parameters (based on
scores) in local, NGO, and academic simulations that result in differences between behav-
ior and nonbehavior outcomes in ELECTRE I.
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Figure C.30: Distribution of GSA weights w j for top three most significant criteria (based
on weighting) in local, NGO, and academic simulations that result in differences between
behavior and nonbehavior outcomes in ELECTRE III.
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Figure C.31: Distribution of GSA scores xi, j for top three sensitive parameters (based on
scores) in local, NGO, and academic simulations that result in differences between behav-
ior and nonbehavior outcomes in ELECTRE III.
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Figure C.32: Distribution of GSA weights w j for top three most significant criteria in
(based on weighting) local, NGO, and academic simulations that result in differences be-
tween behavior and nonbehavior outcomes in AHP.
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Figure C.33: Distribution of GSA scores xi, j for top three sensitive parameters (based on
scores) in local, NGO, and academic simulations that result in differences between behav-
ior and nonbehavior outcomes in AHP.
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Ringeval, B., N. de Noblet-Ducoudré, P. Ciais, P. Bousquet, C. Prigent, F. Papa, and W. B.
Rossow (2010), An attempt to quantify the impact of changes in wetland extent on
methane emissions on the seasonal and interannual time scales, Global Biogeochem.
Cycles, 24(a), 1–12, doi:10.1029/2008GB003354.

Ringeval, B., P. Friedlingstein, C. Koven, P. Ciais, N. De Noblet-Ducoudré, B. Decharme,
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