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introduction

The subject of this work is application of methods of combinatorial group theory

to the problem of constructing groups with prescribed properties. It is shown how

groups with certain properties can be presented by generators and defining relations,

thus proving their existence. Several existence theorems proved in this paper are

based on the same approach: van Kampen diagrams over group presentations are

used to derive algebraic properties of the groups from combinatorial properties of

their presentations.

The focus of this paper is on boundnely generated and boundedly simple groups.

0.a Boundedly generated groups

Definition. A group G is m-boundedly generated if it has (not necessarily normal)

cyclic subgroups C1, . . . , Cm such that G = C1 · · ·Cm. A group G is called boundedly

generated if it is m-boundedly generated for some natural m.

The definition of bounded generation was motivated by the work [CK83] of Carter

and Keller. They proved that any matrix in SLn(O), where n ≥ 3 and O is the ring

of integers of a finite extension of the field of rational numbers, is the product of

a bounded number of elementary matrices (bounded depending only on n and O),

which implies bounded generation in the defined above sense. Since then bounded

generation has been studied in connection with the congruence subgroup property

(CSP) (see [PR93]), Kazhdan’s property (T ) (see [Sha99]).

Because many linear groups are known to be boundedly generated, it was natural

to ask if all boundedly generated groups are linear, or at least residually finite. The

corollary of the following theorem provides the negative answer.
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Definition. A set of group words is symmetrized if for every element of this set, its

inverse and all its cyclic shifts are also in the set. A symmetrized set S of non-empty

reduced group words satisfies the small cancellation condition C ′(λ), λ > 0, if for any

two distinct elements W1 and W2 of S, the length of any common prefix of W1 and

W2 is less than λmin{|W1|, |W2|} (see [LS01]).

Theorem 1. Let F be a finite-rank free group with a fixed basis. Let S be an infinite

subset of F whose all elements are cyclically reduced and are not proper powers. If

the symmetrization of S satisfies the small cancellation condition C ′(λ) for some

λ < 1
13

, then there exist an infinite simple 2-generated group P and a homomorphism

φ : F → P such that φ maps S onto P .

Corollary 1.a. There exists an infinite simple 2-generated group G and 27 elements

x1, . . . , x27 ∈ G such that for every element g of G, there exists a natural number n

such that g = xn
1 · · ·xn

27. Such a group is, in particular, 27-boundedly generated.

There are natural questions about the relation between the bounded generation

property and the property of being polycyclic.

Definition. A group is polycyclic if it has a finite subnormal series with cyclic factors.

A group is virtually polycyclic if it has a polycyclic subgroup of finite index.

Polycyclic groups are boundedly generated. Subgroups and homomorphic images

of polycyclic and virtually polycyclic groups are polycyclic or, respectively, virtually

polycyclic. Free groups of rank at least 2 are not virtually polycyclic.

Vasiliy Bludov posed the following question in The Kourovka Notebook (Prob-

lem 13.11 in [MK95], see also Question 6 in [Blu95]):

If a torsion-free group G has a finite system of generators a1, . . . , an such
that every element of G has a unique presentation in the form ak1

1 . . . akn
n

where ki ∈ Z, is it true then that G is virtually polycyclic?

2



In terms of file bases (see definitions in [Blu95]), Bludov’s question is whether

every torsion-free group with a regular file basis (a1, . . . , an) is virtually polycyclic.

Every group that has an n-element file basis is n-boundedly generated. The fol-

lowing two theorems (see [Itô55] and [LR80]) together yield that every 2-boundedly

generated group is polycyclic:

Theorem (Noboru Itô, 1955). If a group G has abelian subgroups A and B such

that G = AB, then G is metabelian.

Theorem (John Lennox and James Roseblade, 1980). If a soluble group G has poly-

cyclic subgroups A and B such that G = AB, then G is polycyclic.

Some examples of non-polycyclic groups with finite regular file bases and with

torsion are known. It is shown in [Blu95] (see Example 3 therein) that the semidirect

product of the rank-n free abelian group Z
n with the symmetric group Sn defined

via the action of Sn on Z
n by naturally permuting the standard generators has an

n-element regular file basis of infinite-order elements. If n ≥ 5, then such a semidirect

product is virtually polycyclic but not polycyclic.

The following theorem answers Bludov’s question negatively:

Theorem 2. Provided n ≥ 63, there exists a group G and pairwise distinct elements

a1, . . . , an in G such that :

(0) G is generated by {a1, . . . , an};

(1) every n − 21 elements out of {a1, . . . , an} freely generate a free subgroup such

that every two elements of this subgroup F are conjugate in G only if they are

conjugate in F itself (in particular, G is not virtually polycyclic);

(2) for every element g of G, there is a unique n-tuple (k1, . . . , kn) ∈ Z
n such that

g = ak1
1 . . . akn

n ;
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(3) G is torsion-free;

(4) G is the direct limit1 of a sequence of hyperbolic groups with respect to a family

of surjective homomorphisms;

(5) G is recursively presented and has decidable word and conjugacy problems.

0.b Boundedly simple groups

Definition. The conjugate of a group element g by a group element h, denoted gh,

is hgh−1. A group G is called m-boundedly simple if for every two nontrivial elements

g, h ∈ G, the element h is the product of m or fewer conjugates of g±1. A group G is

called boundedly simple if it is m-boundedly simple for some natural m.

Remark 0.1. Every boundedly simple group is simple; however, infinite alternating

groups are simple but not boundedly simple.

Remark 0.2. For each natural m, the class of m-boundedly simple groups is definable

by a formula of the restricted predicate calculus. The class of all simple groups is

not.

Remark 0.3. A group is boundedly simple if and only if each of its ultrapowers is

simple. If a group is m-boundedly simple, then all its ultrapowers are m-boundedly

simple.

Definition. The commutator of two group elements x and y, denoted [x, y], is

xyx−1y−1. The commutator length of an element g of the derived subgroup of a

group G is the minimal n such that there exist elements x1, . . . , xn, y1, . . . , yn in G

such that g = [x1, y1] . . . [xn, yn]. The commutator length of the identity element is

zero. The commutator width of a group G is the maximum of the commutator lengths

of the elements of its derived subgroup [G,G].

1Direct limit in the sense of Bourbaki (see [Bou98]).
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Every non-abelian simple group coincides with its derived subgroup. In a non-

abelian m-boundedly simple group, the derived subgroup in addition has finite com-

mutator width: each element of the derived subgroup may be presented as the product

of m or fewer commutators (take an arbitrary nontrivial commutator, every element

is the product of m or fewer conjugates of this commutator).

It is not obvious that infinite boundedly simple finitely generated groups exist.

It is also a complicated question what kinds of infinite groups can be 1-boundedly

simple. (Every finite nontrivial 1-boundedly simple group is cyclic of order 2, for

it has to be a p-group for some prime p, and thus must have a nontrivial center

whose order is a power of p.) Note that a group is 1-boundedly simple if and only all

nontrivial elements in this group are conjugate.

The following theorem appeared in [Ol’91]:

Theorem (Sergei Ivanov, 1989). For every big enough prime p, there exists a 2-

generated infinite group of exponent p, in which there are exactly p distinct conjugacy

classes, and therefore, every subgroup of order p has elements from all of these classes.

It is easy to see that the group whose existence is stated in this theorem is (p−1)-

boundedly simple. The original proof of Ivanov’s Theorem works only for big p, say,

p ≥ 1078. It heavily uses techniques of graded diagrams.

It was proved by Graham Higman, Bernhard Neumann, and Hanna Neumann

in 1949 (see [HNN49]) that every torsion-free group can be embedded into a 1-

boundedly simple group of the same cardinality. Their construction yielded non-

finitely-generated groups.

The following outstanding result of Osin (see [Osi04]) shows that every count-

able torsion-free group can be embedded into a 2-generated 1-boundedly simple

group, which in particular implies that there exist uncountably many pair-wise non-

isomorphic 2-generated 1-boundedly simple groups (using the fact that the number

of isomorphism classes of all torsion-free finitely generated groups is uncountable):
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Theorem (Denis Osin, 2004). Any countable group G can be embedded into a 2-

generated group C such that any two elements of the same order are conjugate in C

and every finite-order element of C is conjugate to an element of G.

In his proof, Osin developed and used theory of relatively hyperbolic groups, first

defined by Gromov.

The following theorem, even though being weaker than Osin’s results, was ob-

tained earlier, and it serves as another illustration of the techniques used in the

proofs of Theorems 1 and 2.

Theorem 3. There exists a 14-boundedly simple 2-generated group G that has a free

non-cyclic subgroup, and such that the word problem in G is decidable.

0.c Summary

The goal of this work is to prove Theorems 1, 2, 3.

The groups in question, or rather their presentations, are constructed by imposing

relations that force the group to be boundedly simple, or boundedly generated, or

have a “regular file basis,” accordingly, while in the same time choosing those rela-

tions so that certain small-cancellation-type conditions are satisfied. These conditions

are more general (weaker) than the classical condition C ′, and are formulated not in

terms of the defining relations of a presentation, but in terms of van Kampen dia-

grams over the presentation. Similar and even more general conditions on diagrams

appeared before in [Ol’91] and in [San97]. The diagrams satisfying such conditions

are sometimes called diagrams with partitioned boundaries of cells. This reflects the

form of the imposed relations which are in a sense partitioned into subwords, some

of which are almost arbitrary, while the others are chosen in a special way.
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chapter i

maps and diagrams

1 Definitions

If X is a set, then ‖X‖ shall denote the cardinality of X.

1.a Combinatorial complexes

In the context of this paper, graph is a synonym of 1-complex (multiple edges and

loops are admissible). If Γ is a graph, then Γ(0) denotes its vertex set, and Γ(1)

denotes its edge set; Γ(1) may be empty, but Γ(0) may not. The graph itself is an

ordered pair: Γ = (Γ(0),Γ(1)). This paper largely deals with 2-complexes. If Φ is a 2-

complex, then Φ(0), Φ(1), and Φ(2) denote its vertex set, its edge set, and its face set,

respectively. The 2-complex Φ itself is the ordered triple (Φ(0),Φ(1),Φ(2)). Below is

a formal definition of combinatorial 0-, 1-, and 2-complexes and their morphisms.

A (combinatorial) 0-complex A is a 1-tuple (A(0)) where A(0) is an arbitrary

non-empty set. Elements of A(0) are called vertices of the complex A.

A 0-complex with exactly 2 vertices will be called a combinatorial 0-sphere.

A morphism φ of a 0-complex A to a 0-complex B is a 1-tuple (φ(0)) where φ(0) is

an arbitrary function A(0) → B(0). If A, B, and C are 0-complexes, and φ : A → B

and ψ : B → C are morphisms, then the product ψφ : A → C is defined naturally:

(ψφ)(0) = ψ(0) ◦ φ(0). A morphism φ : A→ B is called an isomorphism of A with B

if there exists a morphism ψ : B → A such that ψφ is the identity morphism of the

complex A and φψ is the identity morphism of the complex B.
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A (combinatorial) 1-complex A is a 2-tuple (i.e., ordered pair) (A(0), A(1)) such

that:

(1) A(0) is an arbitrary non-empty set;

(2) A(1) is a set of ordered pairs of the form (E, α) where E is a combinatorial

0-sphere and α is a morphism of E to the 0-complex (A(0)).

Elements of A(0) are called vertices of the complex A, elements of A(1) are called

edges. The 0-complex (A(0)) is called the 0-skeleton of A. All 1-complexes will also

be called graphs.

A 1-complex representing a circle (e.g., a 1-complex consisting of one vertex and

one edge) will be called a combinatorial 1-sphere, or a combinatorial circle. (The

definition of a 1-sphere could be made precise, but then it would become unreasonably

long.)

If A and B are 1-complexes, then a morphism φ : A→ B is a 2-tuple (φ(0), φ(1))

such that:

(1) φ0 = (φ(0)) is a morphism of the 0-skeleton A0 of A to the 0-skeleton B0 of B;

(2) φ(1) is a function on A(1) such that the image of every e = (E, α) ∈ A(1) under

φ(1) is an ordered pair (e′, ξ) where e′ = (E ′, α′) ∈ B(1), ξ is an isomorphism

of E with E ′, and φ0α = α′ξ.

Multiplication of morphisms of 1-complexes is defined naturally. For example, if A, B,

C are 1-complexes, φ and ψ are morphisms, φ : A → B, ψ : B → C, e = (E, α) is an

edge of A, e′ = (E ′, α′) is an edge of B, e′′ = (E ′′, α′′) is an edge of C, φ(1)(e) = (e′, ξ),

ψ(1)(e′) = (e′′, ζ), then (ψφ)(1)(e) = (e′′, ζξ) (note that ζξ is an isomorphism of the

0-complex E with the 0-complex E ′′). Isomorphisms of 1-complexes are defined in

the usual way.

A (combinatorial) 2-complex A is a 3-tuple (A(0), A(1), A(2)) such that:
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(1) (A(0), A(1)) is a 1-complex, called the 1-skeleton of A;

(2) A(2) is a set of ordered pairs of the form (F, α) where F is a combinatorial

1-sphere and α is a morphism of F to the 1-skeleton of A.

Elements of A(0) are called vertices of the complex A, elements of A(1) are called

edges, elements of A(2) are called faces.

If A and B are 2-complexes, then a morphism φ : A → B is defined as a 3-tuple

(φ(0), φ(1), φ(2)) such that:

(1) φ1 = (φ(0), φ(1)) is a morphism of the 1-skeleton A1 of A to the 1-skeleton B1

of B;

(2) φ(2) is a function on A(2) such that the image of every f = (F, β) ∈ A(2) under

φ(2) is an ordered pair (f ′, ξ) where f ′ = (F ′, β ′) ∈ B(2), ξ is an isomorphism

of F with F ′, and φ1β = β ′ξ.

Products of morphisms of 2-complexes are defined analogously to the case of 1-

complexes. The notion of isomorphism for 2-complexes is the natural one.

A combinatorial n-complex A is called finite if all of the sets A(0), . . . , A(n)

are finite. An n-complex A is a subcomplex of an m-complex B, 0 ≤ n ≤ m, if

A(0) ⊂ B(0), . . . , A(n) ⊂ B(n). Every morphism φ of a combinatorial n-complex A

to a combinatorial n-complex B, n ≤ 2, naturally defines functions φ̄i : A(i) → B(i),

0 ≤ i ≤ n. This notation for these functions associated with a given morphism φ

shall be used in this section for brevity.

If e = (E, α) is an edge of a graph Γ, then the vertices of Γ that are the images of

the vertices of E under ᾱ0 are called the end-vertices of e. An edge is incident to its

end-vertices. A loop is an edge that has only one end-vertex. Two vertices are called

adjacent if they form the set of end-vertices of some edge. The end-vertex of a loop

is adjacent to itself. If v is a vertex of a graph Γ, then the number of all edges of

9



Γ incident to v plus the number of all loops incident to v is called the degree of the

vertex v and is denoted by d(v) or dΓ(v).

If f = (F, β) is a face of a 2-complex Ψ, then f is said to be incident to the images

of the vertices and edges of F under β̄0 and β̄1 respectively.

The Euler characteristic of a combinatorial 2-complex Ψ is denoted by χΨ and is

defined by

χΨ = ‖Φ(0)‖ − ‖Φ(1)‖ + ‖Φ(2)‖.

It is somewhat complicated to talk about combinatorial complexes in purely com-

binatorial terms. The geometrical intuition may help if together with every combi-

natorial complex consider some corresponding topological space.

Given a 2-complex Φ, put a 1-point topological space D0
v into correspondence to

every vertex v of Φ, a topological closed segment D1
e to every edge e of Φ, and a

topological closed disk D2
f to every face f of Φ. Assume that Dm

x and Dn
y are disjoint

unless m = n and x = y. Consider the topological sum

∑
v∈Φ(0)

D0
v +

∑
e∈Φ(1)

D1
e +

∑
f∈Φ(2)

D2
f .

Take the quotient of it over an equivalence relation in accordance with the structure

of Φ. For example, if {v1, v2} is the set of end-vertices of an edge e of Φ, then one

of the end-vertices of D1
e should be identified with the only point of D0

v1
, and the

other end-vertex should be identified with the only point of D0
v2

. Taking the quotient

may be done in two steps: first, attach the end-vertices of the segments {D1
e}e∈Φ(1) to

the points of the discrete topological space
∑

v∈Φ(0)D
0
v; then, attach the boundaries

of the discs {D2
f}f∈Φ(2) to the obtained “skeleton.” The constructed topological quo-

tient space is unique up to homeomorphism. This space or any homeomorphic one is

called a topological space of the complex Φ. It may also be said that Φ represents this

topological space. Note that the restriction of the quotient function to the interior

10



(in the geometric sense) of every D1
e , e ∈ Φ(1), and every D2

f , f ∈ Φ(2), is a home-

omorphism onto the image in the quotient space. Every morphism of combinatorial

complexes defines some set of continuous functions from a given topological space of

the first complex to a given topological space of the second.

From now on, combinatorial and topological languages shall be used together.

Moreover, some facts intuitively clear from topological point of view shall be used

without proofs.

It is a simple but tiresome task to formulate a combinatorial criterion in terms

of the local structure of a 2-complex (stars at its vertices) that would determine if a

topological space of this complex is a 2-dimensional surface (i.e., a 2-manifold or 2-

manifold with a boundary). For an example of constructing surfaces combinatorially

using simplicial complexes see [Ale56]. Keeping this in mind, the following definition

may be viewed as combinatorial. A combinatorial surface is a 2-complex represent-

ing some surface. A combinatorial sphere and a combinatorial disc are 2-complexes

representing a sphere and a disc respectively. They play an important role in this

paper. Every combinatorial sphere and every combinatorial disc are finite (because

of the compactness of spheres and discs). Combinatorial spheres and combinatorial

discs may also be defined combinatorially.

A finite graph Γ is planar if it is a subgraph of the 1-skeleton of some combinatorial

sphere. Actually, every connected finite planar graph having at least one edge is the

1-skeleton of some combinatorial sphere.

Using the Euler charcteristic of a sphere, it is easy to prove the following well-

known

Proposition 1.1. For any planar graph Γ without loops and without multiple edges,

the number of edges of Γ is less than three times the number of its vertices:

‖Γ(1)‖ < 3‖Γ(0)‖.
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Proof. Without loss of generality, assume that Γ is connected. (It is enough to prove

the above inequality for every connected component of Γ.) If ‖Γ(0)‖ ≤ 2, then the

statement is obvious. If ‖Γ(0)‖ ≥ 3, then Γ is the 1-skeleton of some combinatorial

sphere Φ, and the degree of every face of Φ is at least 3. On one hand,

2‖Φ(1)‖ =
∑

f∈Φ(2)

|∂f | ≥ 3‖Φ(2)‖.

On the other hand, since the Euler characteristic of every shere is 2,

‖Φ(0)‖ − ‖Φ(1)‖ + ‖Φ(2)‖ = 2.

Therefore,

‖Γ(1)‖ = 3‖Φ(0)‖ − 2‖Φ(1)‖ + 3‖Φ(2)‖ − 6 ≤ 3‖Φ(0)‖ − 6.

An orientation of an edge e = (E, α) of a complex Γ is a total order on the

two-element set of vertices of E. There are two possible orientations of every edge,

they are opposite to each other. An oriented edge is an edge together with one

of its orientations. The set of all oriented edges of a complex Γ will be denoted

by Γ̂(1). Every morphism φ of a combinatorial n-complex Γ1 to a combinatorial

n-complex Γ2, n ∈ {1, 2}, naturally defines a function Γ̂1(1) → Γ̂2(1); denote this

function by φ̂1. Two oriented edges obtained from the same edge by picking opposite

orientations are inverse to each other. The oriented edge inverse to an oriented edge

e is denoted by e−1. If e is an oriented edge, (E, α) is a corresponding non-oriented

edge, E(0) = {v1, v2}, and v1 precedes v2 with respect to the chosen total order on

E(0), then ᾱ0(v1) is called the tail of e and ᾱ0(v2) is called the head of e. An oriented

edge leaves its tail and enters its head. Clearly, the head of an oriented edge is the

tail of the inverse oriented edge, and vice versa. For any vertex v in a complex Γ,
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the number of oriented edges leaving v equals the number of oriented edges entering

v and equals the degree of v.

Here follow several definitions related to paths in combinatorial complexes.

A path is a finite sequence of alternating vertices and oriented edges such that the

following conditions hold: it starts with a vertex and ends with a vertex; the vertex

immediately preceding an oriented edge is its tail; the vertex immediately following

an oriented edge is its head. The initial vertex of a path is its first vertex, the terminal

vertex of a path is its last vertex, and an end-vertex of a path is either its initial or

its terminal vertex. A path starts at its initial vertex and ends at its terminal vertex.

The length of a path p = (v0, e1, v1, . . . , en, vn) is n; it is denoted by |p|. The vertices

v1, . . . , vn−1 of this path are called its intermediate vertices. A trivial path is a path

of length zero. By abuse of notation, a path of the form (v1, e, v2), where e is an

oriented edge from v1 to v2, shall be denoted by e, and a trivial path (v) shall be

denoted by v.

The inverse path to a path p is defined naturally and is denoted by p−1. If the

terminal vertex of a path p1 coincides with the initial vertex of a path p2, then the

product p1p2 is defined naturally. A path s is called an initial subpath of a path p if

p = sq for some path q. A path s is called a terminal subpath of a path p if p = qs

for some path q.

A cyclic path is a path such that its terminal vertex coincides with its initial vertex.

A cycle is the set of all cyclic shifts of some cyclic path. The cycle represented by a

cyclic path p shall be denoted by 〈p〉. The length of a cycle c, denoted by |c|, is the

length of an arbitrary representative of c. A trivial cycle is a cycle of length zero. A

path p is a subpath of a cycle c if for some representative r of c and for some natural

n, p is a subpath of rn (i.e., of the product of n copies of r). Let c be a cycle in which

no oriented edge occurs more than once. Then a set of paths S is said to cover c if all

the elements of S are nontrivial subpaths of c, and every oriented edge that occurs
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in c also occurs in some path from S.

A path is reduced if it does not have a subpath of the form ee−1 where e is an

oriented edge. A cyclic path is cyclically reduced if it is reduced and its first oriented

edge is not inverse to its last oriented edge. (For example, all trivial paths are

cyclically reduced.) A cycle is reduced if it consists of cyclically reduced cyclic paths.

A path is simple if it is nontrivial, reduced, and none of its intermediate vertices

appears in it more than once. A cycle is simple if it consists of simple cyclic paths.

All paths in any graph are naturally partially ordered by the relation “is a subpath

of.” A path is called maximal in some set of paths if this path is not a proper subpath

of any other path in this set.

Every morphism φ of combinatorial complexes naturally defines a function from

the set of paths (respectively cycles) of the first complex to the set of paths (respec-

tively cycles) of the second. The image of a given path or cycle under this function

will be referred to as the image relative to φ, or φ-image.

An oriented arc in a complex Γ is a simple path all intermediate vertices of which

have degree 2 in Γ. A non-oriented arc, or simply arc, may be defined as a pair

of mutually inverse oriented arcs. The length of a non-oriented arc u is defined as

the length of either of the two associated oriented arcs and is denoted by |u|. The

concepts of a subarc, a maximal arc, and so on, are self-explanatory. Sometimes edges

will be viewed as arcs, and oriented edges as oriented arcs. The set of edges of an

oriented arc (respectively of an arc) is the set of all edges that with some orientation

occur in that oriented arc (respectively in either of the two corresponding oriented

arcs). An intermediate vertex of an arc is an intermediate vertex of either of the

corresponding oriented arcs. Two arcs, or oriented arcs, are said to overlap if their

sets of edges are not disjoint. A set of arcs, or oriented arcs, is called non-overlapping

if any two distinct elements of this set have disjoint sets of edges. An arc (or an edge)

u lies on a path p if at least one of the oriented arcs (respectively oriented edges)
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associated with u is a subpath of p. A set of arcs A covers a set of arcs (or edges) B

if every element of B is a subarc of some element of A.

Combinatorial complexes representing orientable surfaces may be oriented in a

combinatorial manner. To define the combinatorial notion of orientation, consider

first an arbitrary combinatorial circle Γ. Consider a function that for every edge e

of Γ chooses an orientation of e. Call an edge with a chosen orientation a chosen

oriented edge. Say that such a function chooses coherent orientations if every vertex

of Γ is the tail of exactly one of the chosen oriented edges and the head of exactly one

of the chosen oriented edges. An orientation of a combinatorial circle is a function

on the set of its edges that chooses coherent orientations of the edges. An oriented

combinatorial circle is a combinatorial circle together with one of its two possible

orientations. Note that in an oriented combinatorial circle Γ there is a unique simple

cycle whose oriented edges are the chosen ones. Call this cycle the chosen cycle of Γ.

Now, consider a face f = (F, β) of a 2-complex Φ. An orientation of f is an

orientation of the combinatorial circle F . An oriented face is a face together with one

of its orientations. The set of all oriented faces of a complex Φ will be denoted by Φ̂(2).

(Note that ‖Φ̂(2)‖ = 2‖Φ(2)‖.) Every morphism φ of a combinatorial 2-complex Φ1 to

a combinatorial 2-complex Φ2 naturally defines a function Φ̂1(2) → Φ̂2(2); denote this

function by φ̂2. Two oriented faces obtained from the same face by picking opposite

orientations are inverse to each other. The oriented face inverse to an oriented face

f is denoted by f−1. Each oriented face has a uniquely defined boundary cycle: if

f is an oriented face of Φ and (F, β) is its underlying non-oriented face, then the

boundary cycle of f is the cycle in Φ which is the β-image of the chosen cycle of F .

Boundary cycles of mutually inverse oriented faces are mutually inverse; they are also

called boundary cycles of the corresponding non-oriented face.

Consider now a combinatorial surface Φ. Consider a function θ that for every face

f of Φ chooses an orientation of f . Call a face with a chosen orientation a chosen
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oriented face. For every oriented edge e of Φ, count the number of all such ordered

pairs (f, x) that f = (F, β) is a face of Φ, x is an oriented edge of F , x is chosen with

respect to the orientation θ(f) of F , and e = β̂1(x) (in particular, f is incident to e).

The function θ is said to choose coherent orientations if for every oriented edge of Φ

the number defined above is either 1 or 0. An orientation of a combinatorial surface

is a choice of coherent orientations of all of its faces. A combinatorial surface that

admits orientation is called orientable. There exist exactly two orientations of any

connected orientable combinatorial surface. The contour cycle of a (non-oriented) face

f in an oriented combinatorial surface, or in any 2-complex with chosen orientations

of faces, is the boundary cycle of the chosen orinted face associated with f . An

isomorphism of oriented combinatorial surfaces A and B is an isomorphism of A and

B as 2-complexes which additionally preserves the chosen orientations of the faces.

It is convenient to have defined the following two operations on combinatorial

complexes:

(1) removing a face—this operation is self-explanatory;

(2) removing an arc not incident to any face: if an arc u is not incident to any face

in a complex C, then to remove u from C shall mean to remove all edges and

all intermediate vertices of u from C;

1.b Maps

Definition. A nontrivial map ∆ consists of:

(1) a finite connected combinatorial complex C;

(2) a function that orients all faces of C (i.e., for each face it chooses one of its

orientations);
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(3) a function that for every face f of C chooses a representative of the contour

cycle of f , called the contour of f ; and

(4) a (possibly empty) indexed system of cyclic paths in C, which are called the

contours of ∆.

It is required that a 2-complex obtained from C by attaching one new face along

each of the contours of ∆ is a closed orientable combinatorial surface. It is further

required that the attached faces may be oriented so that the orientations of all faces

are coherent, and the contours of ∆ represent the contour cycles of the corresponding

attached faces.

The cycle represented by a contour of a diagram ∆ is called a contour cycle of ∆.

The contour of a face f shall be denoted by ∂f , and the contours of a map ∆ shall

be denoted by ∂1∆, ∂2∆, ∂3∆, et cetera. Following is the notation for contour cycles

of faces and maps: ∂̄f = 〈∂f〉 and ∂̄i∆ = 〈∂i∆〉.

Definition. A map with empty system of contours is called closed. If ∆ in a nontrivial

map, then a closed map obtained from it by attaching new faces along its contours,

assigning the contours of ∆ to be the contours of the new faces, and appropriately

choosing orientations of the new faces, is called a closure of ∆.

Definition. A trivial map is a combinatorial complex consisting of a single vertex

together with the trivial cyclic path in it called its contour.

Remark 1.1. It is not possible to define a closure of a trivial map similarly to a closure

of a nontrivial map since no face in a combinatorial complex can have trivial boundary

cycle.

Definition. A map is simple if all its contours are simple paths, and distinct contours

do not have common vertices. A map is semi-simple if every edge in it is incident to

a face. A map is degenerate if it has no faces.
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Definition. If f is a face of a map ∆, then a submap of ∆ obtained by removing the

face f is a (not uniquely determined) map Ψ such that:

(1) the underlying combinatorial complex of Ψ is obtained from the underlying

combinatorial complex of ∆ by removing the face f ,

(2) the chosen orientations of faces of Ψ are those inherited from ∆,

(3) the contours of faces of Ψ are those inherited from ∆, and

(4) the system of the contours of Ψ consists of (in an arbitrary order) all the contours

of ∆ together with a new one obtained from ∂f or (∂f)−1 by an arbitrary cyclic

shift.

If u is an arc of ∆ not incident to any face, then a submap of ∆ obtained by removing

the arc u is a (not uniquely determined) map Ψ such that:

(1) the underlying combinatorial complex of Ψ is obtained from the underlying

combinatorial complex of ∆ by removing the arc u and, if the obtained complex

is not connected, by picking one of the connected components;

(2) the chosen orientations of faces of Ψ are those inherited from ∆;

(3) the contours of faces of Ψ are those inherited from ∆;

(4) the system of the contours of Ψ consists of (in an arbitrary order) all the contours

of ∆ that are paths in Ψ together with a new one obtained as follows:

(a) if the subcomplex obtained by removing u is connected, then, first, take

path p1 and p2, an oriented arc v, and indices i and j such that:

(i) v and v−1 are the oriented arcs associated with u,

(ii) 〈vp1〉 = (∂̄i∆)±1,

(iii) 〈vp2〉 = (∂̄j∆)±1, and
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(iv) i 
= j,

and second, take an arbitrary cyclic shift of p1p
−1
2 or of p2p

−1
1 as a (new)

contour of Ψ;

(b) if the subcomplex obtained by removing u is not connected, then, first,

take path p1 and p2, and an oriented arc v such that:

(i) v and v−1 are the oriented arcs associated with u,

(ii) either 〈vp1v
−1p2〉 or 〈p−1

2 vp−1
1 v−1〉 is a contour cycle of ∆, and

(iii) p1 is a path in Ψ,

and second, take an arbitrary cyclic shift of p±1
1 as a (new) contour of Ψ.

A map Ψ is called a submap of a map ∆ if it can be obtained from ∆ by an arbitrary

sequence of operations of removing a face or removing an arc that is not incident to

any face.

The next definition is equivalent to the previous one. It is given for convenience.

Definition. A map Ψ is a submap of a map ∆ if all of the following conditions hold:

(1) the underlying combinatorial complex of Ψ is a subcomplex of the underlying

combinatorial complex of ∆;

(2) the chosen orientations of faces of Ψ are those inherited from ∆;

(3) the contours of faces of Ψ are those inherited from ∆;

(4) for every contour q of Ψ that is not a contour of ∆, there is n ∈ N and there

are paths p0, . . . , pn in Ψ and oriented arcs v1, . . . , vn in ∆ such that:

(a) p0p1 . . . pn = q,

(b) none of the edges or intermediate vertices of any of the oriented arcs v1,

. . . , vn is in Ψ,
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(c) for every i = 1, . . . , n−1, at least one of the paths (vipiv
−1
i+1)

±1 is a subpath

either of some contour cycle of ∆, or of the contour cycle of some face of

∆ that is not in Ψ, and

(d) at least one of the paths (vnpnp0v
−1
1 )±1 is a subpath either of some contour

cycle of ∆, or of the contour cycle of some face of ∆ that is not in Ψ.

Note that every connected subcomplex of the underlying complex of any map ∆

has a structure of a submap of ∆, which is unique up to permutation of contours and

replacing some of the contours with their cyclic shifts or cyclic shifts of their inverses.

Note also that a proper submap of any map cannot be closed.

Definition. A disc map is either a trivial map, or a map with exactly one contour

whose closure is a sphere. An annular map is any map with exactly two contours

whose closure is a sphere.

Definition. An exceptional map is a spherical map, the 1-skeleton of whose underly-

ing 2-complex is a combinatorial circle (such a map must consist of two faces attached

to each other along their boundary cycles).

In a non-exceptional spherical map, no two distinct maximal arcs can overlap.

The contours of faces in a disc map may be thought of as oriented counterclockwise,

and the contour of the map itself may be thought of as oriented clockwise (this

convention corresponds to the way a disc map is usually pictured).

An oriented arc u of a map Φ is incident to a face f of Φ if it is a subpath of one

of the boundary cycles of f . An arc is incident to f if one/both of the corresponding

oriented arcs are incident to f . An arc which is incident to some face is either internal

(does not lie on any of the contour cycles of the map) or external (lies on some

contour cycle of the map). Internal oriented arcs divide into inter-facial (incident to

two different faces) and intra-facial (incident to only one face). An internal arc u is

between faces f1 and f2 if {f1, f2} is the set of all faces incident to u. Every edge
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may be considered as an arc. Therefore, it makes sense to say that an edge incident

to some face is internal, external, inter-facial, or intra-facial. An oriented arc or an

oriented edge is internal, external, inter-facial or intra-facial if the corresponding non-

oriented arc or edge is such. Every intra-facial oriented arc u in a disc map is either

outward (u is an initial subpath of some simple path with the terminal vertex on the

contour of the map), or inward (u−1 is outward).

Definition. Let ∆ be a map, c be a nontrivial cyclic path in ∆, ∆′ be a simple disc

map. Say that c cuts ∆′ out of ∆ if there exists a morphism ζ of the underlying

2-complex of ∆′ to the underlying 2-complex of ∆ preserving the chosen orientations

of the faces such that ζ̄2 : ∆′(2) → ∆(2) is injective and some ciclic shift of c is the

ζ-image of the contour of ∆′. Call such a morphism ζ a pasting morphism.

Remark 1.2. If a cyclic path c cuts a simple disc map ∆′ out of a map ∆, then ∆′ is

essentially determined by ∆ and c.

A simple disc map that is cut out of a given map ∆ is commonly called a “submap”

of ∆, but it is not compatible with the definition of a submap in this paper.

If ∆0 is a simple disc submap of a map ∆, then the contour of ∆0 cuts ∆0 out of

∆, and the natural morphism of ∆0 to ∆ is the corresponding pasting morphism. In

a disc map, any simple cyclic path oriented clockwise is the contour of some simple

disc submap; therefore, it cuts out that simple disc submap.

Let ∆ be a combinatorial surface or a subcomplex of a combinatorial surface. Call

two distinct faces of ∆ contiguous if there exist an edge incident with both of them.

(The notion of contiguity will only be used for distinct faces.) Let F be a non-empty

set of faces of ∆. Let S be the set of all (non-ordered) pairs of distinct contiguous

faces in the set F . Clearly, there exist a graph Γ and bijections

α0 : F → Γ(0), α1 : S → Γ(1),
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such that a face f ∈ F belongs to a pair P ∈ S if and only if the vertex α0(f) is

incident to the edge α1(P ). Indeed, choose vertices of Γ in bijective correspondence

with faces of the set F , and connect any two vertices that correspond to distinct

contiguous faces with an edge.

Definition. Such a graph Γ is called a contiguity graph for the set F in ∆.

Remark 1.3. Every contiguity graph is unique up to graph isomorphism. It cannot

have loops or multiple edges.

If ∆ is a spherical map, then the contiguity graph for any set of faces of ∆ is

planar.

1.c S-maps

Definition. A selection on a face f of a map ∆ is a set of nontrivial reduced subpaths

of ∂̄f such that for each path in this set, all of its nontrivial subpaths belong to the

set as well (i.e., the set is closed under taking nontrivial subpaths). A selection on

a map ∆ is a set of nontrivial reduced subpaths of the contour cycles of faces of ∆

which is closed under taking nontrivial subpaths. An S-map, or map with selection,

is a map together with a selection on it.

A path in an S-map is selected if it belongs to the selection. An oriented edge in

an S-map is selected if it is selected as a path. A path or an oriented edge is double-

selected if it is selected along with its inverse. An edge or an arc is double-selected if

it is internal and both of the corresponding oriented edges or arcs are selected. An

external edge is selected if one of the associated oriented edges is selected.

If ζ is a morphism of the underlying 2-complex of a map ∆1 to the underlying

2-complex of a map ∆2, and ζ preserves the chosen orientations of the faces, then any

selection on ∆2 naturally induces a selection on ∆1 via ζ : a path p in ∆1 is selected if
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and only if its ζ-image in ∆2 is selected (note that if the ζ-image of a path is reduced,

then the path itself is reduced). Say that a cycle c cuts a simple disc S-map ∆′ out

of an S-map ∆ if c cuts the underlying map of ∆′ out of the underlying map of ∆,

and the selection on ∆′ is the one induced from ∆ via some pasting morphism. Only

those pasting morphisms of the underlying map of ∆′ that induce the given selection

on ∆′ are called pasting morphisms of the S-map ∆′ to ∆.

Any submap of an S-map has a naturally induced selection. Say that an S-map

∆0 is an S-submap of an S-map ∆ if ∆0 is a submap of ∆ together with the induced

selection.

1.d Group presentations and van Kampen diagrams

Recall that an (abstract) group presentation is an ordered pair 〈A ‖R 〉 where A is an

arbitrary set, called alphabet, and R is a set of words in the group alphabet A±1. The

elements of R are called defining words. The same group presentation may be also

written as 〈A ‖R = 1, R ∈ R〉, here the relations R = 1, R ∈ R, are called defining

relations. It will be assumed in the rest of this paper that R does not contain the

empty word.

A group word in the alphabet A is a word in the alphabet A±1. The inverse word

to a group word W is denoted by W−1. The mth power of a group word W for an

integer m is denoted by Wm and defined as follows. If m is a positive integer, then

Wm is the result of concatenation of m copies of W . If m is a negative integer, then

Wm is the result of concatenation of −m copies of W−1. By definition, W 0 is the

empty word. If A and B are two group words, then define AB = BAB−1. A group

word is called reduced if it has no subwords of the form xx−1 where x ∈ A±1. The

reduced word obtained from a group word W by cancelling one-by-one all subwords of

the form xx−1, x ∈ A±1, is called the reduced form of W (it is well-defined). A group
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word is cyclically reduced if it is reduced and its first letter is not inverse to its last

one. The empty word is cyclically reduced by definition. Two word are freely equal

if their reduced forms coincide. A set of words (or relations) is called symmetrized if

along with every word W it contains all cyclic shifts of W and W−1.

Sometimes it is convenient to distinguish between a letter x of the alphabet A

and the corresponding letter of the group alphabet A±1 denoted by x+1 or simply

by x. Call letters of the alphabet A basic letters and letters of the group alphabet

A±1 group letters. Thus, a basic letter x1, group letter x1, and one-letter group word

x1 are three different things.

Every presentation 〈A ‖R 〉 defines a group G, and there is a natural function

from the set of all group words in the alphabet A onto this group. The image of a

group word W under this function shall be denoted [W ]G, or [W ]R, or simply [W ].

Two group words W1 and W2 are said to be equal in the group G if [W1]G = [W2]G,

or, equivalently, if the relation W1 = W2 is a consequence of the relations R = 1,

R ∈ R.

Definition. If 〈A ‖R 〉 is a group presentation, then a van Kampen diagram, or

simply diagram, over 〈A ‖R 〉 is a map together with a labelling of its oriented edges

such that every pair of mutually inverse oriented edges are labelled with mutually

inverse group letters from A±1, and the group word that “reads” on the contour of

each face (in the direction from the initial to the terminal vertex) belongs to R±1.

If p is a path in a diagram over 〈A ‖R 〉, then let the label of p be the group word

(over A±1) that reads on this path. In any van Kampen diagram, let the label of an

oriented edge e be denoted by �(e), and the label of a path p be denoted by �(p). If

e is a non-oriented edge in a diagram, then let the label of e, denoted also by �(e),

be the basic letter x such that the group letters x and x−1 label the oriented edges

associated with e.
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Definition. A pair of distinct faces {f1, f2} in a diagram ∆ is called strongly can-

cellable if there are paths p1 and p2 in ∆ such that

(1) either 〈p1〉 = ∂̄f1, or 〈p−1
1 〉 = ∂̄f1,

(2) either 〈p2〉 = ∂̄f2, or 〈p−1
2 〉 = ∂̄f2,

(3) p1 and p2 have a common nontrivial initial subpath, and

(4) �(p1) = �(p2).

A diagram ∆ is called weakly reduced if it does not have strongly cancellable pairs of

faces.

According to van Kampen’s Lemma (see [Ol’91]), a relation W = 1 is a conse-

quence of a system of relations {R = 1 | R ∈ R} if and only if there exists a disc

diagram ∆ (which can be picked weakly reduced) such that the label of ∂1∆ is W ,

and for every face f of ∆, the label of ∂f either is an element of R, or is inverse to

some element of R. Such a diagram is called a deduction diagram for the word W or

relation W = 1.

Definition. A symmetrized set S of group words in a given alphabet satisfies the

small cancellation condition C ′(λ), λ > 0, if every element of S is a non-empty

reduced word, and for any two distinct words W1,W2 ∈ S, the length of any common

prefix ofW1 andW2 is less than λmin{|W1|, |W2|}. A symmetrized group presentation

〈A ‖R 〉 is said to satisfy the condition C ′(λ), λ > 0, if the set of defining words R
satisfies C ′(λ).

This and other classical small cancellation conditions and their applications may

be found in [LS01].
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2 Auxilliary diagrammatic conditions

2.a Condition Z

Definition. An S-map ∆ is said to satisfy the condition Z(n), n ∈ N ∪ {0}, relative

to its simple disc submap Φ if for every set S of selected paths that covers ∂̄1Φ, the

set S has more than n maximal elements; in particular, S has at least n+ 1 element.

Proposition 2.1. Let Φ be a non-degenerate disc map. Suppose a set S consists of

n reduced paths and covers ∂̄1Φ. Then there exists a maximal simple disc submap Φ1

of Φ whose contour is a product of n or fewer subpaths of the paths comprising S.

Proof. Let c be the result of a cyclic reduction of the contour of Φ. Since Φ is a

non-degenerate disc map, the cyclic path c is the contour of some non-degenerate

disc map Φ′; in particular, c is nontrivial. Let q1, . . . , qn′ be such paths that c is a

cyclic shift of the product q1 · · · qn′ , each qi is a nontrivial subpath of some element

of S, and each element of S has at most one of the paths q1, . . . , qn′ as a subpath.

It is not hard to prove that such paths q1, . . . , qn′ exist. Note that n′ ≤ n. Without

loss of generality, assume that c = q1 · · · qn′ .

If Φ′ is simple, then Φ1 = Φ′ is a desired submap. Consider the case when Φ′ is not

simple. Since the map Φ′ is non-degenerate, it has two maximal simple disc submaps

Φ1 and Φ2 with disjoint sets of faces, whose contours are subpaths of ∂̄1Φ
′ = 〈c〉. Let vi

be the initial vertex of qi, i = 1, . . . , n′. Let wi be the initial (and the terminal) vertex

of ∂1Φi, i = 1, 2. Let ki be the number of vertices from the set {v1, . . . , vn′, w1, w2}
which occur in ∂1Φi, i = 1, 2. It is easy to see that either k1 ≤ n′ or k2 ≤ n′. For the

sake of definiteness, assume that k1 ≤ n′. Then ∂1Φ1 = q
(1)
1 · · · q(1)

k1
where every q

(1)
i is

a nontrivial subpath of some qj.

Corollary 2.1.a. Let ∆ be an S-map. Suppose the contour cycle of some non-

degenerate disc submap Ψ of ∆ is covered by a set of n or fewer selected paths. Then
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∆ does not satisfy the condition Z(n) relative to some maximal simple disc submap

of Ψ.

2.b Conditions A and B

Roughly speaking, the condition A defined in this section is a generalization of the

small cancellation condition C ′ formulated in terms of the underlying maps of re-

duced van Kampen diagrams, rather than in terms of defining relations. (About the

condition C ′ and van Kampen diagrams, see subsection 1.d.)

Definition. Let ∆ be an S-map. Let ā = (k;λ1, λ2, λ3, λ4) where

k : ∆(2) → N ∪ {0}, λ1, λ2, λ3, λ4 : ∆(2) → [0, 1].

The S-map ∆ is said to satisfy the condition A(ā) if it satisfies the following five

conditions:

A1(k) For each face f of ∆, there exists at least one selected subpath of ∂̄f , and the

number of maximal selected subpaths of ∂̄f does not exceed k(f) (note that if

all nontrivial subpaths are selected, then there is no maximal selected subpath).

A2(λ1) For each face f of ∆, if S is the number of non-selected oriented edges in ∂f ,

then

S ≤ λ1(f)|∂f |.

A3(λ2) For each face f of ∆, if u is a double-selected intra-facial arc incident to f ,

then

|u| ≤ λ2(f)|∂f |.

A4(λ2, λ3) For every two distinct faces f1, f2 of ∆, if U is a non-overlapping set of

double-selected arcs between f1 and f2 which covers the set of all double-selected
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edges between f1 and f2, then

∑
u∈U

|u| ≤ ‖U‖ · min
{
λ2(f1)|∂f1|, λ2(f2)|∂f2|

}
+ min

{
λ3(f1)|∂f1|, λ3(f2)|∂f2|

}
.

A5(λ2, λ4) For each face f of ∆, if p is a simple selected subpath of the contour

cycle of a distinct face of ∆, U is a non-overlapping set of double-selected arcs

incident to f and lying on p, and U covers the set of all double-selected edges

that are incident to f and lie on p, then

∑
u∈U

|u| ≤
(
‖U‖λ2(f) + λ4(f)

)
|∂f |.

In particular, if a double-selected inter-facial arc u is incident to a face f , then

|u| ≤
(
λ2(f) + λ4(f)

)
|∂f |.

A map ∆ is said to satisfy the condition A(ā) if there exists a selection on ∆ such

that ∆ with this selection satisfies A(ā).

Remark 2.1. If for each face f of ∆, the length of every double-selected arc inci-

dent to f is at most λ2(f)|∂f |, then ∆ automatically satisfies the conditions A3(λ2),

A4(λ2, λ3), A5(λ2, λ4).

If ∆1 and ∆2 are two maps, ζ is a morphism from ∆1 to ∆2 which preserves the

chosen orientations of the faces, and

k : ∆2(2) → N ∪ {0}, λ1, λ2, λ3, λ4 : ∆2(2) → [0, 1],

ā = (k;λ1, λ2, λ3, λ4),
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then define

k.ζ = k ◦ ζ̄2, λ1.ζ = λ1 ◦ ζ̄2, λ2.ζ = λ2 ◦ ζ̄2, λ3.ζ = λ3 ◦ ζ̄2, λ4.ζ = λ4 ◦ ζ̄2,

ā.ζ = (k.ζ ;λ1.ζ, λ2.ζ, λ3.ζ, λ4.ζ),

where ζ̄2 is the function ∆1(2) → ∆2(2) associated with ζ .

Remark 2.2. If an S-map ∆ satisfies the condition A(ā), a simple disc S-map ∆′ is

cut out of ∆, and ζ is a pasting morphism, then the S-map ∆′ satisfies the condition

A(ā.ζ). A similar statement is true for each of the conditions A1–A5 separately.

Remark 2.3. A symmetrized group presentation 〈A ‖R 〉 satisfies the condition C ′(λ),

λ > 0, if and only if for every reduced simple disc diagram ∆ over 〈A ‖R 〉, there

exists λ2 < λ such that ∆ satisfies the condition A(0; 0, λ2, 0, 0) (all the constants

here are regarded as constant functions on ∆(2)).

Definition. Let ∆ be an S-map. Let λ1, λ2 ∈ [0, 1]. The S-map ∆ is said to satisfy

the condition B(λ1, λ2) if it satisfies the following three conditions:

B0 For each face f of ∆, the contour cycle of f has at least one selected subpath and

at most one maximal selected subpath (note that if all nontrivial subpaths are

selected, then there is no maximal selected subpath).

B1(λ1) For each face f of ∆, there is a selected subpath of ∂f of length at least

(1 − λ1)|∂f |.

B2(λ2) For each face f of ∆, the length of every double-selected arc incident to f is

at most λ2|∂f |.

A map ∆ is said to satisfy the condition B(λ1, λ2) if there exists a selection on ∆ such

that ∆ with this selection satisfies B(λ1, λ2).

For all admissible values of λ1 and λ2, the condition B(λ1, λ2) is equivalent to the

condition A(1;λ1, λ2, 0, 0).
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3 Estimating lemmas

If X is a set, then P(X) shall denote the set of all subsets of X (the power set of X).

The following lemma first appeared in [Hal35]:

Lemma (Philip Hall, 1935). Let A and B be two finite sets. Let f be a function from

A to P(B). Let a function F : P(A) → P(B) be defined by F (X) =
⋃

x∈X f(x).

Then the following are equivalent :

(I) There exists an injection h : A→ B such that for all x ∈ A, h(x) ∈ f(x).

(II) For each subset X of A, ‖X‖ ≤ ‖F (X)‖.

The proof of this fact given here seems to be more concise then the original one:

Proof. The implication (I)⇒(II) is obvious. To prove the converse implication, induct

on ‖A‖.
If ‖A‖ = 0, then A = ∅ and the conclusion of this lemma is obvious (take h = ∅).
Let n be a natural number. Suppose the implication (I)⇐(II) holds under the

additional assumption that ‖A‖ < n. Now, assume that ‖A‖ = n and suppose that

(II) holds.

Case 1: there exists a proper non-empty subset A1 of the set A such that

‖F (A1)‖ = ‖A1‖.

Then let B1 = F (A1), A2 = A \A1, B2 = B \B1. Note that ‖A1‖ < n and ‖A2‖ < n.

Let f1 = f |A1, F1 = F |A1. Note that f1 : A1 → P(B1) and F1 : P(A1) → P(B1).

Let f2 : A2 → P(B2), F2 : P(A2) → P(B2) be defined by

f2(x) = f(x) ∩ B2, F2(X) = F (X) ∩B2.
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Obviously, (
∀X ⊂ A1

)(
‖X‖ ≤ ‖F1(X)‖

)
.

It is also easy to see that

(
∀X ⊂ A2

)(
‖X‖ ≤ ‖F2(X)‖

)
.

Therefore, by the inductive assumption, there exist injections h1 : A1 → B1 and

h2 : A2 → B2 such that

(
∀x ∈ A1

)(
h1(x) ∈ f1(x)

)
and

(
∀x ∈ A2

)(
h2(x) ∈ f2(x)

)
.

Clearly, h = h1 ∪ h2 is an injection A→ B such that

(
∀x ∈ A

)(
h(x) ∈ f(x)

)
.

Case 2: for each proper non-empty subset A1 of the set A,

‖F (A1)‖ ≥ ‖A1‖ + 1.

Then take an arbitrary x0 ∈ A and an arbitrary y0 ∈ f(x0). Let A1 = A \ {x0},
B1 = B \ {y0}. Note that ‖A1‖ = n− 1. Let f1 : A1 → P(B1), F1 : P(A1) → P(B1)

be defined by

f1(x) = f(x) \ {y0}, F1(X) = F (X) \ {y0}.

It is obvious that (
∀X ⊂ A1

)(
‖X‖ ≤ ‖F1(X)‖

)
.
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Therefore, by the inductive assumption, there exists an injection h1 : A1 → B1 such

that (
∀x ∈ A1

)(
h1(x) ∈ f1(x)

)
.

Let h : A → B be the extension of h1 to the whole of A by putting h(x0) = y0.

Clearly, h is an injection satisfying

(
∀x ∈ A

)(
h(x) ∈ f(x)

)
.

Since either Case 1 or Case 2 must take place, the implication (I)⇐(II) holds when

‖A‖ = n. The inductive step is done.

Corollary. Let A and B be two finite sets. Let f be a function from A to P(B)

and let w be a function from B to N ∪ {0}. Let a function F : P(A) → P(B) be

defined by F (X) =
⋃

x∈X f(x). Then the following are equivalent :

(I) There exists a function h : A→ B such that :

(1) for all x ∈ A, h(x) ∈ f(x), and

(2) for each y ∈ B, the full pre-image of y under h consists of at most w(y)

elements.

(II) For each subset X of A, ‖X‖ ≤ ∑
y∈F (X)

w(y).

Proof. The implication (I)⇒(II) is obvious. To prove the converse implication, con-

sider the set B′ and functions f ′ : A → P(B′) and F ′ : P(A) → P(B′) defined by

the formulae

B′ =
{

(b, n)
∣∣∣ b ∈ B, n ∈ N ∪ {0}, n < w(b)

}
,

f ′(x) =
{

(b, n)
∣∣∣ b ∈ f(x), n ∈ N ∪ {0}, n < w(b)

}
,

F ′(X) =
⋃{ f ′(x) | x ∈ X }.
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Since (
∀X ⊂ A

)(
‖F ′(X)‖ =

∑
y∈F (X)

w(y)
)
,

it follows from the previous lemma that there exists an injection h′ : A → B′ such

that (
∀x ∈ A

)(
h′(x) ∈ f ′(x)

)
.

Let h = p1 ◦ h′ where p1 is the first projection from B ×
(
N ∪ {0}

)
onto B. The

function h is a desired one.

Lemma 3.1. The maximal possible Euler characteristic of a closed connected combi-

natorial surface is 2, and among all closed connected surfaces, only spheres have Euler

characteristic 2. The maximal possible Euler characteristic of a proper connected sub-

complex of a combinatorial surface is 1, and every such complex either consists of a

single vertex, or can be turned into a combinatorial sphere by attaching 1 face.

Proof. This lemma follows from the classification of compact (or finite combinatorial)

surfaces.

Estimating Lemma 1. Let ∆ be an S-map satisfying the condition Z(2) relative

to every proper simple disc submap. Let c be the number of contours of ∆. Let U

be a set of selected arcs of ∆ such that no two distinct elements of U are subarcs of

a same double-selected arc of ∆. Let k be a function ∆(2) → N ∪ {0}. Suppose ∆

satisfies the condition A1(k). Then either U is empty, or

‖U‖ ≤ ∑
f∈∆(2)

(
3 + 2k(f)

)
− 3χ∆ − c.

Furthermore, there exist a set L and a function h : U \ L→ ∆(2) such that :

(1) either L is empty, or ‖L‖ ≤ −3χ∆ − c,

(2) each arc u ∈ U \ L is incident to the face h(u), and
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(3) the full pre-image of each face f ∈ ∆(2) under h consists of at most 3 + 2k(f)

arcs.

Proof. For each x ∈ U , let g(x) be the set of all faces of ∆ incident to u. For each

X ⊂ U , let G(X) =
⋃

x∈X g(x). Take an arbitrary non-empty subset E of U . It is to

be proved that

‖E‖ ≤ ∑
f∈G(E)

(
3 + 2k(f)

)
− 3χ∆ − c.

Let ∆̄ be a closure of ∆. Note that χ∆̄ = χ∆ + c.

Denote G(E) by F . Let V be the set of all connected components of the 2-complex

obtained from ∆̄ by removing all the faces that belong to F , and all the edges and

intermediate vertices of all the arcs that belong to E. Then

χ∆̄ =
∑
Ψ∈V

χΨ − ‖E‖ + ‖F‖.

Endow each element of V with a structure of a submap of ∆̄.

Let Ê be the set of all oriented arcs associated with arcs from E. For every

element Ψ of V , let d(Ψ) denote the number of elements of Ê whose terminal vertex

is in Ψ. Then ∑
Ψ∈V

d(Ψ) = 2‖E‖.

Combining this and the previous equality, have

‖E‖ = 3
∑
Ψ∈V

χΨ − 2‖E‖ + 3‖F‖ − 3χ∆̄

= 3‖F‖ +
∑
Ψ∈V

(
3χΨ − d(Ψ)

)
− 3χ∆̄.
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By Lemma 3.1, each element of V has Euler characteristic at most 1, and if the

Euler characteristic of Ψ ∈ V is 1, then Ψ is a disc map. Let

V ′
i = {Ψ ∈ V | d(Ψ) = i and χΨ = 1 } for i = 0, 1, 2, . . . .

Note that each V ′
i contains only disc maps. Clearly, V ′

0 = ∅. Therefore,

‖E‖ ≤ 3‖F‖ + 2‖V ′
1‖ + ‖V ′

2‖ − 3χ∆̄.

To complete the proof, essentially, it is only left to prove that

‖V ′
1‖ + ‖V ′

2‖ ≤ ∑
f∈F

k(f) + c,

and then to apply the corollary of Hall’s Lemma.

Let W denote the set of those elements of V that contain the “improper” faces

of ∆̄—the faces that are in ∆̄(2) \ ∆(2). Note that ‖W‖ ≤ c. For i = 1, 2, let

V ′′
i = V ′

i \W .

For every face f of ∆, let M(f) be the set of all maximal selected subpaths of ∂̄f .

According to the condition A1(k), ‖M(f)‖ ≤ k(f) for every f ∈ ∆(2).

Let N =
⋃

f∈F M(f). Define a function s : N → V by the following rule: s(p)

is the last element of V that the path p meets, i.e., such an element of V that some

terminal subpath of p has a vertex in s(p) and has no vertices in any other element

of V . It is easy to see that s is well-defined. It is to be proved now that every element

of V ′′
1 � V ′′

2 is in the range of s (is the image of some element of N under s).

Consider an arbitrary Ψ ∈ V ′′
1 � V ′′

2 . Then Ψ is a disc submap of ∆. Suppose Ψ

is not in the range of s.

Consider the case d(Ψ) = 2. Let u1 and u2 be those oriented arcs from Ê whose

terminal vertices are in Ψ (there are exactly 2 such oriented arcs). Let fi be the face
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(from F ) whose contour cycle has ui as a subpath, i = 1, 2. Then there exist paths

q1 and q2 such that for i = 1, 2, the path uiqiu
−1
3−i is a subpath of ∂̄fi. Let q1 and q2

be the shortest such paths. Note that 〈q1q2〉 = ∂̄1Ψ. Since Ψ is not in the range of

s, both paths u1q1u
−1
2 and u2q2u

−1
1 are selected. Indeed, suppose that, for example,

the path u1q1u
−1
2 is not selected. Then there exists a maximal selected subpath p

of ∂̄f1 that contains u1 as a subpath. The path p is an element of M(f1). Since p

cannot contain u1q1u
−1
2 as a subpath, it follows that s(p) = Ψ, which contradicts to

the above assumption. Hence, the paths u1q1u
−1
2 and u2q2u

−1
1 are selected; therefore,

they are reduced.

Suppose the map Ψ is degenerate. Then the paths u1q1u
−1
2 and u2q2u

−1
1 are

mutually inverse. They cannot be oriented arcs because that would contradict to the

assumption that no two distinct elements of U are subarcs of a same double-selected

arc. Therefore, u1 = u−1
2 , V = {Ψ}, and ∆ = ∆̄ is an exceptional spherical map.

Therefore N is the full pre-image of Ψ under s, which is empty. Therefore, all subpaths

of ∂̄f1 and ∂̄f2 are selected. Hence, ∆ does not satisfy the condition Z(2)—not even

Z(0)—relative to any of its simple disc submaps (the submaps obtained from ∆ by

removing either the face f1 or f2). This gives a contradiction.

Suppose the map Ψ is non-degenerate. Let S be the set of all nontrivial paths in

the set {q1, q2}. The set S consists of selected paths and covers ∂̄1Ψ. Hence, by the

corollary of Proposition 2.1, ∆ does not satisfy the condition Z(2) relative to some

maximal simple disc submap of Ψ. This gives a contradiction.

Consider the case d(Ψ) = 1. Let u be the oriented arcs from Ê whose terminal

vertex is in Ψ (there is exactly 1 such oriented arc). Let f be the face (from F ) whose

contour cycle has u as a subpath. Then there exists a path q such that uqu−1 is a

subpath of ∂̄f . Let q be the shortest such path. Note that 〈q〉 = ∂̄1Ψ.

Suppose the map Ψ is degenerate. Then the path uqu−1 is not reduced. Therefore,

it is not selected.
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Suppose the map Ψ is non-degenerate. Then q is nontrivial. Since ∆ satisfies the

condition Z(2) relative to every maximal simple disc submap of Ψ, it follows from

the corollary of Proposition 2.1 that q is not selected.

Consider the maximal selected subpath of ∂̄f that contains u as a subpath. The

image of this selected path under s is Ψ. This gives a contradiction.

It is proved that V ′′
1 � V ′′

2 is in the range of s. Therefore,

‖V ′′
1 � V ′′

2 ‖ ≤ ‖N‖ ≤ ∑
f∈F

k(f),

and

‖E‖ ≤ 3‖F‖ + 2(‖V ′
1 � V ′

2‖) − 3χ∆̄

≤ 3‖F‖ + 2
(∑

f∈F

k(f) + c
)
− 3χ∆ − 3c =

∑
f∈F

(3 + 2k(f)) − 3χ∆ − c.

Thus, for an arbitrary non-empty subset E of U ,

‖E‖ ≤ 3‖G(E)‖ +
∑

f∈G(E)

(
3 + 2k(f)

)
− 3χ∆ − c

=
∑

f∈G(E)

(
3 + 2k(f)

)
− 3χ∆ − c.

In particular, if U 
= ∅,

‖U‖ ≤ ∑
f∈∆(2)

(
3 + 2k(f)

)
− 3χ∆ − c.

Let ω be anything which is not a face of ∆. Let h̃ be a function U → ∆(2) � {ω}
such that:

(1) for each u ∈ U , either h̃(u) = ω, or h̃(u) is a face of ∆ incident to the arc u,
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(2) the full pre-image of each face f of ∆ under h̃ consists of at most 3 + 2k(f)

arcs, and

(3) the full pre-image of ω under h̃ consists of at most max{0,−3χ∆ − c} arcs.

Such a function h̃ exists by the corollary of Hall’s Lemma. Let L be the full pre-image

of ω under h̃. Let h be the restriction of h̃ to ∆(2) \ L. The set L and the function

h are the desired ones.

Estimating Lemma 2. Let ∆ be a non-degenerate map. Let S be the set of all

(non-ordered) pairs of distinct contiguous faces of ∆. Then ‖S‖ < 3‖∆(2)‖, and

there exists a function h : S → ∆(2) such that :

(1) each pair P ∈ S contains the face h(P ), and

(2) the full pre-image of each face f ∈ ∆(2) under h consists of at most 3 pairs.

Proof. Define functions g : S → P(∆(2)) and G : P(S) → P(∆(2)) by the formulae:

g(P ) = P, G(X) =
⋃
X.

Take an arbitrary non-empty subset X of S. Let F =
⋃
X = G(X). The set F

is non-empty. Let Γ be the contiguity graph for F in ∆. Graph Γ is planar, has

no loops and no multiple edges. Obviously, ‖Γ(0)‖ = ‖F‖ and ‖Γ(1)‖ ≥ ‖X‖. By

Proposition 1.1, ‖X‖ < 3‖F‖.
Thus, for any non-empty subset X of S, ‖X‖ < 3‖G(X)‖. In particular,

‖S‖ < 3‖∆(2)‖.

Now, the conclusion easily follows from the corollary of Hall’s lemma.
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4 Main Theorem

Definition. Let ∆ be a semisimple S-map. Let n1 be the number of edges of ∆, n
(e)
1

be the number of external edges of ∆, and S be the number of selected external edges

of ∆. Let γ be a real number. The S-map ∆ is said to satisfy the condition X (γ) if

S ≥ n1 − γ(2n1 − n
(e)
1 ) = ‖∆(1)‖ − γ

∑
f∈∆(2)

|∂f |.

Remark 4.1. In the above notation, if γ < 1 and ∆ satisfies the condition X (γ), then

S ≥ n1 − γ
(
2n1 − n

(e)
1

)
≥ max

{(
1 − γ

1 − γ

)
n1,

(
1 − 2γ

)(
2n1 − n

(e)
1

)}
.

Indeed, since n
(e)
1 ≥ S and γ < 1,

n
(e)
1 ≥ n1 − γ

(
2n1 − n

(e)
1

)
,

n1 ≥ 2n1 − n
(e)
1 − γ

(
2n1 − n

(e)
1

)
,

n1 ≥ (1 − γ)
(
2n1 − n

(e)
1

)
,

n1

1 − γ
≥ 2n1 − n

(e)
1 .

Therefore,

n1 − γ
(
2n1 − n

(e)
1

)
≥ (1 − 2γ)

(
2n1 − n

(e)
1

)

and

n1 − γ
(
2n1 − n

(e)
1

)
≥
(
1 − γ

1 − γ

)
n1.

Remark 4.2. If a simple S-map ∆ satisfies the condition X (γ) for some γ < 1
2
, then

∆ is not spherical.
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Main Theorem. Let ∆ be a semisimple S-map with at most 3 contours, whose

closure is spherical. Let

k : ∆(2) → N ∪ {0}, λ1, λ2, λ3, λ4 : ∆(2) → [0, 1],

ā = (k;λ1, λ2, λ3, λ4).

Let γ be a real number. Suppose ∆ satisfies the condition A(ā). Suppose

2 · max
∆(2)

(
λ1 + (3 + 2k)λ2 + 3λ3

)
+ max

∆(2)

(
(2 + k)λ2 + 2λ4

)
< 1,

max
∆(2)

(
λ1 + (3 + 2k)λ2 + 3λ3

)
≤ γ.

Then the S-map ∆ satisfies the condition X (γ), and the condition Z(2) relative to

every proper simple disc submap.

The main idea of the proof is to verify the conditions X (γ) and Z(2) by simulta-

neous induction on the number of internal edges of ∆.

Remark 4.3. In the case when all the functions k, λ1, λ2, λ3, λ4 are constant, the first

inequality in the hypotheses is equivalent to

2λ1 + (8 + 5k)λ2 + 6λ3 + 2λ4 < 1.

Inductive Lemma 1. Let ∆ be an S-map. Let

k : ∆(2) → N ∪ {0}, λ2, λ4 : ∆(2) → [0, 1].

Suppose ∆ satisfies the conditions A1(k) and A5(λ2, λ4). Let γ be a real number such

that the following inequality holds point-wise (face-wise):

2γ + (2 + k)λ2 + 2λ4 < 1.
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Suppose that every proper simple disc S-submap of ∆ whose all edges are internal in

∆ satisfies the condition X (γ). Then ∆ satisfies the condition Z(2) relative to every

proper simple disc submap.

Proof. Suppose that such ∆ does not satisfy the condition Z(2) relative to some

proper simple disc submap ∆0. Let ∆0 be such a submap with the minimal possible

number of internal edges. View ∆0 as an S-submap. Then in ∆ there exists a set

of selected paths with at most 2 maximal elements which covers ∂̄1∆0. Let Q be a

set consisting either of 1 selected cyclic path q1 which is a representative of ∂̄1∆0, or

of 2 selected paths q1, q2 whose product q1q2 is a representative of ∂1∆0. Without

loss of generality, in the first case assume that ∂1∆0 = q1 and in the second assume

∂1∆0 = q1q2. Let s = ‖Q‖. Let c = ∂1∆0.

The map ∆0 is a proper submap of ∆. Indeed, the edges that lie on ∂1∆0 are

external in ∆0 but internal in ∆. Hence, by the assumptions, the S-map ∆0 satisfies

the condition X (γ).

Let f0 be a face of ∆0 which has at least (1 − 2γ)|∂f0| selected external edges

in ∆0. Such a face exists, otherwise the number S of selected external edges of ∆0

would satisfy the inequality

S <
∑

f∈∆0(2)

(1 − 2γ)|∂f |,

in contradiction with the condition X (γ).

Let P be a non-overlapping set of arcs of ∆ such that every element of P is a

selected external arc of ∆0 (i.e., external and selected in ∆0) incident to f0 and lying

on a path from Q, and such that P covers the set of all selected external edges of

∆0 incident to f0; moreover, let P be such a set with the minimal possible number

of elements. For i = 1, s, let Pi be the set of those elements of P that lie on qi. Let

m = ‖P‖, let mi = ‖Pi‖, i = 1, s. For i = 1, s, enumerate all the subpaths of q−1
i
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which are oriented arcs corresponding to elements of Pi, according to the order in

which they appear on q−1
i : p

(i)
1 , . . . , p(i)

mi
. Check now that for arbitrary i, j, there is

no selected subpath of ∂̄f0 with initial subpath p
(i)
j and terminal subpath p

(i)
j+1.

Suppose on the contrary that for some i ∈ {1, s} and some j ∈ {n ∈ N | 1 ≤
n ≤ mi − 1 }, there is a selected subpath of ∂̄f0 with initial subpath p

(i)
j and terminal

subpath p
(i)
j+1. Let p

(i)
j xp

(i)
j+1 be the shortest such selected subpath. Then the path x is

either selected or trivial; in either case, it is reduced. Let y be the subpath of qi that

starts at the initial vertex of p
(i)
j+1 and ends at the terminal vertex of p

(i)
j . The path y

is reduced, as a subpath of ∂̄1∆0. Clearly, the cyclic path xy is the contour of some

disc submap Φ of the map ∆0. Since the path p
(i)−1
j+1 yp

(i)−1
j is a subpath of qi, and

the path p
(i)
j xp

(i)
j+1 is selected, the path x cannot be inverse to the path y, otherwise

it would contradict to the minimality of the number of elements of P . Therefore, the

map Φ is non-degenerate.

By Proposition 2.1, there exists a maximal simple disc submap of Φ whose contour

cycle may be covered by 1 or 2 paths each of which is a nontrivial subpath of either x

or y. Let Φ1 be such a submap of Φ. The map Φ1 is also a submap of ∆. The contour

cycle of Φ1 is covered by a set of 1 or 2 selected paths. The map Φ1 clearly has fewer

internal edges than ∆0. This contradicts to the choice of ∆0—to the minimality of

its number of internal edges.

Since for any i and j, no subpath of ∂̄f0 with initial subpath p
(i)
j and terminal

subpath p
(i)
j+1 is selected, the number of maximal selected subpaths of ∂̄f0 is not less

than m1 − 1 = m − 1 in the case s = 1, and not less than m1 + m2 − 2 = m − 2 in

the case s = 2. Hence, in both cases, m ≤ k(f0) + 2 by the condition A1(k).

Let

Si =
∑
u∈Pi

|u| =
mi∑
j=1

|p(i)
j |, i = 1, s, S =

∑
u∈P

|u| =
s∑

i=1

Si.
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Note that S equals the number of selected external edges of f0 in ∆0. For each

i = 1, s, the condition A5(λ2, λ4) for ∆ implies that

Si ≤
(
miλ2(f0) + λ4(f0)

)
|∂f0|.

Therefore, on one hand,

S ≤
(
mλ2(f0) + sλ4(f0)

)
|∂f0| ≤

((
2 + k(f0)

)
λ2(f0) + 2λ4(f0)

)
|∂f0|,

on the other hand,

S ≥ (1 − 2γ)|∂f0|.

Hence, (
2 + k(f0)

)
λ2(f0) + 2λ4(f0) ≥ 1 − 2γ,

and this contradicts to the inequality

2γ + (2 + k)λ2 + 2λ4 < 1.

Inductive Lemma 2. Let ∆ be a semisimple S-map with at most 3 contours, whose

closure is spherical. Let

k : ∆(2) → N ∪ {0}, λ1, λ2, λ3 : ∆(2) → [0, 1].

Suppose ∆ satisfies the condition Z(2) relative to every proper simple disc submap.

Suppose ∆ also satisfies the conditions A1(k), A2(λ1), A3(λ2), A4(λ2, λ3). Let γ be

a real number such that the following double inequality holds point-wise (face-wise):

λ1 + (3 + 2k)λ2 + 3λ3 ≤ γ < 1.
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Then ∆ satisfies the condition X (γ).

Proof. Let n1 be the number of edges of ∆, n
(e)
1 be the number of external edges of

∆, S be the number of selected external edges of ∆. Note that since ∆ is simple,

∑
f∈∆(2)

|∂f | = 2n1 − n
(e)
1 .

First, estimate the number of all edges that are neither selected external, nor

double-selected internal. Denote this number by S ′
1. Since S ′

1 is less than or equal to

the number of non-selected oriented edges of the contours of all the faces of ∆, and

∆ satisfies the condition A2(λ1),

S ′
1 ≤

∑
f∈∆(2)

λ1(f)|∂f |.

Second, estimate the number of double-selected internal edges. Denote this num-

ber by S ′
2.

Let U be a minimal by the number of elements non-overlapping set of double-

selected internal arcs of ∆ covering the set of all double-selected edge of ∆. Let

for any f1, f2 ∈ ∆(2), B({f1, f2}) be the set of all arcs between f1 and f2 that are

elements of U (if f1 = f2, then B({f1, f2}) = B({f1}) is the set of all elements of U

which are intra-facial arcs of f1). Let M be the set of all such pairs or singletons X

of faces of ∆ that B(X) 
= ∅. Then

S ′
2 =

∑
u∈U

|u| =
∑

X∈M

∑
u∈B(X)

|u|.

Let N be the set of all pairs of distinct contiguous faces of ∆ that have at least one

double-selected edge between them.

Let h1 : U → ∆(2) and h2 : N → ∆(2) be such functions that

(1) each arc u ∈ U is incident to the face h1(u);
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(2) the full pre-image of each face f of ∆ under h1 consists of at most 3 + 2k(f)

arcs;

(3) each pair P ∈ N contains the face h2(P );

(4) the full pre-image of each face f of ∆ under h2 consists of at most 3 pairs.

Such functions exist by Estimating Lemmas 1 and 2. (The conditions A1(k) and Z(2)

have been used here.)

Let K be the subset of ∆(2) × ∆(2) consisting of all ordered pairs (f1, f2) such

that {f1, f2} ∈ M . Define functions r1 : K → R and r2 : K → R as follows. For any

(f1, f2) ∈ K, let

r1(f1, f2) =
∥∥∥h−1

1 (f1) ∩ B({f1, f2})
∥∥∥λ2(f1)|∂f1|,

r2(f1, f2) =
∥∥∥h−1

2 (f1) ∩ {{f1, f2}}
∥∥∥λ3(f1)|∂f1|.

Let r = r1 + r2.

Take arbitrary distinct faces f1 and f2 such that {f1, f2} ∈ M . For the sake of

definiteness, assume that h2({f1, f2}) = f1. Then

r(f1, f2) + r(f2, f1)

=
(
r1(f1, f2) + r1(f2, f1)

)
+
(
r2(f1, f2) + r2(f2, f1)

)

=
∥∥∥h−1

1 (f1) ∩B({f1, f2})
∥∥∥λ2(f1)|∂f1| +

∥∥∥h−1
1 (f2) ∩ B({f1, f2})

∥∥∥λ2(f2)|∂f2|

+ λ3(f1)|∂f1|

≥
∥∥∥B({f1, f2})

∥∥∥min{λ2(f1)|∂f1|, λ2(f2)|∂f2|} + λ3(f1)|∂f1|.
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By the condition A4(λ2, λ3),

∑
u∈B({f1,f2})

|u| ≤
∥∥∥B({f1, f2})

∥∥∥min{λ2(f1)|∂f1|, λ2(f2)|∂f2|} + λ3(f1)|∂f1|

≤ r(f1, f2) + r(f2, f1).

Now, take an arbitrary face f such that {f} ∈ M . Then

r(f, f) = r1(f, f) + r2(f, f)

=
∥∥∥h−1

1 (f) ∩ B({f})
∥∥∥λ2(f)|∂f | + 0

=
∥∥∥B({f})

∥∥∥λ2(f)|∂f |.

By the condition A3(λ2),

∑
u∈B({f})

|u| ≤
∥∥∥B({f})

∥∥∥λ2(f)|∂f | = r(f, f).

Thus,

S ′
2 =

∑
u∈U

|u| =
∑

X∈M

∑
u∈B(X)

|u|

≤ ∑
(f1,f2)∈K

r(f1, f2) =
∑

f1∈∆(2)

∑
f2:(f1,f2)∈K

r(f1, f2)

=
∑

f1∈∆(2)

( ∑
f2:(f1,f2)∈K

r1(f1, f2) +
∑

f2:(f1,f2)∈K

r2(f1, f2)

)

=
∑

f1∈∆(2)

(
‖h−1

1 (f1)‖λ2(f1)|∂f1| + ‖h−1
2 (f1)‖λ3(f1)|∂f1|

)

≤ ∑
f1∈∆(2)

((
3 + 2k(f1)

)
λ2(f1)|∂f1| + 3λ3(f1)|∂f1|

)

=
∑

f∈∆(2)

((
3 + 2k(f)

)
λ2(f) + 3λ3(f)

)
|∂f |.
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Eventually,

S = n1 − S ′
1 − S ′

2

≥ n1 −
∑

f∈∆(2)

(
λ1(f) +

(
3 + 2k(f)

)
λ2(f) + 3λ3(f)

)
|∂f |

≥ n1 −
∑

f∈∆(2)

γ|∂f | = n1 − γ
(
2n1 − n

(e)
1

)
,

since λ1 + (3 + 2k)λ2 + 3λ3 ≤ γ.

Proof of the main theorem. Suppose the theorem is not true. Then let ∆ be a simple

S-map, let

k : ∆(2) → N ∪ {0}, λ1, λ2, λ3, λ4 : ∆(2) → [0, 1],

ā = (k;λ1, λ2, λ3, λ4),

and let γ be a real number such that they all together satisfy the hypotheses of the

theorem and do not satisfy the conclusion (i.e., provide a counterexample), and such

that the number of internal edges of ∆ is the minimal possible under this condition

(i.e., the theorem holds whenever the S-map has fewer internal edges). Without loss

of generality, assume that

max
∆(2)

(
λ1 + (3 + 2k)λ2 + 3λ3

)
= γ.

Then

2γ + max
∆(2)

(
(2 + k)λ2 + 2λ4

)
< 1.

In particular, γ < 1.

The hypotheses of Inductive Lemma 1 hold for ∆, ā, and γ. Therefore, by In-

ductive Lemma 1, ∆ satisfies the condition Z(2) relative to every proper simple disc
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submap. Therefore, by Inductive Lemma 2, ∆ satisfies the condition X (γ). Hence,

the theorem holds for ∆, ā, and γ, which gives a contradiction.

Corollary. Let ∆ be an S-map with at most 3 contours, whose closure is spherical.

Let λ1, λ2 ∈ [0, 1]. Suppose 2λ1 + 13λ2 < 1 and ∆ satisfies B(λ1, λ2). Then ∆

satisfies X (λ1 + 5λ2).

5 Lemma about exposed face

Lemma about exposed face. Let ∆ be a simple disc S-map. Let

k : ∆(2) → N ∪ {0}, λ2, λ4 : ∆(2) → [0, 1], γ ∈ R.

Suppose ∆ satisfies the condition Z(2) relative to every proper simple disc submap.

Suppose ∆ satisfies the conditions A1(k) and A5(λ2, λ4). Suppose every simple disc

S-submap of ∆ satisfies the condition X (γ). Then there exists a face f in ∆ satisfying

the following property : if P is a non-overlapping set of selected external arcs incident

to f , if P covers the set of all selected external edges incident to f , and if the number of

elements of P is the minimal possible under these assumptions, then ‖P‖ ≤ k(f)+1

and ∑
p∈P

|p| ≥
(
1 − 2γ −

(
2 + k(f)

)
λ2(f) − λ4(f) + ‖P‖λ2(f)

)
|∂f |.

(Such a face f may be called “exposed”).

Remark 5.1. It is possible to prove a stronger statement than the one claimed in this

lemma. Namely, under the hypotheses of the lemma, either there exists a face f in

∆ such that a corresponding set P has at most k(f) + 1 elements, and the total sum

of their lengths is at least (1− 2γ)|∂f |, or there exist at least two distinct “exposed”

faces such as in the conclusion of the lemma.
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Remark 5.2. If ∆, ā = (k;λ1, λ2, λ3, λ4), and γ satisfy the hypotheses of the main

theorem, then it follows from the main theorem that ∆, k, λ2, λ4, γ satisfy the

hypotheses of the lemma about exposed face.

Proof. Case I: there exists a simple disc submap ∆0 of ∆ whose contour is of the

form q1q2 where q1 is a selected subpath of the contour cycle of some face f0, and q2

is a subpath of ∂̄1∆. Let ∆0 be a minimal such map (which do not contain any other

such map as a submap). View ∆0 as an S-submap. Let q1, q2 and f0 be as above. It

follows from the condition Z(2) that q2 is nontrivial.

Pick a face f1 of ∆0 which has at least (1−2γ)|∂f1| selected external edges in ∆0.

Such a face exists because ∆0 satisfies the condition X (γ).

Let P1 be a non-overlapping set of double-selected arcs between f1 and f0 such

that P1 covers the set of all double-selected edges between f1 and f0. Let P2 be a

non-overlapping set of selected external arcs incident to f1 such that P2 covers the set

of all selected external edge incident to f1. Moreover, let P1 and P2 be such sets with

the minimal possible numbers of elements. Note that all the elements of P1 lie on the

path q1 and all the element of P2 lie on the path q2. Let m1 = ‖P1‖, m2 = ‖P2‖. Let

P = P1 � P2. All the elements of P are selected external arcs of ∆0 incident to f1.

By the choice of f1, ∑
p∈P

|p| ≥ (1 − 2γ)|∂f1|.

The goal is to prove that m2 ≤ k(f1) + 1 and

∑
p∈P2

|p| ≥
(
1 − 2γ −

(
2 + k(f1)

)
λ2(f1) − λ4(f1) +m2λ2(f1)

)
|∂f1|;

this will show that the face f1 is a desired one.

For i = 1, 2, if Pi 
= ∅, then enumerate all the subpaths of q−1
i which are oriented

arcs corresponding to elements of Pi, according to the order in which they appear on
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q−1
i : p

(i)
1 , . . . , p(i)

mi
. Check now that for arbitrary i, j, there is no selected subpath of

∂̄f1 with initial subpath p
(i)
j and terminal subpath p

(i)
j+1.

Suppose that for some j ∈ {n ∈ N | 1 ≤ n < m1 }, there is a selected subpath of

∂̄f1 with initial subpath p
(1)
j and terminal subpath p

(1)
j+1. Let p

(1)
j xp

(1)
j+1 be the shortest

such selected subpath. Then the path x is either selected or trivial; in either case, it

is reduced. Let y be the subpath of q1 that starts at the initial vertex of p
(1)
j+1 and

ends at the terminal vertex of p
(1)
j . The path y is reduced, as a subpath of ∂̄1∆0. Note

that p
(1)−1
j+1 yp

(1)−1
j is a subpath of q1. The cyclic path xy is the contour of some disc

submap Φ of ∆. The path x cannot be inverse to y, otherwise it would contradict

to the minimality of the number of elements of P1. Therefore, the map Φ is non-

degenerate. The corollary of Proposition 2.1 gives a contradiction with the fact that

∆ satisfies the condition Z(2) relative to every maximal simple disc submap of Φ.

Suppose that for some j ∈ {n ∈ N | 1 ≤ n < m2 }, there is a selected subpath of

∂̄f1 with initial subpath p
(2)
j and terminal subpath p

(2)
j+1. Let p

(2)
j xp

(2)
j+1 be the shortest

such selected subpath. Since the disc map ∆ is simple and the number of elements

of P2 is minimal, the path x cannot be trivial. Therefore, the path x is selected and

reduced. Let y be the subpath of q2 that starts at the initial vertex of p
(2)
j+1 and ends

at the terminal vertex of p
(2)
j . The path y is reduced, as a subpath of ∂̄1∆0. Note

that p
(2)−1
j+1 yp

(2)−1
j is a subpath of q2. The cyclic path xy is the contour of some disc

submap Φ of ∆. The path x cannot be inverse to y, otherwise it would contradict

to the minimality of the number of elements of P2. Therefore, the map Φ is non-

degenerate. By Proposition 2.1, there exists a simple disc submap ∆1 of Φ whose

contour cycle is covered by a set of 1 or 2 paths, each of which is either a subpath of x

or a subpath of y. In any case, this leads to a contradiction either with the condition

Z(2), or with the fact that ∆ is simple, or with the choice of ∆0 (its minimality).
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Thus, for arbitrary i and j, there is no selected path with initial subpath p
(i)
j and

terminal subpath p
(i)
j+1. Hence, it follows from the condition A1(k) that

m1 ≤ k(f1) + 1, m2 ≤ k(f1) + 1, m1 +m2 ≤ k(f1) + 2.

By the condition A5(λ2, λ4),

∑
p∈P1

|p| ≤
(
m1λ2(f1) + λ4(f1)

)
|∂f1|

≤
((
k(f1) + 2 −m2

)
λ2(f1) + λ4(f1)

)
|∂f1|.

Therefore,

∑
p∈P2

|p| ≥
(
1 − 2γ −

(
k(f1) + 2 −m2

)
λ2(f1) − λ4(f1)

)
|∂f1|

=
(
1 − 2γ −

(
2 + k(f1)

)
λ2(f1) − λ4(f1) +m2λ2(f1)

)
|∂f1|.

Case II: there exists no simple disc submap ∆0 of ∆ whose contour would be of

the form q1q2 where q1 would be a selected subpath of the contour cycle of some face,

and q2 would be a subpath of ∂̄1∆.

Consider an arbitrary face f of ∆. Let P be a non-overlapping set of selected

external arcs incident to f such that P covers the set of all selected external edges

incident to f , and the number of elements of P is the minimal possible. Then ‖P‖ ≤
k(f) + 1. Indeed, if P is empty, this inequality is obvious. Suppose P is not empty.

For every selected subpath q of ∂̄f , at most one element of P lies on q (because

the number of elements of P is minimal, ∆ is a simple disc map, ∆ satisfies Z(2)

relative to its simple disc submaps, and it is not Case I). If the set of all selected

subpath of ∂̄f has no maximal element, then P consists of one element (because

there exists a selected subpath q of ∂̄f such that all the elements of P lie on q), and
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‖P‖ = 1 ≤ k(f)+ 1. If the set of all selected subpath of ∂̄f has at least one maximal

element, then every element of P lies on some maximal selected subpath of ∂̄f , and

‖P‖ ≤ k(f) < k(f) + 1 (by A1(k)).

Now, pick a face f0 in ∆ which has at least (1 − 2γ)|∂f0| selected external edges.

The face f0 is a desired one.

52



chapter ii

boundedly generated groups

6 Proof of Theorem 1

Proof. Let Fn be a free group of rank n, n ∈ N. Let B = {x1, . . . , xn} be a basis

of Fn. Let λ be a positive number less than 1/13. Let S be an infinite subset of Fn

such that all the elements of S are cyclically reduced relative to B and are not proper

powers in Fn. Suppose that the symmetrization of S relative to B satisfies the small

cancellation condition C ′(λ) relative to B. The goal is to prove that there exists an

infinite simple 2-generated group P and a homomorphism φ : Fn → P such that φ

maps S surjectively onto P .

Let S ′ be an infinite subset of S which satisfies the following three properties if

the elements of Fn are regarded as reduced group words in the alphabet B:

(1) If w1sv1 or (w1sv1)
−1 belongs to S ′, and w2sv2 or (w2sv2)

−1 belongs to S ′, then

either w1 = w2 and v1 = v2, or |s| ≤ λmin{|w1sv1|, |w2sv2|}. (Here, the phrase

“w1sv1 belongs to S ′” means that the concatenation of the group words w1, s,

v1 is a reduced group word representing an element of S ′.)

(2) If u1 and u2 are elements of S ′, then u1 
= u−1
2 .

(3) If u is an element of S ′, then |u| ≥ 5.

Such a set S ′ may be obtained from S by first leaving out all the elements of length

less than 5 and then picking one representative out of each of the equivalence classes

of the following equivalence relation: call elements u1 and u2 equivalent if u2 is a

cyclic shift of u1 or u−1
1 . Note that condition (1) implies that if u ∈ S ′, then any
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common subword of u and u−1 is of length at most λ|u| (though, it also follows from

the condition C ′(λ) for S).

Let

λ1 =
5

13
− 5λ, λ2 = λ, γ =

5

13
.

Then λ1, λ2 ∈ [0, 1] and

2λ1 + 13λ2 < 1,

λ1 + 5λ2 = γ.

Let Fn+2 be a free group of rank n+2 with a basis A = {x1, . . . , xn, a, b}, containing

Fn as a subgroup. Note that Fn+2 is the inner free product of the subgroup Fn and

the subgroup generated by {a, b}. In the rest of this proof, all the elements of Fn+2

shall be regarded as reduced group words in the alphabet A. The product of two

elements of Fn+2 shall mean the concatenation of the group words; it may be not

reduced. The usual group multiplication will not be used.

Split the set S ′ into the disjoint union of two infinite sets S1 and S2. The first

step of “constructing” the group P consists in imposing three systems of relations on

the group Fn+2. The first system of relations uses elements of S1 and ensures that

every element of the obtained quotient group G is represented by some element of

S1 (in particular, the quotient homomorphism maps Fn onto G); the second system

uses elements of S2 and ensures that the quotient group G has no nontrivial finite

homomorphic images; the third system ensures that the elements of G represented by

a and b generate the whole of G. The main theorem shall be used for proving that

the quotient group G is not trivial. The second step of constructing P consists in

taking the quotient of G over its maximal proper normal subgroup.

Let v1,1, v1,2, v1,3, . . . be a list of all reduced group words in the alphabet A. Using

infiniteness of S1 and finiteness of B, it is easy to show that there exists a system
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{u1,i}+∞
i=1 of pairwise distinct elements of S1 such that λ1|u1,i| ≥ |v1,i| for every i ∈ N.

For every i ∈ N, let

r1,i = u1,iv
−1
1,i .

(Here, r1,i is the concatenation of u1,i and v−1
1,i ; it does not need to be reduced.) Let

R1 = { r1,i | i = 1, 2, . . .}.
Let a function from a set X to a group G be called trivial if it maps all the

elements of X to the neutral element of G. Let M be a set of nontrivial finite groups

such that every nontrivial finite group is isomorphic to exactly one group in M . Such

a set M exists and is countable. Informally speaking, M is a set of up to isomorphism

all nontrivial finite groups. Let T be the set of all ordered pairs (G,ψ) where G ∈M ,

and ψ is a nontrivial function from A to G. Clearly, T is countable. Let (G1, ψ1),

(G2, ψ2), . . . be a list of all elements of T (without recurrences). Let u2,1, u2,2, u2,3,

. . . be a list (without recurrences) of elements of S2 of length at least 1/λ1. For every

i ∈ N, let v2,i be a group word over A of minimal length such that the values of v2,i

and u2,i in Gi with respect to ψi are not equal. Clearly, the length of every such v2,i

is either 0 or 1. For every i ∈ N, let

r2,i = u2,iv
−1
2,i .

Let R2 = { r2,i | i = 1, 2, . . .}.
Let S3 = {u3,1, . . . , u3,n} be a set consisting of n reduced group words of length

at least 1/λ1 in the alphabet {a, b} which satisfies the same three conditions as those

required of S ′ above. (Such a set S3 exists.) For every i ∈ {1, . . . , n}, let v3,i = xi

and

r3,i = u3,iv
−1
3,i .

Let R3 = { r3,i | i = 1, . . . , n }.
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Let

R = R1 ∪R2 ∪R3.

Let G be the group defined by the presentation 〈A ‖R 〉. This group may be naturally

identified with a quotient group of Fn+2. Let φ1 : Fn+2 → G be the corresponding

epimorphism.

Because of the relations r = 1, r ∈ R1, the homomorphism φ1 maps S1 onto G.

Because of the relations r = 1, r ∈ R2, the group G has no nontrivial finite

quotients. Indeed, suppose G has a nontrivial finite quotient. Then for some i there

exists an epimorphism φ2 from G onto Gi such that φ2 ◦φ1 extends ψi. On one hand,

the value of the word r2,i in Gi with respect to ψi is nontrivial by the construction

of r2,i. On the other hand, the value of r2,i in G with respect to φ1 is 1 since r2,i ∈ R;

therefore, the value of r2,i in Gi with respect to φ2◦φ1 is 1. This gives a contradiction.

Because of the relations r = 1, r ∈ R3, the group G is generated by φ1(a) and

φ1(b).

The only property of G that still needs to be established, is that G is nontrivial.

Suppose G is trivial. Then, by van Kampen’s Lemma, for any group word v in the

alphabet A, there exists a disc diagram ∆ over the presentation 〈A ‖R 〉 such that

the label of the contour of ∆ is v. In particular, there exists a reduced disc diagram

over 〈A ‖R 〉 whose contour has length 1. Let ∆ by such a diagram. Clearly, it is

simple.

Define a selection on ∆ as follows. Consider all the faces of ∆ one-by-one. Take

an arbitrary face Π of ∆ on which the selection has not been defined yet. Let i and

j be such indices that the label of some representative of ∂̄Π is either ri,j or r−1
i,j .

Then there exist paths p and q such that pq is a representative of ∂̄Π, and either

�(p) = ui,j and �(q) = v−1
i,j , or �(p) = u−1

i,j and �(q) = vi,j. In both cases, such a path

p is reduced since the word ui,j is reduced. Let the selection on Π consist of all the

nontrivial subpaths of this p. The diagram ∆ has become a diagram with selection
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or an S-diagram.

Now, check that the S-diagram ∆ satisfies the condition B(λ1, λ2).

The condition B0 follows directly from the construction of the selection.

In order to check the condition B1(λ1), consider an arbitrary face Π and the cor-

responding subpaths p and q of its contour cycle used above in defining the selection

on Π. Note that p is the only maximal selected subpath of ∂̄Π, and q is the “com-

plement” of p in ∂̄Π. Take i and j such that p is labelled by ui,j or u−1
i,j , and q is

labelled by v−1
i,j or vi,j. By the construction of the words ui,j and vi,j, the inequality

λ1|ui,j| ≥ |vi,j| holds. Therefore,

|q| ≤ λ1|p| ≤ λ1|pq| = λ1|∂Π|.

The condition B1(λ1) follows.

To check the condition B2(λ2), means to prove that for all faces Π of ∆, the length

of every double-selected oriented arc t which is a subpath of ∂̄Π is at most λ2|∂Π|.
Consider first an arbitrary intra-facial double-selected oriented arc t. Let Π be the

face whose contour cycle has t as a subpath. Let p be the maximal selected subpath

of ∂̄Π, and q be such that pq is a representative of ∂̄Π (the same notation as above).

Let u = �(p). By the choice of the selection, either u or u−1 belongs to S ′ ∪ S3. The

contour cycle of Π has the form 〈ts1t
−1s2〉. Since t and t−1 are selected, and there is

exactly one maximal selected subpath of ∂̄Π, either ts1t
−1 or t−1s2t is selected. So,

either ts1t
−1 or t−1s2t is a subpath of p. In either case, �(t) is a common subword of

u and u−1. Therefore,

|t| ≤ λ|p| ≤ λ|∂Π| = λ2|∂Π|

(see property (1) of S ′ and S3).

Consider next an arbitrary inter-facial double-selected oriented arc t. Let Π1 be

the face whose contour cycle has t as a subpath, and Π2 be the face whose contour
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cycle has t−1 as a subpath (t is between Π1 and Π2). Let p1 be the maximal selected

subpath of ∂̄Π1, and p2 be the maximal selected subpath of ∂̄Π2. By the choice of

the selection, |p1| ≤ |∂Π1| and |p2| ≤ |∂Π2|. Let u1 = �(p1) and u2 = �(p2). One of

the words u1, u
−1
1 and one of the words u2, u

−1
2 belong to S ′ ∪ S3. The label of t is

a common subword of u1 and u−1
2 . If |t| > λ|p1| or |t| > λ|p2|, then the pair of faces

{Π1,Π2} is cancellable (follows from the properties of S ′ and S3, the fact that S ′ and

S3 use disjoint alphabets, and the construction of R). Since ∆ is reduced, this cannot

happen. Therefore,

|t| ≤ λ|p1| ≤ λ|∂Π1| = λ2|∂Π1|.

Thus, ∆ satisfies the condition B2(λ2).

Since ∆ satisfies the condition B(λ1, λ2), by the corollary of the main theorem,

the length of its contour is at least (1 − 2γ)
∑

f∈∆(2)|∂Π|. Since

(1 − 2γ)
∑

f∈∆(2)

|∂Π| ≥ (1 − 2γ) min
{
|r|
∣∣∣ r ∈ R

}

≥ (1 − 2γ) min
{
|u|

∣∣∣ u ∈ S1 ∪ S2 ∪ S3

}
≥ 3

13
· 5 > 1,

this contradicts to the assumption that the length of the contour of ∆ is 1. Hence,

the group G could not be trivial.

By Zorn’s Lemma, there exists a maximal proper normal subgroup N of the

group G since G is finitely generated. Let P = G/N . Let φ2 : G → P be the

quotient homomorphism. Then P is a desired infinite simple 2-generated group, and

φ = φ2 ◦ φ1|Fn is a desired epimorphism Fn → P .

Proof of the corollary of Theorem 1 (see Introduction). Take a free group F of rank

27 with a basis {a1, . . . , a27}. Let

S = { am
1 · · ·am

27 | m ∈ N }.
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The symmetrization of the set S obviously satisfies the condition C ′( 2
27

+ ε) relative

to the basis {a1, . . . , a27} for any ε > 0. Therefore, by Theorem 1, there exists an

infinite simple 2-generated group G and a homomorphism φ : F → G such that φ

maps S onto G. Let xi = φ(ai), i = 1, . . . , 27.

7 Proof of Theorem 2

7.a Group construction

Take an arbitrary integer n ≥ 63. Choose a positive λ1 < 1 such that

(
4 +

2nλ1

1 − λ1

)
λ1 ≤ 1

n
. (1)

(It suffices if, for example, 0 < λ1 ≤ 1/(5n).)

Let A = {x1, . . . , xn} be an n-letter alphabet. Call a group word w over A regular

if it has the form xk1
1 x

k2
2 . . . xkn

n where ki ∈ Z. (In particular, regular group words

are cyclically reduced.) Call a group word w counter-regular if w−1 is regular. The

empty word is both regular and counter-regular. So is every group word that is a

letter power.

Impose an order on the set of all reduced group words in the alphabet A to make

it order-isomorphic with the set of natural numbers. For example, use the deg-lex

order: x1, x
−1
1 , x2, . . . , x−1

n , x2
1, x1x2, x1x

−1
2 , . . . . Define a sequence of sets {Ri}+∞

i=0

inductively.

First, let R0 = ∅.
Second, if i > 0 and every group word over A equals a regular word modulo the

relations r = 1, r ∈ Ri−1, then let Ri = Ri−1.

Last, if i > 0 and some group word over A is not equal to any regular word
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modulo the relations r = 1, r ∈ Ri−1, then let wi be the least reduced group word

(with respect to the chosen order) that does not start with x±1
1 , does not end with

x±1
n , and is not equal to any regular word modulo the relations r = 1, r ∈ Ri−1

(clearly such wi exists). Choose a natural number mi such that

i > j ⇒ mi 
= mj , (2)

i > j ⇒ nmi + |wi| ≥ nmj + |wj|, (3)

λ1

(
nmi + |wi|

)
≥ |wi|. (4)

(These conditions may be satisfied by choosing a sufficiently large mi.) Define

ri = xmi
1 xmi

2 . . . xmi
n w−1

i , (5)

and let Ri = Ri−1 ∪ {ri}. Note that |ri| = nmi + |wi|.
Eventually, let

R =
+∞⋃
i=1

Ri, (6)

and let G be the group defined by the presentation 〈A ‖ r = 1, r ∈ R〉.
Observe that all elements of R are cyclically reduced.

Along with {Ri}+∞
i=0 , the sequences {wi}i=1,..., {mi}i=1,..., and {ri}i=1,..., infinite or

finite, have been constructed.

Note that the above construction scheme does not specify R uniquely and is

flexible as to the choice of {wi}i=1,... and {mi}i=1,....

7.b Properties of the group

In this section some properties of the defined above group G are established. In

particular, it is shown that G is an example that provides the negative answer to
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Bludov’s question.

Adopt the notation of subsection 7.a. In particular, define n and λ1 the same way.

Let λ2 = 2/n, γ = λ1 + 5λ2. Then

2λ1 + 13λ2 < 1 (7)

and

1 − 2γ − 2λ1 − 2nλ2
1

1 − λ1
≥ 1 − 21

n
. (8)

In particular γ < 1/2. It is known that 21 × 3 = 63; this explains why 63.

Inequality (4) is equivalent to

mi ≥ 1 − λ1

n

(
nmi + |wi|

)
. (9)

Combining (4), (9), and (3), obtain

j ≤ i ⇒ |wj| ≤ nλ1

1 − λ1
mi. (10)

Inequality (1) implies that λ1 < 1/(4n) < 1/(2n + 1). It follows from this and from

(10) that

j ≤ i ⇒ |wj| < mi

2
. (11)

If w is a group word over A, let [w]G, or [w]R, or simply [w], denote the element of

G represented by w. Let a1, . . . , an be the elements of G represented by the one-letter

group words x1, . . . , xn, respectively (in terms of “brackets,” ai = [xi]).

In this section a selection on a diagram ∆ is called special if the contour cycle of

every face Π of ∆ has two subpaths s and t such that:

• 〈st〉 = ∂̄Π;

• s is the only maximal selected subpath of ∂̄Π;
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• there is m ∈ N such that either �(s) = xm
1 x

m
2 . . . x

m
n or �(s) = x−m

n x−m
n−1 . . . x

−m
1 ;

• |s| > n

2n− 2
|∂Π| (note that |∂Π| = |s| + |t|).

On every diagram ∆ over 〈A ‖R 〉, there exists a unique special selection. (In fact,

if ∆ is a diagram over an arbitrary group presentation, and a special in the above

sense selection on ∆ exists, then it is unique.) A diagram over 〈A ‖R 〉 together with

a special selection shall be called a special S-diagram. Note that if s is the maximal

selected subpath of the contour cycle of a face Π of a special S-diagram over 〈A ‖R 〉,
then |s| ≥ (1 − λ1)|∂Π|, which is stronger than the inequality in the definition of a

special selection.

If ∆ is a diagram over 〈A ‖R 〉, Π is a face of ∆, then define the rank of the

face Π to be such j that the label of some representative of ∂̄Π is r±1
j . Clearly, the

rank of a face is well-defined. Let the rank of a face Π be denoted by rank(Π). Note

that if rank(Π1) ≥ rank(Π2), then |∂Π1| ≥ |∂Π2|. The ranks of two faces in a special

S-diagram over 〈A ‖R 〉 are equal if and only if the lengths of the maximal selected

subpaths of their contour cycles are equal (follows from (2)).

Proposition 7.1. Every weakly reduced special S-diagram over 〈A ‖R 〉 satisfies the

condition B(λ1, λ2).

Proof. Let ∆ be a weakly reduced special S-diagram over 〈A ‖R 〉. Clearly, ∆ satis-

fies B0.

If Π is a face of ∆, s is the maximal selected subpath of ∂̄Π, t is the path such

that 〈st〉 = ∂̄Π, then �(s) = (x
mj

1 x
mj

2 . . . x
mj
n )±1 and �(t) = w∓1

j where j = rank Π.

Since |wj| ≤ λ1|rj | (see (4)), have that |s| ≥ (1 − λ1)|∂Π|. Hence, ∆ satisfies B1(λ1).

If u is a double-selected oriented arc, then �(u) is a subword of a word of the form

xm
l x

m
l+1 or x−m

l+1x
−m
l (since ∆ is weakly reduced). Therefore, if such u is a subpath

of the contour cycle of a face Π, then |u| < (2/n)|∂Π| = λ2|∂Π|. Hence, ∆ satisfies

B2(λ2).
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Corollary 7.1.a. If ∆ is a weakly reduced special S-diagram over 〈A ‖R 〉 with at

most 3 contours and with spherical closure, and S is the number of selected external

edge of ∆, then

S ≥ (1 − 2γ)
∑

Π∈∆(2)

|∂Π|.

Proof. Follows from the proposition and the corollary of the main theorem.

Corollary 7.1.b. The group presentation 〈A ‖R 〉 is strongly aspherical in the sense

that no spherical diagram over 〈A ‖R 〉 is weakly reduced.

Proof. Every weakly reduced special spherical S-diagram over 〈A ‖R 〉 has at least

(1 − 2γ) · 2 selected external edges and therefore does not exist (γ < 1/2).

Proposition 7.2. Let ∆ be a special non-degenerate S-diagram over 〈A ‖R 〉. Let B

be an arbitrary non-empty subset of A, let k = |B|. Let S be the number of selected

external edges of ∆ whose labels are in B. Then

S <
k

n

∑
Π∈∆(2)

|∂Π|.

Proof. If Π is a face of ∆, and s is the maximal selected subpath of ∂̄Π, then �(s) =

(x
mj

1 x
mj

2 . . . x
mj
n )±1 where j = rank Π. Therefore, the number of selected external

edges of ∆ incident to Π whose labels are in B is at most (k/n)|s| < (k/n)|∂Π|.
Since this is true for every face Π of ∆, the desired inequality follows.

Definition. Let 〈B ‖ S 〉 be a finite group presentation. A function f N → R is

called an isoperimetric function of 〈B ‖ S 〉 if for every group word w over B equal

to 1 modulo the relations r = 1, r ∈ S, there exists a disc diagram ∆ over 〈B ‖ S 〉
with at most f(|w|) faces such that w = �(∂1∆). The minimal isoperimetric function

of 〈B ‖ S 〉 is called the Dehn function of 〈B ‖ S 〉.
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Proposition 7.3. If 〈B ‖ S 〉 is a finite subpresentation of 〈A ‖R 〉 (B is a subset

of A, and S is a subset of R), then the function f N → R given by the formula

f(k) =
k

1 − 2γ

is an isoperimetric function of 〈B ‖ S 〉 (recall that γ < 1/2).

Proof. If ∆ is a weakly reduced disc diagram over 〈B ‖ S 〉, and 〈q〉 = ∂̄1∆, then, as

follows from Corollary 7.1.a of Proposition 7.1,

|q| ≥ (1 − 2γ)
∑

Π∈∆(2)

|∂Π| ≥ (1 − 2γ)‖∆(2)‖.

Hence, ‖∆(2)‖ ≤ f(|q|).

Corollary 7.3.a. Every finite subpresentation of 〈A ‖R 〉 presents a hyperbolic group.

Proof. Use the characterization of hyperbolic groups in terms of isoperimetric func-

tions of their finite presentations. According to Theorem 2.5, Theorem 2.12, and

Corollary of the latter in [ABC+91], a group is hyperbolic if and only if it has a finite

presentation with a linear isoperimetric function. (Note that in [ABC+91] all isoperi-

metric functions in the sense of the last definition are called “Dehn functions.”)

Let deg-lex be the order on the set of all group words over A described as follows.

Two group words are compared first by length, second alphabetically according to

the following order on the group letters: x1 < x−1
1 < x2 < · · · < xn < x−1

n . For

example, xnxn < x1x1x1 and x1x2x3 < x1x3x2.

Proposition 7.4. If the order on reduced group words used in subsection 7.a for

choosing {wi}i=1,... is deg-lex, N is a positive integer, and mi = N |wi|+ i for every i

for which ri is defined, then the presentation 〈A ‖R 〉 is recursive.
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Proof. If the presentation 〈A ‖R 〉 is finite, then it is recursive. (It will be shown in

subsection 7.c that it cannot be finite.) Now, assume that the presentation is infinite.

Let C be the set of all 4-tuples (S, E, u, v) such that S is a finite set of group

words over A, E is a rational number, u and v are group words over A, and there

exists a disc diagram over 〈A ‖ S 〉 with at most E edges such that the label of its

contour is uv−1. The set C is recursive.

Let q be a rational number such that q ≥ 1/(1 − 2γ). Let D be the set of all

3-tuples (S, u, v) such that

(
S, 1 + qL

2
(|u| + |v|), u, v

)
∈ C

if L is the maximum of the lengthes of the elements of S. The set D is recursive.

This set describes consequences of a given finite set of relations as explained below.

Let f be the function N → R, k �→ qk. Consider an arbitrary finite S such that f

is an isoperimetric function of 〈A ‖ S 〉. Let u and v be arbitrary group words over A.

Then the relation u = v is a consequence of the relations of 〈A ‖ S 〉 if and only if

(S, u, v) ∈ D.

Consider the following algorithm:

Input: a positive integer j.

Step 1: Produce the set S of outputs of this algorithm on

the inputs 1, ..., j − 1. (Do not stop if the algorithm

does not stop on at leas one of those inputs; if j = 1,

then S = ∅.) Let L be the maximum of the lengthes of

the elements of S if S is non-empty, and 0 otherwise.

Step 2: Find the least (with respect to deg-lex) group word

w over A such that for every regular group word u of
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length at most (n + 1)|w|+ n4L, (S, u, w) 
∈ D. (Do not

stop if there is no such w.) Let m = N |w| + j.

Output: xm
1 x

m
2 . . . x

m
n w

−1.

It shall be shown by induction that on every input j ∈ N, the algorithm stops and

gives rj as the output. It will follow that R is recursive because the length of rj is an

increasing function of j.

Take an arbitrary k ∈ N. If k > 1, assume that it is already proved that for every

positive integer j < k, the algorithm gives rj as the output on the input j. Consider

the work of the algorithm on the input k.

By the inductive assumption, the set S produced on Step 1 coincides with Rk−1.

In particular, f is an isoperimetric function of 〈A ‖ S 〉. Note that L = |rk−1| if k > 1,

and L = 0 if k = 1.

By the choice of wk, this word is not equal to any regular group word modulo the

relations of 〈A ‖ S 〉. Therefore, Step 2 of the algorithm is carried out in finite time,

and the obtained group word w is not greater than wk with respect to the deg-lex

order.

To complete the inductive step and the proof of this proposition, it suffices to

show that the group word w obtained on Step 2 is wk. Suppose w is distinct from wk.

Since w < wk relative to deg-lex, it follows from the choice of wk that w equals

some regular group word modulo the relations of 〈A ‖ S 〉. Let u be such a regular

group word. By the choice of w,

|u| > (n+ 1)|w| + n4L.

Let ∆ be a weakly reduced special disc S-diagram over 〈A ‖ S 〉 such that �(∂1∆) =

uw−1. Let b and p be the paths such that �(b) = u, �(p) = w−1, and 〈bp〉 = ∂̄1∆.

Let b1, b2, . . . , bn be the subpaths of b such that b = b1b2 . . . bn, and for every
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i = 1, 2, . . . , n, the label of bi is a power of xi. For every i = 1, 2, . . . , n, let Bi be the

set of all edges that lie on bi. Let Σ be the sum of the degrees of all the faces of ∆.

Let T be the number of selected external edges of ∆ that lie on b.

Since �(b) is regular, no two oriented edges of b are inverse to each other. Hence,

|b| ≤ Σ + |p|.

Let Σ1 be the sum of the degrees of all faces of ∆ that are incident with edges

from at least 3 distinct sets from among B1, . . . , Bn. If 1 ≤ i1 < i2 < i3 ≤ n, then

there is at most one face that is incident to edges from all three sets Bi1 , Bi2 , Bi3 .

Therefore, Σ1 ≤ n3L (the degree of every face of ∆ is at most L). Let Σ2 be the

sum of the degrees of all faces of ∆ that are incident with edges from no more than

2 distinct sets from among B1, . . . , Bn.

One one hand,

T ≤ Σ1 +
2

n
Σ2 ≤ n3L+

2

n
Σ.

On the other hand, by Proposition 7.1 and the Main Lemma,

T + |p| ≥ (1 − 2γ)Σ.

Therefore,

(1 − 2γ)Σ ≤ n3L+
2

n
Σ + |p|,(

1 − 2γ − 2

n

)
Σ ≤ |p| + n3L,

n− 23

n
Σ ≤ |p| + n3L,

Σ ≤ n|p| + n4L,

|b| ≤ (n + 1)|p| + n4L.

In other terms, |u| ≤ (n+ 1)|w| + n4L. This gives a contradiction.

Thus, w = wk, and the inductive step is done.
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Everything is ready now to start proving properties of G.

Property 1. For every (n − 21)-element subset I of the set {1, . . . , n}, the system

{ai}i∈I freely generate a free subgroup F of G (of rank n − 21). Moreover, every

two elements in such a free subgroup F are conjugate in G only if they are conjugate

in F .

Proof. Suppose that Property 1 does not hold. Take a set I ⊂ {1, . . . , n} of n − 21

elements that provides a counterexample. Let B = { xi | i ∈ I }.
If the system {ai}i∈I does not freely generate a free subgroup of G, then there

is a weakly reduced disc diagram ∆ over 〈A ‖R 〉 such that the label of its contour

is a cyclically reduced non-empty group word over the alphabet B. Clearly, such a

diagram ∆ is non-degenerate (has a face).

If the system {ai}i∈I does freely generate a free subgroup F of G, but there are

two elements of F that are conjugate in G but not in F , then let v1 and v2 be two

cyclically reduced group words over B that represent two such elements. The group

words v1 and v2 are not cyclic shifts of each other, and neither of them represents the

identity of G. Since [v1] and [v2] are nontrivial but are conjugate in G, there exists

a weakly reduced annular diagram ∆ over 〈A ‖R 〉 such that the label of one of its

contours is v1, and the label of its other contour is v−1
2 (see Lemma V.5.2 in [LS01]).

Clearly, such ∆ is non-degenerate.

Thus, to obtain a contradiction and complete the proof, it is enough to show that

there is no weakly reduced non-degenerate disc nor annular diagram over 〈A ‖R 〉
with fewer than n− 20 distinct basic letters on its contour(s).

Let ∆ be an arbitrary special weakly reduced non-degenerate disc or annular S-

diagram over 〈A ‖R 〉. (Recall that a special selection exists on every diagram over

〈A ‖R 〉.) Suppose that ∆ has fewer than n − 20 distinct basic letters of A on its

contour(s). Let S be the total number of selected external edges of ∆. On one hand,
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by Proposition 7.2,

S <
n− 21

n

∑
Π∈∆(2)

|∂Π|.

On the other hand, by Corollary 7.1.a of Proposition 7.1,

S ≥ (1 − 2γ)
∑

Π∈∆(2)

|∂Π|.

Since

1 − 2γ >
n− 21

n
,

have a contradiction.

The proof of the next property is not so straightforward.

Property 2. For every element g of G, there exist unique k1, . . . , kn ∈ Z such that

g = ak1
1 . . . akn

n .

The uniqueness is the “hard part” of Property 2. It shall be proved by contradic-

tion. Main steps of the proof are stated below as Lemmas 7.1–7.16. These lemmas

share some common assumptions about an S-diagram ∆.

Assume that ∆ is a special disc S-diagram over 〈A ‖R 〉 whose contour is of the

form p1p2 such that �(p1) and �(p−1
2 ) are distinct regular group words, and �(p1p2) is

cyclically reduced. Suppose, moreover, that ∆ is such an S-diagram with the minimal

possible number of faces. In particular, if ∆′ is a nontrivial disc diagram over 〈A ‖R 〉,
and �(∂1∆

′) is regular or counter-regular, then ‖∆′(2)‖ ≥ ‖∆(2)‖.

Lemma 7.1. The diagram ∆ is weakly reduced.

Proof. This easily follows from the minimality of the number of faces of ∆.

Lemma 7.2. The diagram ∆ is simple.
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Proof. Use the minimality of ∆ again. Some maximal simple disc S-subdiagram

of ∆ satisfies all the assumptions made about ∆ (this follows, for example, from

Proposition 3.1 of [Mur05]), and hence it must be the whole of ∆.

Lemma 7.3. If ∆′ is a disc S-subdiagram of ∆, and S is the number of selected

external edge of ∆′ (external in ∆′), then

S ≥ (1 − 2γ)
∑

Π∈∆′(2)
|∂Π|.

Proof. Follows directly from Lemma 7.1 and Corollary 7.1.a of Proposition 7.1.

Lemma 7.4. If ∆′ is a disc subdiagram of ∆, p1 and p2 are paths, 〈p1p2〉 = ∂̄1∆
′,

and the reduced forms of �(p1) and �(p−1
2 ) are regular, then ∆′ either is degenerate

or coincides with ∆.

Proof. Suppose ∆′, p1, and p2 are such as in the hypotheses of the lemma.

Case 1: �(p1) and �(p−1
2 ) are freely equal. Then the label of every representative of

∂̄1∆
′ is freely trivial and therefore ∆′ is degenerate. Indeed, if ∆′ was non-degenerate,

there would exist a disc diagram over 〈A ‖R 〉 with the same label of the contour as

∆ but with fewer faces (faces of ∆′, possibly together with some of the others, could

be “eliminated” from ∆), which would contradict the minimality of ∆.

Case 2: �(p1) and �(p−1
2 ) are not freely equal. Then take ∆′ and repeatedly fold

labelled external edges and “cut off,” whenever necessary, “branches” with freely

trivial contour labels until obtain a disc diagram ∆′′ such that the labels of the rep-

resentatives of ∂̄1∆
′′ are cyclically reduced. Clearly, ∆′′ is a non-degenerate diagram

over 〈A ‖R 〉, the label of every representative of ∂̄1∆
′′ is a cyclically reduced form

of �(p1p2), and ‖∆′′(2)‖ ≤ ‖∆′(2)‖. By the minimality of ∆, such a diagram ∆′′

cannot have fewer faces than ∆. Therefore, ∆′(2) = ∆(2) and, since ∂1∆ is cyclically

reduced, ∆′ coincides with ∆.
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Figure 1: The paths b1, b2, l1, and l2 in ∆.

Lemma 7.5. The diagram ∆ has more than 1 face.

Proof. This easily follows from the form of elements of R.

Lemma 7.6. There are at least n− 20 distinct basic letters on ∂1∆.

Proof. Follows from Property 1.

Let b1 be the maximal subpath of ∂̄1∆ whose label is regular but not counter-

regular (is not a letter power). Let b2 be the maximal subpath of ∂̄1∆ whose label is

counter-regular but not regular. Since, according to Lemma 7.6, there are at least 2

distinct basic letters on ∂1∆, the paths b1 and b2 are well-defined. (If, say, the label of

some representative of ∂̄1∆ is x1x2x3 . . . x42x43x42x2x1, then �(b1) = x2
1x2 . . . x43, and

�(b2) = x43x42x2x
2
1.) The label of each of the paths b1 and b2 has at least 2 distinct

basic letters. Let l1 be the initial subpath of b1 that is a terminal subpath of b2, and

l2 be the initial subpath of b2 that is a terminal subpath of b1. Both l1 and l2 are

nontrivial (see Fig. 1). The labels of l1 and l2 are letter powers.

Lemma 7.7. Every selected external arc of ∆ lies on at least one of the paths b1

or b2.
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Proof. Follows from the fact that the label of every selected oriented arc is either

regular or counter-regular.

The following observation is obvious but deserves mentioning because it is used

implicitly in the proofs of Lemmas 7.8, 7.10, and 7.13 several times.

Suppose p1, p2, and q are paths in a diagram over 〈A ‖R 〉, and q is nontrivial.

Then

• if the products p1q and q−1p2 are defined and their labels are regular, then �(q)

is a letter power, and the reduced form of �(p1p2) is regular;

• if the products p1q and qp2 are defined and their labels are regular, then �(p1qp2)

is regular.

Since Lemma 7.7 and many of the remaining lemmas deal with selected external

arcs or selected external oriented arcs, it is advisable to review these concepts. An

oriented arc of a graph (or a 2-complex) is a simple path whose all vertices, except,

possibly, the end-vertices, have degree two in the given graph. A (non-oriented) arc

is a pair of mutually inverse oriented arcs. An arc is incident to a face Π if (and only

if) at least one of the associated oriented arcs is a subpath of ∂̄Π. Every external arc

of a (semi-)simple map is incident to exactly one face. An oriented arc is selected

if (and only if) it is selected as a path (in particular, it must be a subpath of the

contour cycle of some face). An external arc is selected if (and only if) it is incident

to some face Π and the associated oriented arcs that is a subpath of ∂̄Π is selected.

Distinct maximal selected external arcs of ∆ never overlap.

Lemma 7.8. In the diagram ∆, every face is incident with at most 1 maximal selected

external arc.

Proof. Consider an arbitrary face Π of ∆. Suppose Π is incident with at least 2

distinct maximal selected external arcs.
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Let u1 and u2 be distinct maximal selected external oriented arcs of ∆ that are

subpaths of ∂̄Π. (They do not overlap.) Let s be the maximal selected subpath of

∂̄Π. Without loss of generality, assume that u1 precedes u2 as a subpath of s. Let v

be such a path that u1vu2 is a subpath of s. Since ∆ is simple (see Lemma 7.2), and

u1 and u2 are maximal, it follows that v is nontrivial, and the first and last oriented

edges of v are internal in ∆.

Suppose v has a simple cyclic subpath p. Then p is the contour of a proper simple

disc subdiagram of ∆. Since �(p) is regular or counter-regular, this contradicts the

minimality of ∆. Hence, the path v is simple and not cyclic (equivalently, every vertex

occurs in v at most once).

Let v1 be the minimal subpath of ∂̄1∆ such that u−1
1 and u−1

2 are respectively its

initial and terminal subpaths. Let v2 be the path such that 〈v1v2〉 = ∂̄1∆. The paths

v1v
−1 and v2v are cyclically reduced and are the contours of two disc subdiagrams

of ∆. Let ∆′
1 and ∆′

2 be the subdiagrams with the contours v1v
−1 and v2v, respec-

tively. Note that Π ∈ ∆′
1(2), and ∆(2) is the disjoint union of ∆′

1(2) and ∆′
2(2).

The diagram ∆′
1 is simple. The diagram ∆′

2 is non-degenerate. Both ∆′
1 and ∆′

2 are

proper subdiagrams of ∆.

The labels of u1 and u2 are both regular or both counter-regular. Therefore, each

of the paths u−1
1 and u−1

2 is a subpath of one of the paths b1 or b2 (see Lemma 7.7).

Consider the following 4 cases (see Fig. 2; shaded subdiagrams are the “sources of

contradiction”):

Case 1: u−1
1 and u−1

2 are subpaths of b1. Then either v1 or u−1
2 v2u

−1
1 is a subpath

of b1 as well. Suppose v1 is a subpath of b1. Then �(v1) is regular, �(u1) and �(u2) are

letter powers, and �(u1vu2) is regular. Therefore, v1v
−1 cannot be the contour of a

proper non-degenerate disc subdiagram (see Lemma 7.4). This gives a contradiction.

Suppose u−1
2 v2u

−1
1 is a subpath of b1. Then �(u−1

2 v2u
−1
1 ) is regular, and �(u1vu2) is

counter-regular. Therefore, v2v cannot be the contour of a proper non-degenerate
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Case 4

v1

u1

v

u1

t
vu2

vt

u2

Π

v1

t
v

u2u1

v1

Π

u2

u1Π

Case 1

Case 3

u2

Π

u1t

v2

u1 t
v

u2Π

Case 2

v2

v

tv1Π

Figure 2: Cases 1–4, Lemma 7.8.
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disc subdiagram. This gives a contradiction.

Case 2: u−1
1 and u−1

2 are subpaths of b2. When proving impossibility of Case 1,

it was essentially shown that no face of ∆ can be incident with 2 distinct maximal

selected external arcs lying on b1. Since all the assumptions made about ∆ hold for

its mirror copy as well, the same statement appropriately reformulated must hold for

the mirror copy of ∆. Namely, no face of the mirror copy of ∆ can be incident with 2

distinct maximal selected external arcs lying on b−1
2 (b−1

2 plays the same role for the

mirror copy of ∆ as b1 does for ∆). This means that Case 2 is impossible.

Case 3: u−1
1 is a subpath of b1, and u−1

2 is a subpath of b2. Pick a subpath p1 of

b1 and a subpath p2 of b2 such that u−1
1 is an initial subpath of p1, u

−1
2 is a terminal

subpath of p2, and p1p2 = v1. Then �(p1) is regular, �(p2) is counter-regular, and

�(u−1
2 v−1u−1

1 ) is regular or counter-regular. If �(u−1
2 v−1u−1

1 ) is regular, then �(v−1p1) is

regular. If �(u−1
2 v−1u−1

1 ) is counter-regular, then �(p2v
−1) is counter-regular. In either

case 〈p2v
−1p1〉 = 〈v1v

−1〉 cannot be the contour cycle of a proper non-degenerate disc

subdiagram. This gives a contradiction.

Case 4: u−1
1 is a subpath of b2, and u−1

2 is a subpath of b1. Pick a subpath p1 of

b2 and a subpath p2 of b1 such that u−1
1 is an initial subpath of p1, u

−1
2 is a terminal

subpath of p2, and p1p2 = v1. Then �(p1) is counter-regular, �(p2) is regular, and

�(u−1
2 v−1u−1

1 ) is regular or counter-regular. If �(u−1
2 v−1u−1

1 ) is regular, then �(p2v
−1) is

regular. If �(u−1
2 v−1u−1

1 ) is counter-regular, then �(v−1p1) is counter-regular. In either

case 〈p2v
−1p1〉 = 〈v1v

−1〉 cannot be the contour cycle of a proper non-degenerate disc

subdiagram. This gives a contradiction.

(Case 4 is symmetric with Case 3, but this symmetry is not simply the mirror

symmetry as between Cases 1 and 2. Say, if Case 4 was indeed the case for ∆, then

the mirror copy of ∆ would be just another example for the same Case 4, not Case 3.)

A contradiction is obtained in each of the 4 cases, and no other cases exist.

Lemma 7.9. There are a face Π and a path s′ in ∆ such that :
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• s′ is a selected subpath of ∂̄Π;

• s′ is a maximal selected external oriented arcs of ∆;

• the n− 40 basic letters x21, x22, . . . , xn−20 all occur in �(s′).

Proof. Let for every face Π of ∆, S(Π) denote the number of selected external edges

of ∆ incident to Π. By Lemma 7.3,

∑
Π∈∆(2)

S(Π) ≥ (1 − 2γ)
∑

Π∈∆(2)

|∂Π|.

Hence, there exists a face Π of ∆ such that

S(Π) ≥ (1 − 2γ)|∂Π| > n− 21

n
|∂Π|

(recall that 1 − 2γ > 1 − 21/n).

Let Π be such a face as above. Let s be the maximal selected subpath of ∂̄Π. Let

s′ be the (only) maximal selected external oriented arc of ∆ that is a subpath of s

(see Lemma 7.8). Then

|s′| = S(Π) >
n− 21

n
|∂Π| > n− 21

n
|s|.

Let j = rank(Π). Then either �(s) = x
mj

1 x
mj

2 . . . x
mj
n or �(s) = x

−mj
n x

−mj

n−1 . . . x
−mj

1 .

Therefore, �(s′) has at least n − 20 distinct basic letters, and all of the basic letters

x21, x22, . . . , xn−20 occur in it.

Lemmas 7.1–7.9, as well as 7.10–7.16, assert some properties of ∆. Observe that

none of these properties in fact can distinguish between ∆ and its mirror copy, i.e.,

each of these properties holds for ∆ if and only if it holds for the mirror copy of ∆.

Thus, at this point analogues of Lemmas 7.1–7.9 for the mirror copy of ∆ shall be
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assumed proved. Moreover, the initial assumptions about the S-diagram ∆ are also

true about its mirror copy.

Even though the statement of Lemma 7.7 is about the S-diagram ∆ and the paths

b1 and b2, it still may be viewed as an assertion of a property of ∆ because, according

to the way they are chosen, b1 and b2 are uniquely determined for the given ∆.

Therefore, the analog of Lemma 7.7 for the mirror copy of ∆ states:

Every selected external arc of the mirror copy of ∆ lies on at least one of

the paths b−1
2 or b−1

1 .

In the proofs of Lemmas 7.10–7.13, it is convenient in some cases to pass to the

mirror copy of ∆ to reduce the number of cases to consider.

Lemma 7.10. Let Π1 be a face of ∆ incident to a selected external edge of ∆, and

Π2 be another face of ∆. Let s1 and s2 be the maximal selected subpaths of ∂̄Π1 and

∂̄Π2, respectively. Let s′1 be the maximal selected external oriented arc of ∆ that is

a subpath of s1. Let s′1− and s′1+ be the paths such that s1 = s′1−s
′
1s

′
1+. Let q1 be

the path such that 〈s′−1
1 q1〉 = ∂̄1∆. Suppose there are at least 2 distinct basic letters

in �(s′1). Suppose the paths s2 and (s′1−q1s
′
1+)−1 have a common oriented edge. Then

they have exactly one maximal common nontrivial subpath.

Proof. Observe that to prove that there is exactly one maximal common nontrivial

subpath of s2 and (s′1−q1s
′
1+)−1, it suffices to prove the same for s−1

2 and s′1−q1s
′
1+.

This justifies passing to the mirror copy of ∆.

Since the paths s2 and (s′1−q1s
′
1+)−1 have a common oriented edge, they have at

least one maximal common nontrivial subpath.

The label of s′1 is regular or counter-regular. Therefore, s′1 is a subpath of b−1
1

or b−1
2 . If it is a subpath of b−1

2 but not of b−1
1 , pass from ∆, b1, b2, l1, l2, s1, s2, s

′
1−,

s′1+, s′1, q1 to the mirror copy of ∆, b−1
2 , b−1

1 , l−1
1 , l−1

2 , s−1
1 , s−1

2 , s′−1
1+ , s′−1

1− , s′−1
1 , q−1

1 ,
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Figure 3: The face Π1 in ∆, Lemma 7.10.

respectively. Hence, it may and shall be assumed that s′1 is a subpath of b−1
1 (see

Fig. 3).

Let t1 be the path such that 〈s1t1〉 = ∂̄Π1. Let y− and y+ be the paths such that

b1 = y−s′−1
1 y+. Let b′2 be the subpath of b2 such that 〈b1b′2〉 = ∂̄1∆. Then b2 = l2b

′
2l1

and q1 = y+b
′
2y−.

Since �(b−1
1 ) is counter-regular, and �(s′1) is not a letter power (it has at least

2 distinct basic letters), �(s1) is counter-regular as well. Hence, �(s′−1
1+ s

′−1
1 y+) and

�(y−s′−1
1 s′−1

1− ) are regular.

Let j1 = rank(Π1). Then �(s1) = x
−mj1
n x

−mj1
n−1 . . . x

−mj1
1 and �(t1) = wj1.

Since �(s′1) has at least 2 distinct basic letters, �(y−s′1+) and �(s′1−y+) have disjoint

sets of basic letters. This also implies that l1 is a proper initial subpath of y−s′−1
1 ,

and l2 is a proper terminal subpath of s′−1
1 y+.

Suppose s2 and (s′1−q1s
′
1+)−1 have at least two distinct maximal common nontrivial

subpaths. Then let u1 and u2 be two paths such that:

• u1 and u2 are nontrivial subpaths of distinct maximal common subpaths of s2

and (s′1−q1s
′
1+)−1,
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• u1 precedes u2 as a subpath of s2, and

• each of the paths u1 and u2 is a maximal common subpath of s2 and one of the

paths y−1
− , y−1

+ , s′−1
1− , s′−1

1+ , or b′−1
2 .

Clearly, such u1 and u2 exist and are non-overlapping oriented arcs of ∆. Let v be

the path such that u1vu2 is a subpath of s2. Since u1 and u2 are subpaths of distinct

maximal common subpaths of s2 and (s′1−q1s
′
1+)−1, the path u1vu2 is not a subpath

of (s′1−q1s
′
1+)−1.

Consider the following 16 cases (see Fig. 4–8):

(Notice that in a certain sense Cases 6, 8, 10, 12, 14, and 16 are “symmetric” with

Cases 5, 7, 9, 11, 13, and 15, respectively.)

Case 1: each of the paths u1 and u2 is a subpath of q−1
1 . Then u1 and u2 are external

selected oriented arcs of ∆. Since there is only one maximal selected external arc of

∆ incident to Π2 (see Lemma 7.8), the path u1vu2 is a subpath of q−1
1 . This gives a

contradiction.

Case 2: both u1 and u2 are subpaths of one of the paths s′−1
1− or s′−1

1+ . Let z

be the one of the paths s′1− or s′1+ such that both u1 and u2 are subpaths of z−1.

Then �(z) is counter-regular. Suppose u2 precedes u1 as a subpath of z−1. Let p be

the path such that u−1
1 pu−1

2 is a subpath of z. Then �(u−1
1 pu−1

2 ) is counter-regular.

Therefore, �(u−1
2 v−1u−1

1 ) is regular. The cyclic path pu−1
2 v−1u−1

1 is the contour of a

disc subdiagram of ∆ not containing the face Π1 but containing the face Π2. This

contradicts the minimality of ∆. Therefore, u1 precedes u2 as a subpath of z−1. Let p

be the path such that u−1
2 pu−1

1 is a subpath of z. Then �(u−1
2 pu−1

1 ) is counter-regular.

Therefore, �(u1vu2) is regular. The cyclic path pv is the contour of a disc subdiagram

of ∆ not containing the faces Π1 and Π2. By Lemma 7.4 (by the minimality of ∆),

this subdiagram is degenerate. Since z and v are reduced, v = p−1. Therefore, u1vu2

is a subpath of z−1. This gives a contradiction.
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Case 4

t2

Case 2

t2

u1

Π1
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Π2

Case 3

t2

Π2

b1

t1
Π1

s′1+s′1+

Π2
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Π1
t1

s′1−

b1

s′1+

u2

s′1−

b1
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u1 u2

Π1

Π2

Figure 4: Cases 2, 3, 4, Lemma 7.10.
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Case 4(c)
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Case 4(b)
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Figure 5: Special subcases of Case 4, Lemma 7.10.

Case 3: u1 is a subpath of s′−1
1− , and u2 is a subpath of s′−1

1+ . Let p be the path

such that u−1
1 p−1u−1

2 is a subpath of s1. Then �(u2pu1) is regular. Therefore, �(u1vu2)

is counter-regular. The cyclic path pu1vu2 is the contour of a disc subdiagram of ∆

containing the face Π1 but not containing the face Π2. This contradicts the minimality

of ∆ (see Lemma 7.4).

Case 4: u1 is a subpath of s′−1
1+ , and u2 is a subpath of s′−1

1− . Since the labels of

s′1− and s′1+ have disjoint sets of basic letters, �(s2) is regular. Let p be the path such

that u−1
2 p−1u−1

1 is a subpath of s1. Then �(u1vu2) and �(u1pu2) are regular. If v is

trivial, then the cyclic path pv−1 = p is cyclically reduced because �(p) is regular.

If v is nontrivial, then the cyclic path pv−1 is cyclically reduced by the maximality

of u1 and u2, and because the pathes v and p are reduced. Suppose the path pv−1

is not simple. Then some subpath of some cyclic shift of vp−1 is the contour of a

proper simple disc subdiagram of ∆. Let ∆′ be such a subdiagram. At least one of
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the following three subcases takes place:

(a) there is a subpath of v or p−1 which represents ∂̄1∆
′, or

(b) there are paths v′ and p′ such that 〈v′p′−1〉 = ∂̄1∆
′, and the paths v′ and p′ are

either terminal subpaths of v and p, respectively, or initial subpaths of v and p,

respectively, or

(c) there are an initial subpath p′− and a terminal subpath p′+ of the path p such

that 〈vp′−1
+ p′−1

− 〉 = ∂̄1∆
′.

In subcase (c) note that �(p′−p
′
+) is regular. Lemma 7.4 easily yields a contradiction

in each subcase. Hence, the cyclic path pv−1 is simple. Therefore, it is the contour

of a simple disc subdiagram of ∆ containing the faces Π1 and Π2. By Lemma 7.4,

〈pv−1〉 = ∂̄1∆. Therefore, v = q−1
1 and u1vu2 is a subpath of (s′1−q1s

′
1+)−1. This gives

a contradiction.

Case 5: u1 is a subpath of s′−1
1− , and u2 is a subpath of y−1

− . Let p be the path

such that u−1
2 pu1 is a subpath of y−s′−1

1 s′−1
1− . Then �(u−1

2 pu1) is regular. Therefore,

�(u1vu2) is counter-regular. The cyclic path pu1v is the contour of a disc subdiagram

of ∆ containing the face Π1 but not containing the face Π2. This contradicts the

minimality of ∆ (see Lemma 7.4).

Case 6: u1 is a subpath of y−1
+ , and u2 is a subpath of s′−1

1+ . Let p be the path

such that u2pu
−1
1 is a subpath of s′−1

1+ s
′−1
1 y+. Then �(u2pu

−1
1 ) is regular. Therefore,

�(u1vu2) is counter-regular. The cyclic path pvu2 is the contour of a disc subdiagram

of ∆ containing the face Π1 but not containing the face Π2. This contradicts the

minimality of ∆.

Case 7: u1 is a subpath of y−1
− , and u2 is a subpath of s′−1

1− . Let p be the path such

that u−1
1 pu2 is a subpath of y−s′−1

1 s′−1
1− . The cyclic path pv−1u−1

1 is cyclically reduced.

Suppose it is not simple. Then at least one of the following two subcases takes place:
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t1

Π2

u2u1

s′1−

t2

Case 5

u1

Π1

b1

u2

Case 8

t1

t1

Π2

u2 u1

Π1

b1

t2

Π2

u1

t2

t1

Case 6

s′1+

b1

Π1
s′1+

Π2

u2

s′1−

b1

Case 7

Π1

t2

Figure 6: Cases 5–8, Lemma 7.10.
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s′1−
Π1

t1

Case 9

u2

Case 10

Π1
t1

Case 11

u1

Π1

t2

u2

Π2

b1

b1

Π1
t1

t2

t2

s′1+

u1

Π2

b1

u2

Π2
u1

s′1− t1s′1+

Case 12

b1

t2
Π2

Figure 7: Cases 9–12, Lemma 7.10.

(a) there is a subpath of v or p−1 which is the contour of a proper simple disc

subdiagram of ∆, or

(b) there are paths v′ and p′ such that v′p′−1 is the contour of a proper simple disc

subdiagram of ∆, and v′ and p′ are terminal subpaths of v and p, respectively.

Lemma 7.4 yields a contradiction in both subcases. Hence, the cyclic path pv−1u−1
1 is

simple. Therefore, it is the contour of a disc subdiagram of ∆ containing the faces Π1

and Π2. The label of u−1
1 pu2 is regular. Therefore, �(u−1

2 v−1u−1
1 ) is counter-regular.

By Lemma 7.4, 〈pv−1u−1
1 〉 = ∂̄1∆. Therefore, u1vu2 is a subpath of (s′1−q1)

−1. This

gives a contradiction.

Case 8: u1 is a subpath of s′−1
1+ , and u2 is a subpath of y−1

+ . Arguing as in Case 7,

obtain that u1vu2 is a subpath of (q1s
′
1+)−1. This gives a contradiction.

84



Case 9: u1 is a subpath of s′−1
1− , and u2 is a subpath of y−1

+ . Let p1 and p2 be the

paths such that u−1
1 p1 is a terminal subpath of s′1−, and p2u

−1
2 is an initial subpath

of y+. Then �(u−1
1 p1) is counter-regular, �(p2u

−1
2 ) is regular, and �(u−1

2 v−1u−1
1 ) is

regular or counter-regular. If �(u−1
2 v−1u−1

1 ) is regular, then �(p2u
−1
2 v−1u−1

1 ) is regular.

If �(u−1
2 v−1u−1

1 ) is counter-regular, then �(u−1
2 v−1u−1

1 p1) is counter-regular. The cyclic

path p1p2u
−1
2 v−1u−1

1 is the contour of a disc subdiagram of ∆ containing the face Π2

but not containing the face Π1. This contradicts the minimality of ∆.

Case 10: u1 is a subpath of y−1
− , and u2 is a subpath of s′−1

1+ . Contradiction is

obtained as in Case 9.

Case 11: u1 is a subpath of y−1
+ , and u2 is a subpath of s′−1

1− . Let p1 and p2 be the

paths such that u−1
2 p1 is a terminal subpath of s′1−, and p2u

−1
1 is an initial subpath

of y+. Then �(u−1
2 p1) is counter-regular, �(p2u

−1
1 ) is regular, and �(u1vu2) is regular

or counter-regular. If �(u1vu2) is regular, then the reduced form of �(p2v) is regular.

If �(u1vu2) is counter-regular, then the reduced form of �(vp1) is counter-regular. The

cyclic path p1p2v is the contour of a disc subdiagram of ∆ not containing the faces Π1

and Π2. By Lemma 7.4, p1p2v is the contour of a degenerate disc subdiagram. Since

s′1−y+ and v are reduced, v = (p1p2)
−1. Therefore, u1vu2 is a subpath of (s′1−y+)−1.

This gives a contradiction.

Case 12: u1 is a subpath of s′−1
1+ , and u2 is a subpath of y−1

− . Arguing as in Case 11,

obtain that u1vu2 is a subpath of (y−s′1+)−1. This gives a contradiction.

Case 13: u1 is a subpath of s′−1
1− , and u2 is a subpath of b′−1

2 . Let p1 and p2 be

the paths such that p1u1 is an initial subpath of y−s′−1
1 s′−1

1− , and u−1
2 p2 is a terminal

subpath of b′2. Then �(p1u1) is regular, �(u−1
2 p2) is counter-regular, and �(u1vu2) is

regular or counter-regular. If �(u1vu2) is regular, then �(p1u1v) is regular. If �(u1vu2)

is counter-regular, then the reduced form of �(u1vp2) is counter-regular. The cyclic

path p2p1u1v is the contour of a disc subdiagram of ∆ containing the face Π1 but not

containing the face Π2. This contradicts the minimality of ∆.
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b1

Case 15

u1

Π1
t1

Π2t2

u2

s′1−

u1

Π2

Case 16

Case 14

Π1
t1s′1−

u2

Π2

s′1−

t2

t1

b1

t2

Π2

s′1−
Π1

u1

t2

t1

b1

u1

Π1

u2

u2

Case 13

b1

Figure 8: Cases 13–16, Lemma 7.10.
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Case 14: u1 is a subpath of b−1
2 , and u2 is a subpath of s′−1

1+ . Contradiction is

obtained as in Case 13.

Case 15: u1 is a subpath of b′−1
2 , and u2 is a subpath of s′−1

1− . Let p1 and p2 be

the paths such that u−1
1 p1 is a terminal subpath of b′2, and p2u2 is an initial subpath

of y−s′−1
1 s′−1

1− . The cyclic path p1p2v
−1u−1

1 is cyclically reduced. Suppose it is not

simple. Then at least one of the following two subcases takes place:

(a) there is a subpath of v or p−1
1 which is the contour of a proper simple disc

subdiagram of ∆, or

(b) there are paths v′ and p′2 such that v′p′−1
2 is the contour of a proper simple disc

subdiagram of ∆, and v′ and p′2 are terminal subpaths of v and p2, respectively.

Lemma 7.4 yields a contradiction in both subcases. Hence, p1p2v
−1u−1

1 is a simple

path. Therefore, it is the contour of a disc subdiagram of ∆ containing the faces

Π1 and Π2. The label of u−1
1 p1 is counter-regular, the label of p2u2 is regular, and

the label of u−1
2 v−1u−1

1 is regular or counter-regular. If �(u−1
2 v−1u−1

1 ) is regular, then

the reduced form of �(p2v
−1u−1

1 ) is regular. If �(u−1
2 v−1u−1

1 ) is counter-regular, then

�(v−1u−1
1 p1) is counter-regular. By Lemma 7.4, 〈p1p2v

−1u−1
1 〉 = ∂̄1∆. Therefore,

u1vu2 is a subpath of (s′1−q1)
−1. This gives a contradiction.

Case 16: u1 is a subpath of s′−1
1+ , and u2 is a subpath of b′−1

2 . Arguing as in Case 15,

obtain that u1vu2 is a subpath of (q1s
′
1+)−1. This gives a contradiction.

A contradiction is obtained in each of the considered cases, and no other case is

possible. Thus, s2 and (s′1−q1s
′
1+)−1 have exactly one maximal common nontrivial

subpath.

Lemma 7.11. If Π is a face of ∆, the rank of every other face of ∆ is less than the

rank of Π, s is the maximal selected subpath of ∂̄Π, and e1 and en are, respectively,

the initial and the terminal subpaths of s of length |s|/n, then all oriented edges of

e1 or all oriented edges of en are internal in ∆.
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Figure 9: The face Π in ∆ and the subdiagram ∆′, Lemma 7.11.

Proof. Observe that proving that all oriented edges of e1 or all oriented edges of en

are internal in ∆ is equivalent to proving that all oriented edges of e−1
n or all oriented

edges of e−1
1 are internal in the mirror copy of ∆.

Suppose Π, s, e1, en are such as in the hypotheses of the lemma. Assume that

�(s) is regular (if it is not, pass from ∆, s, e1, en to the mirror copy of ∆, s−1, e−1
n ,

e−1
1 , respectively).

Suppose that some oriented edge of e1 and some oriented edge of en are external

in ∆ (see Fig. 9).

Let s′ be the maximal selected external oriented arc of ∆ that is a subpath of s.

Let s′− and s′+ be such paths that s = s′−s
′s′+. Then s′− is a proper initial subpath

of e1, and s′+ is a proper terminal subpath of en. Let v1 and v2 be the initial and

the terminal subpaths of s′ such that s′−v1 = e1 and v2s
′
+ = en. Let t be the path

such that 〈st〉 = ∂̄Π. Let q be the path such that 〈qs′−1〉 = ∂̄1∆. Let ∆′ be a disc

subdiagram of ∆ obtained by removing the face Π and all edges that lie on s′ together

with all intermediate vertices of s′. The contour cycle of ∆′ is 〈s′+ts′−q〉.
Let j = rank(Π). Then �(e1) = x

mj

1 and �(en) = x
mj
n . The label of the first

oriented edge of s′ is x1; the label of the last oriented edge of s′ is xn. Therefore,

s′ is a subpath of b−1
2 . Note that v−1

1 is an initial subpath of l1, v
−1
2 is a terminal

subpath of l2, and v−1
1 qv−1

2 = b1. The reduced form of �(s′−qs
′
+) is regular since �(q)
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is regular, �(s′−) is a power of x1, and �(s′+) is a power of xn. As it has been assumed,

rank(Π′) < j for every face Π′ of ∆′. Hence, the group word wj = �(t−1) equals a

regular word (the reduced form of �(s′−qs
′
+)) modulo the relations r = 1, r ∈ Rj−1.

This contradicts the choice of wi.

Lemma 7.12. There are two distinct faces Π1 and Π2, and paths s1, s
′
1, s

′
1−, s′1+,

s2, s
′
2, s

′
2−, s′2+, z1, z2 in ∆ such that :

• s1 and s2 are the maximal selected subpaths of ∂̄Π1 and ∂̄Π2, respectively ;

• �(s1) is counter-regular, �(s2) is regular ;

• si = s′i−s
′
is

′
i+ for both i = 1 and i = 2;

• both s′1 and s′2 are maximal selected external oriented arcs of ∆;

• 〈z1s′−1
1 z2s

′−1
2 〉 = ∂̄1∆;

• all basic letters of �(s′2−z1s
′
1+) are in {x1, . . . , x21}, and all basic letters of

�(s′1−z2s
′
2+) are in {xn−20, . . . , xn}.

Proof. Observe that this lemma is equivalent to the analogous lemma about the

mirror copy of ∆, i.e., to the statement obtained from this lemma by substituting

“the mirror copy of ∆” for “∆.”

Let Π1 be a face of ∆ such as in Lemma 7.9. Let s1 be the maximal selected

subpath of ∂̄Π1. If �(s1) is regular, pass from ∆ and s1 to the mirror copy of ∆ and

s−1
1 , respectively. Hence, �(s1) shall be assumed to be counter-regular. Let s′1 be the

maximal selected external oriented arc of ∆ that is a subpath of s1. Let s′1− and s′1+

be the paths such that s1 = s′1−s
′
1s

′
1+. Since all of the basic letters x21, x22, . . . , xn−20

occur in �(s′1), it follows that all basic letters of �(s′1−) are in {xn−20, . . . , xn}, and all

basic letters of �(s′1+) are in {x1, . . . , x21}.
Let t1 be the path such that 〈s1t1〉 = ∂̄Π1. Let q1 be the path such that 〈s′−1

1 q1〉 =

∂̄1∆. Let ∆′ be a disc S-subdiagram of ∆ obtained by removing the face Π1 and all
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edges that lie on s′1 together with all intermediate vertices of s′1. The contour cycle

of ∆′ is 〈s′1+t1s′1−q1〉.
It shall be shown that there is a face Π of ∆′ such that Π is incident to no fewer

than (1 − 21/n)|∂Π| selected external edges of ∆′ that do not lie on t1. Consider 2

cases:

Case 1: there is a face Π in ∆′ such that rank(Π) ≥ rank(Π1). Then let Φ be the

maximal simple disc S-subdiagram of ∆′ that contains such a face Π. Let Σ be the

sum of the degrees of all the faces of Φ. Then Σ ≥ |∂Π| ≥ |∂Π1|. By Lemma 7.3, the

number of selected external edges of Φ is at least (1 − 2γ)Σ. Therefore, the number

of selected external edges of Φ that do not lie on t1 is at least

(1 − 2γ)Σ − λ1|∂Π1| ≥ (1 − 2γ − λ1)Σ >
n− 21

n
Σ.

Case 2: the rank of every face of ∆′ is less than the rank of Π1. Let e11 and

e1n be respectively the initial and terminal subpaths of s1 of length |s1|/n. Then

�(e11) = x
−mj1
n , and �(e1n) = x

−mj1
1 . Since the rank of Π1 is greater than the rank of

every other face of ∆, all oriented edges of e11 or all oriented edges of e1n are internal

in ∆ by Lemma 7.11. Let e denote e11 in the first case or e1n in the second.

If an edge lies on e and is not incident to any face of ∆′, then it also lies on t1.

Indeed, both (mutually inverse) oriented edges corresponding to such an edge must

occur in ∂Π1; one of them is an oriented edge of e and consequently the other cannot

be an oriented edge of s1 (two mutually inverse group letters cannot both occur in

�(s1)) and has to be an oriented edge of t1. Since

|t1| = |wj1| < mj1 = |e|

(see (11)), the ratio of the number of edges that lie on t1 and are incident with faces

of ∆′ to the number of edges that lie on e but are also incident with faces of ∆′ is not
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greater than

|t1|
|e| =

|wj1|
mj1

≤ nλ1

1 − λ1

(see (10)). Let Φ be a maximal simple disc S-subdiagram of ∆′ such that the ratio of

the number of its (external) edges that lie on t1 to the number of its (external) edges

that lie on e is not greater than

nλ1

1 − λ1
.

Let Σ be the sum of the degrees of all the faces of Φ. Since all edges that lie on e are

labelled with a same basic letter, the number of edges of Φ that lie on e is less than

(
λ1 +

1 − λ1

n

)
Σ

(because the number of edges with a same label incident to a given face Π of ∆ is less

than (λ1 + (1 − λ1)/n)|∂Π|). By Lemma 7.3, the number of selected external edges

of Φ is at least (1− 2γ)Σ. Therefore, the number of selected external edges of Φ that

do not lie on t1 is greater than

(
1 − 2γ − nλ1

1 − λ1

(
λ1 +

1 − λ1

n

))
Σ =

(
1 − 2γ − λ1 − nλ2

1

1 − λ1

)
Σ >

n− 21

n
Σ

(see (8)).

In the both cases, there is a face Π in Φ such that Π is incident to at least

(1 − 21/n)|∂Π| selected external edges of Φ (of ∆′) that do not lie on t1. Let Π2 be

such a face. Let s2 be the maximal selected subpath of ∂̄Π2. Then the paths s2 and

(s′1−q1s
′
1+)−1 have at least (1 − 21/n)|∂Π2| common oriented edges. Let s̃2 be the

maximal common nontrivial subpath of s2 and (s′1−q1s
′
1+)−1 (see Lemma 7.10). Note

that s̃2 is a selected external oriented arc of ∆′. Every selected external edge of ∆′

91



incident to Π2 lies either on t1 or on s̃2. Therefore,

|s̃2| ≥ n− 21

n
|∂Π2| > n− 21

n
|s2|.

Therefore, �(s̃2) has at least n− 20 distinct basic letters, which implies that each of

the basic letters x21, . . . , xn−20 occurs in it. The basic letters x22, . . . , xn−21 do not

occur on s′1− nor on s′1+, but they occur in �(s̃2). Hence, the paths s̃2 and q−1
1 have

common oriented edges. Therefore, Π2 is incident to some selected external edges

of ∆.

Let s′2 be the maximal selected external oriented arc of ∆ that is a subpath of s2.

Then s′2 is the maximal common subpath of s̃2 and q−1
1 . All of the basic letters x22,

. . . , xn−21 occur in �(s′2) (since they occur in �(s̃2) but neither in �(s′1−) nor in �(s′1+)).

Since �(s1) is counter-regular, s′1 is a subpath of b−1
1 . Therefore, s′2 is a subpath

of b−1
2 , and �(s2) is regular.

Let s′2− and s′2+ be the paths such that s2 = s′2−s
′
2s

′
2+. Let z1 and z2 be the paths

such that 〈z1s′−1
1 z2s

′−1
2 〉 = ∂̄1∆. It shall be proved that all basic letters of �(s′2−) and

�(z1) are among x1, . . . , x21, and all basic letters of �(s′2+) and �(z2) are among xn−20,

. . . , xn.

First, consider s′2− and z1.

Case 1: s̃2 has no common oriented edges with s′−1
1+ . Then s′2 is an initial subpath

of s̃2. Therefore, the basic letter x21, along with x22, . . . , xn−21, occurs in �(s′2).

Hence, all basic letters of �(s′2−) are in {x1, . . . , x21}. The label of every edge that lies

both on z1 and b1 is in {x1, . . . , x21} since the basic letter x21 occurs in �(s′1), and the

only maximal common subpath of z1s
′−1
1 and b1 is an initial subpath of b1. The label

of every edge that lies both on z1 and b2 is in {x1, . . . , x21} since the basic letter x21

occurs in �(s′2), and the only maximal common subpath of s′−1
2 z1 and b2 is a terminal

subpath of b2.
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Case 2: s̃2 has at least one oriented edge in common with s′−1
1+ . Then some

nontrivial terminal subpath of s′−1
1+ is an initial subpath of s̃2, and z1 is trivial. The

terminal subpath of s′−1
1+ that is an initial subpath of s̃2 is also a terminal subpath

of s′2−. Since s′−1
1+ and s′2− have a common nontrivial terminal subpath, the sets

of basic letters of their labels coincide. Therefore, all basic letters of �(s′2−) are in

{x1, . . . , x21}. The label of z1 is empty.

Second, consider s′2+ and z2 in the same manner.

Case 1: s̃2 has no common oriented edges with s′−1
1− . Then s′2 is a terminal subpath

of s̃2. Therefore, the basic letter xn−20, along with x22, . . . , xn−21, occurs in �(s′2).

Hence, all basic letters of �(s′2+) are in {xn−20, . . . , xn}. The label of every edge that

lies both on z2 and b1 is in {xn−20, . . . , xn} since the basic letter xn−20 occurs in �(s′1),

and the only maximal common subpath of s′−1
1 z2 and b1 is a terminal subpath of b1.

The label of every edge that lies both on z2 and b2 is in {xn−20, . . . , xn} since the

basic letter xn−20 occurs in �(s′2), and the only maximal common subpath of z2s
′−1
2

and b2 is an initial subpath of b2.

Case 2: s̃2 has at least one oriented edge in common with s′−1
1− . Then some

nontrivial initial subpath of s′−1
1− is a terminal subpath of s̃2, and z2 is trivial. The

initial subpath of s′−1
1− that is a terminal subpath of s̃2 is also an initial subpath of s′2+.

Since s′−1
1− and s′2+ have a common nontrivial initial subpath, the sets of basic letters

of their labels coincide. Therefore, all basic letters of �(s′2+) are in {xn−20, . . . , xn}.
The label of z2 is empty.

Clearly, the faces Π1, Π2 and the paths s1, s
′
1, s

′
1−, s′1+, s2, s

′
2, s

′
2−, s′2+, z1, z2 are

desired ones.

Lemma 7.13. The diagram ∆ has more than 2 faces.

Proof. Note that ∆ obviously has the same number of faces as its mirror copy.

Suppose the statement is not true, i.e., ∆ has no more than 2 faces. (Then, by

Lemma 7.5, it has exactly 2 faces.)
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Let Π1 and Π2 be such faces of ∆ as in Lemma 7.12. Then the diagram ∆

consists of the faces Π1 and Π2 attached to each other along a common arc. If

rank(Π2) > rank(Π1), pass to the mirror copy of ∆ and interchange the roles of Π1

and Π2. Hence, it shall be assumed that rank(Π1) ≥ rank(Π2).

Let s1, s
′
1, s

′
1−, s′1+, s2, s

′
2, s

′
2−, s′2+ be the subpaths of ∂̄Π1 and ∂̄Π2 such as

in Lemma 7.12. Then all basic letters of the labels of s′1−, s′1+, s′2−, s′2+ are in

{x1, . . . , x21} ∪ {xn−20, . . . , xn}, and s′i is a subpath of b−1
i for i = 1 and i = 2.

There are exactly two (mutually inverse) maximal internal oriented arcs in ∆.

Denote the one that is a subpath of ∂̄Π1 by u.

Let t1 and t2 be the path such that 〈s1t1〉 = ∂̄Π1 and 〈s2t2〉 = ∂̄Π2. Each of

the faces Π1 and Π2 is incident to exactly one maximal selected external arc of ∆.

Therefore, each of the paths t1 and t2 has a common vertex with u.

Suppose t1 and t2 do not have common vertices. Then either some (proper)

nontrivial initial subpath of s1 is inverse to a (proper) initial subpath of s2, or some

(proper) nontrivial terminal subpath of s1 is inverse to a (proper) terminal subpath

of s2. In the both cases, have a contradiction since no proper nontrivial prefix of �(s2)

can be a suffix of �(s−1
1 ), and no proper nontrivial suffix of �(s2) can be a prefix of

�(s−1
1 ). (A contradiction may also be obtained by applying Lemma 7.10.) Hence, the

paths t1 and t2 have at least one common vertex.

Let j1 = rank(Π1) and j2 = rank(Π2). Let ei1 and ein be respectively the initial

and the terminal subpaths of si of length mji
= |si|/n for i = 1 and i = 2. Then

�(e11) = x
−mj1
n , �(e1n) = x

−mj1
1 , �(e21) = x

mj2
1 , and �(e2n) = x

mj2
n . At most one of the

two group letters x±1
1 and at most one of x±1

n can occur as labels of oriented edges of

∂1∆. Therefore, at least one of the paths e1n and e21 and at least one of the paths

e11 and e2n do not have external oriented edges in ∆.
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Suppose rank(Π1) = rank(Π2). Then

|e11| = |e1n| = |e21| = |e2n| = mj1 ≥ |wj1| = |t1| = |t2|.

Recall that wj1 does not start with x±1
1 , does not end with x±1

n , and is not a letter

power. Therefore, every subpath of either ∂̄Π1 or ∂̄Π2 labelled with a letter power

has the length of at most mj1 . Moreover, for every i, there exist exactly one subpath

of ∂̄Π1 and exactly one subpath of ∂̄Π2 of length mj1 labelled with powers of xi (i.e.,

with x
±mj1
i ). If e1n has no external oriented edges in ∆, then it is a subpath of u. If

e21 has no external oriented edges in ∆, then it is a subpath of u−1. In either case u

has a subpath labelled with x
−mj1
1 , and the pair {Π1,Π2} is immediately cancellable.

This contradicts Lemma 7.1. Hence, rank(Π1) > rank(Π2).

Let ∆′ be a disc S-subdiagram of ∆ obtained by removing the face Π1 and all

edges and intermediate vertices of s′1. The only face of ∆′ is Π2.

By Lemma 7.11, all oriented edges of e11 or all oriented edges of e1n are internal

in ∆. Consider the following 5 cases (see Fig. 10):

(Notice that Case 3 is “symmetric” with Case 2, and Case 5—with Case 4.)

Case 1: each of the paths e11, e1n, e21, and e2n has an internal oriented edge. Then

the paths s′1− and s′−1
2+ have a common nontrivial terminal subpath, the paths s′1+

and s′−1
2− have a common nontrivial initial subpath, and ∂̄1∆ = 〈s′−1

1 s′−1
2 〉. Let v1 be a

common nontrivial terminal subpath of s′1− and s′−1
2+ , and v2 be a common nontrivial

initial subpath of s′1+ and s′−1
2− . The contour cycle of ∆′ is 〈s′1+t1s′1−s′−1

2 〉. The label

of s′1−s
′−1
2 s′1+ is counter-regular because the labels of s′1−, v1s

′−1
2 v2, and s′1+ are such.

Hence, the group word wj1 = �(t1) equals the regular word �(s′1−s
′−1
2 s′1+)−1 modulo

the relation rj2 = 1. This contradicts the choice of wj1.

Case 2: all oriented edges of e1n are external (consequently, all oriented edges of

e11 and e21 are internal), and some oriented edge of e2n is internal. Then the paths s′1−
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Figure 10: Cases 1–5, Lemma 7.13.
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and s′−1
2+ have a common nontrivial terminal subpath. Let v1 be a common nontrivial

terminal subpath of s′1− and s′−1
2+ . Let z1 be the path such that 〈z1s′−1

1 s′−1
2 〉 = ∂̄1∆.

Then z−1
1 is an initial subpath of t1. Since �(e1n) is a power of x1, the path e−1

1n is a

(terminal) subpath of b2. Therefore, s′−1
2 z1e

−1
1n is a subpath of b2. The contour cycle

of ∆′ is 〈z1t1s′1−s′−1
2 〉. The label of s′1−s

′−1
2 z1 is counter-regular because the labels of

s′1−, v1s
′−1
2 , and s′−1

2 z1 are such. Hence, the group word wj1 = �(t1) equals the regular

word �(s′1−s
′−1
2 z1)

−1 modulo the relation rj2 = 1. This contradicts the choice of wj1.

Case 3: all oriented edges of e11 are external (consequently, all oriented edges of

e1n and e2n are internal), and some oriented edge of e21 is internal. Then the paths s′1+

and s′−1
2− have a common nontrivial initial subpath. Let v2 be a common nontrivial

initial subpath of s′1+ and s′−1
2− . Let z2 be the path such that 〈s′−1

1 z2s
′−1
2 〉 = ∂̄1∆.

Then z−1
2 is a terminal subpath of t1. Since �(e11) is a power of xn, the path e−1

11 is

an (initial) subpath of b2. Therefore, e−1
11 z2s

′−1
2 is a subpath of b2. The contour cycle

of ∆′ is 〈s′1+t1z2s′−1
2 〉. The label of z2s

′−1
2 s′1+ is counter-regular because the labels of

z2s
′−1
2 , s′−1

2 v2, and s′1+ are such. Hence, the group word wj1 = �(t1) equals the regular

word �(z2s
′−1
2 s′1+)−1 modulo the relation rj2 = 1. This contradicts the choice of wj1.

Case 4: all oriented edges of e21 are external. Consequently, all oriented edges

of e1n are internal. Then e1n is a terminal subpath of s′1+. The path s′−1
1+ is a

subpath of t2 (because t2 has common vertices with both e21 and t1). Therefore,

|t2| ≥ |s′1+| ≥ |e1n| = mj1 > |wj2| = |t2| (see (11)). This gives a contradiction.

Case 5: all oriented edges of e2n are external. Consequently, all oriented edges of

e11 are internal. Then e11 is an initial subpath of s′1−. The path s′−1
1− is a subpath of

t2 (because t2 has common vertices with both e2n and t1). Therefore, |t2| ≥ |s′1−| ≥
|e11| = mj1 > |wj2| = |t2| (see (11)). This gives a contradiction.

No other case is possible. Thus, ∆ has more than 2 faces.

Lemma 7.14. Let Π1 and Π2 be distinct faces of ∆ such as in Lemma 7.12. Then

the ranks of Π1 and Π2 are distinct.
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Figure 11: The subdiagram ∆′, Lemma 7.14.

Proof. Let Π1, Π2, s1, s
′
1, s

′
1−, s′1+, s2, s

′
2, s

′
2−, s′2+, z1, z2 be such as in Lemma 7.12.

Let c1 = s′2−z1s
′
1+ and c2 = s′1−z2s

′
2+. Let t1 and t2 be the paths such that 〈s1t1〉 =

∂̄Π1 and 〈s2t2〉 = ∂̄Π2. Let ∆′ be a disc S-subdiagram of ∆ obtained by removing the

faces Π1 and Π2 and all edges and intermediate vertices of the paths s′1 and s′2 (see

Fig. 11).

The contour cycle of ∆′ is 〈c1t1c2t2〉. By Lemma 7.13, the diagram ∆′ is non-

degenerate. Therefore, by Lemma 7.4, the label of c1t1c2t2 is not freely trivial.

Suppose rank(Π1) = rank(Π2). Let j = rank(Π1) = rank(Π2). Recall that

�(t1) = wj, �(t2) = w−1
j , all basic letters of �(c1) are in {x1, . . . , x21}, and all ba-

sic letters of �(c2) are in {xn−20, . . . , xn}. Let h1 = �(c−1
1 ) and h2 = �(c2). Then

[h1] = [wj ][h2][wj ]
−1. Let F be the subgroup of G generated by {a1, . . . , a21} ∪

{an−20, . . . , an}. By Property 1, the group F is free of rank 42 (since 42 ≤ n − 21),

and elements of F are conjugate in G if and only if they are conjugate in F . The

elements [h1] and [h2] are in F . Moreover, [h1] belongs to the subgroup generated by

{a1, . . . , a21}, and [h2] belongs to the subgroup generated by {an−20, . . . , an}. Since

[h1] and [h2] are conjugate in G, they are conjugate in F and therefore [h1] = [h2] = 1.

Hence, �(c1t1c2t2) is freely trivial. This gives a contradiction.

Lemma 7.15. Let Π1 and Π2 be distinct faces of ∆ both incident to selected external
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edges of ∆. Suppose the rank of Π1 is greater than the rank of every other face of ∆.

Let s1 and s2 be the maximal selected subpaths of ∂̄Π1 and ∂̄Π2, respectively. Suppose

the label of one of the paths s1 or s2 is regular, and the label of the other is counter-

regular. Let s′1 and s′2 be the maximal selected external oriented arcs of ∆ that are

subpaths of s1 and s2, respectively. Suppose there are at least 2 distinct basic letters

in the label of each of the paths s′1 and s′2. Let e11 and e1n be respectively the initial

and the terminal subpaths of s1 of length |s1|/n. Then at least one of the paths e11

or e1n has the property that every edge that lies on it is internal in ∆ and does not

lie on s2.

Proof. Observe that it suffices to prove that at least one of the paths e−1
1n or e−1

11 has

the property that every edge that lies on it is internal in the mirror copy of ∆ and

does not lie on s−1
2 .

Assume that �(s1) is counter-regular (if it is not, pass from ∆, b1, b2, l1, l2, s1, s2,

s′1, s
′
2, e11, e1n to the mirror copy of ∆, b−1

2 , b−1
1 , l−1

1 , l−1
2 , s−1

1 , s−1
2 , s′−1

1 , s′−1
2 , e−1

1n , e−1
11 ,

respectively). Then s′1 is a subpath of b−1
1 , and s′2 is a subpath of b−1

2 .

Let s′1− and s′1+ be the paths such that s1 = s′1−s
′
1s

′
1+. Let t1 and t2 be the paths

such that 〈s1t1〉 = ∂̄Π1 and 〈s2t2〉 = ∂̄Π2. Let q1 be the path such that 〈s′−1
1 q1〉 = ∂̄1∆.

Let ∆′ be a disc subdiagram of ∆ obtained by removing the face Π1 and all edges

that lie on s′1 together with all intermediate vertices of s′1. The contour cycle of ∆′ is

〈s′1+t1s′1−q1〉. Let e21 and e2n be respectively the initial and terminal subpaths of s2

of length |s2|/n.

Denote the ranks of Π1 and Π2 by j1 and j2, respectively. Then

�(s1) = x
−mj1
n x

−mj1
n−1 . . . x

−mj1
1 , �(t1) = wj1,

�(s2) = x
mj2
1 x

mj2
2 . . . x

mj2
n , �(t2) = w−1

j2 ,

�(e11) = x
−mj1
n , �(e1n) = x

−mj1
1 , �(e21) = x

mj2
1 , �(e2n) = x

mj2
n .
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At most one of the two group letters x±1
1 and at most one of x±1

n can occur as

labels of oriented edges of ∂1∆ (�(∂1∆) is cyclically reduced). Therefore, at least one

of the paths e1n or e21 and at least one of the paths e11 or e2n do not have external

oriented edges in ∆. By Lemma 7.11, all oriented edges of e11 or all oriented edges

of e1n are internal in ∆.

Suppose the conclusion of the lemma does not hold. Then some oriented edge of

e11 is either external in ∆ or inverse to an oriented edge of e2n, and some oriented

edge of e1n is either external in ∆ or inverse to an oriented edge of e21. Therefore, as

follows from Lemma 7.11, at least one of the following 3 cases takes place:

◦ some oriented edge of e11 is inverse to an oriented edge of e2n, and some oriented

edge of e1n is inverse to an oriented edge of e21, or

◦ some oriented edge of e11 is external in ∆, and some oriented edge of e1n is

inverse to an oriented edge of e21, or

◦ some oriented edge of e11 is inverse to an oriented edge of e2n, and some oriented

edge of e1n is external in ∆.

In every case the path s2 has a common oriented edge with s′−1
1− or s′−1

1+ . Let s̃2 be

the maximal common nontrivial subpath of s2 and (s′1−q1s
′
1+)−1 (see Lemma 7.10).

Now, consider each of the 3 cases separately (see Fig. 12).

(Notice that Case 3 is “symmetric” with Case 2.)

Case 1: some oriented edge of e11 is inverse to an oriented edge of e2n, and some

oriented edge of e1n is inverse to an oriented edge of e21. Then some nontrivial initial

subpath of s̃−1
2 is a terminal subpath of s′1−, and some nontrivial terminal subpath of

s̃−1
2 is an initial subpath of s′1+ (because s̃−1

2 is a subpath of s′1−q1s
′
1+). Let v1 and v2 be

the paths such that v1q1v2 = s̃−1
2 . Then v1 is a nontrivial terminal subpath of s′1−, and

v2 is a nontrivial initial subpath of s′1+. The label of s′1−q1s
′
1+ is counter-regular since

the labels of s′1−, v1q1v2, and s′1+ are such. As it is assumed, rank(Π) < j1 for every
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Figure 12: Cases 1–3, Lemma 7.15.
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face Π of ∆′. Recall that 〈s′1+t1s′1−q1〉 = ∂̄1∆
′. Hence, the group word wj1 = �(t1)

equals the regular word �(s′1−q1s
′
1+)−1 modulo the relations r = 1, r ∈ Rj1−1. This

contradicts the choice of wj1.

Case 2: some oriented edge of e11 is external in ∆, and some oriented edge of e1n

is inverse to an oriented edge of e21. Then s′1− is a proper initial subpath of e11. Let

v1 be the initial subpath of s′1 such that s′1−v1 = e11. Then v−1
1 is a subpaths of l2

since �(v−1
1 ) is a nontrivial power of xn. Some nontrivial terminal subpath of s̃−1

2 is

an initial subpath of s′1+. Therefore, s′−1
2 is a terminal subpath of q1, and v−1

1 q1 is a

subpath of b2 (because s′−1
2 is a common subpath of q1 and b2). Let v2 be the path

such that s′−1
2 v2 is a terminal subpath of s̃−1

2 . Then v2 is a nontrivial initial subpath

of s′1+. The label of q1s
′
1+ is counter-regular since the labels of q1, s

′−1
2 v2, and s′1+ are

such. The reduced form of �(s′1−q1s
′
1+) is counter-regular since �(s′1−) is a power of

xn, and �(q1s
′
1+) is counter-regular. As it is assumed, rank(Π) < j1 for every face Π

of ∆′. Hence, the group word wj1 = �(t1) equals a regular word (the reduced form

of �(s′1−q1s
′
1+)−1) modulo the relations r = 1, r ∈ Rj1−1. This contradicts the choice

of wj1.

Case 3: some oriented edge of e11 is inverse to an oriented edge of e2n, and some

oriented edge of e1n is external in ∆. Contradiction is obtained as in Case 2.

No other case is possible. Thus, at least one of the paths e11 or e1n has no common

oriented edges with s−1
2 and no external oriented edges.

Lemma 7.16. Let Π1, Π2, s1, s
′
1, s

′
1−, s′1+, s2, s

′
2, s

′
2−, s′2+, z1, z2 be such as in

Lemma 7.12. Let c1 = s′2−z1s
′
1+ and c2 = s′1−z2s

′
2+. Then ∆ has a simple disc S-

subdiagram Φ such that Π1 and Π2 are not in Φ, and the total number of selected

external edges of Φ that lie on c1 or c2 is greater than

n− 21

n

∑
Π∈Φ(2)

|∂Π|.
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Proof. Observe that to prove this lemma, it suffices to prove the analogous lemma

for the mirror copy of ∆.

By Lemma 7.14, rank(Π1) 
= rank(Π2). If rank(Π1) < rank(Π2), pass from ∆, Π1,

Π2, s1, s
′
1−, s′1, s

′
1+, s2, s

′
2−, s′2, s

′
2+, z1, z2, c1, c2 to the mirror copy of ∆, Π2, Π1, s

−1
2 ,

s′−1
2+ , s′−1

2 , s′−1
2− , s−1

1 , s′−1
1+ , s′−1

1 , s′−1
1− , z−1

1 , z−1
2 , c−1

1 , c−1
2 , respectively. Hence, assume

that j1 = rank(Π1) > rank(Π2) = j2.

Let t1 and t2 be the paths such that 〈s1t1〉 = ∂̄Π1 and 〈s2t2〉 = ∂̄Π2. Let ∆′ be a

disc S-subdiagram of ∆ obtained by removing the faces Π1 and Π2 and all edges that

lie on s′1 or s′2 together with all intermediate vertices of s′1 and s′2. The contour cycle

of ∆′ is 〈c1t1c2t2〉. By Lemma 7.13, the diagram ∆′ is non-degenerate.

Consider 2 cases:

Case 1: there is a face Π in ∆′ such that rank(Π) ≥ rank(Π1). Then let Φ be

the maximal simple disc S-subdiagram of ∆′ that contains such a face Π. Let Σ

be the sum of the degrees of all the faces of Φ. Then Σ ≥ |∂Π| ≥ |∂Π1| > |∂Π2|.
By Lemma 7.3, the number of selected external edges of Φ is at least (1 − 2γ)Σ.

Therefore, the number of selected external edges of Φ that do not lie on t1 nor on t2

is at least

(1 − 2γ)Σ − λ1|∂Π1| − λ1|∂Π2| > (1 − 2γ − 2λ1)Σ >
n− 21

n
Σ.

Case 2: the rank of every face of ∆′ is less than the rank of Π1. Let e11 and e1n

be respectively the initial and the terminal subpaths of s1 of length mj1 = |s1|/n. By

Lemma 7.15, at least one of the paths e11 or e1n has the property that every edge

that lies on it either is incident to a face of ∆′ or lies on t1 or t2. Let e be one of the

paths e11 or e1n with this property.

Since

|t1| + |t2| = |wj1| + |wj2| <
1

2
mj1 +

1

2
mj1 = mj1 = |e|
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(see (11)), the ratio of the number of edges that lie on t1 or t2 and are incident with

faces of ∆′ (consequently, do not lie on e) to the number of edges that lie on e and

are incident with faces of ∆′ (equivalently, do not lie on t1 nor on t2) is at most

|t1| + |t2|
|e| =

|wj1| + |wj2|
mj1

≤ 2nλ1

1 − λ1

(see (10)). Let Φ be a maximal simple disc S-subdiagram of ∆′ such that the ratio of

the number of its (external) edges that lie on t1 or t2 to the number of its (external)

edges that lie on e is at most

2nλ1

1 − λ1
.

Let Σ be the sum of the degrees of all the faces of Φ. Since all the edges that lie on

e are labelled with a same basic letter, the number of edges of Φ that lie on e is less

than (
λ1 +

1 − λ1

n

)
Σ.

By Lemma 7.3, the number of selected external edges of Φ is at least (1 − 2γ)Σ.

Therefore, the number of selected external edges of Φ that do not lie on t1 nor on t2

is greater than

(
1 − 2γ − 2nλ1

1 − λ1

(
λ1 +

1 − λ1

n

))
Σ =

(
1 − 2γ − 2λ1 − 2nλ2

1

1 − λ1

)
Σ ≥ n− 21

n
Σ

(see (8)).

Every external edge of Φ that does not lie on t1 nor on t2 lies on c1 or c2. Thus,

the desired inequality holds in the both cases.

Proof of Property 2. The existence is obvious from the choice of relators.

Suppose that presentation of some element of G in the form ak1
1 . . . akn

n is not

unique. Then there exist two distinct regular group words over A whose values in

G coincide. Consider such a pair of group words with the minimal sum of their
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lengths. Consider a minimal deduction diagram for the equality of these group words

over 〈A ‖R 〉. More precisely, let ∆ be a special disc S-diagram over 〈A ‖R 〉 whose

contour has the form p1p2 such that �(p1) and �(p−1
2 ) are distinct regular group words,

and �(p1p2) is cyclically reduced; moreover, let ∆ be such an S-diagram with the

minimal possible number of faces.

Choose faces Π1 and Π2 and paths s1, s
′
1, s

′
1−, s′1+, s2, s

′
2, s

′
2−, s′2+, z1, z2 as

in Lemma 7.12. Denote the paths s′2−z1s
′
1+ and s′1−z2s

′
2+ by c1 and c2, respectively

(as in the hypotheses of Lemma 7.16). Apply Lemma 7.16: let Φ be a simple disc

S-subdiagram of ∆ such that the number of selected external edges of Φ that lie on

c1 or c2 is greater than

n− 21

n

∑
Π∈Φ(2)

|∂Π|.

By the choice of Π1 and Π2, all basic letters of �(c1) are in {x1, . . . , x21}, and all basic

letters of �(c2) are in {xn−20, . . . , xn}. Therefore, by Proposition 7.2, the number of

selected external edges of Φ that lie on c1 or c2 is less than

42

n

∑
Π∈Φ(2)

|∂Π|.

Since n− 21 ≥ 42, have a contradiction. The uniqueness is proved.

Remark 7.1. The “symmetry” mentioned in the proofs of Lemmas 7.8, 7.10, 7.13,

and 7.15 is the symmetry between the S-diagram ∆ and the S-diagram obtained from

the mirror copy of ∆ by re-labelling according to the following rule: if the label of an

oriented edge edge e is xσ
i , then re-label e with x−σ

n+1−i (this gives a diagram not over

the same presentation).

The proof of the next property uses homological argument.

Property 3. The group G is torsion-free.
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Proof. The group presentation 〈A ‖R 〉 is strongly aspherical by Corollary 7.1.b of

Proposition 7.1; therefore, it is aspherical in the sense of [Ol’91]. Since no element

of R represents a proper power in the free group on A, the relation module M of

〈A ‖R 〉 is a free G-module by Corollary 32.1 in [Ol’91]. Therefore, there exists a

finite-length free resolution of Z over ZG:

0 → M → ⊕
x∈A

ZG→ ZG→ Z → 0, (12)

where ZG and
⊕

x∈A ZG are identified with the G-modules of, respectively, 0- and

1-dimensional cellular chains of the Cayley complex of 〈A ‖R 〉 (see [Bro94]).

Suppose now that G has torsion. Let H be a nontrivial finite cyclic subgroup

of G. Every free G-module may be naturally regarded as a free H-module. Hence,

the resolution (12) may be viewed a free resolution of Z over ZH . This contradicts

the fact that all odd-dimensional homology groups of H are nontrivial.

For more results on group presentations with various forms of asphericity, and

torsion in such groups, see [CCH81], [Hue79], [Hue80], and Theorems 32.1, 32.2 in

[Ol’91].

Properties 1, 2, 3 of G demonstrate that the answer to Bludov’s question is neg-

ative.

Remark 7.2. If n was chosen to be less than 63 but greater than 26 (26 < n < 63),

then Properties 1 and 3 still would hold, but the proof of Property 2 would not work.

For every i ∈ N ∪ {0}, let Gi be the group defined by the presentation 〈A ‖Ri 〉
(see subsection 7.a). Also for every i ∈ N ∪ {0}, let φi be the natural epimorphism

Gi → Gi+1.

Property 4. All groups G0, G1, G2, . . . are hyperbolic, and G is isomorphic to the

direct limit of G0
φ0→ G1

φ1→ G2
φ2→ . . . .
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Proof. Obviously, G is isomorphic to the direct limit of G0
φ0→ G1

φ1→ G2
φ2→ . . . . The

groups G0, G1, G2, . . . are hyperbolic by Corollary 7.3.a of Proposition 7.3.

It is easy to see that every recursively presented group with a finite regular file

basis has solvable word problem. (Note that if a finitely generated group has a

recursive presentation with a countably infinite alphabet, then it also has a recursive

presentation with a finite alphabet.) In particular, if the group G is recursively

presented, then it has solvable word problem. Generally, a recursively presented

finitely generated group H has solvable word problem if an only if there exists a

recursive set of group words X in a finite alphabet B such that relative to some

mapping of B to H , every element of H has a unique representative in X. In the

case of G, the set of all regular group words over A may be taken as such a recursive

set of representatives.

Property 5 (conditional). If G is recursively presented, then it has solvable conju-

gacy problem.

Proof. Assume G is recursively presented. Then, as noted above, G has solvable word

problem.

Let q be an integer such that q ≥ 1/(1 − 2γ).

Here is a description of an algorithm that solves the conjugacy problem in G:

Input: group words u and v (in the alphabet A).

Step 1: If [u] 
= 1 and [v] 
= 1, go to the next step; otherwise,

test whether [u] = [v]. If yes, output ‘‘Yes’’, if no,

output ‘‘No’’. Stop.

Step 2: Produce the (finite) set S of all group words s over

A such that [s] = 1 and |s| ≤ q(|v|+ |u|).

Step 3: Produce a (finite) set D of up to isomorphism all

annular diagrams over 〈A ‖ S 〉 with up to q(|v| + |u|) edges.
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Step 4: If there is ∆ ∈ D such that u is the label of one of

the contours of ∆ and v−1 is the label of the other,

then output ‘‘Yes’’; otherwise, output ‘‘No’’. Stop.

On an input (u, v), this algorithm gives “Yes” as the output if and only if [u] and

[v] are conjugate in G; otherwise, it gives “No.” Below is an outline of a proof.

It is clear that the algorithm gives “Yes” only if [u] and [v] are conjugate in G. It

is also clear that on every input it gives either “Yes” or “No,” and terminates.

Now, let u and v be arbitrary group words representing conjugate elements of G,

and consider (u, v) as an input to the algorithm.

Case 1: [u] = 1 or [v] = 1. Then [u] = 1 = [v] and therefore the algorithm gives

“Yes” on Step 1.

Case 2: [u] 
= 1 and [v] 
= 1. Let ∆ be a weakly reduced annular disc diagram

over 〈A ‖R 〉 such that u and v−1 are the labels of its two contours (such ∆ exists by

Lemma V.5.2 in [LS01]). Let S be the set of group words produced by the algorithm

on Step 2. Every element of R of length at most q(|v|+ |u|) is in S. Let D be the set

of annular diagrams produced by the algorithm on Step 3. By Proposition 7.1 and

the corollary of the Main Theorem,

|u| + |v| ≥ (1 − 2γ)
∑

Π∈∆(2)

|∂Π| ≥ 1

q

∑
Π∈∆(2)

|∂Π|

(recall that a special selection exists on every diagram over 〈A ‖R 〉). Therefore, the

length of the contour of every face of ∆ is at most q(|u|+ |v|), and the total number

of edges of ∆ is

‖∆(1)‖ =
1

2

( ∑
Π∈∆(2)

|∂Π| + |u| + |v|
)
≤ 1

2

(
q(|u| + |v|) + |u| + |v|

)

=
q + 1

2
(|u| + |v|) ≤ q(|u| + |v|).
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Hence, ∆ is isomorphic to some element of D, and the algorithm returns “Yes” on

Step 4.

Proof of the theorem (see Introduction). Let N be an integer such that λ1nN ≥ 1.

Let the construction in subsection 7.a be carried out under the following two addi-

tional conditions:

(1) the order imposed on the set of all reduced group words is deg-lex;

(2) for every i for which ri is defined, mi = N |wi| + i.

Evidently, these conditions are consistent with the rest.

By Proposition 7.4, the group G is recursively presented. Properties 1–5 show

that up to isomorphism G is a desired group. (G is isomorphic to a direct limit of a

sequence of hyperbolic groups with respect to a family of surjective homomorphisms,

but a desired group must be such a limit.)

7.c Comments

The group G and its presentation 〈A ‖R 〉 mentioned in this section are defined in

subsection 7.a.

Proposition 7.5. No hyperbolic group can be used as an example to demonstrate the

negative answer to Bludov’s question.

Proof. Suppose a hyperbolic group H is an example demonstrating the negative an-

swer. Then H is boundedly generated (is the product of a finite sequence of its

cyclic subgroups) and not virtually polycyclic. In particular, H is non-elementary.

Corollary 4.3 in [Min04] states that every boundedly generated hyperbolic group is

elementary. (This fact also follows from Corollary 2 in [Ol’93].) This gives a contra-

diction.
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Corollary 7.5.a. The group G is not finitely presented.

Proof. Suppose G is finitely presented. Then the presentation 〈A ‖R 〉 is finite. By

Corollary 7.3.a of Proposition 7.3, G is hyperbolic. This contradicts Proposition 7.5.

Thus, the set R and the sequences {wi}i=1,..., {mi}i=1,..., {ri}i=1,... constructed in

subsection 7.a are infinite.
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chapter iii

boundedly simple groups

8 Proof of Theorem 3

Proof. In this proof, let

k = 28, λ1 = 10−2, λ2 = 10−4, λ4 =
1

28
, λ3 = 4λ4 =

1

7
.

Let γ = 0.45. These numbers satisfy the inequalities

2λ1 + (8 + 5k)λ2 + 6λ3 + 2λ4 < 1,

λ1 + (3 + 2k)λ2 + 3λ3 ≤ γ.

Let ā = (k;λ1, λ2, λ3, λ4).

Let A = {x, y} be a 2-letter alphabet. Let (a1, b1), (a2, b2), . . . be all the ordered

pairs of reduced group words in the alphabet A listed without recurrences. Let,

moreover, the function i �→ (ai, bi) be computable.

Pick two non-empty reduced words v1, v2 and a system of non-empty reduced

words {ui,j} i=1,2,...
j=1,...,14

so that the following conditions are satisfied:

(1) If i ∈ N, then |ui,1| = |ui,2| = · · · = |ui,14|.

(2) If i ∈ N, then 28|ui+1,1| + 14|ai+1| + |bi+1| > 28|ui,1| + 14|ai| + |bi|.

(3) If i ∈ N, then 28|ui,1| ≥ 99(14|ai| + |bi|).
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(4) If i1, i2 ∈ N, j1, j2 ∈ {1, 2, 3, . . . , 14}, σ1, σ2 ∈ {±1}, uσ1
i1,j1 = w1sz1 and uσ2

i2,j2 =

w2sz2, then either w1 = w2, z1 = z2, i1 = i2, j1 = j2, σ1 = σ2, or |s| ≤
28 · 10−4 min{|ui1,j1|, |ui2,j2|}.

(5) The products (i.e., concatenations) v1v1, v2v2, v1v2, v
−1
1 v2, v1v

−1
2 , v−1

1 v−1
2 are

reduced. For example, v1 starts and ends with the letter x, and v2 starts and

ends with the letter y.

(6) If v ∈ {v±1
1 , v±1

2 } and u ∈ { u±1
i,j | i ∈ N, j = 1, . . . , 14 }, then |u| ≥ 40|v| and v

is not a subword of u.

Besides that, assume that the function (i, j) �→ ui,j is computable. Such words v1, v2

and a system {ui,j} i=1,2,...
j=1,...,14

exist.

For every i = 1, 2, 3, . . . , let

ri = a
ui,1

i a
ui,2

i · · ·aui,14

i b−1
i

(recall that a
ui,j

i = ui,jaiu
−1
i,j ). Note that by condition (2),

|r1| < |r2| < |r3| < · · · ,

by condition (3), for every i,

14|ai| + |bi| ≤ λ1|ri|,

by condition (1), for every i,

|ui| ≤ λ4|ri|.

Define a sequence of sets {Ri}+∞
i=0 inductively. Let R0 = ∅. Take i > 0. If the

relation ai = 1 is a consequence of the relations r = 1, r ∈ Ri−1 (for example, if ai is
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the empty word), then let Ri = Ri−1. Otherwise, let Ri = Ri−1 ∪ {ri}. Let

R =
+∞⋃
i=1

Ri.

Let G be the group defined by the presentation 〈A ‖R 〉. Let H be the subgroup

of G generated by [v1] and [v2]. It easily follows from the imposed relations that

G is 14-boundedly simple. Moreover, for any nontrivial element g ∈ G and for any

element h ∈ G, the element h is the product of 14 conjugates of g. The next goal is

to prove that the word problem in G is solvable and that H is freely generated by

[v1] and [v2]. It will be done using the fact that every reduced simple disc diagram ∆

over 〈A ‖R 〉 satisfies the condition A(ā) (where the components of ā are viewed as

constant functions on ∆(2)).

In the rest of this proof, a selection on a diagram ∆ over 〈A ‖R 〉 will be called

special if for every face Π of ∆, there is a natural number i, a representative c of ∂̄Π,

and paths q0, . . . , q14, p1, . . . , p14, p
′
1, . . . , p′14 such that the following conditions hold:

• either �(c) = ri or �(c) = r−1
i ;

• if �(c) = ri, then

c = p′1q1p
−1
1 p′2q2p

−1
2 · · · p′14q14p−1

14 q
−1
0 ,

and the selection on Π consists of all nontrivial subpaths of p−1
1 , . . . , p−1

14 and

p′1, . . . , p′14;

• if �(c) = r−1
i , then

c = q0p14q
−1
14 p

′−1
14 p13q

−1
13 p

′−1
13 · · · p1q

−1
1 p′−1

1 ,

and the selection on Π consists of all nontrivial subpaths of p′−1
1 , . . . , p′−1

14 , p1,

. . . , p14.
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• �(q0) = bi, and for every j = 1, . . . , 14, �(pj) = �(p′j) = ui,j and �(qj) = ai.

Clearly, on every diagram over 〈A ‖R 〉 there exists a special selection. A diagram

over 〈A ‖R 〉 together with a special selection will be called a special S-diagram. Note

that if a simple disc S-map ∆′ is cut out from a special S-diagram, and the S-map ∆′

is naturally labelled via some pasting morphism, then the S-diagram obtained from

∆′ is special.

Consider an arbitrary special S-diagram ∆. Clearly, ∆ satisfies the condition

A1(k). It easily follows from condition (3) that ∆ also satisfies A2(λ1). It is to be

shown that in fact every reduced special disc S-diagram satisfies A(ā).

Use induction on the number of internal edges of a reduced special disc S-diagram.

If a reduced special S-diagram has no internal edges, then it clearly satisfies the con-

dition A(ā). Suppose that ∆ is a reduced special disc S-diagram, and every reduced

special disc S-diagram having fewer internal edges than ∆ satisfies the condition

A(ā). To complete the inductive proof, it is enough to prove now that ∆ satisfies

A(ā). Since it is enough to prove that every maximal simple disc S-subdiagram of ∆

satisfies A(ā), assume that ∆ is simple.

The length of every selected subpath of the contour cycle of every face Π of ∆ is

at most λ4|∂Π|. Consider arbitrary (not necessarily distinct) faces Π1 and Π2 of ∆.

Suppose there exists a double-selected arc t between Π1 and Π2 such that |t| > λ2|∂Π1|
(call such arcs “long”). Then, by condition (4), the labels of ∂̄Π1 and ∂̄Π2 are either

equal or mutually inverse. In particular, |∂Π1| = |∂Π2|. Since ∆ is reduced, the

labels of ∂̄Π1 and ∂̄Π2 are equal (�(∂Π1) is a cyclic shift of �(∂Π2)). Therefore, if p

is a selected subpath of ∂̄Π2 on which a given “long” arc lies, then the sum of the

lengths of all maximal double-selected arcs between Π1 and Π2 that lie on p is at most

λ4|∂Π1|. Suppose, moreover, that the faces Π1 and Π2 are distinct. Then it follows

from the choice of the selection and from the properties of the system {ui,j} i=1,2,...
j=1,...,14

that all such “long” double-selected arcs between Π1 and Π2 cannot be situated on
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more than 4 maximal selected subpaths of ∂̄Π1 (as well as of Π2). Therefore, the sum

of the lengths of all such “long” maximal double-selected arcs between Π1 and Π2 is

not greater than 4λ4|∂Π1| = λ3|∂Π1|. Thus, ∆ satisfies the conditions A5(λ2, λ4) and

A4(λ2, λ3).

Verification of the condition A3(λ2) is more complicated. Suppose that A3(λ2)

does not hold in ∆. Let Π0 be a face of ∆ and t be a double-selected inward intra-

facial oriented arc such that t is a subpath of ∂̄Π0 and |t| > λ2|∂Π0| (such Π0 and t

exist since A3(λ2) does not hold). Let s1 and s2 be such subpaths of ∂̄Π0 that ts1t
−1s2

is a representative of ∂̄Π0. Since every reduced special disc S-diagram having fewer

internal edges than ∆ satisfies the condition A3(λ2), the choice of Π0 and t is in fact

unique and 〈s−1
2 〉 = ∂̄1∆ (otherwise the cycle represented by s−1

2 would cut out an

S-diagram having fewer internal edges and still not satisfying A3(λ2)).

Let i be the number such that |∂Π0| = |ri|. Then the label of some representative

of ∂̄Π0 is either ri or r−1
i . By the construction of ri (see condition (4)) and by

the definition of a special selection, there is exactly one m ∈ {1, 2, . . . , 14} and one

σ ∈ {±1} such that �(t) is a subword of uσ
i,m. Then either �(s1) or �(t−1s2t) has the

form (
waiw

−1
)±1

,

where w is a suffix of ui,m.

Case 1: �(s1) has the form (
waiw

−1
)±1

,

w is a suffix of ui,m. Let ∆0 be the disc subdiagram of ∆ whose contour is s1. Note

that ∆(2) = ∆0(2)∪{f0}. By the construction of {Ri}+∞
i=0 , �(s1) is not trivial modulo

the set of relation

{ r = 1 | r ∈ Ri−1 } = { r = 1 | r ∈ R, |r| < |∂Π0| }.
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Pick a face Π1 in ∆0 such that |∂Π1| ≥ |∂Π0|. Let ∆1 be the maximal simple disc

S-subdiagram of ∆ containing the face Π1 and not containing the face Π0. All the

external edges of ∆1 lie on the path s1. In particular |∂1∆1| ≤ |s1|. The S-map ∆1

satisfies A3(λ2) since it has fewer internal edges than ∆. Hence, by the main theorem,

|∂1∆1| ≥ (1 − 2γ)|∂Π1|. Therefore, on one hand,

|s1| ≥ (1 − 2γ)|∂Π1| ≥ (1 − 2γ)|∂Π0| =
1

10
|∂Π0|.

On the other hand,

|s1| < |ai| + 2|ui,m| ≤ 1

14
|∂Π0|.

Contradiction.

Case 2: �(t−1s2t) has the form

(
waiw

−1
)±1

,

w is a suffix of ui,m. Let ∆′ be an S-diagram cut out of ∆ by the cycle represented by

t−1s−1
2 t. (Informally speaking, the S-diagram ∆′ may be thought of as obtained from

∆ by cutting ∆ along t from the boundary inside.) The S-diagram ∆′ is a simple

reduced special disc S-diagram, it has fewer internal edges than ∆. Therefore, it

satisfies A3(λ2). Hence, by the main theorem, |∂1∆
′| ≥ (1− 2γ)|∂Π′

0| where Π′
0 is the

face of ∆′ corresponding to Π0 (note that |∂Π′
0| = |∂Π0|). Therefore, on one hand,

|t−1s2t| ≥ (1 − 2γ)|∂Π0| =
1

10
|∂Π0|.

On the other hand,

|t−1s2t| ≤ |ai| + 2|ui,m| ≤ 1

14
|∂Π0|.

Contradiction.
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Thus, every reduced special disc S-diagram ∆ satisfies A(ā). In particular, ∆, ā,

and γ satisfy the assumptions of the main theorem. Hence, the sum of the lengths of

the contours of all faces of ∆ is at most 1
1−2γ

|∂1∆|, and the number of edges of ∆ is

at most 1−γ
1−2γ

|∂1∆|.
Now, if ∆ is an arbitrary reduced disc diagram over 〈A ‖R 〉, the length of the

contour of ∆ is greater than or equal to the sum of the lengths of the contours of

all its maximal simple disc subdiagrams. Hence, again the sum of the lengths of the

contours of all faces of ∆ is at most 1
1−2γ

|∂1∆|, and the number of edges of ∆ is at

most 1−γ
1−2γ

|∂1∆|.
For every i = 0, 1, 2, . . . , let Gi be the group defined by the presentation 〈A ‖Ri 〉.
Consider an arbitrary group word w whose value in G is 1. Let ∆ be a reduced

deduction diagram for w over 〈A ‖R 〉. Let n = |w|. Consider an arbitrary i > 10n.

Then |ri| > i > 10n = (1 − 2γ)−1n. So, no face in ∆ has the contour labelled with a

cyclic shift of r±1
i . Hence, the value of w in G10n is 1 as well.

Recall that an algorithm solves the word problem in 〈A ‖R 〉 if for every group

word w in the alphabet A, it determines whether or not w is trivial in G, i.e., whether

the relation w = 1 is a consequence of the relations r = 1, r ∈ R. Here is an informal

description of an algorithm that solves the word problem in 〈A ‖R 〉.
Consider group words only in the alphabet A. Let Alg 1 be an algorithm that

for every finite set S of group words and for every group word w decides whether

there exists a deduction diagram ∆ for w over 〈A ‖ S 〉 with at most 1−γ
1−2γ

|w| edges.

Clearly, such an algorithm exists. Let Alg 2 be an algorithm that for every natural

i constructs the set Ri. It starts with R0 = ∅, and then for every l = 1, . . . , i

constructs Rl by using Alg 1 to check whether Rl = Rl−1 or Rl = Rl−1 ∪ {rl}. Let

Alg 3 be an algorithm that for every group word w first uses Alg 2 to construct R10n

where n = |w|, and then uses Alg 1 to determine whether there exists a deduction

diagram ∆ for w over 〈A ‖R10n 〉 with at most 1−γ
1−2γ

n edges. Such a diagram exists if

117



and only if w is trivial in G10n. Hence, the algorithm Alg 3 solves the word problem

in 〈A ‖R 〉.
It is left to prove that H is freely generated by [v1] and [v2]. Suppose it is not.

Then there exist m ≥ 1, i1, . . . , im ∈ {1, 2}, σ1, . . . , σm ∈ {±1} such that

(
∀j ∈ {1, . . . , m− 1}

)(
ij 
= ij+1 or σj = σj+1

)
and

(
im 
= i1 or σm = σ1

)
,

and the group word w = vσ1
i1 · · · vσm

im is trivial in G. By the choice of v1 and v2, the

group word w is cyclically reduced. Consider an arbitrary reduced deduction diagram

∆ for w over 〈A ‖R 〉. The contour of ∆ is cyclically reduced since w is cyclically

reduced. Let ∆0 be a maximal simple disc submap of ∆ such that ∂1∆0 is a subpath

of ∂1∆. Let q0 = ∂1∆0. Define a selection on ∆0 the same way as above (special

selection). As it has been shown, the obtained S-diagram satisfies A(ā). Apply the

main theorem and the lemma about exposed face to ∆0. Let Π be a face of ∆0 and

P be a non-overlapping set of selected external arcs of ∆0 incident to Π such that

‖P‖ ≤ k + 1 and

∑
p∈P

|p| ≥
(
1 − 2γ − (2 + k)λ2 − λ4 + ‖P‖λ2

)
|∂Π|.

Note that elements of P are arcs in ∆0 but do not need to be arcs in ∆ since some

intermediate vertex of some element of P may have degree greater than 2 in ∆. Let

P0 be the set of all maximal elements of the set of all arcs that lie on q0 and are

subarcs of elements of P . Then P0 is a non-overlapping set of arcs, ‖P0‖ ≤ ‖P‖ + 1,
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and
∑

p∈P0
|p| =

∑
p∈P |p|. Let p be a longest arc in P0. Then

|p| ≥ 1 − 2γ − (2 + k)λ2 − λ4 + ‖P‖λ2

‖P0‖ |∂Π|

≥ 1 − 2γ − (2 + k)λ2 − λ4 + (‖P0‖ − 1)λ2

‖P0‖ |∂Π|

=
1 − 2γ − (3 + k)λ2 − λ4

‖P0‖ |∂Π| + λ2|∂Π|.

The picked values of k, λ2, λ4 and γ satisfy the inequality

1 − 2γ − (3 + k)λ2 − λ4 ≥ 0.

Therefore,

|p| ≥ 1 − 2γ − (3 + k)λ2 − λ4

k + 2
|∂Π| + λ2|∂Π|

=
1 − 2γ − λ2 − λ4

k + 2
|∂Π|.

Therefore, |p| > 1
500

|∂Π|. Let p′ be the subpath of ∂̄Π corresponding to the arc p

(so, p′ is a selected oriented arc of ∆). Let i be the number such that |∂Π| = |ri|.
Take j ∈ {1, 2, . . . , 14} and σ ∈ {±1} such that �(p′) is a subword of uσ

i,j. Since

28|ui,j| < |∂Π|, it follows that

|p′| > 1

20
|ui,j| ≥ 2 max{|v1|, |v2|}.

Since p′−1 is a subpath of ∂̄1∆, and |p′| ≥ 2 max{|v1|, |v2|}, at least one of the words

v±1
1 , v±1

2 is a subword of �(p′), and therefore, it is a subword of uσ
i,j. Contradiction with

condition (5). Thus, H is freely generated by [v1] and [v2]. The proof is complete.
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