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EXECUTIVE SUMMARY

The characterization and modeling of magnetic flux transpahin the surface layers of the Sun
are vital to explaining the sunspot cycle. The Sun’s polddgiat solar cycle minimum are the
seeds of the next solar cycle: weak polar fields produce wgelks Magnetic flux transport is

key to the buildup of the polar fields and the subsequent niegreversals that are essential to

modulating the sunspot cycle. The primary goals of thisatission are threefold:

1. Make precise measurements of the Sun’s axisymmetric flogus differential rotation and

meridional flow).

2. Create a realistic surface flux transport model that represlthe magnetic field evolution at

the surface by incorporating the observed flows.

3. Investigate the role of flux transport in modulating théapdields, and thereby the solar

activity cycle.

This work has been done in collaboration with Dr. David H. liéatay of NASA Marshall Space
Flight Center.

In Chapterd, | provide an introduction to the Sun as a star. | begin witlisaussion on stellar
structure and evolution. | then discuss the techniquesrasitliments that have been used to study
the Sun. | conclude Chaptérwith a section on magnetic activity cycles on the Sun and et
stars.

Magnetic flux on the Sun is transported by supergranular feovasthe axisymmetric flows of
differential rotation (DR) and meridional flow (MF). In Chapt | introduce these flows. | then
show a derivation of the Surface Flux Transport equatiortistafrom Maxwell’s equations and
Ohm'’s Law. | conclude this chapter with an introduction tmpSurface Flux Transport models.

In Chapter3, | discuss a cross-correlation technique that we have usethgnetograms (maps

of the magnetic field strengths over the surface of the Suchaoacterize the DR and MF and their



variations from 1996 to present. Results show that whileatslity in DR is negligible, the MF
varies in two fundamental ways: over the course of a solaeayped from one cycle to the next.
The MF is faster at solar cycle minimum and slower at maximborthermore, the MF speeds that
preceded the Solar Cycle 23/24 minimum wer@0% faster than the MF speeds that preceded
the prior minimum. This faster MF may have led to weaker pdileld strengths and thus the
subsequent extended solar minimum and an unusually weale @¢clChapteB also features an
in-depth discussion a convective flow model developed bybawid Hathaway. Though this was
not created as part of this dissertation, it constitutesjamsamponent of the surface flux transport
model.

To understand the impact flux transport on the evolution efgdblar fields, | have conducted
experiments using a surface magnetic flux transport maatebduced in Chaptet, that we have
developed. This model advects the magnetic flux emergingtimearegions (sunspots) using de-
tailed observations of the near-surface flows that trangpermagnetic elements. These flows
include the axisymmetric differential rotation and mepiail flow and the non-axisymmetric cel-
lular convective flows (supergranules), all of which varyime in the model as indicated by direct
observations. At each time step, magnetic maps of the eBiineare created. These maps are used
to create plots of the Sun’s axial dipole moment, a measutteegbolar field.

Also in Chapter, | illustrate how this model is used to create a baselinehikregime, the
model assimilates (i.e. continually adds in data weightgdtgnoise level) magnetic data from
magnetograms at all available latitudes. This ensuresittla@tcurately represents the magnetic
fields observed on the surface of the Sun. This baseline ttosélustrate the difference in the
timing of the polar field reversals based on four differerfirdgons of polar fields. Advantages
and disadvantages of each of these definitions are discussed

In Chapter5, | discuss how the model is used in a predictive or simulatgmme. | have tested
the predictability of this model using a baseline map as amircondition, but with daily sunspot
area data used to give the sources of new magnetic flux. | fthatdhe strength of the polar fields

at cycle minimum and the polar field reversals at cycle maringcan be reliably predicted up to 3



years in advance. | have included a prediction for the Cyclpd®4r field reversal.

In Chapter6, | use the predictive model in three simulations to deteenthre impact of MF
variations on the sunspot cycle. The first simulation inetb@ MF that is constant, the second
one included a MF that has the observed variations in time,aatiird included a MF in which
the observed variations were amplified. Comparisons of tleagth of the polar fields produced
with the baseline and the simulations are exceedingly walichred for the first few years, but
then produce polar fields that are too strong. These resulisate excess flux is being added to
the model. The results of the simulations with variable MBvite evidence that polar counter-
cells are not present in the Sun’s MF. Though an average Jawystilt was used consistently
in the simulations, leading polarity poleward streams watilepresent in the magnetic butterfly
diagrams, indicating that these poleward streams are meify\stiue to variations in Joys Law tilt.
Finally, the variations in the MF over Cycle 23 have a significanpact ¢~ 20%) on the polar
fields. Rather than producing weaker polar fields as expettiede variations produced stronger
polar fields. These results indicate weak Solar Cycle 24 igaltiee weak amplitude of Cycle 23
andnot the variations observed in the MF. However, the variatiothen MF may still provide a
feedback mechanism for regulating the solar cycle and plysscovering from a Maunder-type
minimum.

| summarize the major conclusions of this dissertation inpiére.

Vi
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CHAPTER 1

INTRODUCTION

The Sun provides Earth with warmth, light, and the energyftirgs our entire ecosystem. As the
largest body in the solar system, the Sun is the focal poidtgandes the planets in their orbits.
It is no surprise that it has been worshiped by cultures gjinout history, yet there is still much
that is not known about the Sun. Once thought to be constanimchanging, it is only in modern
times that is has become evident that the Sun is in fact erlsedynamic. Since the invention
of the telescope, knowledge of the Sun has grown at an egireoy rate. Each discovery brings
new ideas and often conflict. Even now, our understandinlgeoSun is constantly being redefined
as each new discovery is made. For these reasons, the Suexsiing and challenging area of

study.

1.1 TheSun asa Star

Perhaps one of the most important discoveries about the Sarnhe realization that the Sun is in
fact a star. This was not intuitive because the Sun appeansisb brighter than all of the stars we
see in the night sky, however the reason for this differend@e apparent brightness is distance.

The flux density is given by the following equation:

L
F=m (1.1)

where F is the flux density (i.e., apparent brightness), hedwminosity (i.e., intrinsic brightness),
and R is the distance to the star. While the Sun is a mere 8 lighites from the Earth, the next
closest star is 4.3 light years awa§ugner, 2003. The majority of the brightest stars in our night
sky are even further, being tens or hundreds of light yeaesyaw

Stars like the Sun, our star, will have an average lifetimeeof billion years. The Sun is



currently in the middle of that lifetime. Examining the birlife and death of other stars provides
insight into where the Sun came from and what it's ultimate faill be. Alternatively, the Sun
provides an opportunity to look deeper into the details efitiner workings of a star, which has
proven to be very complex. This highlights the importanceaifonly studying the Sun as it relates
to our solar system, but of viewing the Sun as a window intditles of the myriad of other stars

in the universe.

1.1.1 Stellar Evolution

Stellar evolution begins with an enormous cloud consisbitgydrogen gas mixed with other trace
elements. If the cloud is sufficiently dense, the force oW iyawill cause this cloud to contract
and a proto-star will form. The proto-star continues to cacttand its temperature rises until it
reaches hydrostatic equilibrium (i.e., the point when thevard gas pressure matches the inward
pull of gravity). At this stage, the proto-star becomes a ktewn as ar-Tauri star The infant
star then begins it's decent down the Hyashi track. During short phase of it’s life the star is
fully convective and its core temperature continues ta Mgih a sufficient mass (M> 0.08M),
whereM, is the mass of the Sun), the star will compress until its ceneperature becomes hot
enough & 107K) to begin the nuclear fusion of hydrogen. With this ignitiohnuclear fusion,
the star graduates to adulthood: tlain SequenceThis is the phase of the star’s life where the
nuclear fusion of hydrogen into helium occurs in the core.

The Hertzsprung-Russell (HR) diagram, shown in Figute best characterizes the life cycle
of a star. The H-R diagram was conceived of in the early 19908jbar Hertzprung and Henry
Norris Russell Prialnik, 2009. Separately, both astronomers had the idea to plot thawrf
temperature (sometime called the effective temperatdriecstars versus their luminosities. The
majority of stars £ 99.9%) occupy the Main Sequence region of the HR diagram. Thatidar
of this process is dependent on how much hydrogen is presdriav quickly the nuclear fusion
progresses. More massive stars contain more hydrogenhasdtteir gravitational contraction is

also greater. This increased gravitational contractisalte in the star becoming much hotter and



thereby an increased rate of nuclear fusion. The net restiiat the more massive a star is, the
shorter the star’s lifetime will be. However, generally mdihan 80% of a star’s lifetime is spent
in this phase of it’s life.

The ultimate fate of the star will depend on the star’'s massth& hydrogen in the core of most
stars is exhausted, hydrogen will begin burning in the olatggrs, or the envelope. The envelope
will expand and cool forming a red giant. The hydrogen bugmimthe shell will continue to deposit
helium on the core, which will contract further. If the starriot massive enougl®.08Mq, <
M < 1Mp) to reach a core temperature that ignites heliwml(PK), only a gradually cooling
degenerate helium core, known ag/ite dwarf will remain. These stars exist in the bottom left
of the HR diagram. This will be the fate of our star, the Sun.

Stars with sufficient mas®.7M~, <M < 2M(,)) will begin nuclear fusion of the helium in the
core. This is often an explosive event, occurring when tire bas reachee 0.5M, in what is
known as thehelium flash This process occurs very quickly and though the core expandn
further and it's temperatures will drop, the outer shellff @ontract. The cooling results in a de-
creased luminosity, while the contracting outer layer earsincrease in the effective temperature.
Together these processes form the horizontal branch of hdigtam, between the red giants and
the main sequence. Many of the stars in the horizontal brasithecome RR Lyrae variable stars
with pulsations driven by the Kappa mechanism. This medmans due to an instability in the
radiative envelope. Normally, compression will cause #megerature and density to rise resulting
in a lowering of the opacity. This lowering of opacity willledlv more effective radiative transport
and the temperature will stabilize, reaching equilibriudawever, RR Lyrae stars are thought to
have a significant amount of partially ionized helium in themvelopes. This changes the way
in which the opacity responds to an increase in temperatatber than lowering, the opacity in-
creases. The heat, unable to escape, causes a buildupsanerastil the envelope rapidly expands
and the cycle is repeated. The time frame for these pulsatsoon the scale of hours.

Larger stars, betweerM;) <M < 10M(), have a more extended helium burning phase, some-

times referred to as thieelium main sequenceThough helium burning is the primary energy
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Figure 1.1: The Hertzprung-Russell Diagram. This diagram ot of stellar temperature vs.
luminosity. The hydrogen burning life of the star is sperthia main sequence. Once the hydrogen
has been depleted, the star will expand into a giant or fadeaimvhite dwarf. The luminosity of a
star is related to it's mass and lifetime. Stars in the topdéthe main sequence will have masses
of (10Ms <M < 60M(,)) and lifetimes on the order of 1§ears whereas stars on the bottom right
will have masses df0.1M, <M < 0.3Mg,)) and have lifetimes on the order of ¥g/ears. (Credit:
ESO, freely licensed by Creative Commons Attribution 3.0 Utgmblicense.)



source for stars in this phase, hydrogen burning via the CN@ ayill also occur in a shell. These
stars can also develop a Kappa mechanism instability. Hervévstead of lasting hours, these
pulsations last days or months. These stars, knowQegheid variablesare commonly used as
a standard candle because their pulsation period is diregtited to their luminosity. Using the
luminosity in Equation 1.1), the distances to a Cepheid can be calculated with a higredexjr
accuracy. This is often how the distances to other galaxemaasured.

Once the helium in the core is depleted, the carbon and oxygeaining in the core will begin
to contract. During this phase, the asymptotic giant bratiod envelope will expand again and
cool forming a supergiant. These stars will have two difiédgurning shells in their envelopes:
fusion precesses will alternate between a hydrogen bumitey shell and a helium burning inner
shell. These stars have very fast stellar winds and subs#ygtimrave a high mass loss rate. These
winds will cause the outer layers to slough off leaving bdrardegenerate carbon and oxygen core
and eventually forming a planetary nebula surrounding dendhivarf.

In much larger stardyl > 10M, fusion of heavier elements may occur in the core. Carbon,
oxygen, and silicon fuse until an iron core remains (fusiériran and heavier elements costs
energy, rather than producing it). In these stars, the iooe will become so massive that it will
approach the Chandrasekhar limit, or aboutM4). Once this limit has been reached, the electron
degeneracy pressure can no longer support the core and @olNdpse. This process causes an
explosion known as aupernovaleaving behind a neutron star, or in more extreme casesc& bla
hole may be formed. The energy released from this explositmoiught to be responsible for the
creation of elements heavier than iron.

Amid the darkness of a dying star, there is light to be found.w&h most things in nature,
the cycle of life continues. The material that was expelledifa supernova will create new metal
rich molecular clouds. Like the stars they were born fronis thaterial in turn will begin to
collapse and the next generation of stars will be formed.yMié be denser, will reach higher
temperatures, and will generally have shorter lifetimes,ibis in this way that the galaxy will

continue to evolve.



1.1.2 Stellar Structure: The Role of Heat Transport

The center of each star is the core, where nuclear fusios f@kee and energy is generated. At the
surface of the star, thghotosphergthe optical depth rapidly falls off and the photons and lagat
easily radiated away. Between the core and the photosplhersirticture of a star is determined
by the most efficient form of heat transport available in elagter. Typically heat transfer will
occur via radiative transport. However if the temperatueglgent is sufficiently large (usually due
to high energy production or a high opacity), convection wdcur. In convection, rising mass
(i.e., plasma) expands and cools adiabatically but stitldiitiself hotter and less dense than its
surroundings - so it continues to rise. Conversely, sinkigsrcontracts and heats adiabatically
but still finding itself cooler than its surroundings - soaintinues to sink. These rising and sinking
motions coexist in the form of a circulating cellular sturet, producing turbulent boiling motions.
The radiative/convective balance has important ramibegtin all phases of stellar evolution (e.g.
RR Lyrae and Cepheid variables) however, this section wilugoon it's role during the main
sequence phase of a star’s life.

The balance between being radiatively stable and conedgtunstable is known as the
Schwarzschild Stability CriterionSchwarzschild1906. This criterion says that in order to re-

main stable the following relation must be maintained:

(&) s (1) @2
dr radiative dr adiabatic

where(9T) .0 iS the temperature gradient for a star in radiative equiliorand (4T ) . . is

the adiabatic temperature gradient. Consider a parcel sii@davith a temperaturg and density
pi that begins to rise up. As it rises, the parcel will expand aodl adiabatically, reaching a
temperaturds and densitys. If the Schwarzschild Stability Criterion is met, the paiséensity
will exceed the density of the external plasnm & pex) and it will fall back down. However
if the stability criterion is not met, the temperature of thercel will fall, but not as fast as the

external plasma. The density will decrease, but more quittidn the external plasma. In this



case, the density of the external plasma will always exceedlensity of the parcepéx: > pr)
and the parcel will continue to rise, thus producing coneect

The internal structure of stars consists of some combinatisadiative and convective zones.
This is illustrated in Figuré.2. The smallest stars, M stars, have a very steep temperaadeegt
between their nuclear core and their photosphere: theseastafully convective. As stars increase

in mass, they are able to establish a small radiative zonethésnass of the star increases, the

radiative zone grows and the convective zone shrinks.

Figure 1.2: Stellar Interiors. This image illustrates thdiative (blue) and convective (red) config-
urations of stars of different sizes.

Convection in the Sun, a G star, occurs in the outer 30% of tieegiam. This creates cellular
structures that come in a range of different sizes with tbffié properties. These will be discussed
in greater detail in Sectioh.1.1

More massive stars, e.g. A stars, will have only a very thinvective envelope. However,
these stars have sufficient mass to begin the CNO cycle innibelear cores. The rate of energy
production in the core becomes dependent on depth, praglanwther very steep temperature gra-
dient and a convective core. For the largest stars, O and'8 #te convective envelope disappears

completely while the convective core grows larger.
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Figure 1.3: Solar Interior. Solar interior: core, radiatxone, convection zone. Credit: David
Hathaway NASA/MSFC.



1.2 The Star in Our Backyard

As the star closest to us, the Sun provides the opportunibppserve a star in great detail. How
do we study the Sun? The answer lies in the difference betwign and day - light! In the
late 1600’s, Newton discovered that a prism could be usedltiovssible light into its component
colors, producing a spectrum as a function of wavelengthl8i4, Josef von Fraunhofer used
a prism to create images of the visible spectrum of sunligict faund that several black lines
marred the spectrum. These lines, now knowRrasinhofer lineswere found to be caused by the
absorption of photons by a cool gas surrounding the hotibt émitting gasGolub & Pasachoff
2007). The placement of these lines is dependent on the chenaogba@sition of the surrounding
gas. By examining the patterns of the Fraunhofer lines, aginers have been able to determine
the chemical makeup of the Sun: composed primarily of hyeinagnd helium. The study of this
spectrum, i.e., spectroscopy, has proven to be one of thevalosble techniques for studying the
Sun.

In the 1890’s, George Ellery Hale created a new instrumeotknas aspectroheliograph
to image Sun in different wavelengths. This device uses faadifon grating to split the solar
spectrum to create an image of the Sun at a single waveleBgtlnoking at the Sun in different
wavelengths, he was able to observe different featurese®tm. Nearly two decades later, he
made a revolutionary discovery about the Sun when he olbdéneeZeeman effect (line splitting
due to the polarization effect of the magnetic field) in sunisiHale, 1908: sunspots are magnetic
in nature! A few years later, Hale suggested that not onlyevgenspots magnetic, but that the Sun
as whole had a magnetic fielH#le 1913.

The magnetic nature of the Sun led Harold D. Babcock and hisssarace W. Babcock, to the
develop the magnetograph in 1932apcock & Babcock1952. The magnetograph is a device
that uses the Zeeman effect to create maps of the magnetistiengths over the surface of the
Sun, these maps are knownraagnetogramsusing the first magnetograph, they confirmed that

Sun did indeed possess a weak dipolar magnetic field. Thgnetagraph included a component



referred to as a Doppler compensating plate. This compamasntiesigned to remove the Doppler
signal (frequency shift of wavelengths) due to rotationaltion of the Sun. In 1953, Horace
W. Babcock described how this component may be used as a sepaimument all together to
measure the Sun’s radial velocitidgbcock 1953. Images made with this instrument are called
dopplergrams

Most of the light from the Sun comes from the photosphere,absmnall portion, about one
millionth (Phillips, 1992, is actually produced in the corona. This region of the Susa faint,
that it can only be observed when the light from the photospigeobscured, for instance by an
eclipse. Eclipses occur when the moon’s path passes betwedsarth and the Sun, causing a
shadow on the surface of the Earth. In most cases the moobladk only a portion of the Sun,
however if the placement of the Earth, Moon, and Sun is jugttria small portion of the Earth
will be able to witness a total solar eclipse. In a total seldipse, totality occurs when the moon
passes directly in front of the Sun causing the entire Suth thie exception of the far-reaching
corona, to be blocked by the moon. When this dramatic evenirsconly the Sun’s corona
is visible. Solar physicists recognized that totality pdad a unique opportunity to observe the
corona. By using a spectrograph at the time of totality, tieespm of the light specifically emitted
by the corona could be observed. In fact, it was by this methathelium was first discovered
(Golub & Pasachoff1997). Eclipses were so effective for studying the corona they ted to the
invention of a new instrument: the coronagraph (a spedgthat includes an occulting disk
designed to mimic a solar eclipse). While the coronagraptbbasme an essential tool for solar
physics, eclipses are more effective at occulting the Suhame still studied by solar physicists
(Golub & Pasachoff2001).

In addition to visible light, the Sun should produce newsirthrough nuclear fusion. These
particles are extremely hard to detect because they phymamiy interact with matter via the
weak nuclear forceGolub & Pasachoff200]). In the late 1960’s, experiments designed to take
advantage of the most probable neutrino interactions weveldped to detect neutrinos. The

first of these experiments was the Homestake experimetmwed by the Kamiokande, Super-
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K, and BOREXINO experiments. However, these experiments weleable to detect the more

uncommon high-energy neutrinos. The SAGE and GALLEX expents were designed to be
able to detect neutrinos created by proton-proton reastimost commonly produced in the Sun.
Up to this point, neutrino detectors were only able to detefrtaction of the expected number
of neutrinos - a discrepancy referred to as the neutrinolpnobHowever, the Sudbury Neutrino

Observatory was recently designed to detect all types afines. They were able to verify that

neutrinos have mass and can change type. They found thatissengneutrinos from previous

experiments had changed to types that could not be detettedse experiments. This has led to
changes in our current understanding of solar physics dsaweluclear physics.

Another recently developed method of studying the Suhekoseismology Seismologists
study the movement of waves through various media, and igesielioseismologists use doppler-
grams to study how waves move inside the Sun, allowing sdigsipists to learn about the solar
interior. Several characteristics of the Sun, such as tesyre, composition, density, and the
motion of the plasma, affect the propagation of the wavescamde determined using helioseis-
mology. Helioseismology has shown that the waves movindgéthe Sun produce specific modes
of oscillation. Careful analysis of these modes of oscolatan be used to determine how plasma
moves inside the Sun. One of the most significant resultsrdoefa shown that the axisymmetric
motion of the Sun’s plasma vary with depth. In addition, it lsdiown how the speed of sound in
the plasma varies in an around a sunspot. Perhaps mostcagili helioseismology can be used
to produce maps of active regions on the opposite side of time & critical tool for the field of
space weather prediction.

Observatories designed for studying the Sun have beenddudver the world. The largest
and most well known of the traditional optical observatsripat study the Sun include Mount
Wilson Observatories, Mauna Loa Solar Observatories , Big Betar Observatories, Swedish
Solar Observatories, Kitt Peak National Observatory, aedBacramento Peak Observatory. Radio
telescopes used to study the Sun include Nancay Radiohamtiogn France, Nobeyama Radio

Observatory in Japan, and the Very Large Array in New Mexito.addition to these already
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active telescopes, there is a collaborative effort to bailery large (400cm) solar telescope on
Haleakala in Maui. Currently under construction, the Adwxhd@echnology Solar Telescope is
expecting to receive first light in 2018. Once complete, #igé aperture combined with adaptive
optics is expected to provide images of the Sun with a resolun the order of one tenth of an

arc second, the highest resolution of any solar telescope.

The spectrum of visible light makes up only a tiny portionted electromagnetic spectrum. The
ultraviolet, x-ray, and infrared portions of the spectrura blocked by the Earth’s atmosphere,
therefore early observations of the Sun were limited to tiséoke portion of the spectrum. As
the technology advanced, astronomers were no longer initeground based telescopes - the
instruments could now be put into space. Without the interfee of the Earth’s atmosphere, whole
new areas of the spectrum could be observed . Furthermotie thve proper orbital placement,
observations were no longer restricted to the day, alloiangbservations for extended periods
of time. Over the last several decades, many instruments Ib@gn sent into space to study the
Sun. These instruments have brought new discoveries assvew questions.

Space-based study of the Sun began with the developmentkétsocarrying instruments,
launched high into the atmosphere to take measurements. dd$hort period of observation, these
instruments would fall back to Earth, where they would benfband (if not destroyed in the fall)
the data could be analyzed. In the 1960’'s NASA began laugcéarellites called Orbiting Solar
Observatories to study UV and X-Ray emissions from orbit. R&&anned mission, Skylab, was
launched in 1973 and a new age of solar observation begansdlanstructures were revealed and
the true nature of the Sun had begun unfolding. Through nfasieal980’s, the Solar Maximum
Mission (SMM) continued to provide details of these newlgativered structures. The Ulysses
Mission was launched in 1990 as a collaborative effort betwbe European Space Agency (ESA)
and NASA. It used Jupiter’s gravity to slingshot over theasgloles.

In the last twenty years more sophisticated instrumentg hen developed and put into
space. The Solar and Heliospheric Observatory (SOHO) han®@SA/NASA collaborative ef-
fort, was launched in 1995 and is now stationed in orbit adoilne@ Sun at the L1 point. SOHO
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houses twelve instruments: Coronal Diagnostic Spectran(€eS), Charge ELement and Iso-
tope Analysis System (CELIAS), Comprehensive SupraThermalEmnergetic Particle analyzer
collaboration (COSTEP), Extreme ultraviolet Imaging Tetgse (EIT), Energetic and Relativis-
tic Nuclei and Electron experiment (ERNE), Global Oscitdas at Low Frequencies (GOLF),
Large Angle and Spectrometric Coronagraph (LASCO), MicheBoppler Imager (MDI), So-
lar Ultraviolet Measurement of Emitted Radiation (SUMER)|a8&Vind ANisotropies (SWAN),
UltraViolet Coronagraph Spectrometer (UVCS), and Variaptitif solar IRradiance and Gravity
Oscillations (VIRGO). On June 24th of 1998, SOHO lost it'srivig on the Sun and the following
day communications with the satellite was lost as wélindenbusschée 999. A recovery team
was created, and the following month the Arecibo radio tape and the Deep Space Network
were used to obtain telemetry on the elusive satellite. @vemext couple of months the team
was able to perform a series of maneuvers to regain SOHQ%ipgion the Sun. October of 1998
was spent recovering the instruments, only to have thelisasalemaining gyro fail the following
December. Fortunately, in February of 1999 ESA was able fdeément a modified control sys-
tem that did not require gyros. This time period, in which SD#as not functioning properly,
has been referred to as the “SOHO summer Vacation.” While ma®OHO’s instruments have
recently been decommissioned, they have been used to stay aspects of the Sun, including
the Solar Interior, the Inner and Outer Corona, and the SoladW

In the spring of 2010, the Solar Dynamics Observatory (SD@3 vaunched. SDO is the
first mission operated by NASA's Living With a Star (LWS) pragr and is in a geosynchronous
orbit around the Earth that allows for nearly continuousttjvthe exception of brief eclipses)
observation of the Sun. SDO houses three instruments: theggheric Imaging Assembly (AlA),
the Extreme Ultraviolet Variability Experiment (EVE), atite Helioseismic and Magnetic Imager
(HMI). AlA is a set of four telescopes that create images ef 8un in visible, ultraviolet, and
extreme ultraviolet (EUV) wavelengths with the primary goglearning how solar storms form
on the surface and propagate through the corona. The EVEumenht tracks EUV variability.

HMI creates high resolution (4096x4096) full Sun dopplargs and magnetograms at a very high

13



cadence of 45 seconds. This instrument is used to study tiemad magnetic fields and acoustic
waves (e.g helioseismology) across the surface of the Sun.

The observables for the research conducted in this disisertare obtained from the SO-
HO/MDI and SDO/HMI instrumentsScherrer et a.1995 2012. The MDI instrument obtained
full-disk magnetograms with a resolution of 1024x1024 ahd aadence of 96 minutes. This
instrument was in operation from May 1996 to March of 2011thvan interruption during the
“*SOHO summer Vacation.” HMI, the successor and more capadigon of MDI, began obtain-
ing full-disk magnetograms in April 2010. There is almosul year of overlap (2010 April to
2011 March) in the observations of MDI and HMI. HMI magnetas, with a size of 40¥6have
four times the spatial resolution of MDI full-disk magnetags and are continuously available
with a cadence of 45 seconds, rather than the 96 minutes of MEiddition to the better reso-

lution and higher cadence, HMI also has a much better signabise ratio (this is particularly

evident at the limb). Figuré.4 shows a comparison of MDI to HMI data.

Figure 1.4: MDI versus HMI. MDI data (left) is compared to Hitta (right). HMI has four times
the resolution and much less noise. This is particularlgent near the poles.
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1.3 Magnetic Activity Cycles
1.3.1 The Solar Activity Cycle

Sunspots, dark regions appearing on the surface of the Sua the first features to be observed on
the Sun. Sunspots are formed when magnetic field lines entemgagh the photosphere (Figure

1.5) preventing heat transport by convection. In the 1800%astners realized that the sunspot
number was cyclic, with a period averaging about 11 yearsieMsfeatures of the Sun (solar flares,
filaments, prominences, coronal loops and coronal massa)et were discovered, it was found

that they too varied along with the frequency of sunspots Jimspot number is now commonly
accepted as a measure of solar activity. Solar activityfitees been linked to satellite failures,

electrical power outages, and variations in Earths clinfaéan & Rind 2008. The impact of

solar activity on Earth and our technology has created a fieedbetter understanding of, and the

ability to predict, solar activity.

Cycle 22 Cycle 23
1989 August 02 2000 June 26

Figure 1.5: Sunspots. a) Sunspots are formed when magredtidifies emerge through the pho-
tosphere. b) Sunspot groups possess a characteristintiiyn asJoys Law ¢) Sunspot groups

have opposite polarity from north to south and polarity geafrom cycle to cycle. This is known
asHales Polarity Law Credit: David Hathaway, NASA/MSFC.
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Observations of sunspots have revealed several chasdici®that are important to understand-
ing the physical mechanisms of the activity cycle. Sunspaie used to determine that the Sun
rotates in 27 days (or 1 Carrington Rotation). Sunspots usoatiur in groups known aactive
regions which have a leading polarity where the magnetic field eeeand a following polarity
where the magnetic field submerges. Active regions followsJbaw, which says that sunspot
groups have a tilt that changes with latitude and is suchtheateading spots are more equator-
ward than the following spots (shown in Figuréh). Sunspots groups also have opposite polarity
from north to south and this polarity changes from cycle tdeyThis effect is known allale’s
Polarity Lawand is illustrated in Figuré.c.

Sunspot activity over the last four hundred years, plotteéigurel.6, has shown that the
amplitude of the sunspot cycle varies from one cycle to theé.n€he average cycle has a peak
sunspot number of about 100. At times, as in the period kn@atheMaunder Minimunbetween
1645 and 1715, solar activity can become so weak that it seedisappear for several decades at a
time. Figurel.7is a Magnetic Butterfly Diagram which illustrates how the dlgition of magnetic
flux changes over time. Sunspots appear in bands on eitheepsithe equator. Cycles typically
overlap by 2-3 years. At the beginning of each cycle, thevaategions emerge at latitudes of
about 30. As the cycle progresses, the active regions emerge clageslaser to the equator, an
effect known asSprer’'s Law. Cancellation of polarity across the equator leaves behirekaess
of following polarity that is transported to the poles. Tharth and south poles have opposite
polarities that reverse from cycle to cycle. The timing a$ gholar field reversal is near the time of
the solar cycle maximum.

Obtaining a good understanding of the solar cycle and itmbdity is the oldest and most
significant problem in solar physicd.armor (1919 suggested that induction by fluid (plasma)
motion could self-generate magnetic fields. Howe@awling (1933 showed that axisymmetric
motions could not self-generate magnetic fields (this isetomnes referred to aSowling’s anti-
dynamo theorein Elsasse(1949 and Bullard (1949 showed that non-axisymmetric motions

could self-generate magnetic fieldBarker(1955 derived a set of dynamo equations in which
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Figure 1.6: Sunspot Cycles. The amplitude of the sunspoesyltbm 1600 to present varies
substantially. This includes the Maunder Minimum, a pefroch 1645 to 1715 when the magnetic
fields were too weak to produce sunspots. Credit: David HaliaWASA/MSFC.
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Figure 1.7: Magnetic Butterfly Diagram. This shows the disttion of the surface magnetic
field (longitudinally averaged) over the last three and & $alar cycles. The poles have opposite
polarities that switch from one cycle to the next near thestowhsolar maximum. Credit: David
Hathaway, NASA/MSFC.
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non-axisymmetric lifting and twisting of magnetic field bgrevective motions could generate an
oscillating magnetic field.

H.W. Babcock(19617) proposed the first complete (but phenomenological ratiear humeri-
cal) Dynamo Model to explain the magnetic properties thaevadserved on the Sun. This model,

illustrated in Figurel.8, progresses in four stages:

a. Solar Minimum. An axisymmetric dipole (poloidal) fieldists. Field lines emerge at

latitudes> 55° and thread through the convection zone to the opposite péetis.

b. Differential Rotation causes the submerged magnetictiiedtretch in the toroidal direction

(wrapping around the Sun). The field is strengthened by thesching.

c. The toroidal field become buoyant and causes sunspotsaigerwith Joy’s Tilt and Hale’s

Polarity (polarity of leading spots matches the polarityref polar field at minimum).

d. Magnetic flux is shredded off of the sunspots. The leadivigrigy fields cancel across
the equator. The surface flows transport the following piylao the poles. The following

polarity cancels the old polar field and creates a new poldield with opposite polarity.

While Babcock’s model is widely accepted as the underlyinghmgism behind the solar cycle,
the finer details are still not well understood.

Given this (and many more recent dynamo models), most shigi@sts agree that the polar
fields at solar minimum are the seeds to the next solar cyatkedd, observations have shown that
the strength of the polar fields is a good indicator of thergjtie of the next cycleSvalgaard et al.
2005 Muhoz-Jaramillo et a).2012 Svalgaard & Kamidge2013. Interestingly, the polar fields
observed after the Cycle 23 maximum became about half aggsa®wbserved for the previous
two cycles, (Figurel.9) This was followed by an extended Cycle 23/24 minimum and vifat
proving to be the weakest solar cycle in at least a hundresy@is has caused speculation that
the Sun may be entering another Maunder Minimum. With sucalsual solar conditions in our
midst, solar physicists are becoming more motivated torgete exactly how magnetic flux is

transported to the poles and how the polar fields are modllate
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Figure 1.8: Babcock’s Dynamo Model (1961). This image shdwesstages of Babcocks Dynamo
Model. (a) The Sun starts with a dipole poloidal field. (b)fBiéntial rotation converts it to
toroidal field. (c) The toroidal field gets stronger, becorbasyant, and the fields then emerge
with a slight tilt. (d) Cancellation occurs at low latitudesdathe excess polarity is transported
to the poles and reverses the poloidal field. Credit: Adaptech Babcock(1961) by David

Hathaway, NASA/MSFC.
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Figure 1.9: Polar Field Strengths. This image shows theairari in the strength of the polar fields
over the last three solar cycles. Polar field strengths duhia Cycle 23/24 minimum were much
weaker ( 1/2) than for the prior two minima.

1.3.2 Stellar Activity Cycles

The solar activity cycle has led astrophysicists to look gwnilar magnetic variations in stars.
They knew that the combined effects of convection and matould create stellar dynamos that
produce activity cycles on stars. With this knowledge, tbareh for activity in other stars began
with understanding rotation. Stellar rotation arises fr@mdom motions within the the hydrogen
cloud that ultimately coalesces into a star. As the cloudreats any net rotational motion is
amplified by the conservation of angular momentum, caugiegctoud to spin and flatten. The
proto-star forms at the center and as it contracts furthemrdation increases, giving rise to a

rapidly rotating newborn star. Such rapid rotation, causany stars to have an equatorial bulge.
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Skumanich(1972 found that the rotation rate of young stars rapidly dedingth age (i.e.,

Main sequence spin-doywauch that

Qe Ot 1/2 (1.3)

whereQg is the equatorial angular velocity ahds the age of the star. As a consequence, compar-
atively young O and B stars tend to have much fasteal order of magnitude) average rotation
rates than long lived F and G stars. He also found that thie sane dependence existed for Ca
Il Hand K emission, which is an indicator of magnetic acyiit the lower atmospheres of stars
(Frazier 1970. This led to the idea that young stars (younger than 100y@@@s of age) experi-
encemagnetic brakingin which strong stellar winds of young stars expel mattdrisTnatter is
then captured by the extended magnetic fields of the staranhey are carried away from the star,
resulting in a loss of rotation rate by conservation of aagmomentum.

Wilson (1978 andBaliunas et al(1995 monitored the H and K Ca Il emissions of F, G, and
M stars from 1966 to 1993Wilson (1978 found that most F and G stars exhibit fluctuations in
magnetic activity and suggested that these fluctuationsitnbig due to cyclic magnetic behavior
similar to the Sun’s magnetic activity cycle (described gcton 1.3.1). Baliunas et al(1995
found that stellar activity cycles were related to the agehef stars. Young fast rotating stars
are very magnetically active, but do not present smoothicyelriation. Adolescent stars-(L-2
Gyr for 1 M) with moderate rotation rates have moderate cyclic agtiaitd sometimes have
periods of smooth cyclic variation. Older, slow rotatingrsthave weaker magnetic activity and
intermittent cycles. Astrophysicists now believe thatresdtar ages its rotation rate slows, causing
a decrease in stellar activity. Our Sun, with an activityleyaf its own, is an essential tool to
understanding the dynamo processes that go on inside a star

Coming full circle, we find that solar and stellar physics aeply entwined. The sheer number
and variety of stars provide the statistics needed to papictare of the lives of these celestial

objects whose lifetimes seem eternal when compared to onr @onversely, the Sun provides
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fine detail needed to unravel the physical processes takawog pvithin stars so distant that they

appear as little more than a point of light.
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CHAPTER 2

FLUX TRANSPORT OF THE SUN

The magnetic fields at the surface of the Sun provide the ibaendary condition for the helio-
sphere. As such, motions of magnetic flux near the solar seidiee crucial to studies involving
the heliospheric magnetic field configuration, active ragagolution, the buildup of polar fields,
and subsequent magnetic reversals. Furthermore, surfageetic flux transport is vital to dy-
namo models used to explain the sunspot cycle itself. Irctiapter, | will introduce the flows that
transport magnetic flux on the Sun (Sectibf)) and previous models that have used these flows to

investigate the solar dynamo and the solar activity cycée(in2.2).

2.1 Solar Flux Transport Flows

Motions of magnetic flux on the surface of the Sun are charaet by three primary modes
of transport: supergranular flows, differential rotatiand meridional flow. Supergranular flows
are cause by convection in the Sun. These turbulent flowsharenbst complex of the surface
flows, acting on multiple scales and in all directions. Boffedential rotation and meridional flow
are axisymmetric. Differential rotation describes thegitudinal motion, while meridional flow

describes the latitudinal motion. Differential rotatioroguces a relative longitudinal velocity of
200-250 m s? at the surface of the Sun. Supergranular flows produce aeMalocities on the

order of 500 m s1. However, meridional flow speeds are only on the order of @@ L.

211 Supergranulation

Convection is a product of the large temperature gradiertarSun’s convection zone. This tem-
perature gradient causes the plasma to rise and fall likingavater. The size of these convective
cells (shown ir2.1) span two to three orders of magnitude: frgranuleswith diameters 0f~1000

km, tosupergranulesvith diameters 0/~30,000 km, and tgiant cellswith diameters of~200,000
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km. These cells also have a range of lifetimes. Granuleslifaetienes of only~10 minutes, while
supergranules have lifetimes of many hours. The flows withése cells varies as well. Granules

have internal velocities 0£:3000 m s, whereas supergranules have internal velocities 500

ms1

Figure 2.1: Convection Cells. Granules (left) have diametérs1000 km, velocities 0f~-3000

m s1, and lifetimes of~10 minutes. Supergranules (middle) have diameters320,000 km,
velocities of~500 m s1, and lifetimes of about a day. Giant cells (right) have diters of
~200,000 km, velocities 0£10 m s71, and lifetime of a couple month. Credit: David Hathaway
NASA/MSFC.

As an aside, it should be noted that convective cells sparrkiee range of sizes between
granules and giant cells. Granules and giant cells arendidieatures because they represent the
smallest and largest convective structures observed o8uhe Both granules and supergranules
are distinct because they produce the peaks in the distwbaf convective cells as a function of
size, i.e., these are the most prevalent convective stegtWhile some solar physicists refer to
mesogranulestructures between granules and supergranules, thestustisioccur at a dip in the
power spectra. Furthermore, mesogranules have yet toieahijpunique physical significance.

Granules are the smallest convective structures on the SunWilliam Herschel first noted
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their existence in 1794oyt & Schatten1992. Granules exist at the top of the photosphere and
represent the boundary between convective heat transptbré anterior and radiative cooling of
the optically thin atmosphere of the Sun.

Supergranules were discoveredlmighton et al(1962, who had been investigating the Zee-
man effect in solar spectral lines. The intense magnetid frethe Sun causes certain spectral
lines to split with different polarization on the red and dlwings. They photographically com-
bined spectroheliograms of the Sun from the red and bluesnohg spectral line, which produced
velocity (Doppler) maps of the surface of the Sun. They camgbaelocity maps taken at different
intervals with respect to one another and discovered asicifls on the surface of the Sun. These
oscillations seemed to occur on a time scale of about five t@&mwlrich (1970 attributed these
oscillations to acoustic waves (seismic activity) in thenSthus producing the term helioseismol-
ogy. We now know that the convective motions produce sounesvihat interact with one another
and reflect off the surface of the Sun. Interference causgssnv@ combine or cancel with one
another, amplifying some modes and diminishing others. géek of the resulting power spec-
trum occurs at 3mHz, corresponding to oscillations thaehmeriods of five minutes, i.e5;minute
oscillations (These features are sometime referred tp-asodesecause pressure is the restoring
force that drives the acoustic waves that cause theseaismik.)

Leighton et al.(1962 were able to remove the signal due to the 5-minute osalatifrom
the Doppler pattern (by adding together Doppler imagesntak®eral minutes apart) unveiling a
new cellular pattern on the surface of the Sun. Though thegergranule cells were originally
discovered byHart (1954, who observed their motions as a noisy velocity fluctugtipwas not
until the 5-minute oscillations were removed that the gigance of these convective cells became
evident.

It was clear from the initial discovery that supergranulés/m@ crucial role in magnetic flux
transport. Observation$Si{mon & Leighton 1964 showed that as the plasma spreads out from
the cell centers, small magnetic elements are transpartie tooundaries of each convective cell,

producing a cellular pattern, enagnetic networlon the surface of the Sun. The magnetic ele-
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ments remain trapped within the lanes in between supertgsnwhere they are shuffled around
by the motion of the supergranules themselvesighton (1964 recognized that the evolution
of supergranules produced a diffusive random-walk moti@t tould carry the following polar-
ity magnetic elements poleward, leaving behind the leagwigrity magnetic elements to cancel
across the equator. He originally suggested this proceseg ahight be sufficient to drive po-
lar field reversals, claiming the random-walk motions couidduce a diffusivity of 700- 1540
km s~1. However, measurements of the diffusivity have found it tdycdbe 70— 250 km st
(Hagenaar et g11999.

Following the discovery of supergranulé&mon & Weiss(1968 predicted that solar convec-
tion would create much larger convective ceti&ant cells that would extend to the base of the
convection zone and form a larger network. These giant,ceifith lifetimes on the order of
months, would be heavily influenced by the Sun’s rotatiGrran, 1979. The giant cells were
expected to transport angular momentum to the equatomdrikie differential rotation of the Sun.
In the decades that followed, observations hinted at th&texte of these convective structures
(Hathaway et a).1996 Beck et al, 1998 Hathaway et aJ.2000), but direct observations remained

elusive until 2013 when they were observedHathaway et al(2013.

2.1.2 Differential Rotation

Differential rotation was first noticed in 1610 by Christopbh8iner by observing the motions
of sunspots. He found that some sunspots were able to cagfetl rotation in 25 days, while
others took closer to 28 days. This inconsistency led hirhéao¢alization that the Sun experiences
differential rotation, i.e the rate of rotation dependsatitlide (see Figurg.?). By the late 1850's,
Richard C. Carrington had accurately tracked and recorded ttmms of sunspots on the Sun
(Carrington 1859. (By doing so, he was able to determine that the rotationel afkthe Sun
was tilted by about 25° with respect to the ecliptic.) In order to create a stand&mference,
Carrington calculated the average synodic (as viewed frenk#rth orbiting the Sun) rotation rate

of the Sun. A full rotation of the Sun (27.2753 days) is nowwras aCarrington Rotation

26



Figure 2.2: Surface Differential Rotation. The Sun is notladdmody and rotates at different rates
depending on latitude and depth, i.e., differential rotatiThe Sun undergoes one full rotation in
about 25 days at the equator, but in about 36 days at the fidledit: NASA

A century after Carrington’s observatioidewton & Nunn(1951) measured the rotation rate
of sunspots from 1934 to 1944 (i.e., Sunspot Cycle 17) usiegstinspot record of the Royal

Greenwich Observatory. They characterized the sideréatioa rate v)with the expression

w(A) = A+ BsiréA (2.1)

whereA is the latitude withA = 14.38°day ! andB = 2.96°day 1. Their measurements were in

agreement with those of Carrington. They also compared tlesséts to measurements from the

27



prior five solar cycles (also based on the Royal Greenwich @as®y record) and found that

the differential rotation did not vary (to within the limitsf their error measurements) from one
cycle to the next, nor over the solar cycle itself. They alsted that the differential rotation was
symmetric across the equator, i.e., no hemispheric difftaxrevas apparent.

Later observations showed that there were changes in tfezatifial rotation.Howard et al.
(1984 measured sunspot position and areas from white light is)afjhe Sun captured on photo-
graphic plates by the Mount Wilson Observatory from 19219821 They found that the rotation
rate as measured by tracking sunspot groups was slowé&PfA4) than as by tracking individual
spots. Furtheremore the rotation rate measured by tratkiggr spots was slower(2%) than as
measured by tracking smaller spotdathaway & Wilson(1990 showed that these relationships
translated into a smalk( 5%) solar cycle variation of the differential rotation asasered by the
motion of sunspots as they transit the Sun.

Direct Doppler measurements of the differential rotati@véhrevealed additional variation.
Howard & Labontg1980 measured the rotation rate using Doppler images from ther¥a/il-
son Observatory. While measurements made by tracking steaporestricted tactive latitudes
(i.e. the region below 40in which active regions emerge), Doppler measurements eandule at
all latitudes. They characterized the rotation rate fohe@arrington Rotation with three coeffi-

cientsA, B,andC such that the rotation ratev is given by

w(A) = A+Bsir?A +Csin*A (2.2)

They calculated the average rotation rate and subtractedrtétm the rotation rate measured for
each rotation. They then plotted the residual rotation asetion of time for the time period from
January 1968 to December 1979. They found an oscillatinigqain the residual rotation rate
which they referred to awrsional oscillations The excess velocities (with magnitudes~o8m
slor ~ 1% of the rotation rate) created a chevron-like patternaletnates between slower and

faster zones with a period of about 11 years. Zones start@gfatatitudes and drifted towards the
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equator in about 22 years. For the last half of that perioel pthieward boundary of these faster
zones coincides with the latitudinal center of sunspowvdgtfor each hemisphere. Furthermore,
the exceess velocities paired with the Solar Cycle 21 weterféisan those observed for weaker
Solar Cycle 20.

In the last few decades, helioseismology has revealed adgababout the internal structure of
the Sun, including the variation of rotation through thevamtion zone.Thompson et al(1996
applied helioseismology techniques to data obtained byGiebal Oscillation Network Group
(GONG). They determined that below the surface the rotatide increases down to a depth of
about 095R (this region is known as aurface shear laygr At a depth of about GR (i.e
the base of the convection zone), the rotation rates atdiffdatitudes merge and the Sun rotates
like a solid body interior to that depth. A second shear laggsresent in this transitionary re-
gion (known as théachocling. These results have been confirmed 8gHou et al.1998 using
helioseismology on MDI data. Current GONG measurementseofiim’s rotation rate in the in-
terior are shown in Figurg.3and Figure?.4. Finally, Howe et al (2000 has shown that torsional

oscillations extend deep into the convection zone.

2.1.3 Meridional Flow

Babcock(1961) hypothesized the existence of a meridional flow (a.k.a. idi@al circulation)
and suggested that it could cause magnetic fields to canasathe equator and also transport
the excess flux to the poles. Shortly aftezjghton(1964) discovered the existence of supergran-
ules and suggested that the diffusive random walk motiotiseofupergranules were sufficient to
transport magnetic flux to the poles. It was not until 1982 apka et al.(1982 were able to
use observations of the motions of polar filaments to infat ghpoleward meridional flow with
velocities of~10 m s* did exist and that these motions could not be explained tysidn.

Over the next decade and a half, new measurements of theiomalidlow began to trickle in.
Most measurements were made by using magnetograms to traaokdtions of different features

on the Sun. Some tracked the motions of sunspots or activenedioward & Gilman 1986.
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Figure 2.3: Plot of Differential Rotation. Differential &tton is shown as a function of depth. The
rotation rate increases just below the surface. Thesaontattes converge into solid body rotation
at depth of about .GR. Credit: GONG/NSO/AURA/NSF.
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Komm et al.(19933 and Snodgrass & Dailey1996 tracked the motions of small magnetic ele-
ments.Latushko(1994) tracked large scale patterns in the magnetic fields. Ottssd the Doppler
signal to obtain flow velocitied{lrich et al, 1988 Hathaway 1996. However, these results often
conflicted in not only the magnitude of the meridional flowt also the direction.

Around the turn of the millennium, a consensus about the diwaral flow began to appear.
SOHO was launched in 1995 and housed twelve instrumentsudyiag various aspects of the
Sun, including MDI. MDI provided the highest time cadencegmetic data for its time. With better

time cadence, measurements using feature tracking meitnpadsved (Meunier, 1999. Further-
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more, a new way to study the Sun was born: local helioseisgyoMyhile global helioseismology
uses spherical harmonics to investigate global modes|, hati@seismology examines the propa-
gation of waves over small targeted regions. Local helgmselogy, unlike global helioseismol-
ogy, could be used to measure the meridional flow. Using loelbseismologySchou & Bogart
(1998found a poleward meridional flow that peaked at® &@itude with a velocity of 20 mst
that decreased with deptiBasu & Antia(2003 used local helioseismology to confirm that the
amplitude and shape of the meridional flow changes over these®f a solar cycle.

The meridional circulation is now accepted to have a peabkoitgi between 10-20 ns pole-
ward at the surface. While there has been speculatiorcthatter-cellg(i.e., a cell of meridional
circulation with equatorward flows at the surface) mighseait the poles, so far the evidence has
been conflicting and their existence is still uncertain. $@reral decades now, the equatorward
meridional return flow was thought to occur at the base of tha/ection zone. However, re-
cent observationdHathaway 2012k Zhao et al, 2013 have upended this notion, finding that the
meridional return flow occurs at depths of around 60 Mm (i@x@® meters). This has created
a major paradigm shift for dynamo modelers who have depeadéde meridional flow to act as
a conveyor belt of magnetic flux returning at the base of thwection zone{0.7R-), or a depth
of ~200Mm) to regulate the solar cycle.

Differential rotation and supergranular flows have velesibf hundreds of meters per second,
however meridional flow speeds are only on the order of 10-20 ' This has made the merid-
ional flow the most difficult surface flow to measure. While megaments are typically accurate to
within 1-2 m s71, they vary significantly over the cycle and with the measwentechnique being
used. Each measurement technique is subject to its owrationt. Feature tracking measure-
ments are limited to the latitudes in which the featuresteKisppler measurements are subject to
errors if the convective blue shift is not correctly accaghtor Hathaway 1996. Helioseismol-
ogy can be used to find velocities for a range of depths, butieEasurements have been confined
to latitudes below 60(Basu & Antig 2010. Furthermore the velocities obtained with different

methods are representative of the flows at the depths thabservables correspond to (illustrated
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Figure 2.5: Shallow Meridional Flow. Recent observationgehghown that the meridional return
flow does not occur at the base of the convection zone (as wa®psly thought) but at a shallow
depth of about 60 Mm. Credit: David Hathaway NASA/MSFC.
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in Figure2.6). For example, sunspots are rooted deep in the convectimmartd so their velocities
are more consistent with the flows of the plasma within theveoton zone rather than flows at
the surface. A major component of this dissertation (prieskim ChapteB) will be to characterize

the meridional flow and its variability using feature tragliof small magnetic elements on MDI

and HMI data from 1996 to present.

20 T S T

~ - . 4
0 L Magnetic Elements o7 DN i

o Helioseismology =7 RN 1
& - . R RN .
~ 10+~~~ ~ Direct Doppler 7 IR _

N RN

;" f T = Sunspots oy N
O i 7 3
O | ‘.. N, “\’ i
6 0 r / “ = v ’l "  ad ! d \I
> 0 <M \ 2 _
2 R /" -
g = v 7 4

- \ / —
= -10 i \ ’: ]
4: B N /:" .
g i \\."" // - i

| N e, s _

'20 L e T . . . . 1 A A ]
-90 -60 -30 0 30 60 90
Latitude

Figure 2.6: Meridional Flow Comparison. This plot comparkee tneridional flow as mea-
sured by different techniques. The solid line shows the flewmeeasured by feature tracking
(Komm et al, 19933. The dotted line shows the flow for 2008 as measured by le$io®logy
(Basu & Antig 2010. The dashed line shows the flow for 1995 as measured by Dixegpler
(Hathaway 1996. The dash-dot line shows the flow as measured by trackingpstirmotions
(Tuominen & Kyrolainen1982.
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2.2 Solar Flux Transport Models

Virtually all solar dynamo models can be broken into two famntal processefdrker 1955

Babcock 1961 Charbonnea2010:

1. The conversion of the Sun’s poloidal magnetic field (atssabinimum) into toroidal field

that creates sunspots.

2. The conversion of the toroidal magnetic field into polbii@gnetic field with the polarity

opposite to the original poloidal field.

These models can be divided into two fundamental regimesiaByp models and the Surface
Flux Transport models. The Dynamo models attempt to rem®dhoth of these processes. For
example, Flux Transport Dynamo modelBiKpati & Charbonneaul999 portray the Sun as a
conveyor belt of sunspot cycles. These type of models hage bsed for solar cycle prediction
(Dikpati et al, 2006 Choudhuri et a].2007). Surface Flux Transport modeB¢Vore et al. 1984
Wang et al. 1989 van Ballegooijen et al.1998 Schrijver & Title, 2001 look exclusively at the
second process, i.e, how magnetic flux moves at the surfac&astion of latitude and longitude.
These models create a picture of the flux over the entire sidathe Sun. They can be used to
explain the polar field reversals and their predictions emreed as the inner boundary condition
for solar wind models as well as models used to make spacé&ergatedictions.

In Chapter4, | introduce a new Surface Flux Transport model that will Bedito investigate
the role that flux transport plays in the Sun’s activity cylslemodeling the second process (i.e.
the conversion of the toroidal field into poloidal field witietopposite polarity). In this process,
magnetic flux emerges in active regions with a characteristj i.e., Joy’s Law tilt Hale et al,
1919 Howard 1991), and is then shredded off into the surrounding plasma. ®vei latitude
leading polarity flux cancels across the equator and theseiffows transport the higher latitude
following polarity flux to the poles. The following polarigancels with the original poloidal fields
and creates new poloidal fields with opposite polarity. lis gthapter, | will review the physics

(Section2.2.1) and history (Sectio2.2.2 of Surface Flux Transport models.
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2.2.1 SurfaceFlux Transport Equations

Magenetohydrodynamics (MHD), the basis of plasma phy&a system of equations that com-
bine fluid mechanics with Maxwell’s equations in order tatrplasma as a conducting fluid. The
equations of surface flux transport are borne out of MHD aedutiderlying assumptions therein.
In this section, | discuss these assumptions and derivaitfecs flux transport equation beginning

with Maxwell's equations

. 10E
OxB= = 2.
xB=HU+ 55 (2.3)
0.-B=0 (2.4)
0B
OXxE=—— 2.
X ot (2.5)
1
O-E=-p (2.6)
£
and Ohm'’s Law
j=0(E+4+vxB). (2.7)

One of the governing assumptionsidéal MHD, is that the plasma is electrically neutral and
perfectly conducting. Under this assumption displacencentents become negligible. Starting

with equation 2.5) we have

0B E B
% ot = L 1 (2.8)
wherer is the characteristic time scale ahds the characteristic length scale. So
10JE LB
~ (2.9)

2 gt 212
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and with velocity of the plasma given by

v L (2.10)
T
we now have
2 it 2L '
Now
B
OxB0O R (2.12)

SO if‘E’é < 1 we can neglect the last term iR.p), i.e., the displacement currents. Therefore under

ideal MHD, (2.3) becomes
OxB=yj. (2.13)

Next we derive the induction equation (i.e., the time evolubf the magnetic field)%%). We

begin by putting Ohm’s law4.7) into equation 2.13) to get
OxB=puo(E+vxB) (2.14)
and take the curl of both sides to get
OxOxB=uo(OxE+0OxVvxB) (2.15)

which can be rewritten as

0B

1
OxvxB——0OxOxB=—-0OxE=—. (2.16)
Qo ot
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Applying the following identity

OxOxB=0(0-B)—0°B=-0%B (2.17)
we can writeZ? as
0B
E:vaxa—nmzs (2.18)

wheren = 0_111 The first term on the right is the convective term and thetkrsh is the diffusive

term. The ratio of the magnitudes of these terms is knownesidgnetic Reynolds numb&,.

_|OxvxB| vL

Fn="nezel ~ (2:49)

In the case oRy, <« 1, diffusion dominates, and fd®,, > 1, convection dominates. In the case
whereRy, > 1, the magnetic field is considered to fiezeninto the plasma, i.e., the two are
inseparable. In the Sun, molecular diffusion is on the oafet0® m? s~ at the photosphere.
Granule=.1.1have velocities of- 10° m s~ and sizes of- 10° m . These values giveRy ~ 10°

for the Sun, i.e Ry, > 1 and the magnetic field are frozen into the plasma. Plasnaa®és the

ratio of the gas pressure to the magnetic pressure

P nkT

P = 82720~ B2/200

(2.20)

This ratio is a metric for determining whether the magnettds or the plasma governs the fluid
motions. Wher3 < 1, the magnetic fields move the plasmas and when 1, the plasmas move
the magnetic fields.

We now move intanean field MHDin which we derive the global induction equation, i.e., the
flux transport equationWe decompose the magnetic field and the velocity into aeecagpo-

nents (the large scale magnetic fieR) and the global flowsv)) and fluctuating componentd®
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andov) and put these into the induction equati@nl@® to obtain

5<B>+@:DX<V>><<B>+D><(v>><6B—|—D><5V><(B>+
ot ot (2.21)

Ox dv x dB—n?(B).

Taking the ensemble averagg)(of the induction equatior?(18) gives

%‘?:Dx(ﬂx(B)—ka(évxéBy (2.22)

In the last term{dv x dB) is themean electromotive forcés the workhorse of dynamo theory. If
ov anddB are unrelated, this term goes to 0 and there is no dynamo., Wexgubtract equation

(2.22 from equation 2.21) to arrive at

%:Dx(v)><5B+D><6v><(B)-|—D><6V><58. (2.23)

The magnetic fluctuation3B are assumed to be small comparedBo, so the first and third terms

on the right have side are neglected, giving the approxonati
OB~ 1 (0 x dv x (B)). (2.24)

Substituting this into the equation for the mean electravedbrce, it can be shown (with some

work and some assumptions) that
O x (8v x 0B) ~ T x (dv x O x (8v x (B))) = nt 0% (B) (2.25)
wherent O 1 ]cSv|2 is theturbulent diffusivity In the case of granules

Nr=6x10s-(3x1°ms H)*~5x 10° mPs? (2.26)
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Themean field flux transport equatiaan then be written as

J(B
% = Ox (V) x (B) +nr0%(B). (2.27)
For surface flux transport, we are only interested in thezootal transport of the radial mag-

netic fields. We now write4.27) as

0B

a—tr:vaxBr-i—nTDZBr. (2.28)
In spherical coordinates

V X Br = —VeBré(p+V(pBrée (229)

so, equationZ.28 becomes thsurface flux transport equation

0B 1 0 . 1 0
r VgB; sing) — rsin6 3¢ (VoBr) +nr02By. (2.30)

ot __rsineﬁ(

2.2.2 SurfaceFlux Transport Models

Babcock(196]) painted a picture of the solar dynamo based on his obsensatf the Sun (see
Sectionl.3.1). In this picture, he described the transport of highetudg following polarity flux to
the poles, and proposed a meridional flow (see seétibrd as the transport mechanisireighton
(1964, having discovered supergranules, suggested that fiusigld motion of supergranules was
sufficient to account for the poleward transpdfiosher(1977) attempted to quantify the transport
due to supergranular diffusion on the Sun, and found thata$ o weak to account for the
poleward transport. He suggested that both supergraniffasidn and meridional flow were
needed.

DeVore et al.(1984) created the first Surface Flux Transport model of Sun. Attiime of

their work, the meridional flow was difficult to measure andaswements that did exist were
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very uncertain. They hoped to use flux transport to help camsthis flow, whose existence was
controversial at the time. They derived equati@r2@ from the MHD equations by assuming no
sources, that the magnetic field is largely radial, and tmaturbulent convective motions can be
represented by a diffusivity coefficient. In their modegyhnvestigated a large scale axisymmetric
magnetic fieldB(6,t) (rather tharB(0, @,t)) that is not effected by the differential rotation. Their

Surface Flux Transport equation was

B 1 0 . n a (. 0B
ot Reing ae B0 = mocing gg (S'“E’ ae) (2:31)

whereR is the radius of the Surf is the angle from the pole angd®) is the meridional flow.

Solving this equation analytically and numerically theyrid a meridional flow of the form
v(08) = —vpsinftanh40co) (2.32)

wherevg is a normalization factor, produced polar fields that besthex the observations.
Sheeley et al(1985 modified equation4.28 to create a Surface Flux Transport model that
simulated flux transport on the entire surface of the Sunacldded bipolar active region sources.

Their flux transport equation was

9B _ @B _1 9
ot 99 RsinB a6

k[ 1 o (. 0B 1 9%B
R [—sme% (S'”%) +—sin296_cp2} +56,01)

whereg is the longitude¢o(0) is the rotation, an&(0, ¢,t) is the active region source term. They

(BV(6)sin(8))+
(2.33)

initialized the simulation with a National Solar Observgtgynoptic map This is a map of the
Sun’s magnetic surface constructed by splicing togetheemtagnetic fields observed daily near the
central meridian over the course of a Carrington rotatiore 3durce term was simulated by adding
in doublets based on the observations~@500 bipolar active regions as seen in magnetograms

taken at the National Solar Observatory at Kitt Peak. Thesblets included observed latitudinal
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and longitudinal separations. The magnitude of both péarivas assumed to be equal and op-
posite and was set based on the magnitude of the observaddgaalarity spot. The diffusivity,
rotation rate, and meridional flow were treated as adjustphfameters.

They simulated the evolution of the magnetic field from 19¥6984. At each time step of one
day, they calculated the mean field and compared it with thennfield as measured by using the
Wilcox Solar Observatory data. The found that the diffugjuiotation rate, and meridional flow
acted together to dissipate the flux from the active regiomcas. They also found that the sixteen
largest active region sources had a huge effect on the ewolat the mean field, while the 1498
smallest active region sources had virtually no effect efrtiean field evolution.

Wang et al(1989 used the same Surface Flux Transport model to simulate #gmetic field
evolution from 1976 to 1986. They modified the differentiatation, meridional flow, and diffu-
sion parameters to further investigate the role the eagreglan reversing the polar fields. They
found that diffusion was essential for separating the legdind following polarity flux in bipo-
lar active regions and for creating cancellation of flux asrthe equator. They found that the
meridional flow was essential for transporting the follogvpolarity flux to the poles and keeping
it concentrated there (in opposition to the diffusive effeicthe supergranular flows). They con-
cluded that a meridional flow must be present on the Sun angested that it varied over Solar
Cycle 21 such that it was faster at solar maximum and sloweiiriethe cycle.

The Surface Flux Transport model was extend into the corgvaib Ballegooijen et a{1999
by adding in horizontal transport of magnetic flux. The véles in the corona were extrapolated

from the surface flows, such that

vi =0
Vg = Uu(8)r/Ro (2.34)

Vo =rsinfQ(0)

42



where the differential rotatiorf)(9), was given in deg day* by

Q(6) = 13.38—2.3cos0 — 1.62c0é 6 — Qg (2.35)

whereQ is the Carrington rotation rate. The meridional flow was gilsgn

U()\) = —UoSin(T[)\ /Ao) fOI’M ‘ < Ao (2.36)

where) is latitude @ = 11/2 — 8) and withAg = 75° andup = 11m s'1. The meridional flow was
taken to be 0 abovay. They simulated the evolution of the magnetic field for twtasaycles and
were able to produce polar fields with magnitudes that agnatdobservations. However, they
found discrepancies in the orientation of the magnetic field

Surface Flux Transport models have also been used to sefldattransport on Sun-like stars
(Schrijver & Title, 2001). They recognized that the magnetic fields in active regiahgit the
diffusive effects of the supergranular motion (i.e., laggtive regions do not disperse as quickly
as small active regions). To account for this, they used adragan Surface Flux Transport model
that tracked the motions of the individual magnetic flux edeis rather than an Eulerian model
that solves for flows on a grid. The diffusivity was given asuadtion of the magnetic element
strength. The differential rotation was given by the measwants of Komm et al, 1993h. The
meridional flow at flow latitude was given b)X¢mm et al, 19933, but was tapered off at high
latitudes. By using an amplified (flux density©f10 times that of the Sun) 11-year sunspot cycle,
they were able to produce strong polar caps that were censisith the formation of high latitude

starspots that have been observed on other stars.
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CHAPTER 3

MEASURING FLOWS

In this dissertation, | investigate the evolution of the Sunagnetic fields using a surface flux
transport model. Ideally, a transport model should be abdefgroduce the magnetic field evolution
at the surface by incorporating the observed flows. In theptdr | will discuss the measurement
of the flows that transport flux near the surface of the Suns Trdludes the axisymmetric flows
(Section3.1) and turbulent flows due to convective motions (Secfiah Then, in Chapted, |

introduce a purely advective surface flux transport modal iticorporates those observations.

3.1 Axisymmetric Flows

The axisymmetric flows include differential rotation (Sent2.1.2 and meridional flow (Section
2.1.3. While the differential rotation has been well describée, tneridional flow has been more
elusive, particularly at the poles. However, the merididitav at high latitudes has significant
consequences for models of the Sun’s magnetic dynamo. ofl#he magnetic flux transport at
the Sun’s surfacevan Ballegooijen et 811998 Schrijver & Title, 2001, Wang et al. 2009 have
employed meridional flow profiles which either stop compiett 75 latitude or quickly fall
to zero before entering the polar regions. Flux Transpomddyo models depend critically on
the strength and structure of the meridional circulationthVdssumptions about the meridional
circulation, these models have been used to predict theitaisigpland timing of Solar Cycle 24
(Dikpati et al, 2006 Choudhuri et al.2007). The presence or absence of counter-cells in the
meridional flow at high latitudes has been shown to alter ¢éingth of the sunspot cycle in these
models Dikpati et al, 2010.

Previous measurements of the meridional motion of the magekements have been limited

to lower latitudes.Komm et al.(19933 limited their measurements to latitudes less tharb52
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Meunier (1999 included measurement to 70Measurements of the meridional flow using the
methods of helioseismology have been limited to latituddews 50 (Gonzlez Herandez et a).
201Q Basu & Antig 2010. While direct Doppler measurements can conceivably meathe
meridional flow right to the polesUirich, 2010, these measurements are subject to systematic
errors from the Convective Blue Shift signal (an apparent Bhié of spectral lines due to the
correlation between emergent intensity and radial vefanitonvective flows at the surface).

In this Section, | discuss our measurements of the axisyniletw velocities, especially the
meridional flow, at the highest latitudes possible for S@scle 23 and the rise of Solar Cycle
24 (from 1996 to 2013.) We measured these flows by using a-carsslation technique on
magnetograms to determine the motion of small magnetic esiésnon the surface of the Sun.
The magnetograms were obtained by two different instrumettite MDI instrument on board
SOHO and the HMI instrument on board SD&cherrer et al1995 2012. Our MDI results have
been published itHathaway & Rightmireg(201Q 2011 and our HMI results were published in
Rightmire-Upton et al(2012).

3.1.1 MDI Analysis

The MDI instrument obtained full-disk magnetograms witheaalution of 1024x1024 and at a
cadence of 96 minutes. This instrument was in operation iay 1996 to March of 2011, with an
interruption during the “SOHO summer Vacation,” beginningune 1998. Though MDI resumed
observations in October of 1998, these data were not reliablil February 1999. We used all
available MDI full-disk magnetograms (excluding June 189®8ebruary 1999) at a cadence of 96
minutes.

The magnetic fields measured by the magnetograms représdind of sight magnetic field.
The network field outside of active regions consists of sifidlD - 300 km) magnetic elements
with vertical magnetic fields of up te 1200 GaussStenflg 1973 Spruit 1979. We account for
the radial nature of these magnetic elements by dividinditieeof-sight signal by the cosine of

the heliographic angle from disc cent&v@lgaard et al1978. The resulting magnetograms were
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then mapped into heliographic coordinates,( i.e., Suneted and equally spaced in latitude and
longitude).

Sunspots, with strong magnetic fields, have been shown @ ftaws that are not representa-
tive of the surface axisymmetric flows (this was illustratedrigure 2.6) and therefore we have
excluded regions with strong fields from the analysis. ForlMis was done by masking out all
pixels where|B|>500 G as well as any nearby pixels (within 5 pixels) wh@p>100 G. Figure
3.1shows an example of a MDI mapped image with active regionketbsut.

The 1024x1024 MDI magnetic maps were divided into 11x60Zklpstrips, one for every
single pixel latitude position. Each strip was then cross-alated with corresponding strips from
8 hours later (no measurements were taken if the shiftgqusstxtended beyond the mapped data).
Measurements were typically obtained fod00 image pairs for each 27-day rotation of the Sun,
and for over 60,000 image pairs during the entire MDI era. sEhmeasurements were averaged
over each rotation to obtain differential rotation (relatto the sidereal Carrington rotation rate of
14.184 deg day') and meridional flow profiles for each of 178 Carrington ratasi.

The axisymmetric profiles were then fit to polynomials inifdescribed in the next section
in more detail). The polynomial coefficients were plottedaafsinction of time revealing a per-
sistent north-south flow. While transitory north-south asytries are common place on the Sun,
a persistent asymmetry is an indication of an error in thergeoy (e.g. a small rotational mis-
alignment would cause the differential rotation to appeaa aross-equator meridional flow). This
north-south asymmetry could be minimized by applying a 0 &lunterclockwise correction to
the position angle (i.e., the angle of the instrument wipezt to Sun’s rotation axis).

Once this correction was applied, a second weak signal beegparent: an annual signal in
the cross equator flow. This signal is illustrated in Figsu2 This signal could be removed with a
0.08 decrease in the tilt of the Sun’s rotational axis with respethe plane of Earth’s orbit. This
value has been accepted as being 7f@bthe last 150 years. However these results (and similar

results ofBeck & Giles(2009) suggest this value should be revised as 7..17
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Figure 3.1: A MDI magnetogram from 2001 June 5 at 04:48 U.Tppea into heliographic co-
ordinates from pole to pole and90° from the central meridian and with a resolution of 1824
Yellow represents positive polarity, blue represents tieggolarity, and the red regions are the
masked active regions.
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Figure 3.2: Annual Signal in Cross Equator Flow. The ampétatithe cross-quator flow is plotted
with 20 errors. The signal produced by a O:@8ror in the tilt of the Sun’s equatorial plane with
respect to the plane of the Earth’s orbit is shown in red.

3.1.2 MDI Results

We have characterized the axisymmetric flows using magfesitire tracking for May 1996 to
March of 2011, with an interruption from June 1998 until Redoy 1999. We determined the aver-
age differential rotation using all of the MDI data. This fil@was fit to a fourth-order polynomial
in sin A (shown in Figure3.3), whereA is the heliographic latitude . The average symmetric

differential rotation is given by

Vp(A) = [a+bsir?(A) +csin*(A)] cogA) (3.1)

48



with

Prograde Velocity (m s%)

a=356+01ms?
b=-2086+11ms?

c=-4206+16ms?
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Figure 3.3: The MDI Average Differential Rotation from 199610. The MDI result with &
errors is plotted in black and the symmetrized profile regméesd by equation$(1), (3.2) is shown

with the dashed line.

A comparison of the average differential rotation with thédia symmetric differential rotation

shows a slight asymmetry: weaker in the south and strondkeinorth. We find a flattening of the

differential rotation at the equator with a slight dimplirg similar feature has been observed with

earlier measurements of the differential rotation viactif@oppler measurementsligward et al,
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1980 and magnetic feature trackin§rfodgrass1983.

Similarly, we obtained the average axisymmetric merididlosv (Figure 3.4), which is given

by
Vg(A) = [dsin+esin®(A)]cogA) (3.3)

with

d=297+03ms?
(3.4)

e=177+07ms?

We find that the average meridional flow possesses a sigrifisgmmetry. The flow is stronger
in the south and weaker in the north. More importantly, theidi@enal flow in the north reaches
zero at the edge (7pof our measurements, suggesting the possibility of a palanter-cell in the
north. The meridional flow in the south appears to continuthalway to the pole.

We have fit the flow profiles to associated Legendre polyn@mébrder 1 (and normalized
to 1.0 or -1.0) in order to investigate the long term varipibf the axisymmetric flows. These

polynomials are:

P = cosA

Ps = 2sinA cosA

/135
1 i 35
P; 55 (5sinfA —1)cosA (3.5)

P} = 0.947(7sir A — 3sinA) cosA

P} = 0.58321sirf A — 14sirf A + 1) cosh

The coefficients that multiply each component represenpéad velocity of that component. The
orthogonal nature of Legendre polynomials ensure that anpleng between two components is

physical and not mathematical in natunpdgrass1984).
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Figure 3.4: The MDI Average Meridional Flow from 1996-20Ithe MDI result with 2r errors
is plotted in black and the symmetrized profile representeeduations §.3),(3.4) is shown with
the dashed line. The weaker flow in the north is suggestivepolar counter-cell.

The coefficients for the differential rotation are T0,T2d& such that TO multiplies}p T2
multiplies Fi3 and T4 multiplies % These coefficients are plotted in Figug®. For reference the
smoothed sunspot number divided by 4 is also shown. We firtdvérg little variation (only a
few percent) is seen in the differential rotation assodidtegendre polynomial coefficients. We
do find a bowing of the coefficients that indicates a slightkeséng (flattening) of the differential
rotation near the time of solar maximum2002). A similar effect was observed for Solar Cycle
21 byKomm et al.(19930.

The coefficients for the meridional flow are S1 and S3 suchStanultiplies B and S3 multi-
plies F%r. These coefficients are plotted in Figué. For reference the smoothed sunspot number
divided by 20 is also shown. We find that the meridional flowffioents show substantial vari-
ability over the solar cycle. The meridional flow is strongésolar minimum and weaker at solar

maximum. A similar effect was observed for Solar Cycle 2XKoynm et al.(19933.
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Figure 3.5: Legendre Coefficients used to represent the MBéiential Rotation. These coeffi-
cients can be used with the polynomials given Byp) to represent the differential rotation. TO
multiplies B, T2 multiplies B, and T4 multiplies B. For reference the smoothed sunspot number
divided by 4 is shown in red.

In addition to the variability seen over the cycle, theselitssalso show a variability from one
cycle to the next. We find that the meridional flow during th&BCGycle 23/24 minimum in 2008 is
~ 20% faster than the meridional flow during the Solar Cycle 22/nimum in 1996. This result
has been confirmed with helioseismologyBgsu & Antia(2010 andGonzlez Hertandez et al.
(2010.

To investigate the variations in the structure of the axis\gtric flows, we used the flow profiles
to create history plots. For each Carrington rotation, thasueed flow profiles are smoothed with

a tapered Gaussian with a FWHM sf1°. We then plot these smoothed profiles as a function of
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Figure 3.6: Legendre Coefficients used to represent the MDiditmal Flow. These coefficients
can be used with the polynomials given l3y5) to represent the differential rotation. S1 multiplies
P} and S3 multiplies P For reference the smoothed sunspot number divided by 2@isrsin
red.

both latitude and time.

We find that the differential rotation is relatively statemd so it’s history plot was uninfor-
mative (and therefore not shown here). We then subtraceedwérage symmetrized profile from
the smoothed profile for each rotation and plotted the regithucreate a difference history for
the differential rotation (shown in Figuf7). Blue represents retrograde (or slower than average)
motion, while yellow represents prograde (or faster tharaye) motion. The centroid positions
for the active regions are shown in red. Prograde flow is eleseon the equatorward side of

active regions while retrograde flow is observed on the patdvof side active regions. This is

53



the signature of the torsional oscillation first observedHoyvard & Labonte(1980 and may be
associated with cooling due to enhanced radiation in sroalesmagnetic features in the network
surrounding active region$pruit, 2003. These results are consistent with the torsional oscilla-
tions observed with helioseismologlidwe et al, 2009. However, while those results required
averaging the two hemispheres, our measurements are netstathat restriction.

The meridional flow history (Figur8.8) revealed polar counter-cells (regions of equatorward
plasma flows). Blue represents equatorward flow and yellowessmts poleward flow. Prior to
2001 a counter-cell (blue) is seen in the South. Around 20@1southern counter-cell dwindles
away while a new counter-cell appears to form in North. Thegér duration of the counter-
cell in the North (compared to the cell in the South) explditssasymmetry seen in the average
meridional flow profile. The weakening of the meridional flourithg solar maximum can be seen
as dampened yellow tones near the active regions. Theeiterhistory for the meridional flow
is shown in Figure3.9. The counter-cells become more apparent in the differemteris. In
addition, the weakening of the meridional flow during solaxmum appears as an inflow toward
the active latitudes, particularly on the poleward sidehef &ctive latitudes. These MDI results

were published irHathaway & Rightmirg201Q 2011).

3.1.3 HMI Analysis

SDO was launched in February, 2010 with HMI on board and betaining full-disk magne-
tograms in April 2010. HMI magnetograms, with a size of 4)9ave four times the spatial
resolution of MDI full-disk magnetograms (see Figudré). HMI magnetograms are continuously
available with a cadence of 45 seconds, rather than the 96tesiof MDI. HMI magnetograms
averaged over 720 seconds are virtually unaffected by tmeges [(iu et al, 2012. These ad-
vances make HMI data ideal for the continuation of our catreh tracking analysis and ideal for
extending the measurements to higher latitudes. From thé déthset, we chose the HMI 720
second full-disk line-of-sight magnetograms, obtainegrgwour on the hour, for analysis.

Again, we divided the line-of-sight signal by the cosine loé theliographic angle from disc
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Figure 3.7: Difference History for the MDI Differential Ratan. The average symmetric profile
has been subtracted from the individual differential iotaprofiles and plotted as a function of
time from 1996 to 2010. Retrograde flow (slower relative toaterage) is indicated by blue and
prograde flow (faster relative to the average) is indicatgegdilow. The active region centroid
position is shown in red for each hemisphere for reference.
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Figure 3.8: History for the MDI Meridional Flow. The smoothmeridional flow profiles plotted

as a function of time from 1996 to 2010. Equatorward flow isaated by blue and poleward flow

is indicated by yellow. The active region centroid positi®shown in red for each hemisphere for
reference.
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Figure 3.9: Difference History for the MDI Meridional FloWw.he average symmetric profile has
been subtracted from the individual meridional flow profdesl plotted as a function of time from
1996 to 2010. Equatorward flow (relative to the average)dscated by blue and poleward flow
(relative to the average) is indicated by yellow. The actegion centroid position is shown in red
for each hemisphere for reference.
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center and mapped into heliographic coordinates whileuehet) data within three pixels from
the limb. Corrections were made for the ephemeris error irotientation of the Suns rotation
axis (recall Figure3.2). The analysis with masked regions is significantly more potationally
intensive, therefore due to the large size of the HMI magyetms, we only performed masking
equatorward of 30 (where active regions occur). For HMI, pixels witB|>1000 G and the
adjacent pixels were masked out.

We divided the 4096x4096 HMI magnetic maps into 41x2401 Isk&ps, one for every 10
pixel latitude position. (One of these strips is shown inuFeg3.10 These HMI strips correspond
to the same area as the 11x601 pixel MDI strips. Figaife) shows an example of an HMI
mapped image from a 720 second magnetogram with one of thigse marked for reference.
We then cross-correlated each strip with correspondingsstrom 8 hours later. Measurements
were obtained withv 600 image pairs for HMI during each 27-day rotation of the .Sl then
averaged these measurements over the entire rotation émdated the RMS variations about
those averages.

With HMI data, we further improved our cross-correlatiombysis by incorporating a Forward-
Backward technique. In the Forward step (previously usedusikely) a strip centered on the
central meridian is taken from the initial map and cross@ated with shifted strips from the
later map. In this case, the displacement is typically padgrand poleward. In the Backward
step, a strip centered on the central meridian is taken fioemlater map and cross-correlated
with shifted strips from the initial map. In this case, thesplacement is typically retrograde
and equatorward. The correlations were then combined angedhks in the subsequent cross-
correlations were fit to parabolas with the position of thealpused to determine flow velocities
in both latitude and longitude. By applying this Forward-Baekd technique, our statistics are
doubled, further reducing the noise. Moreover, any systierafiect that might mimic flow toward
or away from disk center is then canceled in the meridional flieasurements by this Forward-
Backward technique.

We find that while spatial resolution is impaired near theblinthis only results in noisier
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Figure 3.10: A 720 second averaged magnetogram from 9/@/2010:00:00 U.T. mapped into
heliographic coordinates from pole to pole ahfl0° from the central meridian and with a resolu-
tion of 4096. For this date and time the North polar region is well samptide the South is not.

An example of a 41x2401 pixel strip used in our cross-coti@iaanalysis is marked for reference.
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measurements at the higher latitudes without inducing #owesignal. While MDI measurements
were restricted to 75 HMI measurements were attempted at latitudes up tar8both the North
and South but were limited to latitudes where the strips didaxtend beyond the mapped data
(~75° when the Sun’s rotation axis was tilted away from the ins&ath

Geometrical errors in the size, shape, or orientation ofrttagyes can lead to systematic errors
in the desired flows. Using simultaneous measurements fr@havid HMI allows us to identify
these errors. Carrington Rotations 2096-2107 comprise-theear of overlap between observa-
tions made by these two instruments. Particular attentiasmpaid to the systematic and statistical

errors and the consequent latitudinal limits for the twadsaturces.

314 HMI Results

We averaged the axisymmetric flow velocities from each Cgroim Rotation over Carrington
Rotations 2096-2107 (April 2010 - March 2011) using the iseenf the standard errors squared
as weights. The HMI average flow velocity profiles were thesttptl on top of the average flow
velocities obtained using MDI data from the same time pexidtle find that results obtained with
HMI data have significantly less noise than those from MDpeesgally near the poles.

The HMI meridional flow results were found to be2—3 m s~ more northward than the MDI
results. This offset can be explained by a rotation of the kihiging system with respect to MDI,
as suggested hyiu et al. (2012. Further analysis revealed that the MDI images needed tobe
rected for a ALY rotation relative to the Sun'’s rotation axis (rather tham@I2E used previously).
Applying a least squares fit to the difference between thepwbles indicates a counter-clockwise
rotation of HMI by Q075" ( or a meridional flow velocity correction 6£2.5cogA) m s™1). Our
corrected HMI average flow velocity profiles are plotted glavith the MDI profiles in Figure
3.11(differential rotation)and Figurg.12(meridional flow).

We find that our MDI and HMI differential rotations, equat@w of 55, are in very good
agreement. There are however small systematic differgheés- 2 m s™1), with larger velocities

in HMI. Poleward of 58 HMI is ~ 10— 20 m s 1 more retrograde relative to the rotating frame
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Figure 3.11: The Differential Rotation from Carrington Ratag 2096-2007. The MDI result is
plotted in black and the HMI result is plotted in red. The fivgnsa error ranges are indicated by
the dotted lines.

of reference than MDI. This may be attributed to a reportéptedal distortion of the MDI images
(Korzennik et al. 2004 which was not completely accounted for in our mapping duth#ofact
that it is not well characterized. We find that the statistreors in the HMI data (dotted red lines
in Figure3.117) indicate that precise measurements can be mad®&%0 latitude.

Our HMI measurements of the meridional flow also agree wethwur MDI measurements
obtained at latitudes up te 55° (Figure3.12a), but are systematically slower byl —2 m s 1,
Again, this can be attributed to a possible elliptical digtm of MDI images. We find that at
higher latitudes HMI tells a different story than MDI. Our NlBeasurements suggested a counter-
cell in the North (equatorward flow above 60°) but flow to the pole in the South. Our HMI
measurements have no indication of counter-cells in eltearisphere for this time interval. The
results do show a slight, but potentially important, Nd&bdth asymmetry. A faster poleward

flow is seen in the South through the active latitudes (froengtquator to~ 40°) and in the North
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Figure 3.12: The Meridional Flow from Carrington Rotation®@®007. a) The corrected HMI
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at higher latitudes. The errors in our HMI meridional flowalédotted red lines in Figuré.12a)
indicate that many of fluctuations in the meridional flow peofire actual features, rather than
noise. We find that the noise level is low enough that the naa flow is well determined at 85

using HMI data.

3.1.5 Discussion

We have characterized the axisymmetric flows using magfesttare tracking for nearly the entire
MDI era (Hathaway & Rightmire201Q 2011). We found that the meridional flow varied consid-
erably during that time. Specifically, the meridional flonesg that led up to Solar Cycle 23/24
minimum in 2008 was much faster than the meridional flow sphkethg the prior minimum in
1996 (see Fig.13. Faster meridional flow in the active latitudes (equatediat ~ 40°) inhibits
the cancellation of opposite polarity magnetic elementsssthe equatoDeVore et al. 1984
Wang et al. 1989 van Ballegooijen et al1998 Schrijver & Title, 2001). This reduces the imbal-
ance of magnetic polarities in the active latitudes whichewtransported to the poles, leads to
weaker polar fields, a weaker Solar Cycle 24, and an extendadremimum between Solar Cy-
cles 23 and 24. While this gives a credible physical explandtr the peculiarities of the Solar
Cycle 23/24 minimum, it requires knowledge of the polewashsport all the way to the polar
regions. For this reason, as well as others, it is impor@améasure the meridional flow to the
highest latitudes possible.

Models of the magnetic flux transport at the Sun’s surface leawployed meridional flow pro-
files (shown in Figur&.14) which either stop completely at 7fatitude or quickly fall to zero be-
fore entering the polar regionggn Ballegooijen et 811998 Schrijver & Title, 200% Wang et al.
2009. These meridional flow profiles were chosen because thelyasldyest with the model (i.e.,
enabled the model to produce results that best matchedvaltisers). However, our measurements
of the axisymmetric flows show that these meridional profées not realistic. The meridional
circulation varies considerably over the solar cycle andnflone cycle to the next. Furthermore,

the meridional flow typically extends all the way to the pol@hese observations suggest that
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Figure 3.13: Meridional Flow Variations. The meridionaMids faster at solar minimum than at
solar maximum. The meridional flow for Solar Cycle 24 was faitan the meridional flow for
Solar Cycle 23.

revisions to flux transport models are needed.

We find that the improved data from HMI can extend the measengsnof the axisymmetric
flows, differential rotation and meridional flow, to much heg latitudes — 85or more (during
this analysis, measurements were restricted t).8&hile noise levels are higher at the poles, it
is reasonable to expect that measurements could be obtirtbé way to the pole, particularly
for Carrington Rotations in which the Sun is tilte@l tbward or away from the Earth. Our mea-
surements of these flows during thel year of overlap between the MDI and HMI instrument
operations clearly show that the poleward meridional floteeds to the poles. Surprisingly, we
find no evidence for any polar counter-cells as was indicatéide highest latitude measurements
from MDI.

RecentlyZhao et al(2012 found and corrected a systematic error in the meridionel fieea-

surements made with time-distance helioseismology. Tdwirparison of their corrected merid-
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Figure 3.14: MDI Versus Surface Flux Transport MeridionkdviF Profiles. The average merid-
ional flow as measured by MDI (solid line) is compared withtieridional flow profiles that have
been used in surface flux transport models. The flow profild bge&an Ballegooijen et a(1998

is indicated by the dotted lin&chrijver & Title (2001) is represented by the dot-dashed line, and
(Wang et al.2009 is shown with the dashed line.

ional flow profile with our contemporaneous meridional flowasgrements from magnetic ele-
ment motions seen with MDIHathaway & Rightmire2010 and from direct Doppler measure-
ments Ulrich, 2010 show good agreement to latitudes of-580° but not much agreement at
higher latitudes. Our high latitude measurements showa aex largely in agreement with the
helioseismology results but further out of line with theedir Doppler measurements (which show
counter-cells above 60n each hemisphere).

We also find slight, but potentially important, North-Soaymmetries in the meridional flow
profile. The poleward flow is faster in the South in the actagtlides and faster in the North
in the polar latitudes. Both of these asymmetries may helpxptae the observed North-South

asymmetry in the polar field§hiota et al(2012 observed a faster decline in magnetic flux of the

65



North pole between 2008 and 2012 than was seen in the Soughtrdiid in the North suggests
an imminent polar field reversal. While some of this trend maylbe to the fact the the northern
hemisphere was more active during this period, the obsenaritional flow asymmetry should
also contribute.

The Sun’s polar field reversals are produced by the polewartgsport of opposite polarity
magnetic flux from the active latitudes (opposite to thathef pole at the start of the sunspot
cycle). While active regions (sunspot groups) have a balahbeth magnetic polarities, in each
hemisphere the opposite polarity is systematically fourfugher latitudes (Joy's Law). Some of
the lower latitude, like polarity, magnetic elements caossrthe equator to cancel with similar
(but reverse) polarity elements from the other hemispheddeave behind an excess of the higher
latitude, opposite polarity, magnetic elements. A fastidienal flow through the active latitudes
inhibits this cross-equator cancellation and leaves alsmeakcess of the opposite polarity for
subsequent transport to the poles. Thus, the faster mealilow in the southern active latitudes
should result in a slower erosion of the South polar field.dditon, the fast poleward flow at high
latitudes in the North should accelerate the erosion of thettiNoolar field.

This poleward flow above 75latitude is, nonetheless, problematic for most models ef th
magnetic flux transport in the near surface layge(Ballegooijen et 811998 Schrijver & Title,
2001 Wang et al.2009. In these models this high latitude poleward flow tends talpce polar
magnetic fields that are too strong and too highly concesdrat the poles themselves. Our high

latitude meridional flow observations may require furthgjuatments be made to those models.

3.2 Non-Axisymmetric Flows

In this work, | introduce a purely advective surface flux sport model that strives to reproduce
the surface flows as they are observed on the Sun. In addititretaxisymmetric flows (merid-

ional flow and differential rotation), magnetic featurestbe Sun are transported by turbulent
motions caused by convection, primarily in the form of sgpanules. Previous surface flux trans-

port models have employed a diffusive term to simulate thecef of these convective motions
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with a parameterized diffusion coefficient. In the surfaee flransport model presented here,
the convective flows are created explicitly by using vecfhesical harmonics, as described by
Hathaway et al(2010 andHathaway(2012g. While the convective flow model was developed
by Dr. David Hathaway and was not created as part of this daismn, it constitutes a major
component of the surface flux transport model, and thus wesren in-depth discussion.

Hathaway et al(2010 measured the supergranule spectrum using full-disk Bwgplages
obtained with the MDI instrument on SOHO during the 1996 MBiamics Run (a period of 60
days where MDI made full disk dopplergrams at a cadence ofnlit®). They began by filtering
out thep—mode signal (a.k.a 5-minute oscillations) caused by atowstves at the surface. This
was done by using a tapered Gaussian to average Dopplersroage31 minutes. These filtered
images were obtained with a cadence of 15 minutes for thestulllay period. An example is
shown on the left of Figur8.15 These images include additional Doppler signal due torobse
motion,the convective blue shift (an excess blue shift dube fact that updrafts are brighter than
downdrafts), and the axisymmetric flows. These flows (showfigure3.16were measured and
removed to produce images of the supergranular motionsv(sba the right of Figur&.15. The
images of the supergranular motions were then mapped itit@ghegphic coordinates

The heliographic images of the supergranular motions wesggted onto spherical harmon-

ics. The power at a given wavenumbei§ given by

P() = ZIW“F (3.6)
with
m__ 1 1o m
A= [ /@ Vios(6, §)W(6,®)Y"(6, ¢)dgpd(cos6) (37)
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Figure 3.15: MDI Doppler Images. The image on the left shdwvesdriginal MDI Doppler sig-
nal. This signal includes additional signals (see Figiifies that once removed produce the su-
pergranule pattern created by convective motions (showngir). Credit: David Hathaway,
NASA/MSFC.

whereN™ is the normalization function given by

N [ [*wie. 01, o) dgd coso) (38)

andY,™(8, ) is the spherical harmonic functiovios(8, @) is the line of sight velocity, and/(8, @)

is a weighting function (used to smooth discontinuitiesgré0 is the colatitude measured south-

ward from the north pole, ang is the longitude measured prograde from the central meridia
These observations are simulated by creating syntheticfdah vector velocities created with

a set of complex spectral coefficied® (radial), §" (solenoidal/poloidal), and™ (toroidal) with

| =0tol = 1500. These coefficients were used to create vector vadediti simulate convection
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Figure 3.16: Doppler Signals. This image illustrates thar foomponent signals in a Doppler
Image of the Sun. These signals include the convective Wiiie the rotational flow, and the
meridional flow. These three signals must be carefully resdan order to obtain the signal for
the convective motions. The relative velocities are notébe reference.Credit: David Hathaway,
NASA/MSFC.

cells. These vector velocities are given®gandrasekhgd 961):

|max

Vi(6,0) = ; Z R™Y™(6,9)
Cmac 1 oYM e () Imax 1 _mdY™(6,0)
Ve(e,cp)—IZ)m:ZIS“ Z} Z sing T 30 (3.9)
Imax 1 5Ym(9 ) '"‘a* L m9Y"(6,9)

Vo(0.9) = ;Z,sme 29 ,;mZ_,T'm 96
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The three components of the vector velocity are combinedadyze a line-of-sight velocityVqs)

Vios = Vi (0, @) sinBpcosO + V; (0, @) cosBy sin6 cosp+
Vo(6, @) sinBgsind — Vg (6, ) cosBy cosh cosp-+ (3.10)

Vp (6, ) cosBysing

The line-of-sight velocities were mapped into a simulateppler velocity image and the simu-
lated power spectra was measured as with the MDI data. Tleerapeoefficients R", §", andT,™)
were adjusted iteratively until the simulated power sgeotatched the spectra observed from the
MDI data. These spectra are shown in Figr&7. Figure3.18shows that the observed data and
simulated data are visually indistinguishable. The clbsestich was obtained with input spectra
constructed from two Lorentzian functions. The first Loggsuh corresponds to the supergranules
with a peak al ~ 100 and a width of 100. The second Lorentzian correspondset@tanules
with peak at ~ 4000 and a width of 3000. (The diameters of convective cedisraversely pro-
portional to wavenumbdr) These results suggest that Sun preferentially makesective cells
corresponding to these two sizes, thought the mechanismd#tis is not currently understood.
While the direct contribution of the axisymmetric flows washnmed from the Doppler sig-
nal, the supergranules themselves are nonetheless adhmcixisymmetric flows Hathaway
20123b). These axisymmetric flows were measured by applying thesccorrelation technique
on the supergranules. Observationally, the lifetimes oiveotive cells are related to their sizes
(granules live for minutes, while supergranules live fornm&ours). This relationship can be

characterized with

1(l)= 6.51IO—202 hours (3.11)

wherer(l) is the lifetime and is the wavenumber. Small cells (with lardghave shorter lifetimes,
whereas large cells (smd)lhave longer lifetimes.

The finite lifetimes of the convective cells has a direct angartant impact on the cross cor-
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Figure 3.17: MDI Doppler Spectrum. Spectral coefficigRts §", andT,™ were adjusted until the
simulated Doppler image produced a power spectra that mehittte spectra observed from the
MDI data. Supergranules peak at wavenumber 110. Credit:dDda&thaway, NASA/MSFC.

relation techniqueHathaway et a).201Q Hathaway 2012ab). During a short time lag between
images (e.g. 2 hours), the majority of convective cells aléalive” producing strong cross corre-
lation coefficients. As the duration of the time lag betwaeages increases (e.g. 16 hours) many
of the smallest convection cells have “died off” producingaker cross correlation coefficients.
Furthermore, the velocity of the convection cells chang#is size. Larger long lived cells extend
deeper and have velocities of the flows at those depths. Téemathat as the time lag increases,
the velocities measured will be more representative of ecton cells that extend deeper into the
convection zone.

The simulated convective cells were moved by the axisymmétws through an advection
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Figure 3.18: Doppler Simulation. A Doppler image (left) bketobserved convective motions
is shown alongside of the simulated convective motionsh{yigThe two are visually identical.
Credit: David Hathaway, NASA/MSFC.

equation given by

ow  MF(8)ow DR(8)Jw

at r 96 rsinb dg

(3.12)

wherew is a velocity componentVF (6) is the meridional flow as a function of latitude in m
s~1, andDR(8) is the differential rotation as a function of latitude in mts These axisymmetric
velocities were projected into spherical harmonics totereaset of coupled equations with which
to evolve the spectral coefficients for the convection. Theefilifetimes of the convective cells
were reproduced in the simulation by perturbing the phagéseocomplex spectral coefficients.
The size of these perturbations changed with wavelengthaahe lifetimes increased with the
size of the convective cells as in Equatiéni(l).

The strength of the correlations as a function of time lag massured with the simulated

data and compared to the observed data (shown in Fjtie2 The correlations of the simulated
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data match the observed correlations fairly well for the 4a®d 18 hour time lags. However,
with a 2 hour time lag, the observations show a weaker cdioelghan the simulation at 2 hours.
(This suggests that the lifetimes of the smallest conveatiells may need to be shorter in the
simulation.)

The meridional flow was measured using cross-correlatidch@simulated data and compared
to the observed data (shown in Figix€0. Cross-correlation was performed with 2, 4, 8, 16, 24,
and 32 hour time lags between images. The meridional flow semed to become weaker with
increasing depth. The meridional flow then reverses dmactéind becomes equatorward by a
depth of 60Mm. Comparison of the simulation with the obseovet show that this weakening of
the meridional flow as a function of depth is captured by theheng supergranule simulation.

This evolving supergranule simulation was designed to atauhe details of convective mo-
tions on the Sun. It is visually indistinguishable from Déppobservations of the Sun. Further-
more, it is able to capture details of the turbulent motiorluding the power spectra, the finite
lifetimes, and the change in the axisymmetric flows with HepT his simulation far surpasses the
detail that can be provided by a diffusion coefficient alaneking it very effective for use in our

surface flux transport model.

73



0'8 T AT as At
R iad ., LrTer ot [
.r V.
- . ‘e v -
et ‘e v
wate S .
0.6

0.4

0.2

Cross Correlation Coefficient

0.0 | | | | |

-90 -60 -30 0 30 60 90
Latitude

Figure 3.19: Doppler Pattern Cross-Correlation Coefficiefte strength of the cross-correlations
are shown for 2, 4, 8, and 16 hour time lags. Coefficients foottserved data are indicated with
solid lines while the coefficients for the simulated data iadkcated with the dotted lines. The
simulation matches the observed coefficients fairly weall4p8, and 16 hour time lags but the
coefficients are weaker for the observations with a 2 houe tiay. Credit: David Hathaway,

NASA/MSFC.
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the observed (solid lines) and simulated (dotted lines)@eEmages. Results are shown 2, 4, 8,
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CHAPTER 4

FLUX TRANSPORT MODEL

Previous surface flux transport models (see Sediar?) have used meridional flow profiles that
worked best with the model. These flow profiles were constatitrie and typically stopped com-
pletely before reaching 75n latitude. However, observations presented in Chapteave shown
that these meridional profiles are not realistic. The mendli circulation has been found to vary
considerably over the solar cycle and from one cycle to the fiéathaway & Rightmire201Q
Basu & Antia 201Q Gonzlez Herandez et a)2010. Unlike the flow profiles used in prior mod-
els, the meridional flow was also found to extend all the wahéopoles KHathaway & Rightmire
2011 Rightmire-Upton et a).2012. Additionally, surface flux transport models have typlgal
employed a diffusive term to simulate effects of convecthations (i.e., advective-diffusive mod-
els). While this is easier to do computationally, the magtetof this term is not well constrained
and it does not fully capture the convective motions.

An ideal flux transport model should be able to reproduce tagmatic field evolution at the
surface by incorporating the observed flows. In this chaptetl introduce a surface flux transport
model that advects the magnetic elements with the flows gsattesobserved on the Sun. The flux
transport model will use the observed axisymmetric flows.hBathan a parameterized diffusive
coefficient, the convective flows (i.e., supergranular flomsre modeled explicitly by using vector
spherical harmonics, as described in Sectidhand byHathaway et al(2010, to create a purely
advective surface flux transport model. This model, firsbiaticed in Upton & Hathaway2014),

was developed as a collaborative effort between myself an®8&vid H. Hathaway.
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4.1 Advective Surface Flux Transport Model

We have created a surface flux transport model to simulatdythamics of magnetic fields over

the entire surface of the Sun. The basis of this flux transpodel is the advection equation:

0By

e+ 0 (uB) =S(6.0.) @.)

whereB; is the radial magnetic flux, is the horizontal velocity vector (which includes the ob-
served axisymmetric flows and the nonaxisymmetric corwediows), and S is a (magnetic)
source term as a function of latitud@)( longitude (), and time {).

This purely advective model is supported by both theory drsgovation. The Sun’s magnetic
field elements are carried to the boundaries of the conestiuctures (granules and supergran-
ules) by flows within those convective structures. The mmaiof those magnetic elements are
faithful representations of the plasma flow itself. Thesakveagnetic elements are transported
like passive scalars (corks). This treatment has been foundmerous numerical simulations of
magneto-convection (c.¥ogler et al, 2005 and is borne out in high time- and space-resolution
observations of the Suis{mon et al, 1988 Roudier et al.2009.

We modeled the convective flows, i.e., supergranular flowgli@tly by using vector spher-
ical harmonics (described in Secti@2 and byHathaway et al(2010). We used a spectrum of
spherical harmonics to create convection cells that repr@the observed spectral characteristics.
The spectral coefficients were evolved at each time stepviotpe cells finite lifetimes and the
observed differential rotation and meridional flow. Thesawection cells have lifetimes that are
proportional to their size, e.g. granules with velocitiés8600 m s!, diameters of 1 Mm, and
lifetimes of ~10 minutes and supergranules with velocities of 500h giameters of 30 Mm,
and lifetimes of~1 day. These convective cells are advected by the axisynufietvs given by
our smoothed polynomial coefficients. The vector velositiere created for the full Sun with
1024 pixels in longitude and 512 pixels in latitude at 15 néntime steps.

Outside of active regions, the magnetic fields are weak amgldsma beta is high (see Equa-
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tion (2.20). For high beta, the magnetic pressure of these weak fieldeminated by the kine-

matic pressure, and these weak fields are carried by the plsws. Inside active regions, the
plasma beta is low and the magnetic pressure dominates flowrs are modified by the magnetic
field. To account for this, we have reduced the supergranae elocities where the magnetic
field was strong.

We have measured the axisymmetric flows (meridional flow afferential rotation) for each
Carrington rotation by using feature tracking on MDI and HVHAgnetograms as described in Sec-
tion 3.1 (Hathaway & Rightmire201Q 2011, Rightmire-Upton et a).2012. These axisymmetric
flow profiles were fit with polynomials and the polynomial dio@énts were smoothed using a
tapered Gaussian with a full width at half maximum of 13 rioted. These smoothed coefficients
were used to update the axisymmetric flow component of thtoweelocities for each rotation,
thereby including the solar cycle variations inherent st flows.

The advection equationt(l) was solved with explicit finite differencing (first order time
and second order in space) to produce magnetic flux maps ehtire Sun with a cadence of 15
minutes. (These maps are referred t@wschronic mapsince they represent the Sun’s magnetic
field at a moment in time.) The high velocities and high resotuin the model can produce Gibbs
phenomenon, i.e., ringing artifacts at sharp edges that@ase flux to overshoot/undershoot into
surrounding pixels. To stabilize the numerical integnagiand mitigate this effect, a diffusion term

is added so that:

B
¢ T0 (UB) =S(6,0,1) + 0B, (4.2)

wheren is the diffusivity. We note that this diffusivity term wagistly for numerical stability.
Unlike previous Surface Flux Transport models, the addibbthis term had little effect on the
flux transport. The convective motions of the supergrancadis gave detailed random walks for

the magnetic elements in this model.
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Finite differencing requires that the Courant-Friedritiesvy condition

AX > VAL (4.3)

(whereAx is the grid spacingy is the velocity, andt is the time step) be satisfied in order to
maintain numerical stability. We have velocities of hurtiref m s and a time step of 15
minutes, thereforAx needs to be larger than 500 km at all latitudes. To ensurghisatondition is
met, we created a modified grid for performing the finite défecing. The modified grid features
1024 points at the equator. This is transitioned by repéatelving that number, leading to 8

points at the poles. These transitions occurred at latitudesre

1024 cos\ = {512 256,128 64,32,16,and & . (4.4)

To accommodate the modified grid, we applied three diffefiaite differencing schemes: normal,
transitioning, and polar (illustrated by Figufel). Under the normal scheme, flux is advected in
from two sides (e.g., positions B and D) and out the otherssfday., C and E). In the transitioning
scheme, flux was advected normally in the horizontal dioec{e.g., Aew = Aoig + B - C), but
an extra term was needed in the vertical direction (e.gewA Aolg + D - E; - E2). For the polar
scheme, again flux was advected normally in the horizontatton. In the vertical direction, an
extra term was added on one side but no term was present opplosite side (where the polar
boundary becomes a point). In all three schemes, the diffusas accomplished by taking second

derivatives in each direction and by using the average winardorizontal cells contribute.

4.2 TheBasdine Data Assimilation

Data assimilation is a process in which forecasts (e.g. #etlver) can be updated with real-time
observations. In order to createbaselinedataset of synchronic maps, we have created a data
assimilation process which periodically updates the maatbl data from full disk magnetograms.

This baseline provides the closest contact with obsematiy correcting for any differences be-
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Figure 4.1: Modified Grid. We have created a modified grid vif24 pixels at the equator, but
with that number repeatedly halved at higher latitudes. dstngrid positions, a normal grid (left)
is used. At latitudes given by Equatiod.{) the transition grid (middle) is used. The polar grid
(right) is used at both poles.

tween data and model. In regions where data were recentilyited, the model is nearly iden-
tical to the observations. This baseline is used in Chaptier examine the different methods
for characterizing the polar fields and also served as a efetrievaluating simulation results in
Chapters and6.

Our data assimilation process merges magnetogram ohsavatith forecasts made by the
surface flux transport model. This was done by assigning W®itp both the observed data and
the data forecasted by the model (shown in Figu&. The observed magnetic fields have signal-
to-noise ratios that degrade away from disk center so thghieifor the observed data fall off
as a function of center to limb distance. The weights for tredasted data were created by
adding the newly observed weights to the model weights frioenprevious time step and then
multiplying by a latitude dependent exponential decay fiemc This exponential decay function
was designed to account for the drift between observatiodsnaodel for places and times for

which observations are unavailable. The weights decay tactorf of € in ~1 week at the
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rapidly evolving equator, but more slowly (up to several mhsh at the poles. A new map was
created by adding the forecasted data multiplied by its ksitp the observed data multiplied by

its weights and then by dividing by the sum of the two weights.

Figure 4.2: Data Assimilation. A) The data forecasted byflte transport model. B) The data
observed with a magnetograph. C) The weights for the simiildégéa. D) The weights for the
observed data.

MDI magnetograms were assimilated from 1996 May to 2010 Mdly vcadence of 96 min-
utes (excluding the time period in late 1998 and early 1998wiDI data was unavailable or
unreliable). From 2010 May to 2013 July the HMI magnetogravese assimilated hourly. The
flux in each pixel of the magnetograms was divided by the eosfrthe angle from disk center in
order to best approximate the assumed radial magnetic field.

Full Sun synchronic maps were retained at 8 hour intervaise@ of 0, 8, and 16 hours),

from 1996 May to 2013 July. A magnetic butterfly diagram wasstnucted by averaging, over
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longitude for all of the synchronic maps in each solar rotati This butterfly diagram, shown
in Figure 4.3, illustrates several important details. As expected, @sebine magnetic butterfly
diagram is nearly indistinguishable from a butterfly diagi@nstructed directly from observations
(shown in Figurel.7). In particular, an annual signal in the polar field strenigtiseen at high
latitudes. This annual signal has been a characteristiorieeaf MDI, Mount Wilson Observatory
(MWO) and SOLIS datasets albeit with differences dependmghe instrument and spectral line
used. There have been attempi$rich & Tran, 2013 Jin et al, 2013 to explain the origin of this
annual signal in terms of a systematic tilt of the fields, ufas no consensus has emerged for
explaining the origin of this signal. Perhaps one of the nlihg aspects of this annual signal is
that it is either not present or too weak to be seen in the HNH.dahis suggests that this annual
signal could be due to changes in spatial resolution, neiggd at the poles, or possibly errors (at
high latitudes) in the calculation of field strength usinfjetent spectral lines.

The baseline butterfly diagram also illustrates some ingpddetails about flux transport. Fig-
ure4.3shows that it takes-1-2 years for active region flux to be transported to the piotes the
active latitudes. This suggests that a flux transport mduwilgl be able to reproduce the evolution
of the polar field strengths at least this far in advance. Heunmhore, our flux transport continued
during the “SOHO summer Vacation” from 1998 June through91B8bruary, i.e., a period when
no data assimilation was occurring. The absence of datasiméate resulted in the poleward
transport of leading polarity flux from the lower latitudeBhis demonstrates that it is essential
that new active region sources continue to be added. If ttiveaegion emergence is prematurely
cut off, excess leading polarity (that would have been daaday the new emerging flux) remains
and is transported to the poles along with (or just after)ftlewing polarity flux. This has the
effect of slowing down the reversal (or depending on thertgnslowing the subsequent buildup
of new polarity). If enough excess leading polarity is tr@orsed to the poles, then a relapse in
the polar field reversal may also be observed. In this cageaskimilation corrected for these

problems once it was re-initiated in 1999 February.
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Figure 4.3: Baseline Magnetic Butterfly Diagram. Yellow (piwsi) and blue (negative) streamers
show that it takesv1-2 years for active region flux to reach the poles. The “SOk@ser
Vacation” from June 1998 through February 1999 illustrdtesimportance of continued active

region emergence.
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CHAPTERS

POLAR FIELD PREDICTIONS

Obtaining a complete understanding of solar cycle vaiitghjtecall Sectionl.3.]) is one of the
oldest and most significant problems in solar physigsbcock & Livingston(1958 reported the
first observation of a reversal in the Sun’s dipolar magrfeglds, noting that this reversal occurred
near the time of solar maximum. Shortly thereafBabcock(1967) linked solar cycle variability
to magnetism on the Sun by proposing a solar dynamo model.eVBlaibcock’s model is widely
accepted as the underlying mechanism behind the solar, dheldiner details are still not well
understood.

Two points in the evolution of the polar fields stand out as\gaghe most significant: the
reversal of the polar fields and the polar fields at solar mimmngi.e. the seed to the next cycle).
The reversal of the polar fields marks the time of solar cycimum, i.e., when solar activity
peaks and then begins to wane. Furthermore, the reversaipisriant to galactic cosmic ray
observations. Galactic cosmic ray propagation is inhibiitg the magnetic fields that are threaded
through the heliosphere as a result of solar activity. Fasrtiore, the polarity of the solar dipole
changes the manner in which the positively charged cosygcpepagate through the heliosphere
(Ferreira & Potgieter2004). Positive cosmic rays enter from the heliospheric polgioms when
the Sun’s dipole is positive, but along the heliospheriaentr sheet when the Sun’s dipole is
negative. This results in cosmic ray flux with a flat peak when3un’s magnetic dipole is positive
and a sharp peak when the Sun’s magnetic dipole is negativéhéother hand, the polar fields
at solar minimum are thought to be the seeds to the next sptée.cindeed, observations have
shown that the strengths of the polar fields at solar minimeeraaood indicator of the strength of
the next cycle $valgaard et al2005 Muioz-Jaramillo et a).2012 Svalgaard & Kamideg2013.
Interestingly, the polar fields leading up to the Cycle 23/2dimum in 2008 were about half as

strong as observed for the previous two cyclegalgaard et al2009. This was followed by an
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extended Cycle 23/24 minimum and what is proving to be the es&adolar cycle in over a hundred
years. This has caused speculation that the Sun may bergraeother Maunder Minimum. With
such unusual solar conditions there is increasing motiuaid determine exactly how magnetic
flux is transported to the poles and how the polar fields areutated.

In this Chapter, | will introduce current techniques for awerizing the polar field strengths.
| will discuss the strengths and weaknesses associatedheittifferent techniques. | will discuss
modifications to the surface flux transport model (descriime@hapter4) that will enable the
simulation of the polar field evolution and the capabilitymtake predictions of future polar field

strengths. The contents of this chapter were publishedmon & Hathaway2014).

5.1 Polar Fields

Magnetic maps of the entire Sun provide the ability to chatigeangle from which the Sun is
viewed. For example, rather than look at the Sun from a ngaaterial position in the ecliptic, we
can look directly down on the poles as shown in Figbire Seeing the Sun from above the poles
is vital to furthering our understanding of the evolutionpaflar regions and their impact on the
solar cycle Ehiota et al.2012 Muioz-Jaramillo et aj2013. By watching the flux transport from
this angle it is clear that the residual active region fluxighHatitudes is substantially sheared by
differential rotation. The combined effect of the diffeti@hrotation shearing and the meridional
flow driving the flux poleward causes the residual flux to dpire the pole. The polarity of this
residual flux is typically opposite in sign to the polaritytbe pole at the beginning of the solar
cycle. When this (typically) opposite polarity flux reachias poles it cancels with the original
polar fields until it disappeared completely and the new ¢afip polarity) polar field begins to
build.

The polar fields are often characterized by averaging thedéumsity over a polar region of the
Sun. However, the determination of what area is considepeulaa region is rather arbitrary. For
the Wilcox Solar Observatory, the polar field strengths &feneéd using the line of sight fields be-

tween 55 and the poles. This range is established by the resolutitreahstrument. With the ad-
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Figure 5.1: North Polar View in 2001 April. Synchronic magoenaps allow the Sun to be seen
from the perspective of looking directly down on the polefie b5, 70°, and 85 latitude lines
used in definitions of polar fields are marked for reference.
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vancements in the spatial resolution of more modern ingtnis) recent polar field measurements
have become more restrictive in defining the polar region: éxample,de Toma(2011) mea-
sured the polar fields using the radial fields betweéhas@l 80 latitude. Muiioz-Jaramillo et al.
(2012 obtained polar field strengths by averaging the line-ghsfields poleward of 70 Al-
ternatively, the polar fields can be defined by the axial camepb of the Sun’s magnetic dipole
(Svalgaard et al2005.

Magnetic maps of the entire Sun also provide the benefit afgbable to calculate the polar
field strengths using all longitudes and latitudes extemdih the way to the poles. Here, we
have used three different definitions of polar area (above &%ove 70, and above 85latitude).
These latitudes are indicated by the circular black lindsgure5.1. The magnetic maps made by
assimilating the MDI magnetograms produced an annual gherigp in the polar field strength, due
to the instrumental artifact discussed previously (sedi@ed.?). Fortunately, there is almost a
full year of overlap (2010 April to 2011 March) in the obseigas of MDI and HMI. This overlap
in observations provides the opportunity to calibrate thBlMased polar field measurements.
First we smoothed the MDI-based polar field measurementg wstapered Gaussian with a full
width at half maximum of 13 rotations. The smoothed MDI-lehpelar field measurements were
then compared to the HMI-based polar field measurements oWelfthat the two measurements
agreed when 0.5 Gauss was uniformly subtracted from the b&3ed polar field measurements.
We then applied the 13-rotation tapered Gaussian smoo#ndd).5 G offset to all of the MDI
data.

The corrected polar field strengths during Solar Cycle 23 mawri are shown in Figurg.2
(top plot). For all three definitions of polar area, we findtingng of the North and South reversals
are well synchronized (i.e., they occur within a couple rherdf each other). However, the timing
of the reversal differs by-1 year depending on which definition of polar area was used550
and above, the reversal comes at the end of 2000, theev8rsal occurs in mid-2001, and the’85
reversal does not occur until the end of 2001. These reseitodstrate that measuring the polar

field strength over a polar area is arbitrary (because tisene formal standard as to what polar
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area should be used). Furthermore, these measurementsl@griaus (they vary by as much as a
year depending on what polar area is used).
The synchronic maps can also be used to calculate the axgmletia dipole momerB, (shown

in bottom panel of Figuré.2), where:

1 2 1T 0 )
Bp_ﬁ/o /OBr(G,(p)Yl(G,(p)SInGde(p (5.1)

Not surprisingly, the synchronic maps made by assimildij data produced an annual signal in
the magnetic dipole moment measurements as well. This asigunal was removed by smoothing
with the tapered Gaussian with a full width at half maximuni gfear (the red line in Figurg.?2).
The axial magnetic dipole moment reverses sign in early 280b00ost precisely the time of the
Solar Cycle 23 maximum. No data was assimilated during 1a88 Bhd early 1999. During this
time period, the axial dipole moment appears to decay vegits and is followed by a sudden
jump when data assimilation is re-initiated. For this tinezipd in particular (and a few months
afterwards) the smoothed dipole moment appears to be a bettesure of the axial dipole moment
on the Sun.

We find that the axial dipole moment appears to be a betterarietranalyzing the relationship
between the polar fields and the solar activity cycle. Fifstllpthe axial dipole moment depends
on the magnetic field over the entire Sun rather than over saniérarily defined polar area.
Therefore the axial dipole moment is less ambiguous me8&condly, the polar field strengths
can become asymmetric if active region emergence is asymamehis asymmetry is certainly an
interesting and important aspect of the solar dynamo; hewthe role, if any, that these asym-
metries play in modulating the solar activity cycle is unagr. These hemispheric asymmetries
are short lived, usually disappearing in less than a yeav@fXorton & Gallaghey2010. As the
axial dipole moment reflects the magnetic state of the Sunnd®ie, it is not as sensitive to these
hemispheric differences. Furthermore, the timing of thialadipole moment reversals appears to

be better correlated to the timing of the solar cycle maxim@ihe smoothed Wilcox Solar Obser-
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Figure 5.2: Polar Field Reversals. The corrected Northds@nd South (dashed) polar field
strength reversals (top) are shown for three different defirs of polar area:> 55° in black,

> 70° in blue, and> 85° in red. The timing of the reversal depends greatly on whidarparea is
used, with~1 year between the 8%eversal and the 85eversal. This behavior is consistent with
the notion of new polarity flux spiraling in and canceling the polarity flux residing in the polar
cap. The reversal of the axial dipole moment (bottom) ocearty in 2000. The raw data (black)
is contaminated by an annual signal in the MDI data. The sheabéaxial dipole moment is shown
inred.
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vatory axial dipole moment reversed in 1979 November, 1988mber, and 1999 October. A 13
month running mean of the International Sunspot Number shbese reversals nearly coincide
with solar maximum: 1979 December, 1989 July, and 2000 Apnilthe case of the later two,

the axial dipole moment reversals actually precede soldeaypaximum by a few months, further

indication that the dipole moment is a key measure of the aynprocess.

5.2 Predictive Model: Active Region Sources

In order to be used for predictive purposes, we need to thafynsdrface flux transport model
presented in Chaptér Detailed predictions of the emergence of active regiondh@not possible
at this time. However, reliable predictions of the numbeaaiive regions and the latitudes at which
they emerge are available once a cycle is undendayi{away2010. These predictions (or active
region data from similar sunspot cycles) can be used to geotrie active region sources for the
flux transport model. In addition, the synchronic maps usdditial conditions need to be adjusted
to remove the annual signal described above.

An initial synchronic map is needed to begin a predictionn@yonic maps generated using
the MDI data had the previously described annual signal. ddtere of this annual signal is
still not fully understood so properly correcting the fuiskl magnetograms is not feasible at this
time. This flux error would propagate through the simulatma cause errors in the polar field
strength measurements. The annual signal can, howevemnioved from the axial dipole moment
component. We have done this by measuring the axial dipoleenbpresent in each synchronic
map during the MDI time period (1996 May to 2010 May), smooghit with the 1-year tapered
Gaussian, and producing a new set of maps using the smoottedipole moment. The annual
signal did not appear in the HMI data, and so these steps areenessary when a synchronic map
generated from HMI data is used to initialize the simulation

We simulated active region emergence by adding bipolar §anuspot pairs in the locations of
the active regions. The Royal Greenwich Observatory (RGOj}lablational Oceanic and Atmo-

spheric Administration (NOAA) sunspot records providemfhation about the sizes and locations
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of nearly all the sunspot groups that have been observed 484 (Solar Cycles 12-24). We
used these databases to characterize the active regiarsis of size, location, and longitudinal
separation. The flux was calculated as a function of rep@ted using the relationship described

by Sheeley(1966 and confirmed byJosher(1977):
D(A) = 7.0 x 101°A (5.2)

where®(A) is the magnetic flux in Maxwells andl is the total sunspot area in units of micro
Hemispheres (LHem = 3x 106 cn¥). The tilt was given by the average Joy’s Law tilt, i.e., the
angle between the bipolar spots (with respect to lines wéiti) is equal to one half of the latitude.
While the NOAA sunspot record (1974 to present) includes Hwtsunspot area and longitudinal
extent, the RGO data only include the sunspot area. Using@®A\data, we found a relationship

between the area of the sunspot group and the longituditehieshown in Figuré.3):

17 A

whereAg is the longitudinal extent in degrees aAds the group sunspot area in micro Hemi-
spheres. This equation was used to set the longitudinatamaof the bipolar spots added to the
simulation from the sunspot database.

Lastly, instead of using the measured flows for each rotatame flux transport, we used
our average axisymmetric flows to create the vector vekxitn these prediction simulations.
Alternatively, we could generate meridional flow profileatthave the observed systematic solar
cycle variations Basu & Antig 2003 Hathaway & Rightmire2010. Chapter6 will investigate
the importance of these systematic meridional flow vaniegiio this flux transport model.

To demonstrate the viability of this predictive flux trangpoodel, we simulated the magnetic
field evolution for the three years leading up to the Solar €@3/24 minimum using the active
regions from Solar Cycle 23. We repeated the simulation fivesi, using different realizations

of the supergranular flows. Statistically these realizettiall had cellular flows with the same
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Figure 5.3: Longitudinal Extent of Sunspot Groups. NOAAadftom 1995 to 2013 was used in
this plot of the longitudinal extent of individual sunspabgps as a function of group area. The
large dots show the averaged binned data with 2 sigma e&qrgtion b.3) is shown as the solid
line.

characteristic sizes and lifetimes, but certain detaithefndividual cells were changed (e.g. their
locations relative to active region flux concentrations).

All five realizations of the axial dipole moment evolutioreahown in Figur®.4. For compar-
ison, the unsmoothed baseline axial dipole moment is shguthddashed black line. All of the
realizations are in good agreement, showing a dipole mothahtoincides almost precisely with
the baseline dipole moment. The increase in the spread oh¢asurements over time highlights
the stochastic nature and important role that supergramiés in the transport of flux. The ran-

dom details of individual cells can produce variations ia dipole moment on timescales of years,
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but this variation is significantly smaller than the vawatidue to the annual signal carried over
from the MDI data. Despite these stochastic variations flthetransport demonstrates its func-
tionality and potential for predicting the polar fields tngears (and perhaps longer) in advance of

the solar cycle minimum.
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Figure 5.4: Predictions of Cycle 23/24 axial dipole momemtrapching minimum using Cycle 23
active regions startingthree years ahead of the observed minimum. The five diffexgoeergran-
ule realizations are represented by the solid lines shovaolior. For reference the unsmoothed
MDI axial dipole moment is shown with a black dashed line.

5.3 Prediction Test - Cycle 23 Using Cycle 17 Active Regions

We have tested the predictive abilities of our flux transpaotiel by attempting to reproduce the

axial dipole moments of Solar Cycle 23 using proxy data foretttese region sources. Solar Cycle
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17 most closely matched the amplitude and shape of Solar @8dlehown in Figur&.5) and was
used as a proxy for Solar Cycle 23 active region emergence pinwary points of interest during
the solar cycle were investigated: Solar Cycle 23/24 mininftima end of 2008) and the reversal
of the polar fields during Solar Cycle 23 maximum (spring of @00In both cases the model
started with a lead time ofthree years and five different realizations of the conveatiotions
were used. The simulation of the polar field reversal ran tmi end of 2002, to ensure that the
reversal was fully captured.

Our predictions of the approach to the Solar Cycle 23/24 minmasing Cycle 17 active region
data (SC23AR17) is shown in the top panel of Figbou@ For comparison, the baseline axial dipole
moment is shown by the dashed black line. The SC23AR17 prediifully consistent with the
baseline. For the first two years, the axial dipole momergsaarly identical to the axial dipole
moments that were simulated using the Cycle 23 active re®G23AR23, Figuré.4). For the
last year, the SC23AR17 prediction begins to diverge somefrubiat the SC23AR23 simulation.
This divergence is small in comparison to the annual sigaaation seen in the baseline.

Our predictions of the SC23AR17 dipole moment reversal is shionmthe bottom panel of
Figure5.6. All of the realizations (made with a lead time sthree years ahead) predicted the
timing of the reversal to within four months of the baseligabdipole moment reversal. Four
of the realizations predict the timing of the reversal altmm®cisely (to within a month). The
fifth realization places the reversal about four months. l&&@irprisingly, the amplitude of the
dipole moment (in 4 of the five realizations) stays in remblkgood agreement with the baseline
through to the end of the prediction (some six years aftepthdiction start time).

Comparison of the model predictions during the two diffeqgmises of the solar cycle shows
that the spread of the measurements (due to the stochastie rd supergranules) is more pro-
nounced in the prediction for the dipole moment reversal,(&olar maximum) than the for predic-
tion of the dipole moment amplitude leading up to solar munim This is due to the fact that much
more flux is being added to the model during solar maximumh\Wiore flux being advected the

random motions of the convective cells have a pronouncettefiThis suggests that predictions

94



O 150 T T T T T
2 — Cycle 23 :
= ye ]
s ey -----
< 100
(@]
o
(V)]
c
@
-, o0
c
c
(@]
= 9
0 1 2 3 4 5 6 7 8 9 10 11
Years from Cycle Start
. 150 T T T T T T T T T T
= i i
iED i — Cycle 24 A
E I Cycle 14 |
— 100 |
o i
o _
wn
C -
53) i
-, o0 —
c § 1
% 1 :I :
1!
= 0 f | l\""\rsl‘_

o 1 2 3 4 5 6 7 8 9 10 11
Years from Cycle Start

Figure 5.5: Solar Cycle Proxies. Active region sources areiksited by using prior solar cycles
as proxies for the modeled cycles. Solar Cycle 17 is choserpasxg for Solar Cycle 23 (top).
Solar Cycle 14 is chosen as a proxy for Solar Cycle 24 (bottom).
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Figure 5.6: Predictions of Cycle 23 with Cycle 17 active regiofxial dipole moment predictions
of Cycle 23/24 minimum made with Cycle 17 active regions and# stme of~three years (top).

Axial dipole moment predictions of Cycle 23 polar fields rearmade with Cycle 17 active
regions and a start-time efthree years (bottom). In both cases, the five differentzatiins are

represented by the solid lines shown in color. For refereaheeunsmoothed MDI axial dipole
moment is shown with a black dashed line.
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made during times of solar maximum are more difficult to mdidentpredictions made near solar

minimum.

5.4 Prediction for Cycle 24 Rever sal

We used the flux transport model to predict the Solar Cycle 24 dipole moment reversal and
subsequent magnetic field buildup. Solar Cycle 14 was chasewttas a proxy for continued
active region emergence (see Figtrg, bottom). The flux transport is identical to the flux trans-
port used in our Cycle 23 prediction: using the average axisgtric flows and the five different

supergranule realizations. The prediction started on 20igust 1 and ran until 2016 December

31.
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Figure 5.7: Predictions of Cycle 24 with Cycle 14 active regiofxial dipole moment predictions
of Cycle 24 dipole moment reversal made with Cycle 14 activeore For reference the observed
HMI axial dipole moment is shown with a black dashed line.
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Our Solar Cycle 24 axial dipole moment prediction (see Figurgshows the dipole moment
stalling for a few months before the reversal occurring irc®weber of 2013. The subsequent
magnetic field buildup is similar to the buildup observedugiSolar Cycle 23. This would suggest
that Solar Cycle 25 might be similar in amplitude to Cycle 24.wdwer, it is the axial dipole
momentat solar minimunthat is the best indicator of the amplitude of the comingey®Minimum
is not expected to occur until around 2020 or 2021. Predistioade 2-3 years prior (2017-2019)

will provide a more accurate estimate of the amplitude of E@S.

5.5 Discussion

Understanding the Sun’s surface magnetic field evolutimeiuding the buildup of the polar fields
and subsequent magnetic reversals, is essential to deiciphlee sunspot cycle. Previous surface
flux transport models have been used to investigate the fateiréace flows and active region
emergence in the surface magnetic field evolution, but alehssed contrived meridional flow
profiles and have parameterized the advection by supergsawith a diffusion coefficient. | have
used a new flux transport model to investigate metrics fondefithe polar field reversals and to
test the predictions of the polar fields at different phadesesolar cycle.

We found the axial dipole moment to be the best indicator eféversal of the Sun’s magnetic
field. Determinations of the polar field reversals varied yraich as a year when using different
definitions of polar area. Though it does not capture asymesein the polar fields, the axial
dipole moment (as opposed to the polar area) provides aarietrcharacterizing the evolution
of the polar fields that is neither ambiguous nor arbitraryordlimportantly, the axial dipole
moment reversal more closely reflects the timing of solarimar. The timing of this reversal
is critical for the propagation of galactic cosmic rays ie thner solar system. In the case of the
synchronized Solar Cycle 23 polar field reversals, the axpld moment occurs before both the
North and South reversals. Solar cycle 24 is currently egpeing an extreme asymmetry in the
polar field reversal: the North has already reversed and dlhSs not expected to reverse until

2014. In this case the timing of the axial dipole moment reakoccurs between the North and
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South reversals.

We used the predictive flux transport model with Solar Cycla@8/e regions to simulate the
evolution of the polar fields during the three years leadipgaithe Solar Cycle 23/24 minimum.
The flux transport model was able to reproduce the obseniatidigole moment without the an-
nual signal created by a presumed instrumental effect of (B¢ Sectiod.2). Our supergranule
flows introduce stochastic variations in the flux transpaat ire not captured by a diffusivity term.
During this time period the stochastic nature of superdgeamaotions created minimal variations.

We then used the predictive flux transport model with Solal€¥€ active regions to examine
the predictive ability of the model for two different phasdshe solar cycle. The first two years of
results using Solar Cycle 17 for the three years leading upgt&oblar Cycle 23/24 minimum were
nearly identical to the results that used the Solar Cycle 28eategions. While the results for
the last year were somewhat divergent, they were still sbersi with the baseline results. Further
testing should be done to illustrate the impact of usingeddit active region sources or a varying
meridional flow. Our flux transport model was able to repradtiee timing of the polar field
reversal of Solar Cycle 23 to within a few months at least tlyesg's in advance. We showed that
the stochastic nature of supergranular motions had a leffgsat during this phase of the cycle.

Our results for the Solar Cycle 24 predictions show a revertie axial dipole moment in
2013 December. After the reversal, the axial dipole momehibéts a rise similar in slope to the
rise that followed the Cycle 23 axial dipole reversal. Whilestmay be an early indication that
Cycle 25 will be similar to Cycle 24, predictions made withir8 3«ears of the coming minimum

(estimated to be 2020 or 2021) will provide a more accurdimate of the amplitude of Cycle 25.
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CHAPTER 6

EFFECTSOF FLUX TRANSPORT ON THE SOLAR ACTIVITY CYCLE

The polar fields during the last solar minimum (Cycle 23/24imum) were the weakest to date, at
about half the strength of the prior two cycles. This minimwas extended in duration and Solar
Cycle 24 (the current solar cycle) is developing into the vesakolar cycle in the last century. The
weak polar fields of this extended minimum may be caused bgiti@ams in surface flux transport.
On the Sun, flux transport is achieved via differential riotat meridional circulation, and the
turbulent motions of convection. While the convective mosi@nd differential rotation are fairly
constant, the meridional flow varies in two fundamental way®r the course of a solar cycle and
from one cycle to the next, as shown in Cha@erThe meridional flow is faster at solar cycle
minimum and slower at maximum. Furthermore, the merididloa¥ speeds that preceded the
Solar Cycle 23/24 minimum were20% faster than the meridional flow speeds that preceded the
prior minimum (recall Figure3.13. It has been suggested that this faster meridional flow may
have led to the weaker polar field strengths of Solar Cycle2&l thus the subsequent extended
solar minimum and a weak Cycle 2@éng et al. 2009 Hathaway & Rightmire201Q 2011). In

this Chapter, | will use our Surface Flux Transport model t@stigate possible causes of the weak

Cycle 24, and the importance of the variations in the meraliflow in particular.

6.1 Analysis

We used the predictive model (described in Sectial) in three simulations to determine the
impact of meridional flow variations on the sunspot cycleclitaimulation was run from 1997
January through 2013 July. The RGO and NOAA active regiondatas were used to characterize
and simulate the emergence of observed active regions bggadigpolar Gaussian spot pairs in

the location of the active regions. These active regionscesuwere constructed with total flux,
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longitudinal separation, and characteristic tilt basedheobserved statistics of these properties.
All three models used the same average, constant, Norttik Sponmetric differential rotation,

given in terms of latitudeX) by

Vp(A) = [a+bsin?(A) +csin(A)] cogA) (6.1)
with
a=39ms?
b=—244ms? (6.2)

c=-374mst

The supergranule realization used was nearly identicallfthhree simulations. The size, lifetimes,
and initial location of each cell were the same. However #@tieuidinal motions of the convective
cells were modulated by the meridional flow applied to eaofutation. The meridional flow for
each simulation was updated at six month intervals.

The first simulation (hereafter referred to%isn 1) included an average, constant, North-South

antisymmetric meridional flow given by

Vg(A) = [asin+bsin(A) +csir(A)]cogA) (6.3)
with
a=24mst
b=16ms? (6.4)

c=-37mst

The second simulatiorS{m 2 included a meridional flow with the observed variationsime

as described in Chapté In the third simulation $im 3, the differences between the average
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meridional flow and the observed meridional flow were doulbtedmplify the variations in the
meridional flow. The meridional flows in Sim 2 and Sim 3 incldaelditional terms to account for
the observed North-South asymmetries - most notably ther molunter-cells observed by MDI.
For reference, the meridional flows for all three simulasi@me shown as functions of time in

Figure6.1 For additional context, the difference histories are showFigure6.2.

Constant Meridional Flow Variable Meridional Flow Amplified Meridional Flow

Figure 6.1: Variations in the meridional flow. The constapnttN-South antisymmetric meridional
flow used in Sim 1 is shown in on the left. The observed mer@ifiow used in Sim 2 is shown in
the middle. The amplified meridional flow is shown on the rigRéd is northward flow and blue
is southward flow.For reference the contours (black lineeys0,+5, +104+15m s'L.

6.2 Reaults

Each simulation produces synchronic maps (magnetic fluxsroffhe entire Sun) with a cadence
of 15 minutes. We used these maps to calculate the axial rtiagifgole momenB,, at each time
step using Equations(1). The axial dipole moment measured for each simulationaostead in
Figure 6.3, along with the observed MDI/HMI axial dipole moment obtinfrom the baseline
(see Sectiord.2). To provide context, the magnetic butterfly diagram of esiatulation is shown

in Figure6.4. The baseline magnetic butterfly diagram is also shown forpaoison.
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Variable Difference History Amplified Difference History

» o

A2

Figure 6.2: Differences in the meridional flow. The diffecerbetween the variable and constant
meridional flow is shown on the left. The difference betwdenamplified and constant meridional
flow is shown on the right. Red is poleward flow and blue is equatad flow. For reference the
contours (black lines) show 8;2, +44+6, +8 m s,

Immediately, inspection of the axial dipole moment plote@g that the dipole moments in
the simulations reach amplitudes about twice as strongeasliberved axial dipole moment. Re-
markably (and despite this) the timing of the Solar Cycle 24 rgal is accurate to within about a
year. This suggests that the active region sources are beangestimated for both the Solar Cycle
23/24 buildup and the Cycle 24 reversal. An adjustment to theuwst of flux added per unit area
(see Equation.2)) may improve the model to the point that the axial dipole reatrfor an entire
solar cycle can be reproduced with the predictive model $&sxtion5.2).

Surprisingly, rather than producing weaker polar fields,ariable meridional flow produced
a stronger axial dipole moment. This effect was more pronedrwith the amplified meridional
flow. A detailed comparison of the strengths of the dipole reota reveals several distinct phases

of interest:

1. In all cases, the axial dipole is well matched for the finseé years as the dipole steadily
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Figure 6.3: The evolution of the axial dipole moment (colidh different meridional flow pro-
files. MDI/HMI observations (black dashed/solid ) are shdamcomparison. The simulation with
the observed variations in the meridional flow (red) produme axial dipole moment at minimum
that is approximately 20% stronger than the simulation tisetd the constant average meridional
flow profile (blue).

and rapidly reverses polarity.

2. During 2000-2003, the dipole continues to rapidly bualal, the simulations begin to diverge

from one another, with the slower meridional flow producing strongest axial dipole.
3. During 2003, the strengthening of the axial dipole cargmat a slower rate.

4. In 2004 and 2005, the axial dipole of all three simulatiovesakens before rebounding

slightly.
5. Between 2006 and 2011, all three simulations weaken slatdypout the same rate.

6. From 2011 to the end, a phase of active reversal occurdagithst meridional flow reversing

the axial dipole fastest.
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Figure 6.4: Magnetic Butterfly Diagrams from Simulations. e$& magnetic butterfly diagram
illustrate the evolution of magnetic flux in the baseline gmelsimulations. The baseline is shown
on the top left. Sim 1 (top right) used a constant axisymroetreridional flow. The observed

meridional flow was used in Sim 2 (bottom left). Sim 3 (bottogit) used the observed meridional
flow multiplied by 1.5.

Each of these phases illustrates the importance of diffeaspects of flux transport. More
importantly, they are indicative of the complex interpldmat occurs depending on the specific
details of each of these aspects. While the axial dipole oieaclearly shows that the variations
in the MF over cycle 23 have a significant impast20%) on the strength of the polar fields, the
specifics are more elusive. In some phases the change in tidional flow has a large impact
and causes the simulations to diverge. In other phasesh#rge in the meridional flow appears

to have no impact at all. To provide context one must alscetyosspect the magnetic butterfly
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diagram of each simulation (Figurés)). With this added context, each of these phases sheds light
on the complexity of surface flux transport.

In all cases, the axial dipole is well matched for the first thyears as the dipole steadily and
rapidly reverses polarityThis primary reversal stage is caused by the onset and rife &olar
activity cycle. In this stage, the changes in the merididloal appear to have little effect, instead
it is the steadily increasing active region emergence coatbivith Joy’s Law idale et al, 1919
and Sirer’'s Law that have the biggest impact. (Joy’s Law is theatizristic tilt of bipolar active
regions such that the leading polarity is more equatorwaad the following polarity and Sper’s
Law says that active region emergence progresses towardsjtiator over the course of the cycle.)
The following polarity of newly emerging active regions cafs and exceeds the leading polarity
of the older active regions. The excess following polarityfls transported to poles where it
cancels with the Sun’s dipole field. During this phase, thvensal of the axial dipole is dominated
by the details of active region emergence.

During 2000-2003, the dipole continues to rapidly buildt the simulations begin to diverge
from one another, with the slower meridional flow producinggtiengest axial dipoleThis is the
primary building phase for the axial dipole moment. Durihgstphase, the variable meridional
flow is weaker than the constant meridional flow (see Figufg This slower meridional flow
allows for more diffusion and more cross-equator candehatresulting in a larger excess of fol-
lowing polarity. This effect is apparent when the leadintéppty poleward streams are compared
in one Sim to the next. These streams become significantlkevdéeom Sim 1 to Sim 2 to Sim 3.
(The nature of these streams of leading polarity fields isudised later.)

During 2003, the strengthening of the axial dipole contsag a slower rate.At this point,
solar cycle maximum has come and gone and the rate of acti@remergence begins to wane.
With less excess polarity flux to be transported to the pdles,polar field build up continues,
albeit at a much slower pace. In the magnetic butterfly diagrahis appears as poleward streams
giving way to diffuse flux.

In 2004 and 2005, the axial dipole of all three simulations keyes before rebounding slightly.
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A break in active region emergence causes leading polaunitytd permeate the diffuse flux being
transported to the poles, causing a slight weakening inxfa dipole moment. This is followed
by a burst of very strong bipolar active regions produceslilathe cycle. This spike in flux causes
the simulations to diverge from the observations even mimgpection of the magnetic butterfly
diagram shows a poleward stream that is much stronger innindagions than the baseline dur-
ing this time. This is further evidence that perhaps too milichis being incorporated into the
simulations.

Between 2006 and 2011, all three simulations weaken slowlyaitahe same rateDuring
this phase, solar minimum is occurring and very little flugmserging in the form of active regions.
Without flux to transport, meridional flow has little to noedt. Instead, turbulent motions slowly
erode the flux at the poles and the axial dipole moment griddatays. It is the polar field
strengths during this phase that have been linked to theitaidigplof the next cycle. At this point
the axial dipole moment of the simulation with the variableridional flow (Sim 2) is about20%
larger than was obtained with the constant meridional flomn($). The axial dipole moment in
the simulation with the amplified meridional flow (Sim 3) iscah another~20% larger. Without
the presumed excess flux from active region emergence, fiieist enay have been even more
significant (~30-50%).

From 2011 to the end, a phase of active reversal occurs witkesaseridional flow reversing
the axial dipole fastestrom 2010 to the end, a phase of active reversal occurs witlB$eversing
the fastest and Sim 1 reversing the slowest. One would exipisgthase to be identical to the first
phase. However, the influence of the meridional circulatemmations appear to be more significant
in this phase than was observed in the first phase. While aystepil reversal occurs in all three
simulations, Sim 3 reverses the dipole the fastest, whegndl is the slowest. This increase in
the importance of the meridional flow may be due to the weakoésolar cycle 24. (Note: There
are no polar counter-cells during this phase.)

A comparison of the simulated magnetic butterfly diagranhwlite baseline illustrates great

potential for our flux transport model. The simulated magnattterfly diagrams are detailed and
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for the most-part extremely realistic. The mottled patgeroduced by active region emergence
(i.e. the butterfly 'wings’) are very well reproduced, witlstinct features visible in both the
baseline and this simulations. Poleward streams of bo#ritieks are also observed, typically with
a one-to-one correspondence between the baseline andnhlatsons.

The biggest discrepancy between the baseline and the siomd@appears at the poles, and in
the north in particular. First off, the amplitude is too sige further indicating that the sources are
being over-estimated. Secondly, we note that the polaresarations occur at lower latitudes for
Sim 2 and Sim 3 when counter-cells are present in the meadlitow (in the south prior to 2000
and in the north from 2000 to 2010). The fact that this is naeobed in the baseline, nor with the
HMI data, suggests that these polar counter-cells are abtTae presence of counter-cells in the
meridional flow as measured by MDI could be caused by unadeduor errors in the geometry

of the MDI images.

6.3 Discussion

Active region flux versus area is a crucial component to oudehoyet this relationship may not
be well characterized Sheeley(1966 and Mosher (1977 found a linear relationship between
these parameters; however this was based on very few datts pdhile Dikpati et al. (2009
agreed with this relationship, this was done by averagirey each rotation and smoothing over 6
rotations. Further investigation of this this relationsbhsing MDI and HMI data may be needed to
improve and extend the predictive capability of this fluxsport model. Our surface flux transport
model that uses active region databases to replicate madieéd emergence has been shown to
accurately predict the polar field evolution for 3-5 yeamsptovements to the active region flux
versus area relations may extend the predictive capalofithe model by years. Remarkably,
despite this impairment, the timing of the polar field reaérgas accurate to within a year.
Comparison of the magnetic butterfly diagrams showed thatr palunter-cells in the merid-
ional flow produce magnetic flux concentrations that areetfis latitude from the poles. In the

baseline, however, the flux is concentrated precisely atgbles. This is evidence that the polar
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counter-cells observed in the meridional flow measuremamdikely merely artifacts. Further-

more, the full magnetic butterfly diagram history (see Fegui’) does not contain any offset polar
magnetic field concentration. This indicates that the memial flow has not had any polar counter-
cells during this time period, i.e., from 1975 to present.

The presence of poleward streams of leading polarity fluxos&ghe nature of these streams.
In the past, these poleward streams have been attributagiédbions in Joy’s law tilt. However, the
current version of the flux transport model uses the averags aw tilt (i.e., the angle between
the bipolar is equal to one-half of the latitude) without amayiations. Since these streams can
be reproduced without the scatter in the tilt of bipolar\actiegions, we propose an alternate
explanation.

Normally, new active regions emerge equatorward of theraléeaying active regions. This
causes the following polarity of the new active regions tcegge at latitudes of the old active
region’s leading polarity flux. The excess following potarilux is then transported to the poles
forming a following polarity poleward stream, while the nésading polarity flux is left to be
canceled by future following polarity emergence. Howewega substantial gap in active region
emergence occurs, there would be nothing to cancel withethéihg polarity flux. This leading
polarity flux would then be transported (after the followinglarity flux) to the poles in the form
of a leading polarity poleward stream. Additionally, thgpaprance of an unusually strong bipolar
active region may produce a similar effect.

Finally, the simulations presented in this chapter showttievariations in the MF over Cycle
23 have a significant impact (at leas0%) on the polar fields. The variable meridional flow
produced a stronger axial dipole moment than was productdarconstant meridional flow. In
addition, the simulations show that the relative importan€ the meridional flow variations is
not constant - it is highly dependant on the details of the flaxsport (e.g., when and where
the variations occur). Results showed that during the riseoddir Cycle 23 ( from 1995-2000),
changes in the meridional flow had little effect, but a siguaifit effect during the rise of Solar

Cycle 24 (from 2010 to the present). Variations in the mendidlow become most important

109



when less flux is being transported (e.qg. in the decliningplud the solar cycle or during a weak
solar cycle.) Further investigation is needed to confirrs gffect. If it does indeed occur, this

may provide a possible feedback mechanism for regulatiegaokar cycle and possibly recovering

from a Maunder-type minimum.
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CHAPTER 7

CONCLUSIONS

Characterizing and modeling magnetic flux transport withim $urface layers of the Sun is vital
to explaining the sunspot cycle. The Sun’s polar fields arsoycle minimum are the seeds of
the next solar cycle: weak polar fields produce weak cyclég golar fields observed during the
Cycle 23/24 minimum were significantly weaker (about hal§rtthe polar fields observed during
the prior two minima (see Figurke9). Solar Cycle 24 is now the weakest solar cycle in at least a
hundred years. This has caused speculation that the Sunereydring a dormant phase like the
Maunder Minimum. These unusual solar conditions may peindight as to how magnetic flux
transport regulates the polar field evolution and thus tlesr sativity cycle.

The primary goals of this dissertation were threefold:

1. Make precise measurements of the Sun’s axisymmetric floevs differential rotation and

meridional flow).

2. Create arealistic surface flux transport model that represlthe magnetic field evolution at

the surface by incorporating the observed flows.

3. Investigate the role of flux transport in modulating théapdields, and thereby the solar

activity cycle.

In this Chapter, | will summarize the results that were oladiby achieving of each of these goals.
| began by using a cross-correlation technique on magretugto characterize the differential

rotation and meridional flow and their variations. MDI datasranalyzed from 1996 to 2011. The

MDI spatial resolution resolution (1024x1024) limited seemeasurements to675° in latitude.

The results from the MDI data were as follows:
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1. A 0.08 error in the measurement of the tilt of the Sun with respedh®&ecliptic plane

(previously accepted as 7.2pwas found.

2. The measurement of the differential rotation was coeststith previous results. This flow

was found to be relatively static.

3. Torsional oscillations were seen when the average flofilg@reas subtracted from the indi-

vidual flow profiles.
4. Significant North-South asymmetries were observed imtégdional flow.

5. The meridional flow was found to vary inversely with theasatycle (i.e., strong flows at

minimum and weak flows at maximum).

6. The meridional flow was found to vary from cycle to cycleows$ of Cycle 24 were found

to be~20% faster than the flows of Cycle 23.

7. Polar counter-cells were observed in the meridional flooviles.

It has been suggested that the faster meridional flow may leav® weaker polar field strengths
and thus the subsequent extended solar minimum and an Uigyuseak cycle 24.

HMI data was analyzed from 2010 to 2013. Particular attentias given to the period when
both MDI and HMI were observing, from April 2010 to March 201he better resolution of HMI
(4096x4096) extended measurements of the flows te-.88Vhile for the most part, HMI results
were consistent with the MDI results, a critical differenveas found: The polar counter-cells that
were observed with MDI wergot present in the HMI measurements.

In order to investigate the source of the unusually weakrpioddds, we have developed a
surface flux transport model. This flux transport model atlvéite magnetic flux emerging in
active regions (sunspots) using detailed observationeeohear-surface flows that transport the
magnetic elements. These flows include the axisymmetrferdifitial rotation and meridional
flow and the non-axisymmetric cellular convective flows @ngpanules), all of which vary in time

in the model as indicated by direct observations. At eacle sitep, magnetic maps of the entire
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Sun are created. These maps are used to create plots of tkeaSiahdipole moment, a measure
of the polar field.
Our innovative surface flux transport model features séaehzantages over previous surface

flux transport models:

1. This model incorporates a simulation of supergranularans, rather than a diffusion coef-

ficient to account for the turbulent convective motions & Sun.

2. This model incorporates the observed meridional flowgreds previous models have used

meridional profiles that do not adequately represent thedweal flow observed on the Sun.

3. Inthe Sun, the convective flows are affected by the magfietd strength (i.e., the flows are
guenched). While this effect is difficult to account for by théfusivity coefficient used in
prior models, this effect is captured in our model by actuagllenching the convective flows

where the field is strong.

4. While previous models have added a single source on thefdagxdmum sunspot group
area to represent sunspots, our model slowly adds flux aseitges rather than in one lump

sum.

These advantages make this model the most realistic sdltceansport to date.

Our surface flux transport model can include sources in twgswéy assimilating magne-
tograms or by simulating emergence using active regiorbdats. The surface flux transport by
assimilating magnetograms produces magnetic maps thateardy identical to other observa-
tions. This mode of operation is ideal for creating a basetlataset. This baseline dataset was
used to illustrate the difference between defining the da¢éd strengths by averaging over polar
area or by the axial dipole moment. While the axial dipole moha®es not capture hemispheric
asymmetries, it was found to be a less arbitrary and lessqarabs metric.

The surface flux transport model was then tested by usingeactgion databases to simulate

and predict the evolution of the axial dipole moment. Theg®ements used constant and North-
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South symmetric differential rotation and an antisymneetneridional flow. The results of these

experiments were as follows:

1.

We were able to reproduce the Cycle 23/24 minimum with Cy8la@ive regions.

. We were able to reproduce the Cycle 23/24 minimum with Cy€lactive regions

. We were able to reproduce the Cycle 23 reversal with Cyclecfivearegions.

We found that the supergranular motions introduces agighvariations. These variation
were small during the Cycle 23/24 minimum, but more pronodr(e€0%) during the re-

versal.

. A preliminary prediction of Cycle 24/25 minimum suggestéy5 will be similar to Cycle

24, but these results are very preliminary and a more relipkgdictions will come in the

next 2-3 years.

These experiments have demonstrated that our surface 8ogpiort model (using active region

databases) is viable on short time scales (about five yesirg) average flow velocities.

In the last set of experiments, we used the surface flux toahspodel with active region

databases on a longer time scale (about 17 years). A comastdMorth-South symmetric average

differential rotation was used in all case. In the first cdmedonstant and North-South antisym-

metric average meridional flow was uses, in the second theimeal flow with the observed

variations was used, and in the third case the observedivariaere amplified. The results of

these experiments were:

1.

2.

The axial dipole produced by the simulations was aboutewas strong as the axial dipole
produced in the baseline. This increased amplitude sugtiestthe active region flux versus

sunspot area many be too strong and should be refined.

The simulation with the observed variations created rpodacentrations offset from the
poles. This type of configurations is not supported by olzerms, indicating that the polar

counter-cells found in the MDI data are likely artifacts da@mage distortions.
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3. Though an average Joy’s Law tilt was used consistentylitey polarity poleward streams
were still present in the magnetic butterfly diagrams. Thiggests that these poleward
streams are often products of gaps in active region emeggestber than variations in Joy’s

Law.

4. The meridional flow variations did produce at least a 20%aat on the polar fields.
However, rather than producing weaker polar fields as erpethese variations produced

stronger polar fields.

Despite the larger amplitude polar fields at solar minimura,dimulations produced a Solar Cycle
23/24 polar field reversal that was accurate to within a y&afining the active region sources
may improve the predictive capability of this model (i.e¢arate axial dipole predictions up to 15
years in advance).

As a result of this dissertation, | now believe that the Suméidional circulation doesot
include counter-cells at the poles. The fact that | fstbngerpolar fields with the observed,
versus the average, meridional flow suggests that the cduubke weak polar fields at the end of
Cycle 23 should be attributed to the emergence of fewer aotg®n sources. (Cycle 23 had a
peak sunspot number ef120 - much smaller that Cycle 21 and Cycle 22, which had peaks of
~160. See Figuré.6.) With fewer sunspots to reverse the strong polar field of €@4, there
was insufficient flux remaining to rebuild a strong polar fi€lthe subsequently weak polar fields
of the Cycle 23/24 minimum then went on to produce the weak Q#le

The results from this fully advective surface flux transpoodel also indicate that the evolution
of the Sun'’s surface magnetic field can be faithfully repeatiiwith a model that does not include
free parameters or unknown sources or sinks.

Detailed study of solar and stellar dynamos is still very mundts youth. The results from this
dissertation show that we are now beginning to understaacble that surface flux transport plays
in these dynamos. However, we are far from having a compietarp. While models, such as
the surface flux transport model used here, can help untaesétdetails, more observations (with

which to feed these models) are very much needed. While thep&wdes great detail, it only
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represents one dynamo configuration. It is only by combitivegdetailed observations of the Sun
and the statistics provided by observations of activityeyon other stars, that we may be able to

close this gap in our understanding.
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