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restraints. (b) Quantification of the number of lipids extracted from the
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Chapter 1

Introduction

Lipid bilayers are a class of membranes that occur naturally and synthetically. Their

tunable structure and phase behavior can be used to alter transport and barrier properties

for both topical and biological applications. To control the structure and phase behavior

of lipid bilayers, their composition can be modified. Thus, a fundamental understanding

between composition, structure, and function is necessary for rationally designing bilayers

in the aforementioned applications.

In particular, water permeability and neurotransmission are interesting applications that

can be controlled via lipid bilayer structure and phase behavior. To study various aspects of

these properties at the nanoscale, molecular simulation (in particular, molecular dynamics

simulation) was used to systematically vary and examine the influence of chemical compo-

sition on lipid bilayer structure. Chapter 2 outlines the fundamental chemistry that governs

membranes and lipid bilayers, with a summary of relevant experimental, theoretical, and

simulation work. Chapter 2 also includes a discussion of the various phases and associated

properties of lipid bilayers. Chapter 3 describes how composition can tune the structural

properties of lipid bilayers in the gel phase. Chapter 4 builds on this work by examining

how gel-phase bilayer structure influences water permeability. Chapter 5 examines how

graphene and single-stranded DNA influence the structure and organization of lipid bilay-

ers in the fluid phase. Lastly, Chapter 6 summarizes the work in this thesis and recommends

further work.
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Chapter 2

Background

2.1 The Roles of Membranes

Membranes are ubiquitous macromolecular structures that can be found throughout

biological, chemical, and material fields. A well-known adage, “structure determines func-

tion”, summarizes how to design materials for a particular application. In a general sense,

membranes, largely planar materials, are effective at separating distinct chemical systems.

This property can be attributed to the membrane’s barrier ability to both physically and

chemically allow certain materials in and out, also known as selectivity or semipermeabil-

ity. Chemical and material applications of membranes include reverse osmosis for water

desalinization1 and proton exchange for fuel cell energy applications,2 whereby polymer

membranes can be used to separate and filter water from contaminants or protons from

chemical compounds. In biology, membranes can also be found within the blood brain bar-

rier,3 biological cells, and the skin;4–13 these barriers help protect vital biological systems

from external entities.

One particularly appealing attribute of membranes is their passive permeability, in

which energy does not need to be expended in order to transport or separate particular

components.14 To understand some passive permeability properties and design membranes

for separation processes, one can draw from some fundamental chemical engineering con-

cepts, including thermodynamics and transport. Thermodynamic considerations include

free energy barriers to permeation. Depending on the chemical composition of the mem-

brane, different permeants will experience a variety of energetically favorable or unfavor-

able interactions, which help predict which permeants, at what frequency, will enter the

membrane. Among permeants, comparing the free energy barriers and partition coeffi-
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cients helps evaluate a membrane’s selectivity. Transport considerations include diffusion.

Again, depending on the chemical composition of the membrane, different permeants will

exhibit different mobilities around and inside the membrane. When designing practical

engineering applications of membranes, relevant considerations include synthesis cost, se-

lectivity, rate of separation, environmental effects, scale-up, maintenance, and durability,

particularly in the realm of proton exchange and reverse osmosis membranes.15,16 Biolog-

ical applications must additionally consider biocompatibility.

Within biological fields, membranes commonly manifest as lipid bilayers, and some-

times multilayers, in both natural and artificial applications. One of the astounding features

of lipid bilayers is how their composition and structure can be tailored to a particular en-

vironment or function. While lipid bilayers are generally planar structures, tuning their

chemical composition will modify their specific structural properties and, consequently,

their specific function. As a result, lipid bilayers can be designed and engineered for count-

less applications, including those mentioned earlier.

2.2 Chemical Overview of Lipid Bilayers

Lipids are organic compounds that contain hydrophilic and hydrophobic regions. In

general, hydrophilic components are slightly polar or charged, yielding energetically fa-

vorable interactions with water. On the other hand, hydrophobic components are neither

polar nor strongly charged, resulting in energetically unfavorable interactions with water.

Because of this chemical distinction, the different regions will tend to aggregate with each

other – hydrophilic regions will spatially orient closer to each other and with water, while

hydrophobic regions will spatially orient closer to each other and away from water. Com-

mon lipids are shown in Figure 2.1.
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Figure 2.1: Skeletal structures of various common in biology and in molecular simulation.

Depending on the strength of interaction and molecular size, lipids can aggregate into

a variety of structures including micelles, bilayers, and reverse micelles.17 Micelles are

spherical structures where the hydrophilic head groups are larger than the hydrophobic tail

(micelles generally form from components with one tail). The head groups are on the exte-

rior of the micelle while the tails are on the interior. If the hydrophobic tails become larger

(bilayers generally form from components with two tails), the lipids can form bilayers. In

bilayers, the hydrophilic head groups are still oriented outwards toward water and the tails

are still oriented inwards toward each other, but the relative sizes yield more planar and

less spherical structures (see Figure 2.2). In reverse micelles, the hydrophobic tails cannot

pack internally as in micelles or bilayers (reverse micelles generally form from compo-

nents with more than two tails). While still spherical, reverse micelle hydrophobic tails

now orient outwards to the water and the hydrophilic head groups are oriented inwards.
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Figure 2.2: Simulation renderings of lipid bilayers in two phases (gel, left; fluid, right).
Bulk water is shown on the top and bottom of the figures. Lipids are seen in the middle of
the figures, with head groups oriented outwards toward the water and tail groups oriented
inwards toward each other.

2.3 Bilayer Phases

For bilayers, a variety of phases can be observed,18 that depend on factors such as

melting temperature, hydration, and composition. The phases can be characterized by their

lipid organization (configuration of the tails) and their lipid lateral diffusion (how mobile

the lipids are within the plane of the leaflet). Figure 2.2 shows some simulation renderings

of two bilayer phases. Figure 2.3 depicts some additional bilayer phases.
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Figure 2.3: Various bilayer phases depending on composition and temperature. Image
reproduced from Eeman et al. with permission from Les Presses agronomiques de Gem-
bloux.

For a given bilayer below its melting point, the bilayer occupies a gel (Lβ ) or solid-

ordered (So) phase. In the gel phase, lipid tails are highly ordered – tails are in the all-

trans configuration and elongated. This tail organization allows lipids to pack very tightly,

thus immobilizing the lipids and yielding diffusion coefficients on the order of 10−11 or

10−12 cm2

sec .19,20 Gel-phase bilayers also demonstrate greater thicknesses and lower perme-

abilities to water and solutes.21 Furthermore, within the gel phase, some lipids with suffi-

ciently large head groups can uniformly tilt up to 30° with respect to the bilayer normal,
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creating the tilted-gel (L′
β

) phase.22,23

Above the melting temperature, bilayers occupy a fluid phase (Lα ).24 In fluid phases,

the tails are more disordered due to the presence of gauche configurations. Due to the

gauche defects, lipids do not pack as tightly compared to those in the gel phase, and lat-

eral diffusion coefficients rise to the order of 10−7 or 10−8 cm2

sec . More specifically within

the fluid phase, lipids can occupy the liquid-disordered (Ld) or liquid-ordered (Lo) phase.

As the names suggest, the liquid-ordered phase possesses greater ordering than the liquid-

disordered phase. The formation of the liquid-ordered phase can be attributed to the pres-

ence of cholesterol, whose stiff rings and inverted-cone shape disturb the packing of the gel

phase, but fill the free space and facilitate packing within the fluid phase.20,21,25

The ripple phase (Pβ ) is generally considered to be a transition or coexistence phase

between gel and fluid phase.20,24 In the ripple phase, some bilayer nanodomains display

gel-phase properties, while others display fluid-phase properties. The ripples arise from

the different structural and mechanical properties imparted by the gel and fluid regions.

Melting temperature and phase behavior can depend on degree of un-saturation (pres-

ence of double bonds) and acyl chain length.21,24,26 The presence of double bonds within

the lipid tails results in more gauche defects, thus lowering the melting temperature and

facilitating the formation of the fluid phase, while increased chain length facilitates lipid

tail ordering, thus increasing the melting temperature and facilitating the formation of the

gel phase.20,24,26

2.4 Lipid Membranes in the Stratum Corneum

Our skin is the primary transport barrier against external permeants – in particular, the

outermost layer of the skin, the stratum corneum (SC), contributes significantly to skin bar-

rier function.27 The SC is often described using a brick and mortar model, where the bricks

consist of corneocytes and the mortar consists of a lipid matrix of multilayers composed of

ceramides (CER), cholesterol (CHOL), and free fatty acids (FFA).8 The SC lipids demon-
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strate phase heterogeneity with various lamellar organization and periodicities (short and

long) in addition to various lateral organization and lattice behavior (hexagonal and or-

thorhombic).6 In general, the strong ordering and immobile behavior of these layers are

characteristic of gel and crystalline phases.28–30 It has been reported that the SC’s primary

contribution to barrier function comes from the lipid matrix.27 When the lipid matrix com-

position is altered and lateral and lamellar organization of the SC are compromised, various

ailments can result, including atopic dermatitis, lamellar ichthyosis, and dry skin.12,31

The role of SC lipid composition on lateral packing, lamellar organization, and barrier

properties has been extensively studied.9,12,32–38 Within the SC, the optimum lipid pack-

ing (as examined by X-ray diffraction) that yields the best barrier properties tends to be

the orthorhombic phase, while facilitating transitions to a hexagonal phase reduces bar-

rier function.9,12,35,37,38 Furthermore, reduced conformational disordering (as measured by

FTIR methylene stretching around 2850 cm−1) tends to be associated with the orthorhom-

bic phase and better barrier function.9,12,35,37,38 Longer-tailed CER and FFA have been

associated with orthorhombic packing and lower conformational disorder.9,12,37,38 In terms

of lamellar organization of the SC, promoting the long periodicity phase (repeat distance

∼13 nm) tends to improve barrier function, where shorter chains are not associated with

the long periodicity phase (LPP) and, in the case of short FFA chains, can form separate

lamella.36,37

In situations where the SC lipid composition, lateral packing, or lamellar organiza-

tion are compromised, various moisturizers have been proposed to restore these properties.

Commonly studied moisturizers include isostearyl isostearate (ISIS), isopropyl isostearate

(IPIS), and glycerol monoisostearate (GMIS).34 Among this group, ISIS appeared to yield

the best barrier properties in experimental SC models, as it occasionally incorporated into

the LPP (though sometimes formed separate lamellar domains), did not inhibit formation

of the LPP, and promoted orthorhombic packing (though formation of separate lateral do-

mains has yet to be determined). The question still remains, what other moisturizers exist
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that can restore healthy SC or supplement SC barrier function?

Focusing on a particular skin condition, dry skin issues afflict as much as 40% of the

population.35 To address dry skin, scientists have made efforts in designing formulations

that can mimic the excellent barrier function of healthy SC; these formulations of interest

often exhibit a gel phase at ambient temperatures. Due to cost and synthetic considerations,

researchers have opted to use other gel-forming lipids to mimic healthy SC, including phos-

pholipids.31,39,40

Various studies have reported the relationship between composition, structure, and

function of bilayer-forming lipids within the gel phase.41–48

2.4.0.1 Experimental Studies of Gel-Phase Phospholipids

Most experimental work involving gel-phase phospholipids utilizes X-ray diffraction

(XRD) and electron density modeling. Some of the earliest work came from Tardieu et

al.,18 who used XRD to examine lipids found within egg lecithin and mitochondria. They

developed early phase diagrams involving tilted-gel, gel, and liquid phases in addition to

reporting phase transition temperatures. Even within some gel phases, a liquid layer was

observed in the middle of the bilayer due to “length heterogeneity”. Furthermore, struc-

tural properties including lattice parameters, bilayer thicknesses, and tilt angles. Lis et al.49

and Rand et al.50 rationalized these bilayer structural properties as a balance of hydration,

van der Waals, and electrostatic forces. In 1989, Wiener et al.51 utilized XRD, wide-angle

X-ray scattering, and electron density modeling to study properties of fully-hydrated gel-

phase phospholipids (dipalmitoylphosphatidylcholine, DPPC) at greater resolution, report-

ing not only areas, chemical group volumes, and tilt angles, but also the number of waters

hydrating each lipid (∼10 waters per lipid). More up-to-date structural data for DPPC and

dimyristoylphosphatidylcholine (DMPC) can be found in Tristram-Nagle22 and Nagle et

al.52 In 1993, Tristram-Nagle et al.53 examined the dependence of these properties on the

chain lengths of the phospholipids, characterizing these trends as a function of van der
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Waals forces and repulsive excluded-volume interactions that arise from additional methy-

lene groups. Increasing the chain length was found to increase the numbers of water per

lipid, area per lipid, bilayer thickness, and tilt angle. Building off the chain-length depen-

dency, Sun et al.54 studied the temperature dependency of bilayers within the gel phase,

observing temperature to increase bilayer thickness, increase chain packing, and decrease

tilt angle while having no effect on head group and interface properties. The ripple phase

has been preliminarily studied, observing mixed fluid and gel regions and the formation of

gauche-trans-gauche kinks that contribute to the different arms within the ripple phase.55

2.4.0.2 Theoretical Studies of Permeation through Gel-Phase Phospholipids

Multiple theories and models have been proposed to describe and predict permeation

events through gel-phase and crystalline phospholipids. This section describes two such

theories.

One theory involves utilizing solubility-diffusion models to describe the various regions

within the bilayer.56,57 In this framework, hydrophilic (head group) regions and hydropho-

bic (tail) regions are treated separately, but summed up to yield an effective resistance to

permeation. This methodology accounts for both thermodynamic and transport consider-

ations within permeability. Depending on the region of the bilayer, the free energy and

diffusive barriers will be more or less favorable to permeation.

Another theory, the Trauble-Haines-Liebowitz model, involves the formation of gauche-

trans-gauche configurations (kinks) within lipid chains on a lattice. While some permeants

do not fit these kinks and pores might be more appropriate to describe permeation of that

size, water molecules can fit within these kinks.58–62 According to this theory, water trans-

ports through crystalline-like bilayers depending on the motion and creation of chain kinks

(see Figure 2.4). The creation of these kinks first depends on head group motion; the dis-

placement of a head group first generates a space that causes the phospholipid ester groups

(at the beginning of the tails) to shift, forming the kink. The kink then proceeds down the
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lipid chains, serving as a pathway for water transport. Flory claimed that the gauche-trans-

gauche configuration was a low energy motion for chain polymers.63 The propagation of

the kink is believed to occur at relatively fast rates compared to the initial motion in the

head groups required to create the first kink. Thus, the rate limiting step appears to be as-

sociated with the motion of the head groups, which is strongly tied to the lateral diffusion

of the lipids.

Figure 2.4: Schematic describing kink diffusion through crystalline phospholipid bilayers.
The schematic depicts a single lipid as it laterally shifts and vertically propagates the kink.
Image reproduced from Disalvo et al. with permission from ElSevier.

Chain configurations can be measured via FTIR, which helped corroborate this the-

ory.62 Furthermore, Paula et al. observed permeation of small, polar molecules to be weak

depend on bilayer thickness.61 This model also explains that kinks cannot diffuse through

double bonds.59,60 This model also rationalizes cholesterol’s permeability-diminishing prop-

erty as a result of significantly decreasing chain motion despite accelerating head group

motion.60 Interestingly, Haines hypothesized iso or anteiso lipids with methyl branches

near the terminal positions could prevent the formation of stable gel phases60 – although,
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at the time, no water permeability studies for these compounds were reported. On the

other hand, more recently, methyl-branched compounds like ISIS appear to facilitate the

gel-phase behavior within the SC.33,34

2.4.0.3 Simulation Studies of Gel-Phase Phospholipids

While it is clear a relationship exists between composition, structure, and function for

these bilayer systems in topical applications, there is a lack of molecular understanding in

how certain components alter bilayer structure, packing, and permeability. The research

so far has demonstrated that adding certain components to these bilayers can produce

densely-packed lipids that improve barrier function, but the research does not sufficiently

explain this phenomenon at a molecular level – experimental research can typically report

macroscopic properties, but not nanoscale, molecular properties like atomic positions or

orientations. In this regard, molecular simulation can provide insight. Molecular simula-

tion provides direct information into the coordinates and forces of each atom, as well as

a framework to systematically study the influence of individual variables or components

on bilayer structure and permeability. A necessary component of a molecular simulation

is an accurate description of a system’s potential energy (force field). Force fields must

reliably describe the energetic interactions for the system of interest, and common force

fields have steadily been expanding support for gel-phase lipids, including OPLS,48,64

AMBER,65 GROMOS,45–47,66 and CHARMM.67–70 However, due to the computational

expense of simulating gel-phase systems with low mobility, there has been little pub-

lished work on simulations of gel-phase lipids compared to those of fluid-phase lipids,

and the works on gel-phase lipids are mostly focused on ceramide-based bilayers and

not phospholipid-based bilayers.28,48,71–76 Computational studies of gel-phase phospho-

lipids45–47 have shown some trends with respect to adding fatty alcohol components. For

example, larger head groups introduce greater steric repulsions and increase bilayer area

per lipid; longer tails introduce greater van der Waals attractions, increase tilt angle, and
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improve lipid tail packing; asymmetric tails facilitate interdigitation between leaflets.45,46

Newer studies suggest water barrier properties are influenced by interfacial properties, in-

cluding hydrogen bonding and water dynamics.47 but a large remainder of chemical space

has yet to be explored.

2.5 Lipid Bilayers Comprising the Cell Membrane

Eukaryotic cells and cell organelles are surrounded by plasma membranes (cellular

membranes) whose functions include signaling and transport. The composition of the cell

membranes (lipids and transmembrane proteins) found throughout nature will depend on

the environment and particular nature of signaling and transport. The composition within

a single cell membrane is also very heterogeneous, with a mixture of liquid-disordered and

liquid-ordered phases.21,25,77 Some nanodomains, dubbed rafts, also have roles in particu-

lar biological pathways.21 Thus, the phase heterogeneity in cellular membranes is key for

certain functions to be performed.

One particular function relevant to cell membranes is synaptic and neurotransmis-

sion.78–81 Cholesterol has been reported to be relevant for proper synaptic vesicle func-

tion, possibly due to cholesterol’s role in organizing the local membrane environment.78,81

Whether the key property for neurotransmission is the presence of cholesterol or the resul-

tant liquid-ordered phase is an ongoing field of research,78,79 though it is clear the relevance

of composition and phase behavior for a key biological function.

While there are numerous methods to indirectly characterize local cholesterol content

and membrane phase behavior,78,79 simulations serve as an atomistic microscope, allow-

ing direct observation and quantification of these local behaviors of lipid bilayers at the

nanoscale,82–89 especially as computational hardware and techniques improve the accu-

racy and reliability of molecular simulation. Thus, it is now feasible to examine the var-

ious influences of composition and phase behavior on lipid bilayers with more complex

chemistries.
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In particular, graphene (a 2-dimensional lattice of carbon) is hypothesized to localize

cholesterol and facilitate formation of the liquid-ordered phase, which could impact neu-

rotransmission.78,79 Molecular simulation can be used to elucidate this nanoscale behavior

and better study graphene-bilayer interactions. So far, preliminary computational stud-

ies have observed graphene’s cytotoxic effects on cellular membranes.82,83 Can biocom-

patible applications of graphene be developed to mitigate cytotoxic side effects without

compromising desirable effects? To date, there have been no computational studies exam-

ining methods to mitigate graphene’s cytotoxic effects on cellular membranes and improve

graphene’s range of biocompatible applications.
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Chapter 3

Composition-Structure Relationships in Gel-Phase Bilayers

3.1 Introduction

Gel-phase phospholipid bilayers are often used in cosmetic and pharmaceutical formu-

lations as topical treatments, designed to retain moisture by mimicking the barrier function

of healthy skin. Typically, phospholipid bilayers are composed of lipids with unsaturated

tails. Under ambient conditions, these bilayers occupy a liquid-crystalline phase. However,

lipids with fully saturated tails have been observed to occupy a gel phase in which the lipids

are highly ordered and fairly immobile.1 Gel-phase, ceramide-based multilayers in the stra-

tum corneum (outermost layer of the skin) have demonstrated excellent barrier properties

due to their dense packing.2–5 Various formulations and moisturizers, some including phos-

pholipids, have been shown to contribute to the gel-phase behavior of the stratum corneum

and boost barrier function.4,6–10 Designing such formulations first requires an understand-

ing of how the individual lipids, and their relative composition, influences the structure and

properties of the bilayer.

To date, several experimental methods have been utilized to study the structure and

properties of gel-phase lipid bilayers. Early observations of various bilayers were reported

by Tardieu et al., who characterized lattice parameters and tilt angels in gel and tilted-gel

phases.1 Early work by Lis et al. characterized force versus separation distance between

different gel-phase bilayers, identifying an exponentially decaying ”hydration repulsion,”

which was found to depend on phospholipid polar groups and packing of the hydrocar-

bon acyl chains.11 Later, Rand and Parsegian explored water uptake and bilayer properties

versus relative humidity, rationalizing the behavior via hydration, electorstatic, undulation,

steric, and van der Waals forces and noting that hydration forces help drive phase transition
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behavior and bilayer order.12 The hydration force was used to rationalize bilayer thickness

trends, hydrocarbon tilt, and surface area per head group.13 Sun et al. utilized small-angle

and wide-angle X-ray scattering experiments to study gel-phase, saturated lipids, observing

that increasing chain length increases area per chain, tilt angle, and bilayer thickness.14–16

Using electron density modeling, Wiener et al. determined methylene and head group

volumes, bilayer thicknesses, and hydration within gel-phase phospholipids, demonstrat-

ing the utility of electron density modeling to examine gel-phase bilayers.17 In addition to

phospholipids occupying the gel phase, Akabori and Nagle also reported a ripple phase of

phospholipids, further emphasizing the variegated behavior of phospholipid bilayers.18

Experimental lipid bilayer studies have also considered mixed lipid systems. For ex-

ample, Hishida et al., in numerous studies, observed that the addition of n-alkanes can

rigidify bilayers, alter bilayer transition temperatures, and also influence phase separation

(in a manner different from cholesterol).19–21 Aagaard et al. observed the ability of alkanes

and alcohols to affect fluid-phase bilayer packing properties and volume in different ways

depending on chain length relative to the bilayer-forming lipid (14 carbons).22 Ingolfsson

and Andersen further explored this property with longer bilayer-forming lipids (22 carbons)

and a greater variety of alcohol chain lengths, identifying the different behaviors between

short and long-chain alcohols when looking at how alcohols stabilize membrane-protein in-

teractions.23 Additional experiments have demonstrated the ability of short-chain alcohols

to disorder and disrupt the structural and mechanical properties of fluid-phase lipid mem-

branes.24,25 In fluid-phase systems, cholesterol is known to increase orientational order in

phospholipid tails, reduce lipid lateral diffusion, improve packing, and thus influence solute

permeability.26 Other experimental evidence suggests that the addition of fatty acid com-

ponents can alter the morphology of pure gel-phase phospholipids from tilted and rippled

phases into untilted, gel-phases.27

While it is clear a relationship exists between composition, structure, and function in

gel-phase, phospholipid-based bilayer systems, there is a lack of molecular understanding
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with respect to how certain components affect bilayer structure. In this regard, molecular

simulation can be a powerful tool, providing direct access to the spatial coordinates and

interactions of each atom over time while serving as an effective platform for a systematic

comparison of similar systems with slightly different compositions. While there is exten-

sive simulation literature for fluid-phase lipid bilayers, we restrict our focus to simulations

of gel-phase lipid bilayers. Early simulations of gel-phase phospholipid (DPPC) bilayers

were conducted by Tu et al.28 and Essman et al.,29 who examined areas per lipid, density

profiles, and chain configurations for simulations up to 1 ns, which as noted by the authors,

is too short to demonstrate convergence.28 Poger et al. reported that the GROMOS53A6

parameter set yielded structural properties characteristic of gel-like phases for DPPC bilay-

ers by measuring area per lipid and tail ordering.30 Hartkamp et al. proceeded to use this

force field to report a range of gel-phase bilayer properties for DSPC and mixed DSPC-

alcohol systems.31,32 Recent CHARMM force field updates have been mad eto correct for

earlier inconsistencies and more accurately simulate gel-phase structures33–36 Klauda et

al. also updated the CHARMM force field, dubbed CHARMM36, to better parametrize

lipids and reproduce gel-phase properties, including area per lipid, tail order parameters,

and accuracy in tensionless ensembles.37,38 The CHARMM36 force field has been applied

to study a vareity of phospholipid-based bilayers and examine, for example, the influence

of cholesterol on bilayer properties39 and phase transition temperatures of saturated phos-

pholipid bilayers.40 While the force fields have been improved and computational resources

have been expanded, allowing for longer simulation times, to the authors’ knowledge, there

have been few simulation studies examining the influence of composition on the structure

of gel-phase phospholipid bilayers.

Here, we perform molecular dynamics (MD) simulations to examine the structural be-

havior of multicomponent gel-phase bilayers of 1,2-distearoyl-sn-glycero-3-phosphatidylcholine

(DSPC) with various amounts of free fatty acid (FFA) and long chain alcohol (OH) molecules.

Two- and three-component mixtures of DSPC, OH, and FFA were examined. The two-

27



component mixtures consisted of either 33% or 50% (by mol) DSPC, with the remainder

either OH or FFA. The three-component mixtures consisted of either 33% or 50% DSPC,

with the remainder equimolar OH and FFA. In all mixtures, OH and FFA tail lengths were

varied to either 12, 16, or 24 carbons.

3.2 Methods

All of the bilayer systems studied were initialized using the mBuild software package.41

Each bilayer was constructed using two leaflets consisting of leaflets arranged in an 8 x 8

square lattice. Lattice spacing was chosen to be ∼20% larger than the final area per lipid

based on earlier work.31,32 To assess finite system size effects, larger simulations using 10

x 10 leaflets for select compositions were also performed and good agreement with the

8 x 8 leaflets was obtained. Lipids were tilted randomly between 5 and 25° with respect

to the bilayer normal and randomly placed along leaflets. Lipids were also randomly spun

around their tail vectors to avoid artificial alignment as found in other work.42 Bilayers were

solvated with 20 water molecules per lipid for a total of 2560 water molecules. Energy

minimization was performed using steepest descent to remove any unfavorable overlaps

between molecules in the initial configuration followed by 100 ps of NVT equilibration

and 500 ps of NPT equilibration. Random Walk MD (RWMD)43 was then performed for a

total of 190 ns to relax the bilayer configurations away from any initial configuration bias.

Briefly, RWMD involves a random walk through temperature spacae over the course of

a MD simulation by randomly swapping simulation temperatures with adjacent tempera-

tures.43 For the first 30 ns, temperature windows were spaced 10 K between 305 and 455

K. For the remainder of the RWMD, the temperature ceiling (initially 455 K) was reduced

by 10 K every 10 ns to allow the system to gradually settle into a stable, gel-phase con-

figuration. 100 ns of NPT sampling was then performed at 305 K and 1 bar, with the last

20 ns used for analysis. Over the 100 ns of NPT sampling, systems were determined to be

well-equilibrated based on agreement between leaflet angle distributions, convergence of
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Figure 3.1: 50% DSPC, FFA24 configurations through equilibration protocol. mBuild-
generated structure (left). Sample configuration from RWMD (middle). Relaxed, gel-phase
structure (right)

measured values of time, and agreement of measured values across simulations of the same

composition with different initial configurations.

All simulations were performed using the GROMACS 2018 MD simulation engine.44–49

DSPC, alcohol (OH), and fatty acid (FFA) molecules were parametrized according to the

CHARMM-GUI in accordance with the CHARMM36 all-atom force field.37,50 Water was

modeled using TIP3P and constrained using the SETTLE algorithm.51–53 All other bonds

containing hydrogen were constrained using the LINCS algorithm.54 Electrostatics were

computed using the particle mesh Ewald (PME) method with a real-space cutoff of 1.2 nm

and Fourier spacing of 0.16 nm.55 Force-switching functions were used for van der Waals

interactions between 10 and 12 Å.50 Temperature was held at 305 K using a Nosé-Hoover

thermostat with a 1.0 ps time constant.50,56,57 Pressure was held semi-isotropically at 1 bar

(XY and Z directions coupled separately) using a Parrinello-Rahman barostat with a 2.0 ps

time constant.58 Compressibility was held at 4.5 x 10−5 bar−1. A 2 fs timestep was used.

Snapshots throughout the equilibration process are shown in Figure 3.1.
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3.2.1 Analysis

Atomic positions and simulation box dimensions were used to compute the area per

lipid (APL), area per tail (APT), average tilt angle, component offset distances, bilayer

height, and interdigitation (Idig). The APL was computed by dividing the cross-sectional

area of the simulation box by the number of lipids in the leaflet. The tilt angle was taken

as the average angle between the long axis of a molecule’s tail and the bilayer normal, with

the long axis defined as the eigenvector corresponding to the minimum eigenvalue of the

inertia tensor.59 The APT was computed by dividing the APL by the average number of tails

per lipid and multiplying by the cosine of the tilt angle. Component offset distances were

determined by comparing the average depth (Z-coordinate) of the DSPC phosphate group’s

center of mass and the component’s head group center of mass. For alcohol (OH) groups,

the head group was taken as the hydroxyl group. For fatty acids (FFA), the head group

was taken as the carboxylic acid group. For convention, a component with a larger offset

is buried deeper into the bilayer. The bilayer height was computed as the average offset

distance of DSPC phosphate groups between leaflets. Interdigitation (Idig) was calculated

using the overlap between leaflet density profiles.60

Idig =
∫

∞

−∞

4ρT (z)ρB(z)
(ρT (z)+ρB(z))2 dz (3.1)

where the subscripts “T” and “B” indicate top and bottom leaflets, respectively. The

S2 order parameter was computed as the largest eigenvalue of the nematic tensor, derived

from the lipid tails in each leaflet.43,61

Block-averaging was performed with block sizes of 5 ns. Error bars are reported 1

standard error from the block-averaging procedure. For a given composition, multiple sim-

ulations were performed with varying initial APL and initial tilt angle. Simulation analyses

were conducted using the MDTraj and MDAnalysis Python libraries.62–64 Analysis was

aided by software packages within the scientific Python ecosystem: SciPy,65 NumPy,66
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Pandas,67 and Matplotlib.68 Usage of mBuild in addition to other well-tested, open-source

tools within the Python ecosystem help ensure TRUE simulations – transferable, repro-

ducible, usable, and extensible.69–71

3.3 Results and Discussion

In order to validate our simulation methodologies, a single-component DSPC bilayer

was first studied. Results for the pure DSPC system are presented Table 3.1 and are found

to be consistent with both experimental and prior simulation findings, validating our use of

RWMD as an equilibration protocol in gel-phase DSPC systems.14,32,40

Table 3.1: Structural data gathered for a pure DSPC bilayer.

APL (Å2) Tilt Angle (°) APT (Å2) Height (Å) Idig (Å) S2

50.4 (0.1) 35.9 (0.2) 20.3 (0.03) 46.6 (0.1) 3.06 (0.04) 0.964 (0.001)

The results from simulations of two-component mixtures are presented below. While

we will discuss each bilayer property in turn, in general we find that bilayer properties are

largely dependent on DSPC fraction and tail length, but the slight head group differences

between FFA and OH can cause modest differences in structure.

3.3.1 Component Offset Distances

For two-component mixtures, a schematic illustrating the offset of the secondary com-

ponent (FFA or OH) is shown in Figure 3.2. In multi-component mixtures, we observe

different components are found at different depths within the bilayer, presumably to maxi-

mize van der Waals attractions from the tails and minimize steric repulsions from the head

groups. Component localizations were also identified in simulations of fluorinated alcohols

in DOPC bilayers, where the increased steric repulsiosn due to the large fluorinated head

groups compared to their nonfluorinated counterparts drove the fluorinated alcohols deeper
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inside the bilayer.72 The component offset observed herein appears strongly dictated by

the DSPC fraction and the tail length (Figure 3.3). Due to the large steric repulsions from

DSPC head groups, the secondary components are pushed deeper to the center of the bi-

layer. To a lesser degree, the FFA components exhibit slightly more steric repulsion than

OH components, leading to greater FFA offset than OH offset. In order to maintain tail

overlap, longer chains are found closer to the bilayer-water interface. Interestingly, the

FFA and OH offsets at 33% DSPC are roughly the same – this observation could be due

to the strong presence of 24-carbon tails compensating for any head group differences. By

increasing the order in gel-phase systems compared to fluid-phase systems, components

may be more energetically favored to displace themselves deeper into the bilayer to reduce

steric repulsions and increase van der Waals attractions.

Figure 3.2: Visualization of component offsets. The longer lignoceryl (OH24, left) compo-
nent lies closer to the DSPC head groups compared to the shorter dodecanoic acid (FFA12,
right) component.
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Figure 3.3: Secondary component offset comparisons for two-component mixtures con-
taining 33% DSPC(left) or 50% DSPC (right). Fatty acid systems shown by orange bars
and alcohol by blue.

Similar to two-component systems, the three-component systems exhibit greater offset

with larger DSPC fractions providing greater steric repulsion (Figure 3.4). Additionally,

shorter-tailed components have larger offsets than longer-tailed components. Compar-

ing corresponding two- and three-component systems with symmetric tails (e.g., DSPC-

OH12 or DSPC-FFA12 and DSPC-OH12-FFA12), the component offsets are roughly the

same. Only slight differences, that can be attributed to head group substitutions, are ob-

served. When looking at three-component systems with asymmetric tails (e.g., DSPC-

OH12-FFA24), component offsets are found to be different than the respective binary (e.g.,

DSPC-OH12 and DSPC-FFA24). By increasing the variety of tail lengths present in the

three-component bilayers, the lipids can offset differently to maximize tail overlap as com-

pared to the two-component system. For example, looking at 12- and 16-carbon tails,

increasing the tail length of one component will increase the offset of the other. The 33%

DSPC, OH12-FFA12 system demonstrates a particular offset combination for OH12 and

FFA12; the 33% DSPC, OH16-FFA12 system demonstrates an increased FFA12 offset

while the 33% DSPC, OH12-FFA16 system demonstrates an increased OH12 offset. By

lengthening one component, the other component can descend deeper into the bilayer. 24-

carbon tails, however, do not create the same space for molecules to descend due to the

loss of nematic order toward the middle, interdigitated region of the bilayer (Figure 3.5).
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The loss in nematic order can be attributed to the noticeably longer tails in the 24-carbon

components compared to the tails of other components.

When looking at the effect of head group chemistry in systems of three-component

systems and asymmetric tails, offsets are not consistent. For example, when comparing

DSPC-OH16-FFA12 and DSPC-OH12-FFA16 systems, the FFA12 does not share the same

offset as the OH12 and the OH16 group does not share the same offset as the FFA16 group.

This observation reinforces the notion that different head groups can slightly adjust their

offset, although tail length has a more noticeable effect. Furthermore, this observation has

consequences for structural properties as discussed below.

Figure 3.4: Offset comparisons for three-component mixtures containing 33% DSPC (left)
or 50% DSPC (right). Fatty acid component offsets (top), alcohol component offsets (bot-
tom).

34



Figure 3.5: Simulation snapshot of 33% DSPC, OH16-FFA24, demonstrating how long-
tailed components lose order in the middle of the bilayer.

3.3.2 Area Per Tail (APT)

Tail-length mismatch in addition to offset differences can help elucidate the role of

composition on lipid packing. Results for the APT are shown in Figure 3.6. For OH

systems, the lipid tails appear to reach the densest packing (lowest APT) when the tails are

equal in length. This result suggests that the van der Waals attractions from the tail groups

help the tails pack more tightly. However, unequal-length tails mitigate their ability to align

and support other tails; longer tails cannot overlap as easily with shorter tails and result in

worse alignment and packing. Using an analysis of variance (ANOVA) test to evaluate the

APT variance between all binary and ternary systems, an F-value of 4.52 was obtained with

a p-value of 4.0e-7, suggesting these data are statistically significant.

For FFA systems, it is important to recognize the enlarged cross-sectional area from

the FFA head group compared to the OH group, which introduces disorder and makes lipid

packing more difficult. In the 33% DSPC-67%FFA systems, increasing the FFA tail length

appears to strengthen the van der Waals attractions, overcoming the relatively larger head
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groups compared to OH head groups and increasing packing. In the 50% DSPC-50% FFA

systems, increasing the number of tails relative to head groups compared to the 33% DSPC-

67% FFA systems, is found to strengthen the van der Waals attractions and help overcome

the enlarged head groups. As a result, equal-length tails appear to pack the most densely

(similar to the OH case).

Hartkamp et al. presented different APT-OH tail length trends with DSPC-OH mixtures

using the GROMOS53A6 force field.31 Quantitatively, the values differ by less than 1 Å2.

Qualitatively, however, some of the GROMOS53A6 and CHARMM36 trends differ. In the

50%-50% DSPC-OH systems, the GROMOS trends indicate an APT minimum with the

shortest tail lengths (OH12), whereas the CHARMM trends indicate an APT minimum with

OH16, where the OH and DSPC chain lengths are most equal. In the 33%-67% systems,

the GROMOS trends indicate DSPC-OH24 has a smaller APT than DSPC-OH16, while

the CHARMM trends indicate the opposite. The small quantitative differences between

force fields that result in different qualitative trends may be due to different force field

parametrizations.

A similar observation was found by Moore et al.43 when computationally comparing

ceramides with different fatty acid tail lengths. When increasing chain length, very slight

APT fluctuations were found, but much larger APT variations were observed when alter-

ing the cholesterol or saturated FFA content – substituting ceramide with cholesterol or

FFA and substituting DSPC with OH or FFA have larger influences on APT compared to

chain length.43 We note that these packing trends for gel-phase systems appear different

from trends within fluid-phase systems, where 4- to 7-carbon OH components tended to

increase membrane volume because short component could not reach into the hydrophobic

tail region and 8- to 12-carbon OH components tended to occupy the free volume in the

tail region and lead to denser packing.22 This difference can be attributed to the already-

dense packing of the gel-phase systems versus the disordered, loose-packing in fluid-phase

systems.

36



Figure 3.6: APT comparisons for two-component mixtures containing 33% DSPC (left) or
50% DSPC (right). Systems composed of FFA (orange) and OH (blue).

We also note the experimental agreement with Hishida et al., who observed tail-tail

distances decrease with the addition of n-alkanes by filling in the gaps generated from

large head groups, also resulting in a more rigid structure.20 For a pure DSPC bilayer, our

simulated APT is 20.3 Å2. Upon mixing with singled-tailed components, the APT drops

below 20 Å2. The simulation trends agree with the experimental trends as the addition of

single-tailed components allows for closer tail spacing; however, the tail-length dependence

found is not the same as that found by Hishida et al., who found that interstitial distances

between alkyl chains decreased monotonically with alkane chain length. This could be due

to differences in the head group chemistry or choice of chain lengths (Hishida et al. used

8-14 carbons; this study uses 12-14 carbons).19,20 Additionally, the simulated APT values

are in agreement with the area per chain values of 21.4 Å2 reported by Seddon et al. from

X-ray studies of DSPC-FFA bilayers.27

3.3.3 Intra-bilayer Hydrogen Bonding

Thus far, the simulations show that altering bilayer composition can result in different

depth localizations (offsets) and tail packing (APT) in the binary and ternary systems stud-

ied. To examine any relationships with hydrogen bonding networks that could arise from

offset or lipid packing effects, intra-bilayer hydrogen bonding was measured. This prop-

erty counts the number of hydrogen bonds between bilayer molecules, excluding water
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hydrogen bonding (Figure 3.7). As can be seen from the results in Figure 3.7, 33% DSPC

systems appear to form a larger number of hydrogen bonds compared to 50% DSPC sys-

tems, likely due to the increased number of hydrogen bond donors (DSPC molecules have

no hydrogen bond donors, only acceptors). Looking at head group chemistry effects, OH

systems are found to form a larger number of hydrogen bonds compared to FFA systems,

possibly due to the increased steric repulsion and disorder that mitigates the formation of

hydrogen bonds in FFA systems. Similarly, longer components tend to form more hydro-

gen bonds compared to shorter components, which can be related to the offset and closer

proximity of C24 components to DSPC molecules compared to shorter components. Using

an ANOVA test across the various compositions studied, an F-statistic of 17.2 is obtained

with a p-value of 5.6e-8, suggesting these properties are statistically significant.

Figure 3.7: Intra-bilayer hydrogen bonding numbers for two-component mixtures contain-
ing 33% DSPC (left) or 50% DSPC (right). Systems are composed of FFA (orange) and
OH (blue).

3.3.4 Interfacial Water Relaxation

Since bilayer composition naturally appears to have an influence on the bilayer hydro-

gen bonding network, interfacial water dynamics may also be affected. Various groups

have recognized the complex interactions between water and head groups in phospholipid

membranes, noting that water has an influence on properties including surface pressure, ac-

tivity, and hydration behavior.13,14,16,17,73–78 The dipole relaxation times for the 33% DSPC

systems generally appear longer than those for 50% DSPC systems. In the Appendix, ob-
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serving that 33% DSPC systems have a smaller APL (tighter head group packing), the more

densely-packed hydrophilic head groups can develop more sustained water contacts than

the less densely-packed 50% DSPC systems. Within the 33% DSPC systems, longer tails

appear to increase the dipole relaxation times; as longer-tailed components move closer

to the bilayer-water interface, the components can form more contacts with the solvent,

slowing down their overall dynamics. However, within the 50% DSPC systems, the wa-

ter dynamics appear dominated by the increased number of phosphocholine head groups,

masking the influence of the secondary component. Similar, Hartkamp et al. reported

longer-lasting lipid-water hydrogen bonds, and thus slower interfacial water dynamics, as

chain length increased.79

Our findings (Figure 3.8) preliminarily appear to contradict those of Baryiames et al.,

who studied heterogeneous reverse micelles and the role of composition on hydrogen bond-

ing and interfacial water dynamics.80 Using reverse micelles composed of sorbitan (a non-

ionic detergent) with FFA16-18 substitutions for hydroxyl functional groups, they observed

water interfacial hydrogen bond dynamics to slow in heterogeneous (more FFA16-18 sub-

stitutions) systems compared to homogeneous systems (no FFA substitutions). This result

was largely due to the ability of water to penetrate more deeply into the micelle. They

observed water penetration to be influenced by composition heterogeneity, where hetero-

geneous systems packed poorly compared to homogeneous systems, and this poor packing

created space for water penetration and slower dynamics. In contrast, our systems demon-

strate greater packing when heterogeneous; the ability for the lipids to offset their position

within the bilayer creates space for greater water penetration, resulting in slower water

dynamics compared to pure DSPC. However, although shorter components with deeper

offsets in our bilayers can yield greater water penetration and possibly slower water dy-

namics, the reduction in solvent-head group contact accelerates water dynamics. Ratio-

nalizing our results with Baryiames’ findings, the 24-carbon components and their offsets

provide a balance of solvent-head group contact and water penetration to result in slower
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water dynamics compared to shorter-length components.

Generally, our data suggest that OH components slow down interfacial water more than

FFA components, possibly due to less offset promoting more solvent contact with DSPC

head groups. Using an ANOVA test across the compositions studied, an F-statistic of 3.48

was obtained with a p-value of 2.2e-5, suggesting the properties are statistically significant.

Figure 3.8: Water dipole relaxation times near the bilayer-water interface for two-
component mixtures containing 33% DSPC (left) or 50% DSPC (right). Systems are com-
posed of FFA (orange) and OH (blue). For reference, the corresponding pure DSPC value
is about 200 ps.

3.3.5 Area Per Lipid (APL), Height, Interdigitation (Idig), S2, and Tilt

The Appendix A presents additional structural information for the various mixed bilayer

systems examined. In general, we find that the APL is dependent on the DSPC fraction.

Given the size of the DSPC head group compared to the other lipids, this is not surprising

and consistent with results found in earlier work.31 FFA molecules tend to increase the APL

more than the OH molecules, similarly due to slightly increased steric repulsions. At 50%

DSPC, the APL tends to increase with tail length, which can be attributed to the reduced

component offset and closer proximity between different components (see offset discussion

from Section 3.3.1). For example, 24-carbon length tails move closer to the water-bilayer

interface, introduce greater steric repulsions to the DSPC head groups, and cause the head

groups to laterally spread apart. We note similar results with Hishida et al., who found

that alkanes can increase the head-head distance in their 70 mol% DMPC bilayers with 30
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mol% alkane (8- to 14- carbon tails).20 At 33% DSPC, the DSPC remains fairly constant,

which could be due to the overall head group size reduction by substituting DSPC with

FFA or OH.

Tilt angle appears dependent on both DSPC fraction and tail length. While larger head

groups induce greater steric repulsion that pushes the lipids apart and increases APL, tilting

provides the lipid tails with a mechanism to maximize van der Waals interactions while

reducing steric repulsions. Furthermore, longer tails enhance the strength of the van der

Waals interaction, resulting in a larger tilt angle, which again is similar to that observed by

Hartkamp et al.31 Additionally, the results are consistent with the work of Seddon et al.

who reported that the addition of FFA reduces the tilt of gel-phase bilayers.27,40 It should

be noted that our 33% DSPC, 67% FFA mixtures not only demonstrate a low tilt angle,

but also a low APL. This result could indicate an already-favorable distribution of lipids

along the bilayer normal without needing to tilt or laterally spread out, compared to other

DSPC-FFA mixtures that require tilting to obtain a favorable configuration.

Bilayer height generally increases with the tail length as longer tails naturally increase

the thickness of each leaflet. Similar trends were found by Seddon et al.27 Bilayer height

are, however, also affected by tilt angles and interdigitation. Compared to FFA components,

OH components generally result in taller bilayers due to the lower tilt angles. At 33%

DSPC, the 12- and 24-carbon FFA and OH bilayers display the same height due to the

interdigitation and tilt angle properties balancing each other out. Interdigitation measures

the amount of leaflet-leaflet overlap, with greater interdigitation values indicating higher

leaflet-leaflet overlap. The amount of interdigitation is found to depend on the amount

of tail-length asymmetry, similar to earlier work.31 DSPC tails are 18-carbons long, which

effectively reach to similar depths as OH16 and FFA16 when considering component offset.

Due to this similarity in tail length, there is little room for opposing leaflets to interdigitate.

By shortening or lengthening one component, the resulting tail-length asymmetry creates

space for the opposing leaflet. A similar observation was found by Aagaard et al., who
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reported a “mismatch” effect that had influence on molar volume.22

The three-component systems examined in this study demonstrate many of the same

trends as the two-component systems, namely dependence on DSPC fraction and tail length

with some modest differences when mixing OH and FFA head groups. By increasing the

variety of tail lengths in the system, components are able to displace themselves depth-wise

and provide an additional mechanism for generating stable, tightly packed configurations.

The DSPC fractions studied are the same as those examined in the two-component systems

(33% and 50%), but the non-DSPC component in the two-component system can be viewed

has having been partially substituted with a third component, further altering tail length or

head group chemistry. Results for three-component systems follow similar trends as two-

component systems, and can be found in the Appendix A.

3.4 Conclusion

Two- and three-component gel-phase, lipid bilayers were studied, whose compositions

included DSPC and combinations of OH and FFA with 12-, 16-, and 24-carbon tails. We

observe that head group repulsion and tail-length asymmetry drive shorter components

deeper within the bilayer. These component offsets influence tail alignment and tail pack-

ing (APT). Furthermore, the component offsets and APT properties affect intra-bilayer

hydrogen bonding; tighter-packed tails and greater intra-bilayer hydrogen bonding appear

correlated. As a result of tail packing and intra-bilayer hydrogen bond networks, the inter-

facial solvent dynamics are impacted, as observed by the water dipole relaxation times.

Bilayer structure is largely dictated by the steric repulsions from head groups and van

der Waals attractions from tails. Larger head groups create greater steric repulsion, and

longer tails provide greater van der Waals attraction. OH and FFA components possess

chemically similar tails but slightly different head groups, which has small effects on re-

sultant bilayer properties. Shorter-tailed components are found deeper within the bilayer,

which can help mitigate the steric repulsions at the bilayer-water interface, but reduces the
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amount of intra-bilayer hydrogen bonding. APL and tilt angle are most largely affected by

DSPC fraction, although secondary and tertiary components can introduce offsets that can

slightly modify the steric repulsions. Area per tail and nematic order depends on head group

size and tail length, but OH components and 16-carbon tails generally exhibit the lowest

APT and highest S2. Interdigitation is most affected by tail length asymmetry. Dipole

relaxation times of interfacial water appear dependent on the area per lipid due to the abil-

ity of hydrophilic head groups to form contacts with water. Various published results for

fluid-phase and gel-phase systems help corroborate the findings here.

Overall, these results shed light on mechanisms by which lipids can pack differently in

gel-phase bilayers. By understanding how the composition of head groups and tail lengths

affects the balance between steric repulsion and van der Waals attraction, formulations can

be designed with particular structures in mind. Further, this work may shed light on how

composition can be used to tune barrier properties of gel-phase membranes.
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Chapter 4

Structure-Permeability Relationships in Gel-Phase Bilayers

4.1 Introduction

Dry skin ailments increase the rate of water loss through the skin, more specifically, the

outermost layer of the skin known as the stratum corneum (SC). As a result, the overall

health and barrier function of the SC is compromised. The SC is often represented using

the brick-and-mortar model, where the bricks correspond to the dead corneocytes and the

mortar corresponds to a lipid matrix composed of ceramides, cholesterol, and free fatty

acids..1–8 Topical formulations attempt to mimic healthy SC in order to restore health and

barrier function to compromised SC.8 While the SC lipid matrix has demonstrated excellent

occlusive properties through a tight lipid packing in a gel phase, ceramides are expensive

and difficult to formulate; thus, less-expensive phospholipids are of greater interest for

topical formulations.9

Experimentally, barrier function of the SC has been experimentally related to both

the gel phase and orthorhombic packing of the lipid membranes.1,2,4,5,7,10 The addition

of emollients such as isostearyl isostearate (ISIS), saturated alcohols (OH), or saturated

free fatty acids (FFA) to topical formulations have been shown to improve water barrier

function in topical formulations by promoting an orthorhombic packing or improving the

overall lipid ordering within the bilayers.8,9,11 These results reflect early theoretical work

relating lipid disorder and gauche-trans-gauche kink formation in lipid chains to increased

solute permeability.12–14 While some experimental work has identified some components

that improve barrier function and some theoretical work has laid out some of the funda-

mental factors and mechanisms of permeability through highly-organized, slowly-moving

lipid bilayers, further work is necessary to gain an atomistic, chemical understanding of
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water permeability through gel-phase, phospholipid bilayers.

Computationally, there have been many permeability studies for fluid-phase phospho-

lipid bilayers, but fewer for gel-phase bilayers.15–17 For studying fluid-phase permeability,

the Hummer positional autocorrelation extension of the Woolf-Roux estimator has been

commonly employed to calculate permeability.18,19 However, significant sampling is neces-

sary for fluid-phase systems, and the drastically slower lipid dynamics in gel-phase systems

would require vastly more computational resources.16 Usage of the Woolf-Roux estimator

and weighted histogram analysis method (WHAM) to compute permeability has found suc-

cess in studying permeability of solutes through gel-phase ceramide bilayers and multilay-

ers.20 Other methods applied to fluid-phase systems, including Bayesian inference schemes

applied to the Smoluchowski equation, have yet to be applied to gel-phase systems, where

sufficient sampling times have yet to be thoroughly studied.16,21,22 When considering suffi-

cient sampling times, gel-phase systems exhibit lipid lateral diffusion coefficients orders of

magnitude slower than the fluid-phase counterparts, requiring orders of magnitude greater

simulation times.23 On the other hand, constrained molecular dynamics methods applied

to the inhomogeneous solubility-diffusion model, developed by Marrink and Berendsen,

have demonstrated applicability for both fluid-phase and gel-phase bilayers.24–28 Das et al.

and Notman et al. studied water permeability through gel-phase, SC atomistic models.25–27

Hartkamp et al. explored the influence of ISIS and OH molecules on permeability through

gel-phase phospholipid bilayers;28 however, the influence of FFA molecules, a common

component in topical formulations and the SC, has yet to be computationally examined.

This chapter presents permeability coefficients for a variety of multi-component, gel-

phase phospholipid bilayers, validated by prior experiment and theory. Structure-permeability

relationships are rationalized via the influence of bilayer composition on resultant atomistic

interactions. To reduce the computational expense associated with gel-phase permeability

calculations, a bootstrapping method is presented.
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4.2 Computational Methods

4.2.1 System Setup

Bilayers were initialized using the mBuild software package.29 Bilayers were con-

structed using two leaflets consisting of molecules arranged in an 8x8 square lattice. Lat-

tice spacing was chosen to be about 20% larger than the final area per lipid based on earlier

work.30,31 Lipids were tilted randomly between 5 and 25° with respect to the bilayer nor-

mal and randomly placed along leaflets. Lipids were also randomly spun around their tail

vectors to avoid artificial alignment found in other work.32 Bilayers were solvated with 20

water molecules per lipid for a total of 2560 water molecules.

Two- and three-component mixtures of DSPC, OH, and FFA were examined. Two-

component mixtures consisted of either 33% or 50% DSPC, with the remainder either

OH or FFA. Three-component mixtures consisted of either 33% or 50% DSPC, with the

remainder equimolar OH and FFA. In all mixtures, OH and FFA tail lengths were varied to

either 12, 16, or 24 carbons (OH12, FFA12, etc.).

4.2.2 Simulation Protocol

Equilibration simulations were performed using the GROMACS 2018 MD simulation

package.33–38 DSPC, OH, and FFA molecules were parametrized according to CHARMM-

GUI in accordance with the CHARMM36 all-atom force field.39,40 Water was modeled

using TIP3P and constrained using the SETTLE algorithm.41,42 All other bonds containing

hydrogen were constrained using the LINCS algorithm.43 Electrostatics were computed

using the particle mesh Ewald (PME) method.44 Force-switching functions were used for

van der Waals interactions between 10 and 12 Å.39 Temperature was held at 305 K us-

ing a Nosé-Hoover thermostat with a 1.0 ps time constant.39,45,46 Pressure was held semi-

isotropically at 1 bar (XY and Z direction coupled separately) using a Parrinello-Rahman

barostat with a 2.0 ps time constant.47 Compressibility was held at 4.5 x 10−5 bar−1. A 2
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fs timestep was used.

Energy minimization was performed using steepest descent to remove any unfavorable

overlaps between molecules. 100 ps of NVT equilibration followed by 500 ps of NPT

equilibration was performed. Random Walk MD (RWMD) for a total of 190 ns was used

to relax bilayer configurations away from any initial configuration bias.48

Moore et al. demonstrated the validity of RWMD to relax gel-phase ceramides, and

we have adopted this method for gel-phase phospholipids.48 RWMD involves a random

walk through temperature space over the course of MD simulation by randomly swapping

simulation temperatures with adjacent temperatures. Temperature moves are accepted or

rejected according to a probability of acceptance criterion,49

Paccept = min(1,e f (Told)− f (Tnew)) (4.1)

where f is the frequency a particular temperature has been visited, Told is the current

temperature, and Tnew is the proposed, new temperature.

Following RWMD, 100 ns of NPT sampling was performed at 305 K and 1 bar.

4.2.3 Structural Analysis Details

Atomic positions and simulation box dimensions were used to compute the area per

lipid (APL), area per tail (APT), average tilt angle, and nematic order parameter (S2).

The APL was computed by dividing the cross-sectional area of the simulation box by the

number of lipids in the leaflet. The tilt angle was taken as the average angle between

the long axis of a molecule’s tail and the bilayer normal, with the long axis defined as the

eigenvector corresponding to the minimum eigenvalue of the inertia tensor.50 The APT was

computed by dividing the APL by the average number of tails per lipid and multiplying by

the cosine of the tilt angle. The S2 order parameter was computed as the largest eigenvalue

of the nematic tensor, derived from the lipid tails in each leaflet.48,51

57



Figure 4.1: Z-constrained molecular dynamics. Specific water molecules (blue, enlarged)
are constrained in the Z-direction, but allowed to roam in the XY-plane. Some uncon-
strained waters are omitted for visual clarity.

4.2.4 Inhomogeneous Solubility-Diffusion Model

The inhomogeneous solubility-diffusion model relates the free energy and diffusion

properties to the permeation resistance and permeability coefficient.24 Using Z-Constrained

MD, molecules can be constrained to various points along the reaction coordinate (the Z

direction in this study, see 4.1. By recording the Z-forces, Fz, acting on each molecule, the

mean force and random forces can be identified.

Free energy profiles ∆G(z), can be derived from the mean forces, < Fz >

∆G(z) =−
∫ z

−∞

< Fz(z)> dz (4.2)

In practice, the lower limit of the integral can be taken as a Z-coordinate within the bulk

water, as we are only interested in the free energy barriers along the bilayer.

Local diffusion profiles, D(z), can be derived from the autocorrelations of the random

forces, ∆Fz(z, t) = Fz(z, t)−< Fz(z, t)>.

D(z) =
(kBT )2∫

∞

0 < ∆F(z, t)∆F(z,0)> dt
(4.3)

In this equation, kb is Boltzmann’s constant, and T is temperature. In practice, the
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upper limit of the integral can be taken as a finite time when the integral remains relatively

stable and the autocorrelation decays to 0. For these systems, 300 ps is a sufficient upper

bound for the autocorrelation functions to decay to 0 and the integral to remain sufficiently

constant.28

Permeation resistance, R, can be derived from the free energy and diffusion profiles.

R =
∫ z2

z1

exp ∆G(z)
kBT

D(z)
dz (4.4)

Finally, the permeability coefficient is calculated as the inverse of the permeation resis-

tance.

P =
1
R

(4.5)

4.2.5 Z-Constrained Molecular Dynamics Protocol

Simulations are continued from those outlined in earlier sections in this manuscript

(4.2.2). GROMACS 2018 was used to pull randomly-selected water molecules to various

depths in the bilayer.33–38 Using mBuild29 and Foyer,52 simulations were converted into

LAMMPS files. LAMMPS was used to conduct Z-constrained MD and sample the forces

acting on each water molecule.53 In both steps, water molecules were allowed to roam in

the XY plane at a given depth and sample any lateral heterogeneity present in the bilayers.

Supplemental simulations were performed to ensure consistency between the two MD soft-

ware packages. Z-constrained simulations were run for 1 ns, which was a sufficient amount

of time to sample multiple time decays of the force autocorrelation functions (about 200-

300 ps). In one permeability sweep, water molecules were constrained to about 40 different

Z-windows, depending on the height of the bilayer. Windows were spaced 2 Å. 20 sweeps

were performed for each bilayer composition. Simulations were conducted at 1 atm and

305 K.
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4.2.6 Bootstrap Methods

Bootstrapping is a statistical technique that involves resampling (with replacement)

from a given sample (the distribution of data gathered).54 From a single sample distribu-

tion, we can canonically obtain a single value for an estimator or statistic. By resampling

with replacement from the original sample distribution, we can generate many samples.

From these bootstrap distributions, we can obtain many bootstrap estimates. This range of

bootstrap estimates can provide information about the variability in our desired estimate. It

is worth noting the assumptions built into the bootstrap method: each individual sample is

independent from the others, the sample distribution represents the population distribution,

and the estimate is normally distributed.

Given the computational expense for permeability simulations of gel-phase bilayers and

finite computational resources, bootstrapping provides a promising method of improving

the reliability of permeability estimates. Each permeability sweep is conducted indepen-

dently, although the initial configuration is taken to be the same equilibrated, probable

configuration from the extensive equilibration protocol mentioned earlier 4.2.2. Since this

is the same methodology that would be applied with extensive computational resources,

the sample distribution well-represents the population distribution. Within the central limit

theorem, we believe the bootstrap distribution of permeability values to reasonably follow

a normal distribution.

From a set of permeability simulations, we can generate a sample distribution of perme-

ability coefficients. This sample distribution is bootstrapped to generate a more reliable es-

timate of the permeability and variance of the permeability for a given bilayer composition.

Efron and Tibshirani also note the statistical improvement by applying transformations to

the data in order to improve the normal approximation to the dataset.54 In this study of bi-

layer permeability, we note the apparent logarithmic scale of the permeability coefficient.

Furthermore, experimental literature suggests a lognormal distribution of water permeabil-

ity.55,56 We apply the bootstrap method to the logarithm of the permeability coefficient in
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order to bootstrap a more normally-distributed sample.

4.3 Results and Discussion

4.3.1 Bootstrap Validation

Preliminary results have been obtained for a DSPC bilayer 20 simulations. Figure 4.2

presents the normalized histogram of the log-permeability, log(P), coefficients. This distri-

bution is fairly normal, suggesting that the gathered distribution of permeability coefficients

is log-normal. This reinforces the use of the logarithm of permeability coefficients.

Figure 4.2: Probability distribution (left) and bootstrapped probability distribution (right)
of log(P)

Applying the bootstrapping approach (100,000 bootstrap samples of size 20 or more)

to 20 ns simulations of the DSPC bilayer yields a log(P) of -13.04 with a standard error of

0.26. This corresponds to a permeability coefficient of 2.16e-6 cm
sec (naı̈ve averaging of the

same data set yields a permeability coefficient of 1.72e-3 cm
sec ). For comparison, Hartkamp et

al. sampled for 46 to 98 ns and reported a value of 1.4e-8 cm
sec with an error of 3.6e-9 cm

sec (this

was using SPC water and the GROMOS53A6 force field).28 Experimental evidence at 293

K reports a diffusive permeability of 8.1e-7 cm
sec .57 Assuming both force fields are sufficient

lipid models, both the bootstrapping and non-bootstrapping approaches can yield results

within an order of magnitude of experiment, although the bootstrapping approach can yield

reliable results with less simulation (20 ns in this simulation as opposed to 46 to 98 ns). For
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further comparison, Das et al. performed 30 ns simulations of stratum corneum bilayers at

305 K and found water permeability coefficients around 3.7e-9 cm
sec (without bootstrapping),

while corresponding experimental results report permeability coefficients on the order of

1e-7 cm
sec .27 By comparing methodologies with similar numbers of simulations (20 ns in

this study vs 30 ns from Das et al.),27 bootstrapping can yield results within an order of

magnitude closer to experimental results compared to nav̈e methods.

To gather accurate free energy and diffusion profiles, similar bootstrapping method-

ologies were used. At a given reaction coordinate, the free energy distribution is roughly

normal, while the diffusion distribution is roughly log-normal. Symmetrized free energy

and diffusion profiles are shown in Figure 4.3. For validation, the self-diffusion coefficient

of bulk TIP3P water at 301 K is presented.58 Using the auto-correlations of the random

forces, the calculated diffusion of TIP3P water in the solvent phase is in agreement with

the self-diffusion coefficient of bulk TIP3P water.

When looking at qualitative composition-permeability trends found via simulation, the

trends appear to agree well with those found in experiment by Bulsara et al..9 Permeability

coefficients are presented in Table 4.1. The agreement in qualitative trends between simu-

lation and experiment validates our method to efficiently compute permeability coefficients

through gel-phase, lipid bilayers.

Figure 4.3: Bootstrapped-free energy profile (blue), bootstrapped-diffusion profile (or-
ange), and self-diffusion coefficient of bulk TIP3P water (red). Bilayer head group depths
are shown in black dotted lines for reference
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Table 4.1: Computed structural properties and permeability coefficients for gel-phase bi-
layers studied

System APT (Å2) S2 Log(P) P ( cm
sec )

DSPC 19.73 (0.02) 0.964 (0.0010) -13.04 (0.26) 2.16e-06 (0.56)

50% DSPC, 50% FFA12 19.82 (0.03) 0.963 (0.0013) -13.04 (0.19) 2.17e-06 (0.41)

50% DSPC, 50% OH12 19.17 (0.03) 0.982 (0.0003) -17.89 (0.32) 1.70e-08 (0.54)

50% DSPC, 50% FFA16 19.27 (0.01) 0.981 (0.0005) -14.52 (0.24) 4.94e-07 (1.19)

50% DSPC, 50% OH16 18.85 (0.01) 0.986 (0.0001) -24.69 (0.28) 1.89e-11 (0.53)

50% DSPC, 50% FFA24 19.21 (0.02) 0.975 (0.0009) -16.85 (0.26) 4.81e-08 (1.25)

50% DSPC, 50% OH24 19.17 (0.02) 0.980 (0.0014) -16.18 (0.28) 9.39e-08 (2.63)

50% DSPC, 25% OH24,

25% FFA24

19.70 (0.04) 0.973 (0.0012) -20.54 (0.27) 1.20e-09 (0.56)

33% DSPC, 67% FFA12 19.84 (0.04) 0.971 (0.0010) -15.55 (0.16) 1.77e-07 (0.28)

33% DSPC, 67% OH12 19.37 (0.02) 0.979 (0.0004) -18.85 (0.33) 6.50e-09 (2.15)

33% DSPC, 67% FFA16 19.32 (0.02) 0.982 (0.0006) -23.19 (0.24) 8.48e-11 (2.04)

33% DSPC, 67% OH16 18.94 (0.01) 0.987 (0.0004) -21.09 (0.27) 6.96e-10 (1.88)

33% DSPC, 67% FFA24 19.03 (0.02) 0.982 (0.0010) -25.43 (0.30) 9.06e-12 (2.72)

33% DSPC, 67% OH24 18.75 (0.02) 0.984 (0.0004) -21.40 (0.36) 5.07e-10 (1.83)

34% DSPC, 33% OH16,

33% FFA16

19.04 (0.02) 0.985 (0.0007) -21.65 (0.30) 3.98e-10 (1.19)

4.3.2 Composition, Structure, Permeability Relationships

Theoretical studies relate liquid-crystalline bilayer permeability to lipid chain ordering

(measured via CH2 symmetric stretching frequencies) and lipid lateral diffusion.12–14,59

In the Trauble-Haines-Liebowitz model, more-ordered bilayers demonstrate fewer void

spaces for water molecules to occupy; furthermore, bilayers with slower-moving lipids

exhibit slower dynamics for the void spaces to form and propagate from one end of the
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lipid chain to the other end.12–14,59 Our computational findings largely support this model,

observing the better-packed lipids (lower APT, higher S2) exhibit lower permeability 4.4.

Due to the somewhat kinetically-artificial nature of the pulling and constraining, our simu-

lations are not well-suited to shed light on the mechanisms of permeation; our simulations

are; however, well-suited to sampling thermodynamic and transport properties by measur-

ing the forces at various depths within the bilayer. We also observe the reduced perme-

ability for some multi-component DSPC bilayers compared to our pure DSPC bilayers,

consistent with experimental findings by Bulsara et al..9

Figure 4.4: Permeability coefficients compared to APT (left) and S2 (right). APT appears
to have a positive correlation with permeability. S2 appears to have a negative correlation
with permeability

While structure-permeability relationships have been well-documented through phos-

pholipid bilayers (more tightly-packed bilayers demonstrate lower permeability), the role of

composition has yet to be elucidated. In earlier work, we presented a composition-structure

study for gel-phase phospholipid bilayers, but here we briefly discuss composition effects

on offset, APT, and S2. APT and S2 appear very related – a tighter-packed bilayer (lower

APT) results in a more-organized bilayer with fewer defects (higher S2), and vice versa. In

general, gel-phase bilayer structure is dictated by a balance of steric repulsion from head

groups and van der Waals attractions from lipid tails.

In gel-phase bilayers, shorter-tailed components tend to localize more deeply within

the bilayer. As a result, the head groups of shorter components localize closer to the lipid
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tails and those of longer components localize closer to the bilayer-water interface. Shorter

components with head groups nestled closer to the lipid tails introduce steric repulsions in

the tail region, disturbing the packing and mostly trans configurations in the lipid tails. As

a result, APT increases and S2 decreases in systems with shorter-tailed components. This

is most notable in the mixtures containing FFA12, which exhibit inefficient packing and

large permeability (see Figure 4.5).

Figure 4.5: Snapshots of lipids in 33% DSPC, 67% FFA12 (left), 50% DSPC, 50% OH24
(right), 50% DSPC, 50% FFA16 (bottom) mixtures. Shorter components induce disor-
der around ester groups and tail ends due to head group offset and tail-length asymmetry.
Longer components induce disorder around tail ends. Symmetric tails show greater order
and improved packing.

On the other hand, components with longer tails cannot be supported and aligned by

shorter tails, exhibiting more disorder. The tail-length asymmetry introduces disorder that

reduces the lipid tail packing. This is most notable in mixtures containing OH24, which
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exhibit inefficient packing and large permeability (see Figure 4.5).

While increasing the number or length of lipid tails can improve the van der Waals

attractions and bring lipid tails together, the resultant tail length asymmetry introduces

disorder that can reduce packing efficiency. Due to these competing effects, there appears

to be a balance-point in which component tail length yields the tightest packing (see Figure

4.5).

For OH systems, tail-length symmetry (OH16) appears to improve packing and barrier

function in 50% DSPC systems. In 33% DSPC systems, OH16 and OH24 mixtures exhibit

similar packing and barrier properties.

For FFA systems, the larger head group introduces greater steric repulsions compared

to OH systems, which can be ameliorated by introducing more van der Waals attractions

via more two-tailed DSPC molecules or lengthening the FFA components. In 50% DSPC

systems, tail-length symmetry (FFA16) appears to improve packing and barrier function.

On the other hand, in 33% DSPC systems, lengthening the FFA component appears to

improve packing and barrier function. This may be possible due to a greater fraction of

long tails able to align with each other. However, there may be a point at which lengthening

the FFA components will eventually introduce enough tail-length asymmetry and disorder

to reduce packing and barrier function in 33% DSPC systems.

It is also worth comparing these trends with the properties of the pure DSPC system.

Although the pure DSPC system has symmetric tails throughout the leaflet, the source of

disorder and inefficient packing comes from the large phosphocholine head groups that

sterically repel each lipid molecule apart (see Figure 4.6). Consequently, the pure DSPC

system exhibits a somewhat large permeability.

In general, gel-phase bilayer mixtures with longer tails and tail-length symmetry yield

the most densely-packed structures with the lowest water permeability.

The Trauble-Haines-Liebowitz model also considers interfacial behavior to influence

the initial formation of kinks, thus having a possible influence on permeability.12–14,59 Fig-
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Figure 4.6: Snapshot of DSPC in pure DSPC bilayer. Large head groups drive lipid tails
apart and induce disorder

ure 4.7 presents permeability correlations with intra-bilayer hydrogen bonding at the inter-

face in addition to interfacial water dipole relaxation. The weak correlation coefficients,

presence of possibly highly-influential data points, and large noise in structural quantities

suggest that interfacial properties have little to no influence on water permeability.

Figure 4.7: Permeability coefficients compared to intra-bilayer hydrogen bonding (HB,
left) and water dipole relaxation (τD, right). HB appears to have a very weak correlation
with permeability. Dipole relaxation appears to have a very weak correlation with perme-
ability

Some preliminary experiment and simulation comparison can be found in the Appendix

B. It should be noted that corresponding experimental WVTR measurements are computed

from formulations containing a dilute fraction of phospholipid and OH/FFA, thus muting

the influence of composition on experimental barrier properties compared to simulations of

more-concentrated systems.
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4.3.3 The Influence of Ripples on Water Permeability

Phopsholipid bilayers have computationally and experimentally demonstrated a ripple

phase between gel and fluid phase temperatures.60–63 Although the ripple phase is mainly a

transition phase between gel and fluid, phospholipid bilayers at physiological temperatures

(about 305 K) could exhibit some transient ripple domains in addition to gel domains.

For example, DPPC molecules, which have shorter tails than those of DSPC molecules by

two carbons, have demonstrated ripple phases at 311 K.23 The presence of such ripples

could have an effect on the permeability properties, providing a potential route for water

permeation (see Figure 4.8).

Figure 4.8: DSPC bilayers show some signs of disordered regions or ripples at 305 K.
Snapshots are from the same configuration but different angles.

To examine the influence, similar constrained simulations were performed, except water

molecules were pulled into the location of the bilayer kinks, which are regions of disorder

similar to ripples. Free energy and diffusion profiles for ripple-phase sampling are pre-

sented in Figure 4.9. For comparison, uniform lateral sampling profiles from earlier are

presented again. Through the bilayer kink, the permeability coefficient is estimated to be

5.21e-5 cm
sec . For comparison, the uniform lateral sampling case exhibits a lower perme-

ability coefficient of 2.16e-6 cm
sec . The formation of the ripple creates an environment more

similar to that of bulk water, reducing the free energy barrier and facilitating permeation.
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However, given that the ripple phase temperatures are generally higher than physiological

temperatures, any formation of ripples is likely to be short-lived.

Figure 4.9: Free energy (blue) and diffusion (orange) profiles of water permeation with
ripple sampling (left) and uniform lateral sampling (right). Self-diffusion coefficient of
bulk TIP3P water is shown in red. Bilayer head group depths are shown in black dotted
lines for reference.

4.4 Conclusions

We utilize constrained molecular dynamics, the inhomogeneous solubility-diffusion

model, and bootstrap methods to study water permeability through multi-component, gel-

phase phospholipid bilayers. Our structure-permeability trends are consistent with those

found via theory and experiment. When looking at composition effects, we find that gel-

phase bilayers with longer tails and tail-length symmetry yield the most densely-packed

structures with the lowest permeability. We also observe the influence of bilayer ripples on

increased permeability in single-component DSPC bilayers. These findings help identify

relevant factors for designing topical formulations with specific water barrier function.
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Chapter 5

Influence of Single-Stranded DNA Coatings on the Interaction Between Graphene

Nanoflakes and Lipid Bilayers

5.1 Introduction

Since its discovery,1 graphene and other related materials (e.g., carbon nanotubes,

fullerenes) have received considerable attention due to their physical and electronic prop-

erties,2 and have shown promise for use in biomedical applications,3–5 such as drug deliv-

ery,6,7 tissue engineering,8,9 gene delivery,10 and biosensing.11 In particular, one promis-

ing application is the use of graphene-based electrodes to measure membrane potential

changes and detect electrical activity in neuronal networks. However, the efficiency of

these graphene-based sensors falls off exponentially with the distance from the cell or tis-

sue; as such, maximizing the efficiency of these devices requires graphene be placed close

to the cell or tissue surface.12 Bringing graphene in close contact to cell membranes may be

problematic since graphene is reportedly cytotoxic13 due to its ability to induce oxidative

stress14 and disturb cell membranes.15,16 Furthermore, interactions between graphene and

membranes could complicate their utility as sensors. For example, in experiments by Kitko

et al., cholesterol (CHOL) content increased and lipid packing enhanced when cells resided

directly on single-layer graphene film,17 which resulted in neurotransmission changes and

activation of G protein-coupled receptors.12

The literature, in particular aided by molecular dynamics (MD) simulation, has estab-

lished that the hydrophobicity of graphitic materials is a significant driving force in terms

of their interactions with lipid membranes. For example, MD simulation calculations of

the free energy of C60 buckyballs penetrating phospholipid membranes revealed a strong

energetic driving force (∼ 20 kcal
mol ), for insertion into the membrane;18 this hydrophobic
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driving force was seen to increase by a factor ∼2 as the C60 adopts a more planar geom-

etry (e.g., an open-shell buckyball, intermediate between a sphere and flat sheet).19 This

strong hydrophobic interaction has been directly related to membrane disruption in other

studies. For example, atomistic simulation studies have shown that bare, partially inserted

graphene nanoflakes (GNFs) extract lipids from pure phospholipid bilayers,20 in order to

shield the portion of the GNF exposed to water.16,21 In other simulations, Santiago et al.,

using a coarse-grained approach, observed graphene insertion and lipid rearrangement in li-

posomes, in addition to graphene-facilitated-lipid-extraction during vesicle fusion.22 Using

a mesoscale model, Zhang et al. reported that GNFs selectively remove cholesterol from

phospholipid-cholesterol membranes,21 which was hypothesized to be related to the strong

ring stacking that occurs between cholesterol and graphene. In other work, simulations of

smaller GNFs that could fully insert into the membranes, and thus shield the hydrophobic

surface of the GNF from water, did not demonstrate signifcant membrane disruption or

lipid extraction.23 To this end, biomolecular coatings4 hold promise as a means of mitigat-

ing the effects of the hydrophobicity of graphitic materials, reducing membrane insertion

and disruption. DNA is an attractive choice for coating GNFs, as it has been shown that

the nucleobases can readily adsorb onto the hydrophobic surface of graphitic materials due

to dispersion an π-π stacking interactions.24–30 Such coatings have been shown to increase

the dispersibility of graphene in solution, which suggests that the adsorbed DNA is indeed

effective at reducing the hydrophobic interaction of graphene with the environment.31 Ad-

ditionally, similar materials, such as DNA coated single-walled carbon nanotubes, have

seen success in areas such as gene delivery, providing a strong basis for their use.32 How-

ever, it is currently unknown how the presence of a DNA coating affects the interaction

between GNFs and lipid bilayers and how it changes GNF’s penetration and disruption of

cell membranes.

In this work, the interactions between lipid membranes and both bare GNFs and GNFs

coated with singled stranded DNA (ssDNA) are investigated via MD simulations with
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atomistically-detailed molecular models using the CHARMM force field.33–37 Bilayers are

modeled as a mixture of 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) and CHOL.

Bare GNF simulations are conducted to provide a baseline for comparison to coated GNFs

and to compare, using atomistically detailed models, to the results of Zhang et al., show

found that CHOL is selectively removed from membranes.21 The effect of ssDNA coating

the GNFs is examined as a function of the ssDNA coating density, focusing on the impact of

the coating on the penetration behavior of the GNF into the bilayer membrane. The effect

of proteins and other molecules that naturally occur in biological systems are not consid-

ered in order to isolate the interactions between membranes, GNFs and ssDNA. Steered

MD simulations, whereby GNFs are directed into the membrane, are also performed to

further probe the molecular interactions and insertion of the bare and coated GNFs. To

the best of our knowledge, this is the first computational study of the interaction between

graphene-ssDNA complexes and lipid bilayers.

5.2 Simulation Methods and Models

Bilayer construction: Preassembled DOPC-CHOL bilayers containing 200 lipids per

leaflet were generated via the CHARMM-GUI.38–43 The mixed DOPC-CHOL bilayer con-

tained 44 CHOL molecules per leaflet, randomly dispersed throughout the bilayer leaflets

with an equal amount of CHOL molecules in either leaflet. The bilayers were immersed

in water, such that there was approximately a 5 nm layer of water one ach side when con-

sidering small GNFs (5 nm x 5 nm) (i.e., 10 nm separation between the bilayer and its pe-

riodic image); simulations of larger GNFs (5 nm x 10 nm) double this separation between

the bilayer and its periodic image. The configurations generated by the CHARMM-GUI

are representative of equilibrated liquid-crystalline bilayers.41,42 A steepest descent energy

minimization was performed on the hydrated bilayers generated by the CHARMM-GUI,

followed by a short isobaric simulation (i.e., simulated in the NPT ensemble) of 375 ps to

ensure relaxation rior to the addition of GNF and/or DNA. It was confirmed that the bilayer
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properties (i.e., area-per-lipid and bilayer height) were stable during this short simulation.

GNF construction: GNFs were created with the VMD carbon nanostructure builder.44

Two GNFs with dimensions 5 nm x 5 nm and 5 nm x 10 nm were constructed. While in

practice GNFs are generally on the order of hundreds of nm in lateral dimensions and can

have more complex shapes,45,46 the model GNFs in this study enable us to investigate how

the edges and sharp corner that can be present on realistic GNFs interact with phospholipid

bilayers. Additionally, these sizes allow us to examine: (1) a GNF that can fully insert in the

bilayer and (2) a GNF that is large enough that the GNF does not fit completely within the

hydrophobic core of the bilayer, yet allows for a system size (i.e., size of bilayer and water

layer) small enough that it can be simulated with atomistic models without computational

expense being a limiting factor.

ssDNA coating: ssDNA strands were initialized with the make-na server,47 which

uses the nucleic acid builder of AmberTools to construct geometrically accurate DNA

molecules.48 Sequences of single-stranded poly-G10 were initialized with a type-B helix.

The ssDNA coils were approximately 3.5 nm long with a radius of 2 nm. The ssDNA chains

were placed on each side of a 5 x 5 nm GNF. The chains were initially placed with their

long axis parallel to the GNF, approximately 5 Å from the surface. The system was then

solvated and neutralized with Na ions. 50 ns of simulated tempering49 was performed with

a temperature range 300 ≤ T ≤ 700K, to allow the DNA molecules to adopt low-energy

configurations on the GNF. The upper temperature limit of 700 K was chosen to induce

large conformational changes in the ssDNA.29 Since ring-ring stacking interactions are

expected to drive the ssDNA-GNF complex towards configurations with the nucleobases

lying flat on the GNF surface,31 the ssDNA that had the most (eight out of ten) bases ly-

ing flat on the surface was used to build the coated GNF systems. The flat ssDNA chain

is approximately 6 nm x 2 nm in size. These chains were replicated to generate sparsely,

moderately, and densely coated GNFs by placing one, two, and three ssDNA molecules,

respsectively, on each side of the GNF ( referred to as 2 ssDNA, 4 ssDNA, and 6 ssDNA,
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respectively, throughout the paper).

Simulation details: All simulations were performed in GROMACS 5.150–55 using a

timestep of 1 fs. The non-bonded interaction potential was smoothly switched off between

10 and 12 Å, beyond which Coulombic interaction were tread with the particle-mesh Ewald

method.56 A temperature of 300 K was maintained via the Nosé-Hoover thermostat.57,58

The simulation system was copuled semi-isotropically to the Parrinello-Rahman barostat

to maintain a pressure of 1 atm independently in the bilayer normal and lateral directions.59

The atomistic CHARMM36 force field was used to model DOPC and CHOL,35 and TIP3P

was used to model water.60 Similar to a recent study,61 the atoms in the graphene sheet were

treated as aromatic ring carbons, i.e., type CG2R61 in the CHARMM General Force Field

(CGenFF),62 with the appropriate bond-stretching and angle-bending interactions also from

CGenFF. Note, dihedral interactions were not included in the graphene model, consistent

with the previous studies.31 CHARMM2733,63 was used to model the ssDNA.

GNF insertion simulations: In all cases, the GNF (coated or uncoated) was positioned

with a corner pointing toward the bilayer surface approximately 0.5 nm from the bilayer

surface. This orientation was chosen to increase the likelihood of insertion, based on pre-

liminary tests and prior work that suggests GNFs typically insert into the bilayers in a

corner-first fashion.20 With the exception of the steered simulations discussed later, the po-

sition/orientation of the GNF was not constrained prior to insertion, and was allowed to

freely move throughout the system in all directions; since periodic boundary conditions are

used, the GNF is able to interact with either side of the membrane further increasing the

likelihood of insertion. For systems with ssDNA molecules, overlapping water molecules

were removed and neutralizing Na ions were added; these systems each contained approx-

imately 170,000 atoms. The complete process of constructing the system is graphically

shown in the AppendixC. A steepest descent energy minimization was performed to re-

move high-energy atomic overlaps, after which systems were simulated in the NPT ensem-

ble. For simulations with ssDNA coatings, simulation times ranged from 60 to 508 ns,
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depending on the time required for penetration/steady state behavior to occur, where, in

general, simulation time increase with coating density. Four independent simulations were

performed for the insertion of bare GNF and six for each of the three ssDNA coating den-

sities studied. The individual simulation times for the coated GNF simulations are reported

in Table 5.1.

Steered MD procedure: Steered MD simulations were conducted by attaching harmonic

springs to the corner of the GNF and then pulling the GNF into the bilayer midplane over

the course of a 5 ns simulation for the 5 nm x 5 nm GNF as a function of the ssDNA coating.

The bilayer was not held fixed, but no noticeable drift was observed over the course of the

short simulation. As described in the results, a spring constant (k) of 50 kJ mol−1 nm−2

was chosen for these calculations as it provided the closest match to the free (i.e., non-

steered) simulations in terms of penetration depth. The force of the harmonic spring and

the distance traveled by the GNF is recorded during the course of these simulations and the

work computed by integrating the force over the distance traveled.

5.3 Results and Discussion

5.3.1 Bare GNF insertion

The prototypical insertion of a small (5 nm x 5 nm) unrestrained, bare GNF into a

phospholipid-cholesterol bilayer is shown in 5.1. From a visual inspection of the simulation

trajectory, the penetration occurs corner first with the sheet oriented roughly perpendicu-

lar to the bilayer surface, in agreement with the preferred orientation from other work.20

To quantify the insertion process beyond visual inspection, three metrics are considered:

(1) the distance, D, between the center-of-mass of the GNF and the center-of-mass of the

bilayer, projected in the direction normal to the bilayer (5.1g); (2) the magnitude of the

dot-product between the two measures indicates a corner first orientation when the GNF

is aligned with the bilayer normal (labeled as ”corner” in 5.1h); (3) and the angle between
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GNF and bilayer normal (see 5.1i), where a value of 0° indicates perpendicular alignment

with the bilayer interface. These measures confirm a rapid (< 5 ns) insertion of the GNF

into the bilayer after it initially comes into close contact, where insertion is indeed corner

first and with the GNF slightly tilted with respect to the bilayer normal (∼10°). The corner

first orientation of the GNF, whereby part of the GNF is exposed to water, results in a small

number of DOPC molecules partially extracted from the bilayer to shield the hydrophobic

surface as shown in Figure 5.1c, d. This corner first orientation persists until∼30 ns (5.1e),

at which point the GNF reorients slightly do adopt a more edge-first configuration, as evi-

denced visually by the final simulation snapshot (5.1f) and by the change in the value of the

corner orientation metric (5.1h); this reorientation allows the GNF to be more effectively

shielded by the membrane. At the end of the simulation, the GNF has further aligned with

the bilayer normal (i.e., tilt angle ∼10°, in Figure 5.1i). This alignment with the bilayer

normal is not unexpected since the lipids in the fluid-state bilayer do not adopt a uniform

tilt angle that might otherwise GNF orientation. A small amount of disruption around the

GNF is observed at the bilayer-water interface at the end of the simulation (e.g., see 5.1f),

where a small number of DOPC molecules nearest the GNF have risen up slightly from

the membrane to provide additional shielding, since the GNF is slightly larger than the

height of the membrane tail-region. We note that there does not appear to be any signifi-

cant disruption of the membrane itself aside from the small region around the GNF at the

end of the simulation. These results are consistent with Chen et al. who also considered a

GNF whose dimensions closely match that of the bilayer height, and did not observe any

significant bilayer disruption.23

84



(a) 2 ns (b) 4 ns (c) 6 ns

(d) 10 ns (f) 80 ns

5x5 bare  
run3

(e) 30 ns

(g)

(h)

(i)

Figure 5.1: The rapid corner first, insertion of a bare 5 nm x 5 nm GNF into a bilayer. (a-f)
Simulation renderings of the insertion process as a function of time; water is not shown for
clarity, phosphorous atoms of DOPC are shown in yellow to highlight boundary, DOPC
tails are shown as gray, and CHOL colored green. (g) Distance between the centers-of-
mass of the GNF and bilayer, projected along the bilayer normal, shows the rapid insertion
at∼ 8 ns. (h) The value of unity for normalized dot product calculated between the vectors
describing the GNF diagonals (blue and black) and the bilayer normal indicates corner first
insertion. (i) The angle between the GNF and bilayer normal, where GNF inserts at ∼ 10°
from normal; after∼ 50 ns, the value is close to 0°, closely aligned with the bilayer normal.

Figure 5.2a-f presents a second prototypical example of GNF insertion. In contrast to

Figure 5.1, the insertion process is slower after the GNF first comes into close contact with

the membrane, because the GNF initially lies flat upon the bilayer surface, as shown visu-

ally in Figure 5.2b, c, and evidenced by a value of∼90° for the GNF angle between 20 and

50 ns plotted in Figure 5.2i. While this flat configuration is certainly less favorable than an
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inserted configuration, coarse-grained studies of graphene and bilayer liposomes identified

a similar configuration where lipids rearrange to coat the flat graphene configuration.22 At

∼55 ns of simulation time, the GNF begins to extract a small number of phospholipids onto

the GNF surface nearest the corner, as it begins to slowly increase its tilt and start a corner

first insertion into the bilayer (Figure 5.2d, e); the corner first orientation metric (Figure

5.2h) increase towards unity during this stage from 55-100 ns. Note, in this case, the GNF

is not perpendicular to the bilayer interface when insertion occurs at ∼60 ns, but instead at

∼60° with the GNF gradually transitioning to a more perpendicular alignment by the end

of the simulations, as shown in Figure 5.2i. As in Figure 5.1, the edge first configuration

of the GNF results in part of the GNF exposed to water, where again partial extraction

of a small number of phospholipids is observed to coat the GNF (Figure 5.2e). Visually,

near the end of the simulation time considered (150 ns, Figure 5.2f), the GNF maintains

a configuration intermediate between a corner-first and edge-first orientation, with a small

amount of DOPC partially extracted to coat the surface; increased simulation time would

likely result in an edge first orientation, similar to 5.1, as this maximizes shielding of the

GNF. A third independent trial in the AppendixC demonstrates behavior intermediate be-

tween the cases shown in Figures 5.1 and 5.2, where the GNF contacts the membrane at an

unfavorable orientation (∼70° from the bilayer normal) and reorients during insertion, but

does not lie flat upon the bilayer surface.

86



(a) 15 ns (b) 20 ns (c) 55 ns

(d) 60 ns (f) 150 ns

5x5 bare  
run2

(g)

(h)

(i)

(e) 100 ns

Figure 5.2: Insertion of a bare 5 nm x 5 nm GNF into the bilayer, whereby the GNF first
adopts a “flat” configuration perpendicular to the bilayer normal. (a-f) Simulation render-
ings of the insertion process as a function of time; the same color scheme as Figure 5.1 is
used. (g) The distance between the centers-of-mass of the GNF and bilayer, projected along
the bilayer normal, capturing the flat configuration between ∼20-60 ns, and the eventual
insertion at ∼60 ns. (h) The normalized dot product calculated between the vectors de-
scribing the GNF diagonals (blue and black) and the bilayer normal, capturing the corner
first insertion as shown by the gradual increase towards unity of one of the vectors start-
ing at ∼50 ns. (i) The value of ∼90° between ∼20 and 50 ns for the angle between the
GNF and bilayer normal indicates the regime where the GNF adopts a flat configuration;
the gradual increase towards 0° after ∼60 ns demonstrates that the GNF does not insert
perpendicularly, but rather gradually aligns with the bilayer normal after insertion.

5.3.2 GNF-induced lipid extraction

Experimentally, GNFs are typically much larger (10-1000 µm) than the bilayer thick-

ness (∼5 nm) and thus insertion would require the GNF to protrude from the bilayer, with
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a significant portion of the hydrophobic surface exposed to water. To mimic a situation in

which a large GNF penetrates a cell membrane and a portion of the GNF is still exposed

to the extracellular fluid, simulations of an uncoated 5 nm x 10 nm GNF are considered.

This configuration was realized by allowing an unrestrained GNF to freely penetrate into

the bilayer and then, after insertion, restraining the motion of the GNF atoms in the di-

rection normal to the bilayer using a harmonic potential with a force constant of 1000 kJ

mol−1 nm−2. The restraints were used to prevent the GNF from completely sinking into

the bilayer, thus mimicking the more realistic case where the GNF is much larger than the

bilayer thickness. Note, the insertion behavior of this larger GNF closely resembles that of

the prototypical insertion shown in Figure 5.1 of the smaller 5 nm x 5 nm GNF. After in-

sertion, lipids are extracted from the bilayer to coat the hydrophobic GNF surface as shown

in Figure 5.3a, consistent with prior simulation studies.16 This is also consistent with the

partial extraction of lipids seen in Figures 5.1 and 5.2 for the corner first configuration of

the smaller GNF. Visually, the lipids leave the bilayer in the direction roughly perpendic-

ular to the perpendicular plane, without larger rotational motion or dragging surrounding

lipids along. The extracted lipids on the GNF align with the GNF surface form an effi-

cient packing and coat the GNF surface, where the hydrophilic phosphatidylcholine head

groups of DOPC protrude from the GNF edge or perpendicular to its surface to maximize

their exposure to water. Lipid extraction onto the GNF surface is quantified in Figure 5.3b

by identifying lipids that are close to the surface of the GNF and 2.5 nm above/below the

bilayer center-of-mass (roughly approximating the bilayer-water interface). A simple dis-

tance cutoff of 0.5 nm between a GNF carbon atom and the first carbon atom in the DOPC

chain and the first carbon in the CHOL ring structure was used to identify molecules on

the GNF surface. Figure 5.3b quantifies that the number of lipids increases until approxi-

mately 15 ns, consistent with visual inspection (see Figure 5.3a), at hwich point the values

appear roughly constant (∼20 total lipids). Figure 5.3c plots the solvent accessible sur-

face area (SASA) of the GNF calculated using VMD44 with a probe of 2.75 Å (roughly
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the diameter of water). The SASA measurement rapidly decreases and becomes roughly

constant at 15 ns, consistent with visual inspection and quantification of lipid extraction,

and clearly demonstrates the role of lipid extraction as a means to shield the GNF from the

water solvent. As the simulation time progresses, we visually observe that additional lipids

are extracted from the bilayer (see Figure 5.3a), however these do not directly lie upon

the GNF itself. These additional lipids coat the existing layer of lipids and act to further

shield the hydrophobic lipid tails on the lipids GNF surface from water. Significant bilayer

disruption is observed at the end of the 75 ns simulation time, as shown in Figure 5.3a.

As previously discussed, prior simulations have demonstrated that an uncoated GNF

can disrupt bilayers by extracting lipids to cover the hydrophobic graphene surface.13,16

Our simulations are consistent with these results and clearly demonstrate that the GNF

must be larger than the dimensions of the bilayer height for such extraction to occur, i.e.,

the difference between the work of Tu et al.16 where significant extraction was observed,

and Chen et al.23 where no extraction was observed, can be associated with the GNF size

and not necessarily dependent on any other methodological differences. It is worth noting

that Tu et al. performed simulations with very large GNFs, where there was an apparent,

continual extraction of lipids due to the large availability of exposed sites on the GNF

surface. For the simulations reported herein, a termination of lipid extraction directly onto

the GNF is observed once there is no more available space on the surface of the GNF,

although additional lipid extraction occurs to further envelope the lipids that lie directly on

the GNF surface.
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Figure 5.3: (a) Simulation snapshots of the extraction of lipids for a 5 nm x 10 nm GNF.
The GNF surface is fully coated by a single layer of lipids ∼15 ns. After which additional
lipids are extracted to further coat the lipids already on the surface of the GNF, providing
additional shielding of the lipid tails, resulting in significant membrane disruption by the
end of the simulation time considered (75 ns). Phosphorus atoms shown in yellow, DOPC
tails in grey, CHOL colored green. Water is not shown for clarity. The camera location is
changed (i.e., rotated) for the final three snapshots to highlight the further extraction and
disruption of the bilayer; the position of the GNF itself does not change during the course
of the simulation due to the applied restraints. (b) Quantification of the number of lipids
extracted from the bilayer. DOPC shown in blue and CHOL shown in red. (c) Calculation
of the solvent accessible surface area of the GNF as a function of time.

Upon examination of extraction by lipid type, we find phospholipids are primarily ex-

tracted, with only a few CHOL molecules removed from the bilayer; this can be observed

visually in Figure 5.3a and is quantified in Figure 5.3b. Specifically, at 12 ns, there are 16

DOPC molecules and 3 CHOL on the GNF (in the region outside the membrane) and these

values remain roughly consistent throughout the remainder of the simulation. As such,

the CHOL concentration on the GNF is approximately 16%, slightly lower than 22% con-

centration of CHOL in the membrane. The slight preference to DOPC extraction could be

related to the hydrophilic phosphatidylcholine head group attenuating the cost of the DOPC
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molecules to be near water, given that CHOL lacks a similarly large, flexible hydrophilic

head group. While ring stacking of CHOL on the honeycomb surface of the GNF may re-

sult in a stronger binding, the results herein suggest that there is not a stronger driving force

to extract CHOL from the bilayer compared to extracting DOPC. At best, the tendency for

lipid extraction is equal between the two species and largely dictated by the lipid concen-

tration in the membrane. This finding contradicts the results of Zhang et al.,21 who found

that CHOL molecules fully coated the GNF, while no phospholipids were extracted from

the bilayer. We note that such drastic differences in behavior likely arise as a result of teh

different models used; whereas the present work uses the fully atomistic CHARMM force

field, the work presented in Zhang et al.21 used a mesoscale dissipative particle dynamics

(DPD) model. DPD relies on treating all interactions as repulsive, soft spheres, where spa-

tial organization (e.g., such as a phase separation) are driven by the relative scale of the

repulsion between beads. The findings of Zhang et al. are consistent with the fact that, in

their DPD model, the repulsive force between graphene and phospholipid head or tail beads

was set to much higher values than the repulsion between graphene and cholesterol beads in

their simulations; modification of these strengths would likely result in a different behavior.

Based on the atomistic simulations presented here, the interactions used by Zhang et al. do

not accurately model the underlying behavior. Although no complete bilayer destruction

occurred over the timescale considered for the 5 nm x 10 nm GNF system, a larger sheet

would likely extract more lipids and thus have a larger influence on the bilayer structure.

Furthermore, if DOPC is selectively removed, the relative concentration of CHOL must

increase within the membrane, which could potentially alter the structure and behavior of

the membrane (e.g., the creation of CHOL-rich microdomains). While our results strongly

suggest CHOL is not preferentially extracted from the bilayer onto the GNF portion that

is exposed to water, larger simulations and longer timescales would be required to investi-

gate whether there is a preferential CHOL organization around the GNF within the bilayer

membrane.
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5.3.3 Influence of ssDNA coating on the Insertion of GNFs

Since the hydrophobic shielding provided by a bilayer drives the insertion of a GNF,

the question arises whether a coating on the GNF, in this case ssDNA, can provide the

same level of shielding and thus reduce or eliminate insertion. This question is explored by

examining the insertion behavior of GNFs with different levels of ssDNA coating. Here,

the insertion of small GNFs (5 nm x 5 nm) with differing levels of ssDNA on the surface

(2, 4, and 6 ssDNA per GNF, distributed evenly on each side) into DOPC-CHOL bilayers

are considered. We calculate the solvent accessible surface area (SASA) of the GNFs with

a test particle of diameter 2.75 Å (approximate diameter of water) for each coating density

at 1 ns (i.e., prior to insertion) using VMD.44 For each of the six replicates an average GNF

SASA of 49.8 ± 4.3, 33.8 ± 1.4, and 17.3 ± 0.5 nm2 is found for the 2, 4, and 6 ssDNA

per GNF systems, respectively. As expected, the ssDNA provides increased shielding of

the GNF as the number of strands increases. The total GNF area occupied by ssDNA

using SASA was also calculated and areas of 19.6 ± 3.2, 48.3 ± 6.6, and 65.1 ± 6.6 nm2

were obtained for the 2, 4, and 6 ssDNA per GNF systems, respectively; these values are

reported in 5.1 for each replicate and simulation snapshots of representative coated GNFs

are included in Figure 5.4. For reference, the GNF itself (ignoring the lipids and ssDNA)

has an average SASA of 77.7 ± 8.6 nm2, calculated from the initial (at 1 ns) and final

configuration of the GNF in the 18 replicates presented in Table 5.1 (note, this is higher

than a simple area estimate of 50 nm2 based on nominal dimensions of the GNF as the

SASA calculation considers edge effects and does not treat the surface as perfectly smooth).

The GNF SASA and area-occupied by the ssDNA do not scale linearly with the number of

ssDNA, likely due to the fact that a larger number of ssDNA conformations/GNF binding

locations are accessible for lower surface coverages of ssDNA than higher.

Table 5.1 reports the behavior as a function of ssDNA coating density for each of the 6

independent simulations performed for each coating density. Figure 5.4 provides a visual-

ization of the final configuration of each of the 18 simulations presented in Table 5.1. Anal-
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ysis of the center-of-mass separation and the orientation metrics as a function of time are

presented in the Appendix C for each simulation. In general, as the ssDNA coating density

increases, the likelihood of a GNF inserting into the bilayer is reduced ( over the simula-

tion timescales considered). For the lowest density, the GNF inserted in all six simulations,

whereas only two simulations showed GNF insertion for the highest density. Similarly, as

the ssDNA coating density increases, the center-of-mass separation (D) between the GNF

and bilayer also increases, i.e., reduced insertion. This is because the ssDNA is not re-

moved from the GNF surface after insertion and the ssDNA does not enter the bilayer, thus

it prevents the GNF from fully penetrating into the bilayer. As such, while the hydrophobic

driving force for insertion is insignificant, it is likely weaker than the ssDNA-GNF inser-

tion, since the ssDNA remains largely adsorbed (note, this is discussed in more detail in

the context of the steered simulations below). The number of ssDNA per side of the GNF

remains constant during the simulations. We note that, as can be seen in the visualizations

in Figure 5.4, there are several cases where parts of the ssDNA strand dangle from the edge

of the GNF, although there are no cases where the ssDNA fully desorbed from the GNF

over the course of the simulation times considered. This behavior can also be quantified by

comparing the initial to final area occupied by the ssDNA on the GNF presented in Table

5.1, where significant drops in the area occupied by the ssDNA are observed for systems

with dangling strands; in almost all cases, the area occupied by the ssDNA is reduced by

the end of the simulations, related to the compaction of the ssDNA to a smaller portion of

the GNF as a result of the penetration process. The simulation time taken for the GNF to

reach a center-of-mass separation of less than 3.5 nm, labeled as Time (D < 3.5 nm), is also

reported in Table 5.1, rounded to the nearest nanosecond. This distance of 3.5 nm reason-

able captures when the GNF starts strongly interacting with the bilayer, as the GNF at this

distance has either begun to insert in the bilayer or is lying flat upon the bilayer surface.

Table 5.1 demonstrates that, despite all simulations starting from the same basic configura-

tion, the time it takes for a GNF to start strongly interacting with the bilayer increases with
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ssDNA density; this further supports the idea of reduced GNF-ssDNA hydrophobicity as

ssDNA density increases (i.e., SASA of the GNF decreases), since the GNF, on average,

spends more time dispersed in the water. In general, there is no significant extraction of

lipids at the end of the simulation time, although for systems that first adopt a flat config-

uration before insertion, a small amount of lipid extraction occurs during the intermediate

configurations prior to insertion (as shown in Figure 5.2 for a bare GNF).
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Table 5.1: Summary of simulations performed with ssDNA coating. Center-of-mass sep-
aration, D, is calculated from the last 10 ns of simulation data, representing the mean and
standard deviation. The time for the GNF to insert to a depth less than 3.5 nm, Time (D
< 3.5), and total simulation time are both truncated to the nearest nanosecond. The area
occupied by the ssDNA at the 1 ns (initial) and the final snapshot are also reported

ssDNA

coating

Trial D (nm) Time

(D<3.5

nm)

Total Sim-

ulation

Time (ns)

ssDNA area, ini-

tial : final (nm2)

Insert/Flat

2-chains run1 0.58 (0.07) 6 100 15.6 : 13.9 Insert

2-chains run2 0.91 (0.08) 43 133 21.1 : 19.9 Insert

2-chains run3 0.95 (0.07) 13 168 17.4 : 15.9 Flat,

Insert at

∼100 ns

2-chains run4 0.68 (0.06) 10 100 20.3 : 13.5 Insert

2-chains run5 0.75 (0.11) 19 168 18.6 : 11.0 Insert

2-chains run6 0.53 (0.10) 12 100 24.7 : 14.2 Insert

4-chains run1 2.20 (0.08) 90 182 39.6 : 38.4 Insert

4-chains run2 2.85 (0.10) 30 318 49.6 : 47.2 Flat

4-chains run3 1.95 (0.14) 56 250 53.6 : 36.7 Flat,

Insert at

∼160 ns

4-chains run4 3.20 (0.07) 36 269 43.3 : 44.8 Flat

4-chains run5 1.93 (0.08) 30 134 57.4 : 23.1 Insert

4-chains run6 1.36 (0.09) 10 134 46.1 : 23.9 Insert

6-chains run1 3.11 (0.08) 49 180 60.9 : 59.2 Flat

6-chains run2 2.70 (0.07) 313 400 70.2 : 46.1 Insert

6-chains run3 3.21 (0.06) 68 492 58.0 : 57.1 Flat

6-chains run4 3.06 (0.09) 276 508 73.7 : 57.4 Flat

6-chains run5 3.01 (0.09) 127 493 68.8 : 62.3 Flat

6-chains run6 2.44 (0.08) 179 303 59.1 : 52.4 Insert95
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Figure 5.4: Visualization of a representative initial configuration of the ssDNA coated GNF
and the final simulation snapshot for each of the 18 independent simulations; the color
scheme is consistent with prior figure (see Figure 5.1) with ssDNA uniformly colored blue.
Water is not shown for clarity; simulations are rendered such that the GNF is positioned in
the center of the simulation cell.

More specifically, considering the case of the lowest ssDNA coating (2 ssDNA, 1 per

side) where the GNF inserts into the bilayer in all six independent simulations, the general

insertion behavior closely matches that of the bare, uncoated GNFs, discussed above. Five

of the six independent simulations conducted directly insert into the bilayer, corner first,

where the GNF is roughly parallel to the bilayer normal (similar to Figure 5.1). A single

case initially adopts a flat configuration (run 3), before eventually inserting after ∼100 ns,

with a mechanism that appears the same as in Figure 5.2 (i.e., temporary extraction of a
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small number of lipids, followed by the GNF increasing its tilt and inserting corner first).

The center-of-mass separation, D, varies from 0.53 nm to 0.95 nm between runs, which

appears related to the location of the ssDNA on the GNF and the orientation of the GNF

(e.g., corner vs. edge conformations, see Figure 5.4). Increasing the coating density (4

ssDNA), the GNF inserted into the bilayer in four of the six independent simulations. In

three cases the GNF inserts directly, corner first and roughly normal to the bilayer, similar

to Figure 5.1. A single case (run 3) first adopts a flat configuration before reorienting

and inserting into the bilayer, similar to Figure 5.2. The increased ssDNA density further

reduces the insertion, where center-of-mass separation, D, ranges from 1.36 to 2.20 nm

for inserted GNFs, where again, variability between runs appears to be associated with

the arrangement of the ssDNA on the GNF and GNF orientations (see Figure 5.4). In

the remaining two simulations, GNFs adopt flat configurations and do not insert over the

timescale of the simulations considered (318 ns and 269 ns for runs 2 and 4, respectively). It

is possible that insertion may occur in these two cases if the simulation time were extended,

given that run 3 was also seen to insert from a flat configuration. However, the shielding

of the water-GNF interactions by the ssDNA likely mitigates some of the driving force

associated with the lipid extraction, which appears to precede the start of the GNF insertion.

Further increasing the ssDNA density (6 ssDNA) results in different behavior being

observed. Four of the six cases adopt flat configurations and do not insert over insert

over the simulation times considered (180, 492, 508, and 493 ns for runs 1, 3, 4, and

5, respectively), suggesting the ssDNA at this density strongly shields the GNF, removing

much of the driving force for insertion and lipid extraction that appears to precede insertion

for flat configurations. The other two cases (runs 2 and 6) do not insert into the bilayer;

however, the process appears much slower than for the lower density cases and follows

a slightly different mechanism. Specifically, Figure 5.5g plots the insertion of the GNF

into the bilayer (run 2 in Table 5.1); the GNF first interacts with the bilayer sheet in a

corner-first configuration, with the corner residing within the head group region without
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any appreciable insertion for nearly 200 ns (between ∼75-275 ns), after which the GNF

begins to insert (Figure 5.5a-f). At the end of the simulation (400 ns, see Figure 5.5f),

portions of the ssDNA appear to dangle off the side of the GNF as a result of the insertion

(area occupied by the ssDNA is reduced from 70.6 to 46.1 nm2), since the amount of free

space on the GNF for which the ssDNA can be compressed is comparatively lower due

to the increased number of ssDNA, thus requiring more amount of shedding to enable this

insertion amount; note, since parts of the ssDNA are hydrophilic, this would not necessarily

be an unfavorable configuration for the system, assuming that the GNF itself remains fully

shielded from the water, as discussed in more detail below. Similarly, for the run 6, insertion

of the GNF only begins after ∼100 ns of simulation time, requiring an additional ∼125 ns

for the GNF to reach its final depth (see Appendix C).

The trends as a function of coating density can be rationalized by considering the driv-

ing force for bilayer penetration. The ssDNA coating provides a hydrophobic shielding

similar to lipid shielding following GNF’s membrane insertion or lipid extraction, since the

π−π stacking allows the hydrophobic bases of ssDNA to lie flat on the GNF surface, while

the sugar-phosphate backbone favorably interacts with water. As such, instead of ssDNA

desorption from the GNF, in general, the ssDNA is compacted on the sheet during insertion,

owing to the ability of ssDNA to freely rotate and translate on the GNF surface. The ad-

sorbed DNA prevents the GNF from inserting into the bilayer until the ssDNA moves away

from the bilayer interface and locally rearranges into a denser packing on the GNF. This

process appears to occur on a longer timescale than bare GNF entry into the bilayer, hence

the increased timescales as coating density increases. As such, ssDNA translation appears

to be the rate determining step after insertion starts, since more ssDNA must translate and

compress in the more densely coated systems and must do so in a concerted manner, slow-

ing the dynamics of the process. The Appendix C presents additional information about

the potential energies of the various simulations, comparing energies of flat and inserted

configurations.

98



(f) 400 ns

6 chain 
run2

(g)

(h)

(i)

(d) 300 ns

(b) 100 ns (c) 250 ns(a) 50 ns

(e) 350 ns

Figure 5.5: (a-f) Visualization of the insertion process of ”run2” (see Table 5.1) for a GNF
coated with 6 ssDNA. (g) The distance between the centers-of-mass of the GNF and bilayer,
projected along the bilayer normal, where the GNF sits at the interface for∼75-275 ns, and
the eventual insertion at ∼300 ns. (h) The normalized dot product calculated between the
vectors describing the GNF diagonals (black and blue) and the bilayer normal, capturing
the corner first orientation of the GNF during the time it sits at the interface (∼75-275ns),
and the transition to a more edge first configuration after insertion at ∼300 ns (i.e., the
convergence of the value of the two diagonals). (i) The angle between the GNF and bilayer
normal.

5.3.4 Steered simulations

To further examine the insertion behavior, steered MD simulations are performed in

which the GNF is pulled from the solution into the middle of the bilayer using a harmonic
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spring. Note, in all cases, the GNF is oriented ”corner first” and perpendicular to the

bilayer interface (insertion angle of 0°), consistent with the preferred insertion of the free

(i.e., non-steered) simulations previously performed and the observations made in prior

studies.16,21,23 To further support the use of a 0°() insertion angle, the relative work required

to insert a bare GNF as a function of insertion angle is reported in Table 5.2, where an angle

of 0° was observed to require the least amount of work. Table 5.3 summarizes the center-

of-mass separation, D, average D, are occupied by the ssDNA (using the same procedure or

the free simulations), and relative work to insert the GNF to the final penetration depth (i.e.,

relative to the work to insert a bare GNF to its final penetration depth). The center-of-mass

separations are seen to increase as the ssDNA coating increases (i.e., reduced penetration),

consistent with the free simulations discussed above (see Table 5.1). The average D for the

GNFs in the steered simulations closely matches the average value of the GNFs that insert

in the free simulations, as reported in Table 5.3. The area on the GNF occupied by the

ssDNA is also reported in Table 5.3, where good agreement is observed between free and

steered simulations (note, the average values of the area occupied by the ssDNA for the free

simulations only includes the systems where insertion was observed); for the 6 ssDNA case,

the steered simulations, on average, have a slightly higher occupied area, likely because

the steered simulations insert less (i.e., larger value of D); longer timescales that allow the

ssDNA to translate/compact on the GNF would likely be required to increase insertion. As

shown in Table 5.3, the relative work of insertion increases with ssDNA coating density,

resulting from compaction of the ssDNA on the surface, although the relative work increase

does not appear to scale linearly with the ssDNA density. The increased work to insert as

ssDNA density increases is consistent with the increased timescales and reduced likelihood

of insertion seen in the free simulations as coating density increases. Since the GNFs that

first lie flat at the bilayer interface enter the bilayer at an angle much greater than 0°, for the

cases where insertion is observed (e.g., the insertion of the bare GNF in Figure 5.2 starts

when the GNF is ∼60°), we could expect the relative work required for the insertion of
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coated GNFs that first lie flat to be further increased beyond the values in Table 5.3. This

may explain why, for example, we did not observe insertion in any of the cases where the

GNFs adopted a flat configuration for the 6 ssDNA systems (i.e., runs 1 and 3-5). Note, the

above work uses a spring constant of 50 kJ mol−1 nm−2). Stronger spring constants to steer

the GNF were also considered (specifically, 125, 250, and 500 kJ mol−1 nm−2), however

these resulted in increased penetration and the gradual shedding of some of the ssDNA from

the GNF, and thus were not consistent with the free simulations; simulation snapshots for

each of the coating densities as a function of spring constant are included in the Appendix

C. However, we note that the increased insertion and shedding observed as the spring

constant was increased (i.e., additional work applied to insert the GNF) further supports

the prior observation that the ssDNA-GNF interactions are stronger than the hydrophobic

driving force for insertion; significant ssDNA shedding is only observed when additional

work is applied to the system.

Table 5.2: Relative work to insert a bare, corner GNF as a function of the angle of insertion;
the relative work is the ratio of the work between a given angle and a corner-first insertion
at 0°

Angle (°) Relative work

0 1

15 1.11 (0.16)

30 1.15 (0.12)

45 1.47 (0.10)

The consistency between the free and steered simulations (with a spring constant of 50

kJ mol−1 nm−2) suggests that steered simulations can serve as a means of rapidly screening

different GNF coatings, as each of the steered simulations required only 5 ns of simulation

time, as compared to the upwards of 500 ns for some of the free simulations. Based on the

results presented herein, steered simulations that result in high values of D (i.e., reduced

insertion) would be less likely to insert into the membranes. Similarly, given that the 6
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ssDNA systems show a significantly reduced likelihood of membrane insertion, identifying

coatings where the relative work exceeds the work associated with 6 ssDNA(∼3, see Table

5.3) could additionally identify biological coatings that could potentially prevent membrane

insertion and disruption.

Table 5.3: Summary of steered simulations performed with ssDNA coating compared to
steered MD. Center-of-mass separation, D, for the free simulations is calculated from the
last 10 ns of simulation data for runs that insert, representing the mean and standard devia-
tion. For the steered MD simulations, D is calculated after 5 ns of simulation time. Area of
the GNF occupied by the ssDNA at the end of the simulation is also presented for the free
and steered simulations. The relative work is calculated from the steered MD simulations,
where the work required for a coated GNF to reach its final insertion depth is scaled by the
work of a bare GNF to reach its final penetration depth

ssDNA

coating

Free, D

(nm)

Steered, D

(nm)

Free, final

ssDNA

SASA

(nm2)

Steered, fi-

nal ssDNA

SASA

(nm2)

Relative

work

increase

2-chains 0.73

(0.20)

0.65 (0.17) 14.7 (3.0) 18.6 (2.3) 1.73 (0.26)

4-chains 1.86

(0.20)

1.80 (0.26) 30.5 (8.1) 36.4 (4.8) 2.95 (0.24)

6-chains 2.57

(0.11)

2.81 (0.18) 54.2 (11.4) 69.0 (4.5) 3.28 (0.25)

5.4 Conclusions

The interactions between bare and coated graphene nanoflakes (GNFs) and membranes

have been examined, demonstrating how the surface adsorption of single-stranded DNA

(ssDNA) molecules modulates GNF’s interaction with a lipid membrane. Specifically, MD

simulations show that small GNFs penetrate phospholipid/cholesterol bilayers, typically

with a corner of the sheet first entering the bilayer, while the sheet surface is oriented
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approximately perpendicular to the bilayer plane. Examination of small, bare GNFs of

the same dimensions as the bilayer height showed no significant disruption of the biayer.

Examination of a larger GNF that protrudes from the bilayer showed lipids almost imme-

diately migrate to coat the exposed hydrophobic graphene surface and shield it from water.

Disproportionately more phospholipids left the bilayer than cholesterol molecules, likely

due to cholesterol’s less hydrophilic lipid head group and deeper position within the bi-

layer. Coating the GNF with short ssDNA chains (10 repeat units) was shown to attenuate

the hydrophobic interaction of the GNF with water. In general, the hydrophobic interac-

tion driving the GNF into the bilayer was insufficient to expel the ssDNA from the surface

due to strong non-covalent binding (hydrophobic and π−π stacking) of nucleobases to the

honeycomb lattice of the graphene surface. As the sheet sinks into the bilayer, the ssDNA

molecules are pushed closer together on the protruded portion of the GNF. The surface area

occupied by the compressed ssDNA molecules was found to dictate the final penetration

depth of the GNF. As the ssDNA coating density increased, the timescale of GNF insertion

into the lipid bilayer increased and the likelihood of insertion decreased. The steered MD

simulations reaffirmed that the ssDNA coating reduces the GNF’s ability to penetrate the

bilayer by increasing the work required for membrane insertion.

Together, these results demonstrate a possible biocompatibility mechanism of biomolec-

ular coatings on GNFs. By providing hydrophobic screening, the coating acts as a surfac-

tant and reduces the driving force for penetration of the cell membrane by GNFs, which

is a source of cytotoxicity of graphene.15,16 However, one must keep in mind that the rel-

ative interaction strengths of the coating and cell membrane with the GNF are important,

and that the coating chemistry will play a large role in these interactions. Here, we have

shown that 10-mer oligonucleotides composed of strictly guanosine repeat units provide

an adequate coverage to minimize de-coating. The coating strength my change with dif-

ferent nucleotides and length as different nucleobases have different interaction strengths

with graphene.24–27 Moreover, the coating density on a GNF should be expected to play an
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important role in the relative interactions of the coating and cell membrane with graphene.

As shown for the most densely coated GNF here, it is possible to prevent GNF penetration

into a lipid bilayer via a dense ssDNA coating in some cases. It has been reported that

pristine graphene can lie flat on a cell membrane and cut off large areas of the membrane

surface, causing complete loss of membrane integrity.16 Notably, however, for the most

densely coated GNF, which lies flat on the bilayer surface, our studies indicate no lipids

were extracted from the bilayer in simulations in excess of 500 ns, and thus the effect of

this interaction on a cell membrane is unknown. In fact, generally no lipids were extracted

from the bilayer in any of the coated simulations, likely because the minimal amounts of

bare graphene protruded into the aqueous phase in any of the systems.
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Chapter 6

Conclusions and Future Work

Lipid bilayers are extremely prevalent materials found throughout nature and engineer-

ing. For biological barrier and separation applications, lipid bilayers are very promising

due to their tunability; modifying bilayer composition can fine-tune the bilayer structure

toward a particular application. Molecular simulation serves as an excellent platform to

study lipid bilayer materials, especially as models and force fields become more accurate

and computational hardware allows scientists to study length (10s to 100s of nanometers)

and timescales (100s to 1000s of nanoseconds) appropriate for lipid bilayers.

Chapter 3 utilizes molecular simulation to examine the role of composition on the struc-

ture of lipid bilayers within the gel phase. DSPC, FFA, and OH were modeled in order to

elucidate the role of head group chemistry and chain length on a variety of structural prop-

erties and lipid organization. Components were found at different depths within the bilayer

depending on the chain length and head group. This phenomena influenced the ability of

tails to align and order with each other, affecting lipid packing. The head groups and off-

set effects were also found to influence hydrogen bonding networks and interfacial solvent

dynamics.

Chapter 4 explores the permeability of water through gel-phase lipid bilayers, relat-

ing permeability to structural properties, with trends that can relate back to composition

relationships found in Chapter 3. In agreement with both experimental and theoretical lit-

erature, lipid packing and ordering most strongly dictate water permeability. Thus, the

strongest barriers will be those with the smallest tail-tail distances and the fewest gauche

defects.

Chapter 5 explores how external compounds like graphene and biomolecular coatings

can influence fluid-phase lipid bilayers. Hydrophobic interactions drive bare graphene
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away from the water phase, either by inserting into a lipid bilayer or by extracting lipids

from the lipid bilayer. With biomolecular coatings like ssDNA, graphene’s cytotoxicity can

be mitigated while still maintaining graphene’s interaction with lipid bilayers; biomolec-

ular coatings prevent lipid extraction, but still allow graphene insertion into the bilayer.

Increasing the amount of coating will reduce the need and increase the work necessary for

insertion.

The results presented in this Thesis are promising, but the vastness of chemical space

still requires exploration, and advances in computational hardware and methods will fa-

cilitate this progress. The Molecular Simulation and Design Framework (MoSDeF) is a

promising approach to high-throughput screening of materials,1–3 enabling a robust, orga-

nized platform to conduct many simulations in a systematic manner and explore chemical

space. Especially as computational hardware advances, the limitation then becomes the

ability of the scientist to fully utilize these resources. From rapidly performing thousands

of simulations to implementing big data and statistical analysis, molecular simulation cer-

tainly has a big future ahead for screening new materials.

6.1 Recommendations for Future Work

6.1.1 Screening Novel Additives for Gel-Phase Phospholipids

While the properties for good barriers have been characterized, the work lies within

identifying the correct combination of compounds that yields the optimum water barrier to

support the SC against ailments like dry skin. Computationally, thus far, OH and FFA have

been studied. Experimentally, IPIS, ISIS, and GMIS have been tested in an SC context,4

while alkanes have been tested in some phospholipid work.5

It stands to reason that modeling and simulating IPIS, ISIS, and GMIS could be promis-

ing materials. While they’ve shown some barrier function in gel-phase ceramide mixtures,

they could show similar properties in gel-phase phospholipid mixtures. One initial obsta-
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cle includes developing accurate molecular models for these three compounds – reference

data would be necessary to develop the force field parameters that accurately describe the

physical interactions of these compounds. Another consideration is the reports of these

molecules not incorporating into the SC, and instead forming their own lamella. This issue

requires studying the phase separation of these molecules and developing the correct simu-

lation protocols to equilibrate these more complex mixtures. Furthermore, such length and

timescales may be prohibitive for current atomistic levels of molecular simulation (thus

requiring coarse-grained levels of simulation).

Alkanes, on the other hand, are more well-studied and parametrized. This class of

compounds could be promising in that they do not possess head groups nearly as large

as OH or FFA compounds, having a more uniform, rod-like structure as opposed to mild

inverted-conical structures of OH and FFA.

Besides inverted-cone or rod-like structures, cone-like structures could be novel addi-

tions to lipid bilayers. This Thesis and Tardieu et al. observed a liquid-like, disordered

region in the middle of the gel-phase bilayer, arising due to length heterogeneity.6 Using

cone-like structures would introduce narrow components into the already-dense tail region,

not disturbing the tail packing, but could introduce bulkier groups that would enforce or-

der and rigidity in the middle of the bilayer. This would involve first identifying cone-like

molecules that would stably incorporate into gel-phase lipid bilayers, developing force field

parameters for these molecules, and adequately equilibrating them.

While DSPC was chosen as the base material to form gel-phase bilayers, there are still

many other compounds with different head groups and tail groups that could alter barrier

properties. Notably, this Thesis reported the relevance of head group chemistry on bar-

rier properties, but only by altering the secondary and tertiary single-tailed components.

Work is needed to identify how head and tail chemistry of the two-tailed lipid can influence

structure and barrier properties (e.g., packing, hydrogen bonding, water dynamics, perme-

ability). Similar work as other proposed components is necessary – developing force field
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parameters and proper equilibration protocols.

Beyond these proposed components, more diverse mixtures could be simulated to study

the complex network of composition, structure, and permeability, increasing the possible

dimensionality and degrees of freedom for these interactions. While studying systems of

four or more components sounds interesting, the issue lies in building a sufficiently-large

bilayer that sufficiently represents a physically-real four-component mixture and does not

suffer from finite size artifacts.

When studying more diverse mixtures, the degree of heterogeneity is likely to increase,

as observed in early SC work that demonstrated the formation of various domains.4,7 While

domains were not observed in these simulations of two- and three-component mixtures,

larger mixtures could form domains and introduce new permeation pathways and mecha-

nisms.8 The possibility of alternative permeability mechanisms can be seen in the Appendix

to Chapter 4, as the experimental permeability values show varying levels of relation with

simulated structural, simulated permeability, and experimental permeability values. Fur-

thermore, the somewhat-weak correlation between experimental structure and experimental

permeability could indicate that experimental structural metrics are insufficient observables

to characterize permeability. For example, phase separation or heterogeneity are not quanti-

fied, but could have an influence on experimental permeability. Again, using simulations to

examine phase separation or heterogeneity would require larger simulations or alternative

simulation methods.

While one can always hope for more computational resources to study more atoms,

larger bilayers, and longer time scales, a variety of modeling techniques could prove useful.

Among them includes coarse-graining, in which multiple atoms are represented as a single

bead, reducing the number of particles to calculate, enabling larger time steps, and speeding

up kinetics due to reduced degrees of freedom. Moore et al. have demonstrated the utility

of multi-state iterative Boltzmann inversion (MSIBI) to build coarse-grained models of SC

lipids.9,10 MSIBI could be used to develop coarse-grained models and simulate larger, more
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complex phospholipid mixtures.

6.1.2 Studying Phospholipid Incorporation into the SC

There has been preliminary evidence that phospholipids applied to the skin can be in-

corporated into the SC.11 Rather than serving as a topical formulation that is external from

the SC, phospholipid bilayers may join the SC lamella similar to earlier moisturizers.4,7

This potential phenomenon could have application for restoring SC to proper lateral and

lamellar organization.

This is a computationally-demanding task to appropriately study phospholipids and

their interactions with SC lamella. A coarse-grained approach seems feasible9,10 as out-

lined earlier in this section. The physical interactions of phospholipids with ceramides and

cholesterol will also need to be parametrized along this vein.

6.1.3 Screening Novel Biomolecular Coatings to Mitigate Graphene Cytotoxicity

In this thesis, single-stranded DNA (ssDNA) was studied as a promising biomolecular

coating to prevent lipid extraction and bilayer destruction by bare graphene. While a basic

understanding of the mechanisms and relevant properties have been described, more work

lies within studying other biomolecular coatings that could function “better” than ssDNA.

“Better” coatings could be those that can easily adsorb to the graphene surface or

rapidly facilitate graphene insertion. Toward more engineering applications, “better” coat-

ings could be those that are cheaper or more biocompatible.

6.1.4 Studying the Phase Behavior of Graphene-Bilayer Systems

The fundamental reason graphene was studied was its influence on cholesterol aggre-

gation and facilitation of the liquid-ordered phase within lipid bilayers, promoting neu-

rotransmission. More studies can be performed to study graphene’s influence on phase
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behavior in lipid bilayers. This is especially important as experimental methods do not

provide the level of resolution to study this phenomena. Potential routes of study include

identifying the mechanism by which graphene facilitates cholesterol aggregation, or how

graphene helps form the liquid-ordered phase – are lipids rearranged or extracted from the

membrane when graphene is introduced?

The systems examined in this Thesis could only simulate 30,000 atoms in a 10 x 10

x 13 nm box for up to hundreds of ns. Phase studies on systems of this scope will likely

require more atoms, larger boxes, and longer timescales. This issue could potentially be

ameliorated by enhanced sampling approaches, coarse-grained simulations, or alternative

sampling approaches like Monte Carlo methods. Among all three approaches, extensive

work will be necessary to validate the approach and obtain physically-realistic results.
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Appendix A

Appendix to Chapter 3

Table A.1: Area per lipid (APL), height, interdigitation (Idig), S2, and tilt values for 33%
DSPC systems.

System APL (Å2) Height (Å) Idig (Å) S2 Tilt Angle (°)

(1:2) DSPC-FFA12 26.79 (0.05) 49.79 (0.06) 3.27 (0.03) 0.9715 (0.0008) 11.2 (0.4)

(1:2) DSPC-FFA16 26.89 (0.06) 52.45 (0.11) 2.78 (0.01) 0.9801 (0.0005) 16.4 (0.5)

(1:2) DSPC-FFA24 27.18 (0.08) 60.51 (0.18) 5.98 (0.01) 0.9819 (0.0004) 18.5 (0.5)

(1:2) DSPC-OH12 25.98 (0.01) 49.95 (0.06) 3.48 (0.01) 0.9813 (0.0003) 10.0 (0.2)

(1:2) DSPC-OH16 25.41 (0.03) 54.24 (0.06) 2.02 (0.01) 0.9882 (0.0002) 9.1 (0.3)

(1:2) DSPC-OH24 26.44 (0.04) 61.23 (0.10) 6.06 (0.01) 0.9842 (0.0003) 15.0 (0.3)

(1:1:1) DSPC-OH12-FFA12 26.76 (0.03) 49.84 (0.08) 3.36 (0.06) 0.9778 (0.0006) 10.5 (0.2)

(1:1:1) DSPC-OH12-FFA16 26.42 (0.07) 51.75 (0.11) 2.66 (0.06) 0.9832 (0.0002) 13.1 (0.4)

(1:1:1) DSPC-OH12-FFA24 26.95 (0.03) 55.77 (0.09) 6.55 (0.13) 0.9753 (0.0005) 13.4 (0.2)

(1:1:1) DSPC-OH16-FFA12 26.33 (0.05) 52.21 (0.06) 2.99 (0.04) 0.9829 (0.0004) 11.1 (0.4)

(1:1:1) DSPC-OH16-FFA16 26.45 (0.10) 53.53 (0.18) 2.56 (0.04) 0.9861 (0.0004) 13.5 (0.9)

(1:1:1) DSPC-OH16-FFA24 26.38 (0.14) 57.98 (0.25) 5.23 (0.13) 0.9831 (0.0007) 14.6 (0.8)

(1:1:1) DSPC-OH24-FFA12 25.59 (0.05) 58.30 (0.07) 7.63 (0.20) 0.9775 (0.0005) 10.2 (0.5)

(1:1:1) DSPC-OH24-FFA16 27.20 (0.06) 56.73 (0.11) 5.94 (0.14) 0.9796 (0.0004) 15.0 (0.4)

(1:1:1) DSPC-OH24-FFA24 26.77 (0.08) 61.57 (0.14) 6.74 (0.12) 0.9833 (0.0004) 15.9 (0.6)
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Table A.2: FFA offset, OH offset, area per tail (APT), intra-bilayer hydrogen bonding (HB),
and dipole relaxation (Dip) for 33% DSPC systems.

System FFA Offset (Å) OH Offset (Å) APT (Å2) HB x1000 Dip (ps)

(1:2) DSPC-FFA12 6.91 (0.06) 19.66 (0.03) 26.8 (2.3) 318 (10)

(1:2) DSPC-FFA16 5.60 (0.04) 19.30 (0.01) 33.0 (2.4) 325 (15)

(1:2) DSPC-FFA24 3.95 (0.06) 19.15 (0.02) 36.2 (2.2) 379 (39)

(1:2) DSPC-OH12 6.29 (0.05) 19.13 (0.01) 29.0 (2.5) 333 (10)

(1:2) DSPC-OH16 5.45 (0.04) 18.80 (0.01) 32.8 (1.7) 371 (8)

(1:2) DSPC-OH24 3.85 (0.06) 18.87 (0.01) 27.5 (2.6) 375 (18)

(1:1:1) DSPC-

OH12-FFA12

6.59 (0.06) 6.56 (0.05) 19.45 (0.02) 25.9 (2.4) 326 (11)

(1:1:1) DSPC-

OH12-FFA16

5.16 (0.04) 7.12 (0.05) 19.00 (0.02) 31.5 (2.4) 340 (17)

(1:1:1) DSPC-

OH12-FFA24

4.75 (0.08) 7.15 (0.07) 19.23 (0.01) 30.7 (2.4) 354 (17)

(1:1:1) DSPC-

OH16-FFA12

7.44 (0.06) 5.33 (0.05) 19.08 (0.01) 27.9 (2.4) 357 (8)

(1:1:1) DSPC-

OH16-FFA16

5.50 (0.06) 5.69 (0.06) 18.95 (0.01) 32.3 (2.4) 355 (20)

(1:1:1) DSPC-

OH16-FFA24

3.60 (0.08) 5.90 (0.04) 18.83 (0.01) 34.3 (2.4) 371 (26)

(1:1:1) DSPC-

OH24-FFA12

8.41 (0.08) 4.09 (0.08) 18.67 (0.02) 32.2 (2.4) 391 (7)

(1:1:1) DSPC-

OH24-FFA16

5.89 (0.06) 3.83 (0.12) 19.19 (0.01) 35.7 (2.5) 360 (15)

(1:1:1) DSPC-

OH24-FFA24

4.24 (0.12) 4.09 (0.09) 18.99 (0.02) 37.3 (2.4) 377 (9)

121



Table A.3: Area per lipid (APL), height, interdigitation (Idig), S2, and tilt values for 50%
DSPC systems.

System APL (Å2) Height (Å) Idig (Å) S2 Tilt Angle (°)

(1:1) DSPC-FFA12 30.78 (0.04) 51.33 (0.08) 3.55 (0.07) 0.9675 (0.0009) 13.1 (0.3)

(1:1) DSPC-FFA16 30.95 (0.09) 52.66 (0.10) 3.13 (0.13) 0.9802 (0.0005) 19.5 (0.4)

(1:1) DSPC-FFA24 32.13 (0.12) 56.87 (0.18) 6.98 (0.13) 0.9631 (0.0013) 21.2 (0.6)

(1:1) DSPC-OH12 29.33 (0.05) 52.49 (0.04) 2.89 (0.08) 0.9816 (0.0002) 9.9 (0.4)

(1:1) DSPC-OH16 29.94 (0.07) 53.59 (0.11) 2.43 (0.08) 0.9828 (0.0002) 16.9 (0.5)

(1:1) DSPC-OH24 30.86 (0.06) 58.09 (0.13) 6.58 (0.10) 0.9778 (0.0006) 19.6 (0.5)

(2:1:1) DSPC-OH12-FFA12 29.99 (0.08) 51.74 (0.09) 3.44 (0.16) 0.9746 (0.0007) 13.4 (0.5)

(2:1:1) DSPC-OH12-FFA16 30.13 (0.08) 52.56 (0.14) 2.99 (0.13) 0.9780 (0.0003) 14.6 (0.6)

(2:1:1) DSPC-OH12-FFA24 30.80 (0.10) 54.88 (0.15) 5.95 (0.11) 0.9653 (0.0011) 15.6 (0.5)

(2:1:1) DSPC-OH16-FFA12 30.33 (0.08) 52.48 (0.12) 3.06 (0.01) 0.9794 (0.0007) 16.0 (0.7)

(2:1:1) DSPC-OH16-FFA16 29.93 (0.13) 53.88 (0.17) 2.76 (0.01) 0.9874 (0.0004) 16.6 (0.7)

(2:1:1) DSPC-OH16-FFA24 30.35 (0.11) 56.40 (0.21) 6.14 (0.14) 0.9781 (0.0006) 15.6 (0.7)

(2:1:1) DSPC-OH24-FFA12 29.79 (0.09) 56.43 (0.17) 7.14 (0.19) 0.9729 (0.0015) 11.2 (0.7)

(2:1:1) DSPC-OH24-FFA16 31.55 (0.08) 59.40 (0.09) 7.13 (0.09) 0.9655 (0.0015) 17.3 (0.5)

(2:1:1) DSPC-OH24-FFA24 31.12 (0.08) 58.14 (0.16) 6.50 (0.10) 0.9757 (0.0008) 20.1 (0.5)
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Table A.4: FFA offset, OH offset, area per tail (APT), intra-bilayer hydrogen bonding (HB),
and dipole relaxation (Dip) for 50% DSPC systems.

System FFA Offset (Å) OH Offset (Å) APT (Å2) HB Dip (ps)

(1:1) DSPC-FFA12 7.90 (0.04) 19.81 (0.02) 20.5 (2.1) 313 (5)

(1:1) DSPC-FFA16 6.17 (0.06) 19.30 (0.02) 27.1 (2.0) 319 (24)

(1:1) DSPC-FFA24 4.80 (0.06) 19.79 (0.02) 31.1 (2.0) 320 (18)

(1:1) DSPC-OH12 7.23 (0.05) 19.14 (0.01) 24.4 (2.1) 333 (16)

(1:1) DSPC-OH16 7.23 (0.05) 19.14 (0.01) 27.5 (2.0) 323 (13)

(1:1) DSPC-OH24 4.29 (0.05) 19.03 (0.01) 34.1 (2.1) 342 (15)

(2:1:1) DSPC-

OH12-FFA12

8.05 (0.22) 7.37 (0.07) 19.31 (0.02) 22.5 (2.0) 328 (10)

(2:1:1) DSPC-

OH12-FFA16

5.87 (0.09) 7.83 (0.07) 19.28 (0.01) 26.2 (2.0) 326 (3)

(2:1:1) DSPC-

OH12-FFA24

4.98 (0.14) 7.40 (0.08) 19.64 (0.02) 26.1 (1.9) 338 (11)

(2:1:1) DSPC-

OH16-FFA12

8.28 (0.06) 5.79 (0.04) 19.26 (0.03) 24.7 (1.9) 321 (24)

(2:1:1) DSPC-

OH16-FFA16

6.19 (0.09) 6.21 (0.05) 19.07 (0.01) 29.7 (2.3) 331 (10)

(2:1:1) DSPC-

OH16-FFA24

5.63 (0.10) 6.10 (0.08) 19.36 (0.02) 27.9 (2.6) 344 (15)

(2:1:1) DSPC-

OH24-FFA12

8.31 (0.09) 5.03 (0.14) 19.37 (0.01) 25.5 (2.0) 362 (11)

(2:1:1) DSPC-

OH24-FFA16

6.03 (0.12) 4.87 (0.05) 19.92 (0.02) 27.7 (2.0) 336 (21)

(2:1:1) DSPC-

OH24-FFA24

4.90 (0.13) 4.35 (0.09) 19.29 (0.02) 31.7 (2.1) 334 (12)
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Appendix B

Appendix to Chapter 4

Figure B.1: Simulated structural data vs. experimental structural data. APT, S2, τD, and
Intra-bilayer HB follow same notation as Chapter 4. Tm denotes bilayer melting point; IR
denotes CH2 symmetric stretch frequency.
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Figure B.2: Experimental structural data vs. simulated permeability data. IR and Tm
follow same notation as above.

Figure B.3: Experimental structural data vs. experimental permeability data. Tm and IR
follow same notation as above. WVTR denotes water-vapor transmission rate.
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Figure B.4: Simulated structural data vs. experimental permeability data. APT, S2, τD,
Intra-bilayer HB, and WVTR follows same notation as above. P denotes simulated perme-
ability coefficient.

Figure B.5: Simulated permeability data vs. experimental permeability data. WVTR and P
follow same notation as above. It should be noted that corresponding experimental WVTR
measurements are computed from formulations containing a dilute fraction of phospholipid
and OH/FFA component, thus muting the influence of composition on experimental barrier
properties compared to simulations of more-concentrated systems.
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Appendix C

Appendix to Chapter 5

Figure C.1: Process flow for initializing and simulating the systems studied in graphene-
DNA-bilayer studies. Parallelograms represent external programs used to generate struc-
tures, diamonds represent decision points, rectangles represent structure manipulation, and
large circles represent simulations.
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(a) 15 ns (b) 18 ns (c) 20 ns

(d) 23 ns (f) 100 ns

5x5 bare  
run1

(e) 30 ns

(g)

(h)

(i)

Figure C.2: Insertion of a bare GNF where the GNF initially approaches the bilayer at
a non-ideal angle of insertion. (a-f) snapshots of the insertion process as a function of
time. (g) The distance between the centers-of-mass of the GNF and bilayer, projected
along the bilayer normal; the plateau in separation between ∼17-27 ns corresponds to the
reorientation of the GNF before insertion into the bilayer. (h) The normalized dot product
calculated between the vectors describing the GNF diagonals (blue and black) and the
bilayer normal, demonstrating the corner first insertion at ∼27 ns. (i) The angle between
the GNF and bilayer normal is plotted as a function of time, showing the reorientation of
the GNF during insertion, where the value slowly achieves a value close to 0° at the end of
the simulation.
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run 1

run 4

run 2

run 5

run 3

run 6

Figure C.3: Analysis of 6 replicates for the 2 ssDNA coated GNF simulations. For each
replicate, the following metrics are calculated: the distance between the centers-of-mass of
the GNF and bilayer projected along the bilayer normal (“Distance”); the normalized dot
product calculated between the vectors describing the GNF diagonals (blue and black) and
the bilayer normal, where a value of unity for one of the diagonals represents a corner first
orientation (“Corner”); and angle between the GNF and bilayer normal where a value of
0° corresponds to the perpendicular orientation of the GNF sheet and a value of 90° to the
GNF lying flat upon the bilayer interface (“Sheet”). A simulation snapshot corresponding
to the final configuration of the simulation is inset for each replicate, where water is not
shown for clarity, P atoms of DOPC are shown as yellow to highlight boundary, DOPC
tails are shown as gray, and CHOL colored green, following the color scheme in Chapter 5.

130



run 1

run 4

run 2

run 5

run 3

run 6

Figure C.4: Analysis of 6 replicates for the 4 ssDNA coated GNF simulations. The analysis
and color scheme follows Figure C.3.
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run 1

run 4

run 2

run 5

run 3

run 6

Figure C.5: Analysis of 6 replicates for the 6 ssDNA coated GNF simulations. The analysis
and color scheme follows Figure C.3.
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Figure C.6: Potential energies of final configurations of un-steered simulations, averaged
over the last 100ps for simulations of 2 chains (top, left), 4 chains (top, right), and 6 chains
(bottom). Black: inserted configurations, red: flat configurations. The energetic similarities
between flat and inserted configurations suggests flat configurations may be metastable
compared to inserted configurations. It should be noted that these are energies of the entire
chemical system, thus any local configurational change to the graphene and ssDNA may
be muted out by other energetic fluctuations throughout the system.
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Figure C.7: Potential energies plotted over the course of the non-steered simulations for
graphene systems with 2 ssDNA chains. “Run3” represents a simulation with a flat config-
uration, as opposed to an inserted configuration. It should be noted that these are energies
of the entire chemical system, thus any local configurational change to the graphene and
ssDNA may be muted out by other energetic fluctuations throughout the system.

Figure C.8: Potential energies plotted over the course of the non-steered simulations for
graphene systems with 4 ssDNA chains. “Run2”, “Run3”, and “Run4” represent simula-
tions with a flat configuration, as opposed to an inserted configuration. It should be noted
that these are energies of the entire chemical system, thus any local configurational change
to the graphene and ssDNA may be muted out by other energetic fluctuations throughout
the system.
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Figure C.9: Potential energies plotted over the course of the non-steered simulations for
graphene systems with 6 ssDNA chains. “Run1”, “Run3”, “Run4”, and “Run5” represent
simulations with a flat configuration, as opposed to an inserted configuration. It should
be noted that these are energies of the entire chemical system, thus any local configura-
tional change to the graphene and ssDNA may be muted out by other energetic fluctuations
throughout the system.

Figure C.10: Final configurations of steered simulations. From left to right: various spring
constants of 50, 125, 250, and 500 kJ mol−1 nm−2. From top to bottom: coatings of 2, 4,
and 6 ssDNA.
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Figure C.11: Distance between centers-of-mass of the GNF and bilayer at the end of the
steered simulations of 4 different ssDNA coatings. Four different spring constants, 50,
125, 250, and 500 kJ mol−1 nm−2 are presented respectively (darker shades are stiffer
constants). Bilayer half-thickness is shown as a red dashed line for reference. Color code:
0 ssDNA, i.e., bare GNF (orange), 2 ssDNA (blue), 4 ssDNA (red), 6 ssDNA (black).
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