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Kálmán Varga, Ph.D.



Copyright © 2024 Andrew Ricardo Puente
All Rights Reserved

ii



For my friends, family, and all of my students.

iii



ACKNOWLEDGMENTS

I would like to express my thanks to my advisor, Prof. Prasad Polavarapu, who has fully
supported me throughout my Ph.D. He is always full of ideas, and eager to listen to mine.
I can always count on his advice when I am stuck on a project and do not know how to
proceed. I especially appreciate his gentle reminders of the bigger picture, as I too often
tend to lose the forest for the trees. I am grateful for the tremendous resources left behind
by past members of the Polavarapu Lab, especially Jordan Johnson for his great advice and
insight as well as Cody Covington for his many, many, many scripts that have automated
the vast amount of calculations and analyses throughout my Ph.D. work.

Many thanks to my committee: Prof. Lauren Buchanan, Prof. Michael Stone, and
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CHAPTER 1

Introduction

1.1 Chirality

Chirality—or, the existence of non-superimposable mirror-images—is a fundamental prop-

erty of nature. Everything from small molecules, biomolecules, to the shoes on your feet

can possess this property. In chemistry, mirror-image molecules that are non-superimposable

are called enantiomers. Enantiomers possess identical chemical and physical properties,

except when in a chiral environment. Since our bodies possess proteins, nucleic acids, and

carbohydrates, all of which can be chiral, it is of the upmost interest of medicinal chemists

to fully characterize the chirality of drugs. In fact, the FDA requires that the full three-

dimensional structure, or Absolute Configuration (AC) is known exactly before any drug

can be brought to market.

AC determination is not a simple task. Common methods such as Nuclear Magnetic

Resonance (NMR) spectroscopy are capabale of probing the three-dimensional structure

but cannot differentiate between pairs of enantiomers, since NMR is an achiral spectroscopy,

without the use of chiral solvating or derivatizing agents.1,2 The gold-standard in AC deter-

mination is X-ray crystallography which requires obtaining well-diffracting single crystals

of the chiral compound, which is easier said than done. This is especially true of natural

products which tend to be complex, oily molecules with high conformational mobility.

1.2 Optical Rotatory Dispersion

Optical Rotation (OR) is the ability of a molecule to rotate plane-polarized light clock-

wise or anticlockwise as it passes through a medium. Plane-polarized light consists of

equal parts left- and right-circularly polarized light. In chiral media, these left- and right-

circularly polarized components each have slightly different refractive indices, εL and εR,

causing the circularly polarized components to fall out of sync, thus causing the plane of
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polarization to rotate without causing the overall polarization state to change. Enantiomers

exhibit opposite signs of OR and are either dextrorotatory (rotates plane of polarization

clockwise) or levorotatory (rotates the plane of polarization counterclockwise). The con-

vention in organic chemistry is to label enantiomers based on the sign of OR at the Sodium

D-line, which is roughly 589 nm, as either (+) or (–).

OR is one of the earliest chiroptical spectroscopic techniques, and one of the easiest to

measure. However, OR carries very little stereochemical information relative to other chi-

roptical techniques, with only one OR value per wavelength. Additionally, OR is a difficult

property to compute due to (1) near cancellation of diagonal elements in the electric-dipole–

magnetic-dipole polarizability tensor, and (2) near cancellation of Boltzmann-weighted

contributions from conformers in the molecular ensemble. In certain solvents, the mag-

nitude of OR or even the sign of OR can change based on solvent polarity, an effect that

is difficult to computationally model accurately.3 As a result, OR calculations tend to be

off by an order of magnitude, or worse, and sometimes fail to reproduce the sign of OR.

These downsides lend OR to be useful as a supplemental technique, rather than as one that

can assign the AC of chiral molecules on its own. However, OR remains the de facto label

for stereoisomerism due to the ease at which experimental data can be obtained for pure

enantiomers or mixtures with enantiomeric excess (ee).

Certain compounds do not rotate plane-polarized light, despite being chiral, as the elec-

tronic properties of the molecule lead to a non-measurable OR. Sometimes these molecules

are classified as ”cryptochiral” (which is a misnomer as the compounds are without a doubt

chiral) or more properly, crypto-optically active. I will discuss one such compound in the

next chapter.

1.3 Electronic Circular Dichroism

Circular dichroism (CD) is defined as the differential absorption of left- and right-circularly

polarized light.

2



When multiple types of chirality are present in a molecule, ECD is typically more sensi-

tive to higher-order chiralities. Different types of chirality can be assigned a dimensionality

based on the defining stereogenic unit or axis. The most common form of chirality, point

chirality about an asymmetric carbon or other tetrahedral center, is a zero-dimensional

chirality. Axial and helical chiralities are one-dimensional, and planar chirality is two-

dimensional. Three-dimensional chiralities or topological chiralities are chiral due to the

overall three-dimensional spatial orientation, instead of a definable stereogenic unit. As

an example, the ECD spectrum of cephalochromin, which possesses both axial and point

chiralities, is dominated by its axial chirality.4 This can be beneficial in assigning the AC

when a higher-order chirality is unknown, but can be disadvantageous when the lower-order

chiralities are unknown.

In practice, an ECD spectrum usually has two to three strong chiroptical signals. This

limited information can make AC assignments by ECD quite difficult as calculations must

reproduce these spectral features with great confidence.

1.4 Vibrational Circular Dichroism

Vibrational transitions can also exhibit differential absorption of left- and right-circularly

polarized light in a phenomenon known as VCD. Since each vibrational transition can give

differential absorption, the VCD spectrum is rich with chiroptical signals. Unlike ECD,

there are no empirical rules that can be used to interpret VCD spectra. Thus, ab initio

investigations must be carried out in detail to reliably interpret VCD spectra, especially for

AC determination.

While experimental measurements of VCD are reliably obtained down to 800 cm−1,5

this requires the use of IR-transparent solvents such as DMSO-d6, D2O, CS2, CDCl3, etc.6

Ideally, non-polar solvents or polar solvents that weakly hydrogen-bond would be used in

VCD measurements as calculations can reliably reproduce spectral features with only an

implicit solvation model. However, chiral alcohols and carboxylic acids can form aggre-
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gates in solution, further complicating the conformational analysis.7–9

1.5 Vibrational Raman Optical Activity

Just as with VCD, Raman-active vibrational modes can be probed by Vibrational Raman

Optical Activity (VROA) spectroscopy. The expected Raman Optical Activity (ROA) de-

creases proportionally with λ 4, and so VROA is roughly 10,000 times weaker than the

corresponding Raman activity. This effect limits ROA to electronic and vibrational transi-

tions, as rotational ROA would be too weak to reliably measure. Like VCD, VROA is rich

in spectral features and requires ab initio calculations in order to interpret VROA spectra.

There are several VROA polarization schemes depending on (a) the angle between the

incident laser and the detector and (b) whether the incident light is unpolarized or polarized.

VROA has some inherent experimental challenges, as the number of inelastically Raman-

scattered photons is already quite low. Additionally, the differential scattering of left- and

right-circularly photons is an even weaker effect (∼ 10−3–10−4) than Raman itself, lead-

ing to long collection times.10 This makes VROA especially susceptible to experimental

artifacts and instrumental noise.10 A common wavelength used in VROA measurements

is 532 nm, however for biological applications this laser wavelength is not ideal owing to

interference from absorption of the incident light. Thus, longer wavelengths must be used

which further lower the VROA effect.

VROA has the distinct advantage of being able to study molecules in H2O, as this sol-

vent is not very Raman-active, lending itself as a useful technique to study biomolecules in

their natural state. VROA is state-of-the-art for studying saccharide conformational mobil-

ity and ring puckering due to its sensitivity to chirality and conformational flexibility.11,12

This allows probing of the glycosidic linkage in the fingerprint region13,14 and in the C–H

region.15
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1.6 Quantum Chemistry

For the chiroptical properties I discuss herein, it is important to obtain Boltzmann-averaged

properties that can be compared to experiment. In principle, this requires obtaining a com-

plete representation of the molecule ensemble and the chiroptical properties of each con-

former. This is typically accomplished via an initial systematic conformational search at

the molecular mechanics level, and then successive optimizations at the Density Func-

tional Theory (DFT) level. In practice, sampling conformational space can quickly become

expensive in the case of very flexible molecules, and exceptionally difficult when solute–

solvent clusters or molecular aggregates must be considered.

At the DFT level, there is a zoo of DFT functionals that can be chosen. In this work I

will focus primarily on organic molecules (containing H,C,N,O) which have several popu-

lar functionals. B3LYP and B3PW91 have been shown to perform very well for the com-

putation of vibrational modes of organic molecules. For time-dependent DFT (TD-DFT),

which are necessary for calculations of ECD bands, the CAM-B3LYP and ωB97X-D func-

tionals have been shown to perform well. For molecules containing C–F bonds, the M06-

2X functional performs well for the prediction of the intense C–F stretching vibration and

associated VCD bands.16

One of the drawbacks of DFT methods is that they neglect the treatment of long-range

London dispersion interactions. To resolve this, Grimme has proposed several methods for

the correction of both short-range (which is partially treated in DFT) and long-range disper-

sion (which is neglected). The inclusion of empirical dispersion can have drastic effects on

the conformational ensemble, and are necessary for reproducing a wide range of properties

such as π–π stacking interactions and the bent structure of heavy group 2 metallocenes.17

In this context, I will focus on the D318 and D3(BJ)19 empirical dispersion frameworks.

The inclusion of empirical dispersion corrections have been shown to be necessary for the

simulation of ECD in some cases,20 but their inclusion has had mixed results for simulated

VCD, often making agreement with experiment worse.7,21–23 Systematic examinations of
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the effect dispersion corrections have on simulated VROA have not been reported. Several

DFT functionals already have empirical dispersion corrections baked into the molecular

model, such as the popular ωB97X-D functional which has Grimme’s D2 dipersion cor-

rections.

1.7 Research Motivation

As I have discussed above, chiroptical spectroscopies are an excellent way to probe the

three-dimensional structure of chiral molecules. In the case of exotic chiralities, especially

those concerning isotopic substitution, they are effective AC determination methods. In

this work, I will demonstrate two such cases whereby I probe such chiralities with VCD.

In Chapter 2, I will demonstrate the applicability of AC determination for an isotopically

chiral ethyl tosylate. Because this compound is only chiral due to deuterium substitution,

conventional X-ray crystallographic methods would be unable to determine the AC. In

Chapter 3, I will determine the AC of a mechanically planar chiral compound via VCD

and ECD spectroscopy. While the applicability of VCD has been previously demonstrated

for model [2]rotaxane compounds with mechanical chirality, this demonstrates the first AC

determination of a mechanically chiral compound.

The sensitivity of VCD and VROA to subtle conformational changes makes them excel-

lent tools in delving into the conformational ensemble and locating low-energy conformers

of chiral molecules. Computing the chiroptical properties of rigid molecules is easy, but

conformationally flexible molecules pose several additional challenges. Flexible molecules

can have a substantial number of conformers, leading to high computational costs associ-

ated with even low-level DFT investigations into the conformational ensemble. Conforma-

tional searches can result in tens of thousands of conformers and typical strategies can miss

low-energy conformers. This severely limits the applicability of VCD and VROA as key

spectral features may fail to be reproduced by calculations if the appropriate conformers are

missing. I will discuss three such cases whereby I attempt to wrangle flexible molecules. In
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Chapter 3, I will discuss a molecule with mechanical chirality where the relative orientation

of an axle and macrocycle introduces a high-dimensional chirality into the system. System-

atic searches are unable to avoid the problem of maintaining this stereochemical property,

as a search will return a ensemble containing conformers with mechanical chirality (which

is desired) and unbound conformers that do not possess mechanical chirality (which is not

desired). In Chapter 4, I will discuss two linear diarylheptanoids that are dehydrogenated

derivatives of curcumin. Their conformational flexibility leads to frustratingly weak ECD

and VCD spectra, pushing the limits of correlation between experiment and simulation. In

Chapter 5, I will discuss a natural product composed of a large, but rigid, diterpene unit

and a highly mobile saccharide unit. Thankfully, sterics lock the saccharide ring into one

low-energy chair conformation which leads to only a few low-energy conformers. How-

ever, locating these conformations was no easy task due to both the number of conformers

in the initial ensemble and the large size of the molecule. Thus, strategies must be applied

to tweeze out these desired conformations and reliably model this compound.

In addition to conformational flexibility, VCD and VROA are particularly sensitive to

the intermolecular interactions formed between chiral molecules and the solvent environ-

ment or, in the case of alcohols and carboxylic acids, the formation of homochiral dimers.

In hydrogen-bonding solvents, the attractive interactions between solute and solvent tend to

be long-lived and thus influence the solute’s spectroscopic properties.24 In Chapter 6 I will

explore the modeling of solvation effects in dimethyl sulfoxide (DMSO) solvent. I will

approach this problem through the microsolvation approach, whereby solvent molecules

are explicitly considered at sites where hydrogen-bonding is the strongest. This has the

advantage of being computationally tractable in the treatment of solvation effects at the

DFT level, but does not solve the issue of sampling solute–solvent conformational space.

To tackle this issue, I utilize enhanced sampling molecular dynamics methods in order to

locate low-energy solute–solvent clusters. In Chapter 7 I will also explore the formation of

dimers for very flexible ladderanoic acids via a similar approach.
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As a last hurrah, in Chapter 8 I will computationally explore the potential of a new

(but theoretically old) chiroptical spectroscopy known as Rayleigh Optical Activity, the

Rayleigh scattering counterpart to ROA. Since most of the light in ROA measurements

is elastically scattered as Rayleigh photons, Rayleigh Optical Activity is a weak effect of

a strong effect, rather than a weak effect of an already weak effect as with ROA spec-

troscopy. Rayleigh Optical Activity has been previously (computationally) shown to be

relatively insensitive to the level of theory used to compute this chiroptical property. While

the experimental difficulties associated with accurately and reliably measuring small differ-

ences in intense Rayleigh scattering are well outside the scope of this thesis, I will explore

its relative sensitivity to other effects such as conformational flexibility and intermolecular

interactions, which can limit other chiroptical approaches such as OR, ECD, VCD, and

VROA.
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CHAPTER 2

The AC of a Cypto-optically Active Ethyl Tosylate

The work in this chapter can be found in the Organic Letters article ”Chemical Synthesis of

[2H]-Ethyl Tosylate and Exploration of Its Crypto-optically Active Character Combining

Complementary Spectroscopic Tools”.25 I contributed to the VCD analysis of the crypto-

optically active compound by performing quantum chemical calculations to determine the

absolute configuration.

From an application point of view, crypto-optically active entities show a strong poten-

tial as probes for enzymatic or chemical mechanism studies.26–28 The smallest of these, the

chiral methyl group, C1H2H3H, has been widely described and used to advance knowledge

of living processes. Notably, it has been very helpful for the understanding of methyl trans-

ferase enzyme mechanisms.29,30 Nevertheless, the use of this chiral methyl group suffers

from the following drawbacks: (i) the presence of a radioactive tritium atom causes diffi-

culties in terms of synthesis, handling, storage, analysis, and waste management; (ii) the

challenging measurement of enantiomeric excess (ee) in the case of isotopic chirality. So

far, only fastidious syntheses of a well-controlled diastereoisomer (without epimerization

of the chiral center) or enzymatic resolution, both associated with 3H NMR analysis, have

been disclosed to determine ee.29,31 To circumvent these limitations, the design of spe-

cific deuterium-labeled probes may simplify the generation of stereogenic centers thanks

to the nonradioactive nature of these analytes and their analysis with the possibility to use

advanced techniques such as 2H NMR in chiral liquid crystals (CLCs) to evaluate their

enantiopurity ratios.32–35

In this work, we propose to replace the tritium atom of the chiral methyl group with

a methyl moiety to obtain the nonradioactive chiral ethyl group. After the achievement of

the first chemical synthesis of such crypto-optically active probes with a high deuterium
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atom incorporation,36 to completely describe each enantiomer, modern analytical tech-

niques were used (Figure 2.1). It is important to note that some alkyl transferase enzymes

tolerate various alkyl groups as ethyl, allyl, or propargyl during the transfer process,37,38

and so chiral ethyl probes could be helpful for studies of this class of enzymes. As a mat-

ter of fact, the radioactive chiral ethyl group has already been used for the understanding

enzymatic mechanisms.39–42

Figure 2.1: Goal of the work in this chapter

Our synthetic approach to the chiral ethyl group was inspired by the one described by

Hammerschmidt et al. for the synthesis of chiral methyl tosylate43 (Figure 2.2). First, the

chloromethyldimethylphenylsilane 1 was converted to the corresponding alcohol 2 in good

yield. Then, carbamate 3 was obtained by the condensation of bis((S)-1-phenylethyl)amine

4 with triphosgene followed by the addition of alcohol 2. Carbamate 3 was then deuterated

in the α-position of the silicon atom via two consecutive lithiation/deuteration sequences,

allowing a 2H incorporation over 99%. Then, the dideuterated carbamate 5 was alky-

lated using iodomethane through an optimized lithiation process. The use of t-BuLi at –50

°C led to a mixture of diastereoisomers 6 (Figure 2.2) with high conversion. Then the

two diastereoisomers were separated using chiral HPLC. Treatment of monodeuterated 6

with DIBAL-H cleaved the carbamate moiety to give the corresponding chiral alcohol (not

isolated due to its high volatility). A consecutive Brook rearrangement followed by the

tosylation of the ethanol intermediate gave chiral ethyl tosylates 8.
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Figure 2.2: Synthesis of dueterated crypto-optically active probes (R)- and (S)-8

As the determination of the absolute configuration (AC) is essential for the use of such

chiral molecules as probes,44,45 a combination of several modern analytical methods for

the characterization of isotopic chirality has been described. First, in 2007, X-ray crystal-

lography and vibrational circular dichroism (VCD) were used to determine the AC of (R)-

4-ethyl-4-methyloctane.46,47 Then, quantum chemical (QC) computations were coupled

with Raman optical activity48 or VCD49–51 experiments to provide essential information

on various crypto-optically active compounds.

During our whole synthetic pathway, no information regarding the AC could be ob-

tained by optical rotation, so VCD analysis was performed.6,52–57 Figure 2.3 reveals mirror

image signals for enantiomers. The most relevant signatures were observed between 1000

and 1050 cm−1 and between 1250 and 1350 cm−1. To assign signals to products, QC cal-

culations were performed (Figure 2.3), and then calculated and experimental IR and VCD
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spectra were compared (Figure 2.3). The M06-2X-based frequencies were scaled down by

a factor of 0.9725, giving the maximum similarity with the experimental VCD and IR spec-

tra. Interestingly, although [2H]-ethyl tosylate 8 is called crypto-optically active, it actually

displays VCD activity.

Figure 2.3: VCD and IR spectra of crypto-chiral probes (R)- and (S)-8

A comparison using the B3LYP functional indicates that M06-2X gives better agree-

ment to the experiment overall and so only VCD spectra simulated with M06-2X are pre-

sented in Figure 2.3. The VCD band signs predicted that the S-stereoisomer appears clearly

opposite to those seen for (R)-8. Therefore, both levels of calculation enabled confirmation

of the AC of (R)- and (S)-8 enantiomers in relation to the signs of the VCD signals (Figure

2.3). It is interesting to note that the corresponding S-(–) and R-(+) AC of [1-2H1]ethanol

were determined by three methods (enzymatic,58 chemical correlation from sugars,59 and

VCD60).

Finally, the isotopic enantiomers of 8 were studied with the help of 2H-1H 2D NMR

recorded at 92.1 MHz and 297 K in the poly(γ-benzyl-l-glutamate) (PBLG)-based chiral

mesophase (20.7% mPBLG/mtot). In such lyotropic CLCs, each monodeuterated enan-

tiomer generates a single 2H quadrupolar doublet (2H-QD) when the spectral enantiodis-

crimination occurs;32–35,61 two 2H-QD are therefore theoretically expected if the R/S 2H

signals are spectrally resolved.
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This occurrence has been observed on the 2H-1H 2D NMR spectrum recorded at the

natural abundance deuterium (NAD) level of commercial ethyl tosylate when DMF is used

as organic cosolvent (Figure 2.4a). In this case, each monodeuterated enantioisotopomer

((S)-C*DH- and (R)-C*HD-) associated with the pro-(S) and pro-(R) hydrogenated enan-

tiotopic position are detected. Note that using chlorofom, a weakly polar cosolvent, no

spectral enantiodiscrimination occurs.33,61

Figure 2.4: Anisotropic NAD NMR projections of (R)- and (S)-8

The enantiopurity of the two isotopically labeled compounds 8 (Figure 2.4b,c) has been

determined at the same T (297 K) and using identical PBLG mass ratio (20.9%), thus

leading to a magnitude of 2H splittings identical to those observed on the anisotropic NAD

NMR spectra. The large difference in intensity between each 2H-QD of (S)-8 and (R)-

8 reveals the presence of a significant enantioenrichment. Deconvolution of the signals

indicates that the chiral ethyl tosylate was prepared with an ee greater than 90% for both

isomers.

In conclusion, the first chemical synthesis of a nonradioactive chiral ethyl group was

developed. Although the anisotropic 2H NMR allowed enantiopurity evaluation, the VCD
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analysis/QC calculation combination permitted the AC of each synthesized enantiomer of

the chiral ethyl tosylate to be assigned. Due to their easier synthetic access and handling

compared to that with their radioactive counterparts, such small crypto-optically active

probes possess a great potential of applications to decipher alkyl transferase enzyme reac-

tion mechanisms.
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CHAPTER 3

The AC of a Mechanically Planar Chiral [1]Rotaxane

The work from this chapter can be found in the Chirality article ”Absolute configuration of

a [1]rotaxane determined from vibrational and electronic circular dichroism spectra.”62 I

was responsible for computational modeling of this exotic compound in order to elucidate

its AC. Our collaborators in France painstakingly pushed the limits of synthetic chemistry

to both open up this unexplored class of mechanically chiral [1]rotaxanes and make these

compounds in quantities that could be used for VCD measurements. ECD and VCD mea-

surements were performed by the Crassous group at the University of Rennes in France.

3.1 Introduction

While many interlocked molecules, such as rotaxanes and catenanes, have been described

in the literature over the last 30 years,63–70 only little attention has been paid to the stere-

oselective synthesis of mechanically chiral rotaxanes to date.71 In 2014, Goldup and co-

workers reported the first method enabling the access to mechanically planar chiral (MPC)72

[2]rotaxanes without using chiral separation techniques.73 Soon after, they accomplished

the diastereoselective synthesis of MPC [2]rotaxanes through the active template Cu-mediated

alkyne–azide cycloaddition (AT-CuAAC)74,75 reaction.76 Recently, Leigh and co-workers

developed a single-step enantioselective strategy leading to MPC [2]rotaxane enantiomers

in 50% ee.77 The emergence of novel stereoselective approaches has also highlighted the

lack of techniques allowing the assignment of AC of such rotaxanes, in most cases de-

termined using single crystal X-ray diffraction. However, obtaining suitable crystals re-

mains highly challenging, pointing out the need to design alternative methods for assigning

the absolute mechanical configuration of these interlocked chiral molecules. Within this

framework, Goldup and Buma demonstrated that vibrational circular dichroism (VCD)

spectroscopy has the potential to determine the absolute stereochemistry of such archi-
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tectures.78 Indeed, they showed that computed VCD spectra were in accordance with the

experimental spectra of known AC, thereby providing a very useful means to resolve the

AC of MPC [2]rotaxanes.

Very recently, I reported on the first diastereoselective synthesis of [1]rotaxanes us-

ing the AT-CuAAC reaction.79 This method enabled the preparation of mirror-image MPC

[1]rotaxanes with a high stereoselectivity. In this approach, the mechanically planar chiral-

ity of the obtained [1]rotaxane 1 was guided by the absolute configuration of the covalent

stereogenic center attached at the base of the macrocycle. However, as I failed to produce

a single-crystal, I were unable to attribute the absolute stereochemistry of (S)-1, either as

(S, Rmp) or (S, Smp) (see Figure 3.1).

Figure 3.1: Structures of the two possible diastereomers of [1]rotaxane (S)-1.

In this chapter, the absolute configuration (AC) of 1 is determined using vibrational cir-

cular dichroism (VCD) and electronic circular dichroism (ECD) spectra. The experimental

VCD and ECD spectra for (S)-1 and (R)-1 and their comparison to corresponding predicted

spectra for the (S, Rmp) and (S, Smp) diastereomers. The predicted spectra were obtained

using density functional theory (DFT). This comparison analysis allowed us to establish

the hitherto unknown AC of 1.

3.2 Methods

The synthesis and ECD measurements of 1 were reported previously.79 VCD and VA spec-

tra were recorded on a JASCO FSV-6000 spectrometer with a 200 µm pathlength cell
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for enantiomers of 1 dissolved in CD2Cl2. Two sets of measurements were performed, one

with 3000 scans and another with 9000 scans. For the 3000 scan measurements, the concen-

trations of (S)-1 and (R)-1 were respectively 46.5 mg/mL and mg/mL. The corresponding

concentrations for the 9000 scan measurements were 45.0 mg/mL and 38.0 mg/mL.

Initial conformational searches were performed with Conflex program80 using inter-

locked starting geometries for the diastereomers, (S, Rmp)- and (R, Rmp)-1, in a 10 kcal/mol

energy window. This search produced many structures without a mechanical stereogenic

unit, so a second search was performed using the lowest energy interlocked conforma-

tion from the first search. This second search provided many low-energy conformations

for both diastereomers, with interlocked conformations being identified as the lowest en-

ergy structures. There were 2650 conformers for (S, Rmp)-1 in in 10 kcal/mol window.

For (R, Rmp)-1, since there were only 321 conformers in 10 kcal/mol window, I exam-

ined 870 conformers in 20 kcal/mol window. Subsequent hand-filtering of the (R, Rmp)-1

structures, for eliminating the non-interlocked structures, resulted in 430 interlocked struc-

tures and these structures were used for quantum chemical (QC) calculations. All 2650

(S, Rmp)-1 structures were used for QC calculations, without any hand-filtering. This pro-

cess was repeated using the (R, Smp)- and (S, Smp)-1 structures, but no additional unique

conformations were found. I also visually inspected each interlocked conformer prior to

QC calculations to verify that the mechanical stereogenic unit had not inverted during the

conformational search.

The numerous conformations and the large size of the [1]rotaxane diastereomers ren-

dered QC calculations time consuming and computer intensive. Following the work of

Koenis et al.,78 I performed an initial geometry optimization using a density functional

tight-binding (DFTB) method with the 3ob-3-1 parameter set81 to identify lower energy

structures prior to moving onto more time-consuming DFT optimization and frequency cal-

culations. The DFTB-optimized structures in the lowest 2 kcal/mol energy window were

selected for further processing. After hand-filtering to eliminate non-interlocked struc-
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tures, this resulted in 456 interlocked conformations for (S, Rmp)- and 92 for (R, Rmp)-1,

which were carried over for DFT optimization using the B3LYP functional and 6-31G*

basis set.82 VCD and ECD calculations were then performed on the 76 (S, Rmp)- and 33

(R, Rmp)-1 optimized conformations in the lowest 2 kcal/mol energy window. The lowest

energy conformers of (S, Rmp) are ∼3 kcal/mol lower in energy than those of (R, Rmp).

The lowest energy conformer (#269 in the list of conformers generated by Conflex) of the

(S, Rmp) diastereomer is displayed in Figure 3.2.

Figure 3.2: Lowest energy conformer of (S, Rmp)-1. Hydrogen atoms are omitted for clarity

3.3 Methods

All QC calculations were performed using Gaussian 16.83. Vibrational animations and

electron density maps were generated using GaussView program. The VCD and ECD

spectra were simulated using CDSpecTech84 and contributing conformers were weighted

by their Gibbs energies for all spectra. The VCD and ECD spectra for (R, Rmp)-1 were

each multiplied by –1 to generate those for (S, Smp)-1.

3.4 Results and Discussion

3.4.1 VCD

Two separate experimental VCD measurements were performed on (S)- and (R)-1, first

with 3000 scans and then another with 9000 scans. Since experimental VCD signals were

weak, a weighted average of these two measurements was taken, with each measurement
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weighted by
√

N, where N is the number of scans used for the measurement. The resulting

VCD spectra (Figure 3.3a) have a sharp mirror-image band at ∼1540 cm−1 and small bands

at ∼1246, 1207, 1200 and 1041 cm−1.

Figure 3.3: VCD and VA spectra of (S)-1 and the simulated spectra of (S, Rmp)- and
(S, Smp)-1

The VCD spectrum for (S)-1, obtained as one-half the difference between enantiomer

spectra is compared to those predicted for (S, Rmp) and (S, Smp) diastereomers in Figure

3.3b. The experimental VCD spectrum of (S)-1 has positive VCD band at 1539 cm−1 and

there is a hint of adjacent negative VCD at ∼1520 cm−1, but it is barely above the noise

level. The predicted VCD spectrum for (S, Rmp) shows a positive band at 1541 cm−1 and

negative band at 1526 cm−1, both of roughly equal magnitudes. Visualization of the vi-
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Figure 3.4: Depiction of vibrations of (S, Rmp)-1 as discussed in the text

brations responsible for this bisignate feature reveals a combination of Amide II and C–C

stretching of neighboring benzene ring. All three such amide-benzene groups are partic-

ipating to produce this vibration along the macrocycle. The predicted VCD spectrum for

(S, Smp) shows a triplet of neighboring bands, with large positive at 1513 cm−1 and two

weak negative bands on each side. Visualization of the vibrations responsible for 1513

cm−1 band reveals it to also be a concerted Amide II and benzene ring C–C stretching

vibration but localized to the benzene ring closest to the stereocenter. It is somewhat dif-

ficult to draw a definitive conclusion on the AC of 1 based solely on this region of the

experimental VCD spectrum. In addition, the commonly used similarity analyses84,85 be-

tween experimental and theoretical VCD spectra are unreliable when there are only a small

number of spectral features for comparison so they are not included.

However, there are two experimental VCD bands that have favorable comparisons with

those in the predicted spectrum for (S, Rmp), but not in that for (S, Smp).

1. No significant VCD is apparent in the experimental spectrum in the amide I region

(∼1700 cm−1). The asymmetric stretch of both amides near the stereocenter has

a scaled frequency of 1702 cm−1 for (S, Rmp). The associated rotational strength

is weak, so much so that it is barely visible in the simulated VCD spectrum for

(S, Rmp). This prediction is in line with the experimental observation. In contrast to

this experimental observation, the VCD spectrum of (S, Smp)-1 has a sharp negative
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VCD band at 1714 cm−1. Visualization of vibrations of (S, Smp)-1 indicates that

1714 cm−1 band arises from the amide group that connects the stereocenter to the

macrocycle.

2. The negative experimental VCD band at 1041 cm−1 is reproduced in the predicted

spectrum for (S, Rmp)-1, while the corresponding band for (S, Smp)-1 has opposite

sign. Visualization of vibrations reveals that 1041 cm−1 band is a result of CH rock-

ing along the lasso portion of the rotaxane, specifically between the alkyl chain con-

necting the stereocenter and the triazole heterocycle.

Based on these two observations, the experimental VCD spectrum of (S)-1 can be

preferentially associated with the (S, Rmp) diastereomer. To ensure that this conclusion

will not be altered at higher level calculations, I have undertaken VCD calculations using

BP86 functional86 and TZVP basis set87 for the lowest energy conformers of (S, Rmp)- and

(S, Smp)-1. The nature of vibrations associated with scaled frequencies of 1546, 1521, and

1041 cm−1 are depicted in Figure 3.4.

3.4.2 ECD

I have previously reported the experimental ECD spectra of (S)- and (R)-1 along with their

synthesis.79 The experimental spectra contain three clear mirror-image bands for enan-

tiomers, in the 220 to 300 nm region, with (S)-1 showing negative–positive–negative se-

quence of ECD bands. The simulated ECD spectra of (S, Rmp)- and (S, Smp)-1 appear as

near mirror-image spectra, despite their diastereomeric relationship. This may indicate that

the ECD contribution of the mechanically planar stereogenic unit is much greater than that

of the stereocenter, a phenomenon that has been reported for axial chirality.4 The simulated

ECD spectrum of (S, Rmp)-1 better matches the experimental ECD spectrum, than (S, Smp)-

1, with negative–positive–negative sequence of bands observed for (S)-1 being reproduced

in the simulated spectrum (Figure 3.5).

The simulated spectrum of (S, Smp)-1 is a result of two distinct classes of conformers,
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Figure 3.5: ECD and EA spectra of (S, Rmp)- and (S, Smp)-1

one set with two ECD bands and another set with three (Figure 3.6). To discuss MO con-

tributions to the simulated ECD spectrum of (S, Rmp), I focus our analysis on two lowest

energy structures of (S, Rmp)-1, conformers C269 and C463, which serve as representa-

tives of these two classes and are also the two lowest energy structures of (S, Rmp)-1, with

roughly equal populations (∼5% by Gibbs energy).

The ECD bands of interest for conformers C269 and C463 are a result of excited states

that involve many molecular orbitals (MOs), which obscured the nature of their origin. To

further investigate these transitions, I generated the Natural Transition Orbitals (NTOs)88

of the excited states that contributed the most overall to the ECD spectrum for C269 and

C463. This analysis reveals that conformer C269 has an intense π–π* ECD band centered
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Figure 3.6: ECD spectra of the lowest energy conformers of (S, Rmp)-1

at ∼240 nm. This band is a result of a transition from a π MO along the macrocycle to a π*

MO on the stopping group, but this also includes some contribution from the lower portion

of the macrocycle (Figure 3.7) There is another π-π* ECD band centered at ∼260 nm that

is a result of MO contributions from the macrocycle near where the mechanical stereogenic

unit originates (Figure 3.8).

Figure 3.7: NTOs for the 240 nm ECD band of C269 of (S, Rmp)-1

Conformer C469 has three ECD bands of roughly equal intensity at 240, 250, and 265

nm. There is a π–π* band centered at 240 nm that, much like the 240 nm C269 band,

involves a transition from a π MO from the macrocycle to a π* MO on the stopper. NTO

analysis reveals an additional contributing π-π* transition localized on the left-hand side of

the macrocycle (Figure 3.9b). The second ECD band is another π-π* centered at 250 nm.

NTO analysis decomposes the transition into three pairs of MOs, each with roughly equal
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Figure 3.8: NTOs for the 260 nm ECD band of C269 of (S, Rmp)-1

occupancy ∼30%) (see Figure 3.10). Electron density pictures for 265 nm ECD band are

displayed in Figure 3.11.

Figure 3.9: NTOs for the 240 nm ECD band of C463 of (S, Rmp)-1

The simulated ECD bands for (S, Rmp)-1 show great agreement at the B3LYP/6-31G*

level, a level of theory that has been shown to have large errors for charge-transfer in-

teractions in the calculation of Rydberg states.89–91 To test the validity of our results at
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Figure 3.10: NTOs for the 250 nm ECD band of C463 of (S, Rmp)-1

the B3LYP/6-31G* level, I carried out additional single-point TD-DFT calculations on the

lowest energy structures of (S, Rmp) and (S, Smp)-1 at the CAM-B3LYP/6-31G* level us-

ing the previously calculated B3LY/6-31G* optimized geometries. CAM-B3LYP has been

shown to predict excited-states with better accuracy than B3LYP thanks to the addition

of a long-range correction.92 The corresponding simulated spectra are presented in Figure

3.12. The computed transition wavelengths require a much larger scale factor (1.075) to

be consistent with experiment than the B3LYP transition wavelengths (1.01). However, the

calculations reproduce the trend from the B3LYP/6-31G* level, giving near mirror-image

signs for ECD bands between (S, Rmp) and (S, Smp). In addition, the negative-positive-

negative ECD triplet at 240, 255, and 265 nm for (S, Rmp) is simulated with matching signs

observed in the experimental spectrum of (S)-1.

The success of current ECD calculations may be caused by coupling between aromatic
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Figure 3.11: NTOs for the 265 nm ECD band of C463 of (S, Rmp)-1

rings in the macrocycle and the stopping group. This coupling is evidenced by the high

degree of participation from them in ECD transitions, as noted in our earlier NTO analysis.

The relative positions of the aromatic rings in macrocycle and stopping group are dictated

by their mechanical planar chirality, hence the near mirror-image ECD signal between

epimers.

3.5 Conclusions

Based on the comparison of experimental VCD spectrum of (S)-1 with those predicted

for (S, Rmp) and (S, Smp) diastereomers there is some evidence for associating (S)-1 with

(S, Rmp)-configuration. This AC was confirmed by the comparison of experimental ECD

spectrum of (S)-1 with those predicted for (S, Rmp) and (S, Smp) diastereomers. Thus, the

current VCD and ECD spectroscopic investigation leads to definitive assignment of AC

associated with mechanically planar stereogenic unit in [1]rotaxanes.
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Figure 3.12: ECD and EA spectra for (S, Smp)- and (S, Rmp)-1 as compared to the experi-
mental spectra
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CHAPTER 4

Chiroptical Studies of Hexahydrocurcumin and Octahydrocurcumin

The work in this chapter can be found in the Chirality article ”Chiroptical spectroscopic

studies for the absolute configuration determination of hexahydrocurcumin and octahy-

drocurcumin”.93 I was responsible for computational modeling of these flexible compounds

in order to determine the applicability of common AC determination approaches for these

biologically relevant molecules. Our collaborators at the Sami-Sabinsa Corporation painstak-

ingly synthesized and isolated enantiopure samples of both stereoisomers of hexa- and oc-

tahydrocurcumin in quantities that could be used for ORD, ECD, and VCD measurement.

I performed ORD, ECD, and initial VCD measurements of these compounds. Final VCD

measurements presented herein were performed at Biotools by Jordan Nafie, Ph.D.

4.1 Introduction

Turmeric, used for over a thousand years as an Ayurvedic preparation in traditional medicine,

is found in the rhizomes of Curcuma longa and related plants. The active ingredients in

turmeric are three naturally occurring polyphenols belonging to a small class of linear di-

arylheptanoids known as curcuminoids. These compounds (see Figure 4.1) are curcumin

and its demethylated derivatives, demethoxycurcumin and bisdemethoxycurcumin, all of

which are plant metabolites of turmeric. It has been shown that these curcuminoids ac-

count for the major health and therapeutic effects associated with C. longa. Curcumin

is one of the intensely investigated phytonutrients from several health promotional an-

gles,94,95 and has received much scientific interest for its therapeutic potential against ox-

idative stress,96 as an anti-inflammatory,97,98 its anti-cancer properties,99–101 and enabling

stem cell therapy.102 Despite its extensively reported pharmaceutical and pharmacological

activities, it has also been recognized that curcumin is not highly bioavailable and unstable

in alkaline conditions. This seeming paradox has given rise to several speculations whether
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the degradants103 or metabolites104 of curcumin are responsible for the physiological re-

sponse. Among these, the reductive metabolites of curcumin have captured the imagination

of scientists for their therapeutic potential.104 The reductive metabolites, inter alia, include

(see Figure 4.1) dihydrocurcumin, tetrahydrocurcumin, hexahydrocurcumin (HHC), and

octahydrocurcumin (OHC) which are obtained through progressive reduction of the two

C–C double bonds and two keto functional groups in curcumin.

Figure 4.1: Structures of the curcuminoids discussed in this chapter. Only their keto forms
are shown here.

Recently, it was reported that a strain of Enterococcus avium isolated from human intes-

tine produced nearly enantiopure (–)-HHC from tetrahydrocurcumin.105 It was also demon-

strated that this same bacterium strain further metabolizes the chiral HHC to OHC.106

While the significance and mechanism of production for optically active HHC and OHC

by this bacterium remains undetermined, it is well-known that gut microbiota play an im-

portant role in human metabolism of curcumin107,108 and in clinical trials curcumin’s low

bioavailability is suggested to be due to its rapid metabolism.109 Curcumin is primarily re-

duced by Phase I enzymes in a stepwise manner to dihydrocurcumin, tetrahydrocurcumin,

HHC and OHC.99,108 While di- and tetrahydrocurcumin are achiral, HHC and OHC pos-
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sess one and two stereocenters respectively. Both HHC and OHC have been shown to

possess bioactivities and pharmacological profiles on par and even superior to curcumin

and have been the interest of extensive biomedical research.110,111

While numerous reports have identified HHC or OHC as metabolites in animal models,

it remains unclear whether these compounds are formed enantioselectively in the human

metabolism of curcumin. Evidence thus far has shown that (R)-HHC can be formed from

the reduction of tetrahydrocurcumin by an intestinal resident bacteria isolated from human

feces.105 In nature, HHC has been isolated in both the (R)- and (S)- forms in edible plant

materials. For example, (S)-HHC occurs in ginger112 whereas (R)-HHC occurs in Alpinia

officinarum.113 It is also reported that racemic HHC occurs114 in edible C. xanthorrhiza.

Thus, racemic as well as enantiomeric forms of HHC seem to occur in the plant kingdom.

A recent review describes the various useful medicinal properties of HHC in detail.115

OHC and HHC were first isolated as natural products from ginger.112–114,116 The abso-

lute configuration (AC) of naturally-occurring HHC in Alpinia officinarum was determined

to be (–)-(5R) via empirical correlations using similar linear diarylheptanoids and their

common Cotton effect at 300 nm.113 Empirical correlations are often used to assign the

AC of natural products, but the possibility for empirical correlations leading to incorrect

AC assignments should be kept in mind.

Uehara et al. reported the isolation of (–)-(3S,5S)-OHC from C. xanthorrhiza and the

AC assignment was based on exciton chirality method for the p-dimethylaminobenzoate

derivative of methylated octahydrocurcumin.114 The dibenzoate method uses the signs of

the Cotton effect associated with benzoate chromophores to determine the clockwise or

counter-clockwise orientation of the benzoate chromophores, and thus the AC of the orig-

inal molecule.114,117 Exciton chirality rules such as this can lead to confident AC assign-

ments but can be tenuous should the underlying rule be improperly applied.117 The same

enantiomer was also isolated from Zingiber officinale118 whereas its mirror image form,

(+)-(3R,5R)-OHC, was isolated from the rhizomes of a Chinese medicinal plant, Tacca
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chantrieri.119

To further probe the chirality of these curcumin derivatives, I set out to independently

determine the ACs of the enantiomers of HHC and OHC using experimental and predicted

Vibrational Circular Dichroism (VCD), Electronic Circular Dichroism (ECD) and Optical

Rotatory Dispersion (ORD) spectroscopies. As each of these complementary chiroptical

spectroscopies possesses inherent advantages and disadvantages for inferring the AC, a

consensus AC assignment may be obtained for the enantiomers of HHC and OHC, by

combining these three methods.

4.2 Methods

4.2.1 Synthesis of hexahydrocurcumin and octahydrocurcumin

HHC and OHC were synthesized by reported procedures in the literature, and the physical

and spectral properties matched the reported values.119 The enantiomers of HHC were

separated preparatively by supercritical fluid chromatography (SFC). The first and second

eluted peaks had specific optical rotations (SORs) of –10.7 and +13.1, respectively, at 589

nm in CHCl3 solvent (c = 0.5). These SOR values are consistent with those found in the

works of Niwa et al. and Itokawa et al.105,113 (S)-Hexahydrocurcumin was also isolated in-

house from ginger with a measured value of [α]D = +10.9 (c = 1.01, CHCl3). This served

as an additional reference material.

4.2.2 Octahydrocurcumin

To HHC (5 g), taken in 40 ml ethanol and 10 ml THF, sodium borohydride (1.25 eq) was

added portion wise with stirring at room temperature for 4–5 hrs. Complete conversion was

observed by TLC. After evaporating off the solvent, the reaction mixture was quenched in

diluted HCl followed by extraction with ethyl acetate. The ethyl acetate extract was then

washed with water and brine sequentially, followed by drying over sodium sulphate. The

solvent was evaporated to yield crude OHC (4.5 g). Slurrying with hexane yielded pure

OHC (4.0 g).
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OHC was easily separated into meso and racemic forms by their differential solubili-

ties. Solubility experiments were tried with dichloromethane, dichloromethane-methanol

mixture, and chloroform, which led to the observation that repeated chloroform washes

of a mixture of meso- and racemic-OHC preferentially solubilized the meso form, highly

enriching the less soluble racemic form (>98%). This enrichment was monitored and quan-

tified by 1H-NMR (see Figures S2-S5) using characteristic signals at 4.3 ppm for racemic-

and 4.5 ppm for meso-OHC. This highly enriched racemic-OHC sample was the input for

preparative SFC for the separation of enantiomers. The first and second eluted peaks had

SORs of +10.3 and –8.63, respectively, at 589 nm in ethanol solvent (c = 0.5). The mir-

ror image ORD data for the enantiomers of OHC, and abovementined NMR data, clearly

indicated the absence of meso impurity in OHC enantiomer samples.

4.2.3 Crystal structure

The pure sample of racemic octahydrocurcumin was separated into optical antipodes using

SFC. The first eluted peak material was crystallized, and x-ray quality crystals were ob-

tained. A clear colorless plate-like specimen, with approximate dimensions 0.086 x 0.191

x 0.364 mm, was used for the x-ray crystallographic analysis. The x-ray intensity data

were measured at Princeton University, Princeton, NJ on a Bruker D8 Venture Photon 3

system equipped with a IµS microfocus source (Cu Kα , λ = 1.54178 Å). A total of 4743

frames were collected. The total exposure time was 2.25 h. Using Olex 2,120 the structure

was solved at Vanderbilt University with the ShelXT121 structure solution program using

intrinsic phasing and refined with the ShelXL122 refinement package using least squares

minimization. Disorder in one of the two methoxyphenol groups was modeled over two

positions without additional restraints.

4.2.4 ORD and circular dichroism measurements

SOR measurements at 589 nm were done at Robertson Microlit Laboratories, Ledgewood,

NJ using an Anton Parr MCP 200 polarimeter in chloroform solvent for HHC and ethanol
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solvent for OHC. ORD measurements were done at Vanderbilt University using an Autopol

IV polarimeter at six different wavelengths, 633. 589, 546, 436, 405, and 365 nm. These

ORD measurements were done in chloroform solvent for HHC and methanol for OHC,

which gave mirror-image curves for the enantiomers. The electronic absorption (EA) and

ECD measurements were performed on a JASCO-1500 spectrometer in chloroform solvent

for HHC and methanol for OHC. VCD and vibrational absorption (VA) measurements

were performed, for both enantiomers, on ChiralIR single photoelastic modulator (PEM)

instrument at BioTools, Inc., in CDCl3 for HHC and in methanol-d4 for OHC.

4.2.5 Calculations

I performed an initial Conflex80 conformation search on (R)-HHC and SS-OHC in a 20

kcal/mol energy window. I then optimized these conformations using the semi-empirical

PM6 method123 in Gaussian 1683 prior to DFT optimization. I then took the unique con-

formers in the lowest 5 kcal/mol energy window and performed an additional optimization

at the B3LYP86,124/6-31G*125 level. For HHC, the unique conformers in the lowest 5

kcal/mol energy window were then optimized at the B3LYP/6-311++G(2d,2p)123,126,127

level and a subsequent optimization was performed including a Polarizable Continuum

Model (PCM)128,129 to represent the solvent. The conformers whose Gibbs energies were

within lowest 2 kcal/mol energy window were used for ECD, ORD, and VCD calculations.

The two –OH functional groups in OHC were changed to –OD for VCD calculations using

PCM to represent the methanol-d4 solvent. A smaller cutoff of 2 kcal/mol was used to fil-

ter unique, low-energy conformations of OHC at the B3LYP/6-31G* level. The number of

unique conformers obtained from each step in this workflow for HHC and OHC are listed

in Table 4.1.

For HHC, the structures optimized at the B3LYP/6-31G* level in the lowest 5 kcal/mol

energy window were additionally optimized at the ωB97X-D42/def2-TZVP level and then

again at the ωB97X-D/def2-TZVP130 level with PCM prior to VCD calculations. ECD and
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Level of Theory HHC OHC

Conflex 12,563 13,883
PM6 2,307 2,002

B3LYP/6-31G(d) 222 43
B3LYP/6-311++(2d,2p) 186 38
B3LYP/6-311++(2d,2p)/PCM 40 38
B3LYP/def2-TZVP/PCM 33 –

Table 4.1: Number of unique, low-energy conformers for HHC and OHC in our computa-
tional workflow

ORD calculations of ωB97X-D/def2-TZVP/PCM optimized structures were performed

only if they were in the lowest 2 kcal/mol Gibbs energy window based on frequency calcu-

lations.

For OHC, additional ECD calculations were performed using the CAM-B3LYP131

functional using the structures optimized at the B3LYP/6-311++G(2d,2p)/PCM level. The

calculated VCD and ECD intensities for SS-OHC were multiplied by –1 to give the cor-

responding values for (R, R)-OHC. The ECD and VCD spectra were simulated using CD-

SpecTech.84 The spectral similarity overlap analyses were undertaken using the Sim func-

tions, as described previously.132

4.3 Results and Discussion

4.3.1 VCD

The experimental and calculated VDF, VCD, and VA spectra for HHC in CDCl3 are pre-

sented in Figure 4.2. The original spectra were measured up to 1800 cm−1, but due to

the lack of measured VCD activity, the 1800–1500 cm−1 region is not shown in Figure

4.2. The maximum SimVCD value is +0.548 and the maximum SimVDF value is +0.588.

These values are larger than the recommended reliability threshold of 0.4132,133 leading to

a confident assignment of (–)-(R)-HHC.

34



Figure 4.2: Comparison of (A) VDF, (B) VCD, and (C) VA spectra for (–)-HHC in CDCl3
and (R)-HHC

The dominant feature in the predicted VCD spectrum is the bisignate feature, negative

at 1269 and positive at 1251 cm−1. To further investigate these VCD bands, I visualized

the vibrations of the lowest energy conformer (see Figure 4.3) with 14.8% population by

Gibbs energy. The 1269–1251 cm−1 bisignate VCD bands are predominately a result of

ring breathing motion along with methylene vibrations along the alkyl chain.

The experimental and calculated VDF, VCD, and VA spectra for OHC in methanol-d4

are presented in Figure 4.4. The VCD and VA spectra were measured up to 1800 cm−1,

but due to the lack of measured VCD activity, the 1800–1550 cm−1 region is not displayed
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Figure 4.3: Lowest Gibbs energy structures of (R)-HHC and (bottom) (R, R)-OHC

in Figure 4.4. The simulated OHC spectra are predominately due to a single conformation

with ∼53% population. Previously, I recommended that for a confident AC assignment,

both SimVCD and SimVDF magnitudes should be 0.4 or greater.132,133 The spectral simi-

larity in the 1550 to 1260 cm−1 region (Figure 4.4) points to an assignment of (+)-(R, R)-

OHC, because maximum SimVCD (0.564) and SimVDF (0.650) values are both larger than

minimum recommended values. However, the similarity overlap in the 1550 to 1200 cm−1

region yields smaller SimVCD (0.41) and SimVDF (0.58) values, than those in the 1550 to

1260 cm−1 region for the following reasons. While the experimental VCD spectrum shows

only one bisignate VCD feature, positive at 1278 and negative at 1269 cm−1, the predicted

spectrum shows two bisignate VCD features: one with positive at 1284 and negative at

1263 cm−1 and the second with positive at 1256 and negative at 1248 cm−1. Since the

predicted VCD features in the 1260–1240 cm−1 region show a larger mismatch with those

in the experimental spectrum, the maximum SimVCD value in the 1550 to 1200 cm−1 re-

gion comes out to be lower than that in the 1550 to 1260 cm−1 region. Yet, the magnitudes

of SimVCD (0.41) and SimVDF (0.58) also meet the criterion mentioned above when the
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Figure 4.4: VDF, VCD, and VA spectra for (+)-OHC in MeOD and (R,R)-OHC

entire 1550 to 1200 cm−1 region is included in the Sim analysis. Nevertheless, since the

magnitude 0.41 is close to the 0.40 threshold, it will be comforting to obtain additional

evidence for the AC assignment of OHC (vide infra).

The current scaling factor used in Figure 4.4 yields the maximum possible SimVCD,

however this scale factor results in a shift of the predicted intense VA 1254 cm−1 band by

∼20 cm−1 from the experimental 1274 cm−1 VA band. The simulated VA band is associ-

ated with the (+,–)-bisignate at 1256 and 1248 cm−1. On the other hand, the (+,–)-bisignate

VCD feature at 1284 and 1263 cm−1, is associated with absorption at the high frequency

shoulder of 1254 cm−1 VA band. When vibrational modes are visualized for the lowest
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energy conformer (Figure 4.3), the 1256–1248 cm−1 bisignate VCD is predominantly as-

sociated with a combination of ring breathing motions of both phenyl rings in addition to

methylene vibrations along the alkyl chain.

4.3.2 ECD

The ECD spectrum for HHC has been previously reported in the literature. Our spectra,

presented in Figure 4.5, are consistent with these previous results, with the ECD of HHC

being especially weak. The measured ECD spectrum of OHC (Figure 4.6) is of a similar

magnitude. This is likely due to the high conformational flexibility of these linear diaryl-

heptanoids in addition to the ECD chromophores being located a large distance from the

stereocenters of interest. The experimental EA spectra of HHC and OHC both exhibit

large absorptions below 250 nm, resulting in significant noise that prevented investigation

of potential ECD bands even at low concentrations. The experimental ECD spectrum for

(–)-HHC only contains one asymmetric ECD band with a maximum at ∼290 nm, which

has been previously reported by Itokawa et al.113 ECD calculations using the structures

optimized at the B3LYP/6-311++G(2d,2p) level resulted in ambiguity in the potential AC,

as any one of the three simulated positive–negative–positive ECD bands at 320, 299, and

269 nm may be correlated with positive experimental ECD band. Repeating these ECD cal-

culations with the long-range corrected CAM-B3LYP did not resolve this ambiguity. This

motivated additional optimization and ECD calculations using the ωB97X-D functional,

which is noted for its performance for excited state calculations and nonbonded interac-

tions.130 The predicted ECD band at 320 nm for (–)-HHC using the ωB97X-D functional

well reproduces the experimental ECD band at ∼290 nm (Figure 4.5) and points to an

assignment of (–)-(R)-HHC.

I visualized the molecular orbitals involved in this transition by applying the natural

transition orbital (NTO) method88 to the lowest energy (R)-HHC conformer (22% popula-

tion) optimized using the ωB97X-D functional. The NTOs corresponding to this transition
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Figure 4.5: Experimental and simulated ECD and EA spectra of (–)-HHC and (R)-HHC

are presented in Figure 4.7, which show this band to be predominantly an aromatic π–π*

transition with some antibonding contribution from the nearby carbonyl group.

The experimental and simulated ECD and EA spectra for (+)-(R, R)-OHC are pre-

sented in Figure 4.6. There is one weak experimental ECD band centered at 280 nm in

the spectrum for OHC; this band is seen in the ECD spectra of both enantiomers with mir-

ror image intensities. The simulated ECD spectra of (R, R)-OHC at the CAM-B3LYP/6-

311++G(2d,2p)/PCM(MeOH) level successfully reproduced this ECD band along with the

associated EA band at the same wavelength, pointing to the AC assignment (+)-(R, R)-

OHC.

Visualization of transitions corresponding to this ECD band using the NTO method

(Figure 4.8) on the lowest energy conformer (53.2% population by Gibbs energy) suggests

that this band is predominately a π–π* transition on one of the phenyl rings.
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Figure 4.6: Experimental and simulated ECD and EA spectra of (+)-OHC in MeOH and of
(R, R)-OHC

4.3.3 ORD

ORD calculations (see Figure 4.9) with the B3LYP functional for (R)-HHC predicted nega-

tive SOR values, as also seen in the experiment for (–)-HHC, at all wavelengths measured.

The B3LYP calculation of ORD for (R, R)-OHC gave predicted SOR values with positive

sign as are the measured SOR values for (+)-OHC. The predicted ORD signs support the

assignment of (–)-(R)-HHC and (+)-(R, R)-OHC. The magnitudes of predicted and experi-

mental values for (+)-(R, R)-OHC differ significantly. Such significant differences between

predicted and experimental ORD magnitudes were noted previously for other natural prod-

ucts.134–136

4.3.4 X-Ray crystal structure of OHC

The absolute stereochemistry of OHC was determined based on the absolute structure pa-

rameter and by analysis using likelihood methods.137 Based on the Flack parameter 0.16(8)

and the Hooft parameter, 0.14(5), the (R, R) absolute configuration is confidently assigned
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Figure 4.7: HOMO and LUMO, contributing 84%, for the 290 nm ECD band of (R)-HHC
using the lowest-energy conformer

Figure 4.8: HOMO and LUMO, contributing 77%, for the 280 nm ECD band of (3R,5R)-
OHC using the lowest-energy conformer

to the first eluted peak material with positive optical rotation. The structure of (R, R)-OHC

derived from x-ray data is displayed in Figure 12.

4.4 Conclusion

VCD spectral analysis for HHC, at B3LYP/6-311++G(2d,2p) level, led to a confident con-

clusion for the AC assignment as (–)-(R)-HHC. This conclusion is independently supported

by the ORD analysis at B3LYP/6-311++G(2d,2p) level and ECD analysis at ωB97X-

D/def2-TZVP level. VCD spectral analysis for OHC, at B3LYP/6-311++G(2d,2p) level,

suggested the AC assignment to be (+)-(R, R)-OHC. ECD analysis at CAM-B3LYP/6-

311++G(2d,2p) level and ORD analysis at B3LYP/6-311++G(2d,2p) functional confirmed

the assignment of (+)-(R, R)-OHC. More importantly the x-ray diffraction data for the sin-

gle crystal of (+)-OHC unambiguously assigned its AC as (+)-(R, R). These assignments

are consistent with the tenuous AC assignments previously made by correlative and exciton

chirality methods.
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Figure 4.9: Experimental and theoretical ORD curves for (–)-HHC and (R)-HHC (top) and
(+)-OHC and (3R,5R)-OHC (bottom)

Figure 4.10: X-ray crystal diffraction data of (+)-OHC indicates (R, R)-configuration.
Thermal ellipsoids are drawn with 50% probability. CCDC deposition # 2211281
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CHAPTER 5

Peyssonnoside A: The Importance of f-Polarization Functions for VCD

The work from this chapter can be found in the Symmetry article ”Revisiting the Absolute

Configuration of Peyssonnoside A Using Vibrational Circular Dichroism Spectroscopy.”138

Our collaborators at the Georgia Institute of Technology isolated this natural product and

performed detailed NMR measurements to elucidate as much stereochemical information

as possible. Previous DFT and VCD investigations were performed by Dr. Bhuwan Kha-

tri Chhetri who was able to assign the AC by correlations between DFT and NMR data

but VCD correlations proved unreliable at the time.139 I decided to computationally re-

visit this interesting compound in order to determine why VCD, a technique sensitive to

stereochemistry and chirality, did not work for this compound.

5.1 Introduction

Peyssonnoside A is an unusual diterpene glycoside that is highly substituted and features a

sterically encumbered cyclopropane ring within the diterpene unit.139 The relative config-

uration of the diterpene unit was determined by ROESY and HSQC-ROESY NMR data,

leading to two possible diastereomers for Peyssonnoside A, 1 and 2 (Figure 5.1). Evidence

for the AC assignment of Peyssonnoside A was obtained by quantitative ROESY140 data

using the glycoside unit as an internal probe141 of the stereochemistry of the attached diter-

pene unit.139 Optical Rotatory Dispersion (ORD) and DFT predicted DP4+ probabilities142

at the B3LYP/6-311++G(2d,2p) level also pointed to the AC assignment of 1. However,

VCD predictions, at the same level used for ORD and DP4+, had a poor correlation to the

corresponding experimental spectra.139 Since that report, two total syntheses of Peysson-

noside A have been reported in the literature, making it clear that this unusual molecule

has captured the attention of synthetic chemists.143,144 These studies further confirm the

AC assignment made by ORD and DP4+ correlations, but since erroneous stereochemical
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assignments are usually not caught until their total synthesis,145 investigations into chirop-

tical methods and their reliability are worthwhile. As a recent precautionary tale, the AC

of neolignan Nectamazin A was recently reassigned using VCD spectroscopy,146 whereas

the original AC assignment was made using ORD and ECD correlations.147

Figure 5.1: Structures of the potential diastereomers of Peyssonnoside A

One unique feature of Peyssonnoside A is the sulfonated saccharide unit. Recent work

from the Merten group suggests that the S=O symmetric and antisymmetric stretches dis-

play a significant basis set dependence, resulting in red-shifted S=O stretches in the vibra-

tional absorption (VA) and VCD spectra if f-polarization functions are not included on the

sulfur atom.148 Since previous VCD analysis139 did not include f-polarization functions,

I now investigate their influence on predicted VCD spectra of Peyssonnoside A using the

B3PW91 functional.86,149

5.2 Methods

5.2.1 Calculations

The diastereomers 1 and 1 were both built in ChemDraw. Conformational analysis was per-

formed in Pcmodel 10.0 (GMMX search algorithm)150 at the molecular mechanics (MM)

level with a 30 kcal/mol initial search limit with a final screening limit of 10 kcal/mol.

This yielded 5573 conformers for 1 and 3939 conformers for 2. Subsequent DFT calcu-
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lations were performed in Gaussian 16.83 The single-point energies of these conformers

were computed at the B3PW91/6-31G(2d,p)125,151 level using the SG1 integration grid.

All single-point, optimization, and frequency calculations included a Polarizable Contin-

uum Model (PCM)128,129 representing the DMSO-d6 solvent used for VCD measurements.

The geometries within the lowest 5.0 kcal/mol limit based on the computed single-point en-

ergies were then optimized at the same level using the default UltraFine integration grid,

which was used thereafter. VCD and ORD calculations were performed on optimized struc-

tures in the lowest 2.0 kcal/mol window based on electronic energies at the B3PW91/6-

31G(2d,p)/PCM level. The optimized geometries within the lowest 3.0 kcal/mol based

on Gibbs energies at the B3PW91/6-31G(2d,p)/PCM level were further optimized at the

B3PW91/6-311G(3df,2pd)123,126,127/PCM level, and VCD calculations were performed

thereafter for conformers in the lowest 2.0 kcal/mol based on electronic energies. A 3.0

kcal/mol limit was chosen due to the lower computed energy difference between conform-

ers at the B3PW91/6-311G(3df,2pd)/PCM level relative to the B3PW91/6-31G(2d,p)/PCM

level. In addition to our new calculations on diastereomers 1 and 2, I also analyze the VCD

spectra that were reported previously at B3LYP/6-311++G(2d,2p) level.139

All spectral simulations and similarity analyses132,152 were undertaken using the in-

house developed CDSpecTech program.84 The numerical measures of quantitative simi-

larities for VA, VCD and vibrational dissymmetry factor (VDF) spectra were assessed re-

spectively from SimVA, SimVCD and SimVDF functions.132,152 The SimVA and SimVDF

values reported here are at the same scale factor that gives maximum SimVCD. Similarity

analysis was performed between calculated and experimental spectra using the experimen-

tal 1100 to 1490 cm−1 region.

Additional optimizations and VCD spectral predictions are also undertaken on frag-

ments of the lowest energy conformers for 1 at the B3PW91/6-311G(3df,2pd) level whereby

the separate diterpene and saccharide units were cleaved at the glycosidic linkage and

capped with an –OC3H3 group. 3H isotope was used in place of 1H to avoid interfering
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vibrations from –C–1H vibrations of the capping group. VCD calculations were performed

on the unique diterpene and saccharide optimized geometries.

All molecular visualizations were made with CYLview.153

5.2.2 Experimental

Optical rotations of Peyssonnoside A were measured in DMSO at a concentration of 12

mg/ml in 1 cm pathlength cuvette using A Jasco J-815 instrument.139 VCD measurements

were carried out using a commercial Chiral IR instrument using a fixed pathlength (100

µm) SL3 cell at a concentration of 80 mg/mL using DMSO-d6 as solvent.139

5.3 Results and Discussion

Given the size of the ensembles of 1 and 2, as well as the large number of atoms, I initially

elected to rank the MM geometries based on DFT single-point energies at the B3PW91/6-

31G(2d,p)/PCM level and optimize only those within a 2.5 kcal/mol limit. This is the rec-

ommendation of Ruud and coworkers for cyclic oligopeptides22 and seems to work well for

locating the low-energy conformers of very flexible molecules.154 The 6-31G(2d,p) basis

set was used as a reasonable compromise between the 6-31G(d) basis and those that include

multiple diffuse and polarization functions, which appeared to be very computationally ex-

pensive for this large molecule, while still having polarization functions included in its

definition. Additionally, the Merten group has shown that good VCD agreement can be ob-

tained with this basis set for dipeptides, which are very flexible molecules with several con-

formers.155 I explored the use of the semi-empirical PM6156 method for pre-optimization

prior to DFT single-point ranking, but single-point energies after PM6 optimization were

several kcal/mol higher than the single-point energies of the MM geometries, so I avoided

the use of the PM6 method.

Optimizations of 1 and 2 at the B3PW91/6-31G(2d,p) level gave a total of 11 conform-

ers for 1 and 10 conformers for 2 within a 2.0 kcal/mol window, which is a small number

of conformers similar to the low number of low-energy conformations obtained previously
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(five for each diastereomer).139 It is likely that the diterpene unit at the anomeric carbon

prevents the otherwise flexible sugar moiety from puckering, thereby limiting the ring to

one favorable chair position. Additionally, the C-3 alcohol group is pointing towards one

of the oxygens in the C-2 sulfate group, locking both into place and further limiting the

number of obtained conformers due to this favorable intermolecular interaction. This oxy-

gen also has a shorter S=O bond length, likely due to the stabilizing hydrogen bonding

interaction from the C-3 hydroxyl group.

5.3.1 VCD

The simulated VCD spectra of 1 and 2 at the B3LYP/6-311++G(2d,2p)/PCM level were

previously found to have a poor correlation to the corresponding experimental VCD spec-

trum and therefore AC could not be determined in that study.139 These previously predicted

spectra of 1 and 2 are compared with corresponding experimental spectra in Figure 5.2 and

quantitative similarities are reported in Table 5.1. The choice of frequency scale factor for

predicted spectra at B3LYP/6-311++G(2d,2p)/PCM level is not trivial, as the quantitative

Sim values are very low. If the S=O vibrations, which are clearly mispredicted, are ig-

nored then a scale factor of 0.967 appears to be appropriate based on correlation with the

weak VA bands at 1460 and 1370 cm−1. For diastereomers 1 and 2 at this level of theory,

quantitative analysis of the maximum SimVCD gives two distinct scale factors: 1.035 for

1 and 0.981 for 2. Owing to the conflicting observations, I presented the simulated spectra

in Figure 5.2 with one frequency scale factor of 1.000. The quantitative similarities be-

tween predicted and experimental spectra are quite low for both diastereomers (see Table

5.1) and this was the reason for not being able to assign the AC of Peyssonnoside A from

VCD spectra previously. This negative conclusion motivated us to explore different levels

of theory for VCD predictions.

Simulated spectra of 1 and 2 at the B3PW91/6-31G(2d,p) level and comparison with

experimental spectra are presented in Figure 5.3. The predominant difference in the two
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Table 5.1: Quantitative similarities for Peyssonnoside A at the chosen levels of theory

B3LYP/6-311++G(2d, 2p)
Compared Spectra σ SimVA MaxSimVCD SimVDF

1 and Exp. 1.035 0.62 +0.30 +0.27
2 and Exp. 0.981 0.40 +0.14 +0.23

B3PW91/6-31G(2d,2p)/PCM
1 and Exp. 0.980 0.54 +0.47 +0.42
2 and Exp. 0.989 0.70 +0.24 –0.01

B3PW91/6-311G(3df,2pd)/PCM
1 and Exp. 0.981 0.94 +0.76 +0.67
2 and Exp. 0.980 0.94 +0.27 +0.06

predicted spectra is that the positive experimental VCD bands at 1344, 1321, and 1298

cm−1 are all predicted to be negative for 2 and the band shape of the positive experimental

1177 cm−1 band is better reproduced by 1. Quantitative similarities between predicted and

experimental spectra, which are presented in Table 1, show the maximum SimVCD and

corresponding SimVDF for 1 to be greater than 0.4, but are less than 0.25 for 2, pointing

towards AC assignment of Peyssonnoside A as that of 1. However, the SimVA of 0.54

for diastereomer 1 at the scale factor of 0.980 used in Figure 5.3, is not a high enough

value, unlike those normally found for VA spectra. Visualization of the vibrations in the

simulated spectra shows that the simulated VA bands at 1253 and 1178 cm−1, as well as

the corresponding VCD bands, have significant contributions from S=O symmetric and

antisymmetric stretches, and these bands did not line up with experimental bands due to

their red-shifted positions. These mispredicted S=O stretches have little impact on the VDF

spectra, due to the high associated VA intensities.

Noting the poor agreement between the experimental and simulated VA spectra of 1

and 2 at the previous levels of theory, I hoped that f-polarization functions might improve

the predictions. However, the size of 1 and 2 makes the use of a larger basis set very

expensive, even with relatively few conformers. Despite this, I further optimized the low-

energy conformers of B3PW91/6-31G(2d,p) level (11 for 1 and 10 for 2) at the B3PW91/6-
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Figure 5.2: VDF, VCD, and VA of 1 and 2 using the B3LYP functional with the 6-
311++G(2d,2p) basis set

311G(3df,2dp)/PCM level. The relative energies of the conformers dropped significantly,

so I expanded the energy window of conformers to be optimized at the higher level of

theory to be those within 3.0 kcal/mol from the B3PW91/6-31(2d,p)/PCM level. Addition-

ally, I also optimized conformers whose single-point energies at the B3PW91/6-31(2d,p)

level were within a 5.0 kcal/mol limit, so as to ensure that no conformers were missed.

Ultimately, this process gave two additional conformations within 2.0 kcal/mol for both

diastereomers 1 and 2, for a total of 13 conformers for 1 and 12 for 2 at the B3PW91/6-

311(3df,2pd) level.

A comparison of spectra simulated at the B3PW91/6-311G(3df,2pd) level to the experi-

mental spectra of Peyssonnoside A is presented in Figure 5.4 The simulated VDF and VCD
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Figure 5.3: VDF, VCD, and VA of 1 and 2 using the B3PW91 functional with the 6-
31G(2d,p) basis set

spectra have been multiplied by 2 for better comparison with the experimental spectra. The

B3PW91/6-311G(3df,2pd) predicted S=O VA and VCD bands at 1275 and 1207 cm−1 are

now in line with corresponding experimental bands. The addition of f-polarization func-

tions gives a substantial improvement in the quantitative similarity of simulated spectra of

1 with the corresponding experimental spectra (see Table 5.1). The similarity values of

SimVA (0.94), SimVCD (0.76) and SimVCD (0.67) for 1 are among the highest similarity

values seen in the literature, giving high confidence for 1 as the AC of Peyssonnoside A.

Given that much of the VCD appears to arise from the sulfonated saccharide instead of

the rigid diterpene unit, I set out to investigate the VCD activities of the respective frag-

ments. Normally, VCD contributions from individual parts of a molecule do not necessar-
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Figure 5.4: VDF, VCD, and VA of 1 and 2 using the B3PW91 functional with the 6-
311G(3df,2pd) basis set

ily add up to the VCD spectrum of the entire molecule. However, because of the different

bond types in the diterpene and sugar units, I decided to check if VCD calculations of the

individual fragments may be a good approximation of the overall VCD spectrum.

One sugar and one diterpene fragment for each of the thirteen conformations of di-

astereomer 1 were used as the starting point. After optimization of these geometries at the

B3PW91/6-311G(3df,2pd) level, there were seven unique sugar fragments and two unique

diterpene fragments. VCD calculations were performed on these optimized geometries.

The VCD spectra of 1 and its optimized fragments are presented in Figure 5.6.

VCD contributions from the diterpene fragment are much weaker than those of the

sulfonated sugar. However, from visual inspection, there are six bands that can be identified
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Figure 5.5: The two lowest energy conformers of 1

Figure 5.6: VCD of 1 and its sugar and diterpene fragments

to originate from the diterpene fragment, and these bands are marked with an asterisk

(*) in Figure 5. These bands are (1) a shoulder at 1464 cm−1, (2) a weak (+)-band at

1325 cm−1, (3) the S=O antisymmetric (1270 cm−1) band, (4). the S=O symmetric (1234

cm−1) band, (5) a shoulder (+)-band at 1178 cm−1, and (6) a weak (–)-band at 1148 cm−1.

These bands in 1 each have a corresponding band in the experimental VCD spectrum, and

these bands are either of smaller magnitude or opposite signs in the predicted spectrum

of 2, indicating that these bands are sensitive to the stereochemistry of the rigid diterpene

fragment. Overall, the sum of VCD spectra of diterpene and sugar fragments appears to be

a reasonably good approximation to the VCD spectrum of the whole molecule.
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5.3.2 ORD

The good agreement between experimental and predicted ORD curves were one of the key

pieces of evidence for the AC assignment of Peyssonnoside A,139 so it is important that the

ORD of 1 and 2 also be computed at the same level that gives satisfactory VCD agreement

as additional evidence of the AC of Peyssonnoside A. Predicted ORD curves for both 1 and

2 at B3PW91/6-31G(2d,p) and B3PW91/6-311G(3df,2pd) levels are displayed in Figure

5.5. At both levels, the Boltzmann conformer averaged predicted ORD curves of 1 are

all negative and are all positive for the conformers of 2. Despite being diastereomers, the

ORD curves for 1 and 2 are almost mirror images. These mirror-image curves suggest that

ORD is more sensitive to the stereochemistry of the diterpene fragment, as opposed to the

saccharide fragment. The current ORD data support the AC assignment of 1, as reported

previously.139

Figure 5.7: ORD of 1 and 2

5.4 Conclusion

Previously reported VCD analysis at the B3LYP/6-311++G(2d,2p) level was unable to es-

tablish the AC of Peyssonnoside A. On the contrary, the current VCD analysis at B3PW91/6-

311G(3df,2pd) level has provided a convincing AC assignment. This stark contrast between
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the two calculations is attributed to the inclusion of f-functions in the basis set.

Overall, the large size of Peyssonnoside A makes an accurate computation of VCD fre-

quencies to be challenging. Despite its unusual structure, the dominant VCD activity for

1 and 2 arises from the monosaccharide unit instead of the rigid diterpene unit. Calcula-

tions at a higher level of theory, including f-polarization functions increase the similarity

between 1 and the experimental spectra. However, similarities at a more cost-effective,

double-ζ basis set also point towards an AC assignment of 1, despite low VA similarities

arising from characteristic red-shifting of S=O stretching vibrations. Contrary to VCD,

ORD is sensitive to the stereogenic centers of diterpene fragments. Therefore, the ORD

and VCD spectroscopies are sensitive to separate stereogenic fragments of Peyssonnoside

A, highlighting the importance of the use of multiple chiroptical spectroscopies in the stere-

ochemical analysis of complex natural product molecules.
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CHAPTER 6

Influence of Microsolvation on VCD in DMSO Solvent

The work in this chapter can be found in the Spectrochimica Acta Part A: Biomolecular and

Molecular Spectroscopy article ”Influence of microsolvation on vibrational circular dichro-

ism spectra in dimethyl sulfoxide solvent: A Bottom-Up approach using Quantum cluster

growth”.157 This work was made possible by both novel computational methods produced

by the Grimme lab in Germany and the many VCD spectroscopists who performed and

reported studies in DMSO, a frustrating solvent for such measurements.

6.1 Introduction

One common issue in molecular structure determination is self-aggregation, or the forma-

tion of dimers and other supramolecular complexes, which is very common with molecules

possessing carboxylic acids, alcohols, or other groups capable of forming favorable inter-

molecular hydrogen bonds. There are several methods in the literature for avoiding this is-

sue experimentally, such as synthesizing acetylated or sodium salt derivatives,136,158 which

require additional workup and characterization before chiroptical measurements. More re-

cently, the Merten group reported that the addition of 7-azaindole is enough to prevent the

aggregation of carboxylic acids.159

Common implicit solvation models,128 such as the Conductor-like Screening model

(COSMO),160, the Polarizable Continuum Model (PCM),129 or Truhlar’s universal SMD

model161 can account for essential long-range interactions the solute forms with the sur-

rounding solvent. For many non-hydrogen bonding solvents, such as chloroform or carbon

disulfide, an implicit solvation model, such as PCM, is a cost-effective treatment of sol-

vent effects and can provide sufficiently accurate energies and conformations for the confi-

dent interpretation of VCD spectra. These approaches are popular for their computational

tractability but do not take into consideration explicit intermolecular interactions.
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For solvents that form strong hydrogen bonding interactions with the solute (such as wa-

ter, acetonitrile, dimethyl sulfoxide (DMSO), or methanol), traditional approaches with im-

plicit solvent models usually do not adequately describe the intermolecular hydrogen bond-

ing effects between solute and solvent. Additionally, certain hydrogen-bonding solvents

can form bifurcated hydrogen bonds (DMSO for example) and form hydrogen-bonding net-

works (water for example), which further complicate conformational analysis because mul-

tiple solvent molecules and their orientations must be considered in the molecular model.

For a more accurate treatment for hydrogen-bonding solvents, it is necessary to include sol-

vent molecules in the QC model, otherwise termed an “explicit solvent” approach. Explicit

solvation, whereby short-range intermolecular interactions are incorporated into the model,

requires the use of solvent-solute clusters. These clusters can be obtained in several ways,

most commonly by performing molecular dynamics (MD) simulations in a solvent bath and

analyzing the MD snapshots, using radial distribution functions (RDFs), to empirically de-

termine how many solvent molecules are necessary for further analysis. Commonly, these

snapshots will be pruned down to desired solvent-solute clusters for QC calculations. It

is also possible to extract further information from MD simulations, such as probable sol-

vent positions, orientations, and other interaction parameters using Grid Inhomogeneous

Solvation Theory (GIST) or similar methodologies.162 I refer to the MD approaches as

“top-down”, which have the advantage that the number of interacting solvent molecules

arises naturally from simulations but require the full initial consideration of the solvent

bath.

Explicit solvent modeling is complicated for several reasons, namely (a) the genera-

tion and sampling of low-energy solute-solvent interactions is not trivial, (b) the number

of solvent molecules necessary for good agreement between VCD experiment and calcu-

lations is unknown a priori,163 and (c) QM modeling of solvent molecules increases the

computational cost and leads to difficulties in SCF convergence.

One could use ab initio MD (AIMD) approaches164,165 to compute the VCD and VROA
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spectra in solution, but AIMD calculations can be computationally demanding. One could

also treat the solute and neighboring solvent molecules at the QM level and the remainder

of the solvent molecules at a molecular mechanics (MM) level, termed QM/MM, which

is usually accomplished through an ONIOM model.166 In these QM/MM simulations, it

is also possible to represent the solvent molecules at the MM level as fluctuating charges

(FQ), termed the QM/FQ/MM approach by Cappelli and coworkers.167

Most of the above-mentioned top-down approaches were applied for calculating VCD

and VROA spectra in water solvent. Somewhere between the implicit solvent and full

AIMD approaches lies microsolvation, termed by Luber and Rieher for VROA calcula-

tions of 1,6-anhydro-β -D-glucopyranose in water,168 where three water molecules were

included to form solute-solvent clusters, and these microsolvated clusters were embedded

in water solvent using COSMO. More details on microsolvation can be found in a review

by Xu and coworkers.24

Only a limited number of applications of the abovementioned top-down and microsol-

vation approaches have appeared for other hydrogen bonding solvents. The combination of

AIMD and NVP, referred to as first principles molecular dynamics (FPMD), was applied

by Zehnacker and coworkers169 for predicting the VCD spectra of 1-indanol in DMSO sol-

vent. Explicit solvation calculations using QM/MM with a full solvent box were reported

for pantolactone in DMSO by Longhi and coworkers.170 Some microsolvation investiga-

tions used manually generated solute-solvent clusters to model essential intermolecular

interactions in DMSO and acetonitrile, typically using gas-phase equilibrium geometries

as input, especially early on when more advanced approaches were not computationally

tractable for routine chiroptical studies.7,8,171–173 A systematic and automated evaluation

of the conformational landscape for solvent-solute clusters with these solvents remains a

challenge.

In some situations, even static calculations with coordinated solvent molecules may not

provide good agreement with experimental VCD spectra, and additional sampling using
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linear transit calculations suggested by Nicu and coworkers,174 may provide better agree-

ment. It should also be noted that even in hydrogen-bonding solvents such as methanol

and acetonitrile, explicit solvation calculations are not always necessary to obtain good

agreement, despite strong solute-solvent interactions.132,163 This is evidenced especially

for larger molecules with few hydrogen-bonding groups, where the number of VCD-active

bands that are uninfluenced by solvent-solute interactions far outnumber the heavily af-

fected bands, and thus the latter appear more muted in the overall spectrum.163

This article investigates an automated bottom-up approach for microsolvation in VCD

spectra in dimethyl sulfoxide solvent and explores its applicability and limitations. For this

purpose, I evaluate the applicability of the recently developed Quantum Cluster Growth

(QCG)175 utility in the conformer–rotamer ensemble sampling tool (CREST)176 program

of xTB177 as a resource for investigating explicit solvent effect in simulated VCD spec-

tra. Although the CREST program itself has been used in the past for generating various

possible conformers for VCD calculations,22,178 I am not aware of studies using QCG

for VCD studies in DMSO solvent. While this manuscript was under preparation, an ap-

plication of QCG for the VCD spectra of β -D-glucopyranose in water179 was reported

by Xu and coworkers. The QCG utility can automatically generate solute-solvent clusters

and conformational ensembles of the microsolvated clusters through metadynamics (MTD)

simulations.180 Several other programs can generate microsolvated clusters, such as AB-

Cluster181 and AutoSolvate,182 but I were impressed with the initial performance and ease

of use of the QCG utility and have chosen to focus our efforts on its application. I focus

our efforts on molecules (Figure 1) whose experimental VCD spectra have been reported

before and some of them have been previously studied via modeling in explicit DMSO, al-

lowing us to compare the current approach to previous studies. The microsolvated clusters

generated in this work are also embedded in DMSO solvent using implicit solvation, as

was done for water solvent by others.24,168,183
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Figure 6.1: Structures of the molecules in this DMSO microsolvation study.

6.2 Methods

I performed all solute–DMSO conformational searches with the QCG utility implemented

in the CREST program. To ensure that as many conformations were sampled as possi-

ble, I performed as many as ten independent runs with a longer-than-usual metadynamics

length of 100 ps. For tartaric acid (TA) and dimethyl tartrate (DMT), additions of solvent

molecules were performed incrementally (vide infra). QCG runs for other solute molecules

(Figure 6.1) were specified to use one solvent molecule. The resulting ensembles were

combined and screened for the lowest energy clusters in a 6 kcal/mol window using the

GFN2-xTB method.184 The analytical linearized Poisson–Boltzmann (ALPB) implicit sol-

vent model185 was utilized in both the QCG runs and subsequent conformational screening.

The generated clusters were screened using a script that checks for hydrogen bonding be-

tween the DMSO solvent and solute molecule. These clusters were also manually inspected

during calculations to ensure that only hydrogen-bonded clusters were used for VCD anal-

ysis.

Initial benchmarking was performed on the QCG generated ensembles of 1-indanol

(IND)–DMSO clusters optimized with several functionals, namely B3LYP, B3PW91, M06-
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2X, and ωB97X-D functional using the 6-311++G(2d,2p) basis set and with PCM in Gaus-

sian 1683 for representing the DMSO solvent. The geometries were then filtered by Root

mean square deviation (RMSD) and VCD calculations were performed on the unique ge-

ometries. Additional linear transit (LT) calculations were performed on the ωB97X-D

optimized geometries to sample C–O–H bending motion and O–H rotatory motion about

the C–O axis, as described by Xia et al.174 Due to many low-energy conformations, only 7

steps of 1° were taken in both directions of the bending motion, and six steps of 5° for rota-

tory motion, and produced geometries with electronic energies ∼0.7 kcal/mol higher than

the parent geometries. Vibrations and VCD activities were predicted as with the low-energy

conformers, except that the imaginary mode resulting from the PES scan was projected out,

and the spectra were simulated using the low-energy conformers and the resulting LT scan

geometries.

Experimental VCD spectra for L– and D–tartaric acid were measured in DMSO-d0 on

a commercial Chiral IR instrument using a sample cell with a fixed 100 µm path length.

QCG ensemble generation was performed incrementally from one to five solvent molecules

for tartaric acid (TA). Full DFT treatment of the TA:DMSO complexes were only truly

tractable for complexes with one to four DMSO molecules and optimizations were per-

formed at the ωB97X-D/6-31G** and subsequently ωB97X-D/6-311++G(2d,2p) levels

with PCM representing the DMSO solvent.

Microsolvation calculations for pantolactone (PAN), 1-phenyl ethanol (1PE), 1-phenyl-

2-propanol (1P2P), 1-phenyl propanol (1PP), and 2-phenyl-1-propanol (2P1P), were car-

ried out as with indanol, except calculations were performed at the ωB97X-D/6-31G**

and subsequently ωB97X-D/6-311++G(2d,2p) levels with PCM representing the DMSO

solvent due to the size of the generated ensembles. All VCD calculations were performed

using DMSO-d6 (except for TA where DMSO-d0 was used) to match the experimental

spectra and the populations of the individual solute-solvent complexes were derived from

respective Gibbs energies at 298 K.
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Experimental spectra in DMSO-d6 for PAN,170 DMT,171 1PE, 1PP, 1P2P, 2P1P,9 and

IND169 were digitized from the literature using WebPlotDigitizer.186 Interpolation was

used to preserve the quality of the spectra. The quantitative measures for agreement be-

tween experimental and predicted VA, VCD, and vibrational dissymmetry factor (VDF)

spectra are obtained using the similarity indices SimVA, SimVCD, and SimVDF, as pre-

viously described.132 The range for SimVA values is from 0 to 1, while that for SimVCD

and SimVDF is from –1 to +1, with negative values indicating similarity for the VCD spec-

tra of opposite enantiomer. A minimum magnitude of 0.40 for SimVCD and SimVDF is

recommended to reliably assign the AC.

6.3 Results and Discussion

The reported experimental VA spectra are usually presented as solvent-subtracted. The ex-

perimental VCD spectra are presented either as solvent-subtracted or opposite enantiomer-

subtracted, to obtain a flat zero-VCD line. For this reason, the DMSO solvent contribution

will not normally be visible in the experimental vibrational absorption (VA) and VCD spec-

tra. The induced chirality in the solvent may show up in the experimental VCD spectra, but

the limited spectral region studied in DMSO solvents generally does not reveal such effects.

I should add that previous work by the Merten group suggests that the S=O stretching fre-

quency in organic molecules containing S=O is characteristically sensitive to the inclusion

of higher-order polarization functions in the basis set method.148 In an attempt to avoid

dealing with this issue for DMSO, I tried setting the masses of the DMSO atoms to an arbi-

trarily large number of 100 amu to isolate VCD and VA response from solute and remove

any possible interferences from mispredicted S=O stretching frequencies between methods

that may affect the solute bands via vibrational coupling. This type of heavy mass substi-

tution has been performed before in microsolvation studies of methyl lactate, whereby the

strong coupling between the vibrational modes of water and methyl lactate was avoided by

setting the masses of the atoms in the water molecule to 400 amu.187 Comparison to VCD
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calculations using DMSO-d6 and DMSO-100 (all solvent atom masses set to 100 amu)

did not show any significant deviations in the simulated VCD spectra within the narrow

DMSO-d6 window of 1100 to 1800 cm−1 when considering appropriate frequency scaling

factors. The artificial nature of Gibbs energies obtained in DMSO-100 calculations did not

allow us to do Gibbs energy weighting for spectral simulations, so herein I present only the

spectra modeled with DMSO-d6.

For visualization of geometries, I denote interaction lines to indicate hydrogen bonding

between DMSO and -OH or -COOH groups as well as weak secondary hydrogen bonding

between the methyl groups in DMSO and C=O or -OH groups. This secondary hydrogen

bonding is very weak (¡ 4 kcal/mol)188 and it is not clear from experimental evidence if

this interaction is long-lived enough to be significant in the “clusters-in-a-liquid” or similar

approaches. Other weak hydrogen bonds such as C-H...π interactions are left unlabeled.

Nevertheless, I find this description helpful in describing bifurcation, or the association of

DMSO to two separate sites in the solute, which has been previously noted in the literature

for DMSO.7 The typical CH3. . . O=C interaction is in the range of 2.4–2.6 Å, with a few as

long as 3.1 Å due to steric hindrance. The typical lengths of -OH. . . O=S interactions are

∼1.7 Å, and -COOH. . . O=S interactions are ≈1.55 Å.

6.3.1 Pantolactone

The simulated and digitized experimental VA and VCD spectra for pantolactone are pre-

sented in Figure 2, where the predicted spectra are simulated with PAN:1DMSO geometries

optimized at the ωB97XD/6-311++G(2d,2p)/PCM(DMSO) level. The agreement between

the simulated and experimental spectra is very good, with SimVA being 0.85, the SimVCD

as +0.69, and SimVDF as +0.66, which are well above the +0.40 threshold often used

for AC determination.41 The previously reported explicit solvation calculations on PAN

in DMSO by Longhi and coworkers used QM/MM with full solvent box and QM/MM

with a 4 Å solvent shell with six to eight DMSO molecules.34 No quantitative similarity
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Figure 6.2: VCD and VA spectra of (R)-pantolactone in DMSO.

analysis was performed, but qualitatively the QCG generated microsolvated clusters in the

current work better reproduce the spectra with only the added cost of one DMSO molecule

in the ensemble generation. The lowest energy geometries of 14 microsolvated clusters of

PAN:1DMSO, along with their Gibbs energy-derived populations, are presented in Figure

3. Note that DMSO can be seen to be located, both above the plane of the pantolactone

ring and away from it.

6.3.2 Tartaric Acid

The simulated and experimental VCD and VA spectra for ((S,S))-TA in DMSO-d0 are pre-

sented in Fig. 6.4. I used a uniform scale factor of 0.970 to scale the predicted frequencies

for all simulated spectra of TA. Due to the small solvent window available in undeuterated

DMSO and the relatively few bands present, I avoid emphasizing quantitative analyses to
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Figure 6.3: Lowest energy structures of (R)-pantolactone with one explicit DMSO
molecule.

describe the agreement between experimental and simulated spectra.

Three different types of cluster ensembles are identified, depending on the number of

DMSO molecules used for microsolvation. The lowest energy conformer of TA:1DMSO

clusters has hydrogen bonding between one COOH group and DMSO, instead of either

of the chiral –OH groups, indicating the necessity of including more DMSO molecules in

the sampling for solvation of the chiral alcohol groups. Filtering for TA:1DMSO clusters

where DMSO coordinates to either or both chiral alcohol groups is possible but is not

presented herein to avoid biasing against the low-energy COOH. . . DMSO conformations.

QCG calculations with four DMSO molecules yielded many clusters similar to those in

the TA:3DMSO ensemble with an extra, uncoordinated DMSO. This could be due to the

combination of the RMSD biasing potential and wall potentials used in the metadynamics

generation of cluster geometries. QCG-generated TA:4DMSO geometries that were fully

coordinated or semi-coordinated were roughly equal in energy, with 144 semi-coordinated

clusters and 266 fully coordinated clusters after manual filtering. Calculations using the

TA:4DMSO ensemble do not appear to improve VCD predictions (see Fig. 6.4) and thus

only the geometries and their Gibbs energy-derived populations for the 20 lowest energy

TA:3DMSO structures are presented in Fig. 6.5.

There are three predominant features in the experimental VCD spectrum, a (+)-band

at 1203 cm−1, a (–)-band at 1138 cm−1, and a (+)-band at 1088 cm−1, all three of which
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Figure 6.4: VCD and VA spectra of (S,S)-Tartaric Acid with 0–4 explicit DMSO molecules.

have been reported previously for tartaric acid in both DMSO-d0 and -d6.189 The exper-

imental bands at 1138 and 1088 cm−1 are reproduced for low energy conformer of each

of the three cluster ensembles, and correspond to symmetric and antisymmetric O–C–C–

O vibrations, respectively, at the chiral centers. The experimental (+)-band at 1088 cm−1

was predicted at relatively the same frequency whilst the experimental (–)-band at 1138

cm−1 was predicted with blueshifts as more explicit DMSO molecules are present. The

corresponding predicted (–)-band is closest to the experiment for the lowest energy con-

former of TA:2DMSO and TA:3DMSO cluster ensembles, although appearing 10 cm−1

above and below, respectively, the experimental frequency of 1138 cm−1. Visual inspec-

tion of the O–C–C–O stretching modes suggests that the frequency shift of the symmetric

stretch (corresponding to (–)-VCD band) may in part be due to vibrational contributions

from –COOH moieties that do not have a bound DMSO molecule, as the 1DMSO and

2DMSO clusters have strong contributions from uncoordinated –COOH groups. The low-
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Figure 6.5: Lowest-energy geometries of (S,S)-Tartaric Acid with 0–4 explicit DMSO
molecules.

est energy TA:2DMSO clusters have one uncoordinated COOH group, that is one DMSO is

coordinated to the OH groups and one DMSO is coordinated to one of the COOH groups.

3DMSO clusters have both COOH groups hydrogen bonded to one DMSO molecule each,

and the third DMSO molecule coordinates to both –OH groups at chiral centers (see Fig.

6.5). Given that the experimental symmetric O–C–C–O band appears halfway between the

predicted band in the 2DMSO and 3DMSO clusters, it is possible that the true behavior

lies somewhere in the middle and cannot be purely represented by static geometries. This

hypothesis relies on the predicted vibrations being relatively free of other sources of error,

such as frequency dependencies at the ωB97XD/6–311++G(2d,2p) level or issues arising

from the harmonic approximation, which is more likely. There are no previous calcula-

tions on TA:DMSO complexes to compare with the current outcome of QCG generated

TA:DMSO clusters.

6.3.3 Dimethyl tartrate

To further investigate the effects of microsolvation with multiple DMSO molecules, I also

simulated DMT, separately with one and two DMSO molecules. The lack of –COOH
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Figure 6.6: VCD and VA spectra of (S,S)-dimethyl tartrate with 0–2 explicit DMSO
molecules.

MaxSimVA MaxSimVCD MaxSimVDF

DMT+PCM 0.68 0.53 0.28
DMT:1DMSO 0.80 0.58 0.28
DMT:2DMSO 0.85 0.73 0.39

Table 6.1: Quantitative similarities for DMT experimental and simulated spectra

groups simplifies our analysis, as solvent coordination is more likely to take place at the

chiral –OH groups instead and I can assume that solute–solvent clusters are limited to

two DMSO molecules. For our calculations, I filtered for complexes that had hydrogen

bonding to either or both –OH groups (DMT:1DMSO) or where each –OH group had one

coordinated DMSO molecule (DMT:2DMSO). Low-energy clusters for DMT:1DMSO had

both chiral alcohols coordinated to one DMSO with some bifurcation to nearby carbonyl

or methoxy groups.

The simulated VCD and VA spectra are presented in Fig. 6.6, compared against our

experimental data.171 The lowest energy solute–solvent clusters with one and two DMSO

molecules at the ωB97XD/6–311++G(2d,2p)/PCM(DMSO) level are presented in Figs.
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Figure 6.7: Lowest energy structures of (S,S)-dimethyl tartrate with 1 explicit DMSO
molecule

6.7 and 6.8. Microsolvation with just one DMSO molecule, I see good improvement in

the prediction of VCD intensities related to the symmetric and antisymmetric O–C–C–O

vibrations as compared to calculations with only an implicit solvent model (DMT+PCM).

The overall quantitative agreement with experimental spectra improves (see Table 6.1) with

the addition of DMSO molecules.

Turning our attention to the carbonyl stretching region, for DMT in CCl4 solvent, C=O

stretching region shows only a bisignate VCD feature,171,190 no VCD bands in D2O sol-

vent,171 and a (–,+,–) triplet in DMSO-d6 solvent.171,190 A triplet was also observed for

DMT in lecithin reverse micelles.190 These differences underscore the influence of the sol-

vent environment on VCD spectra, so it is important to analyze the origin of the (–,+,–)

triplet in DMSO-d6. For the DMT+PCM spectra, the bands are composed of symmetric

and antisymmetric carbonyl vibrations. The two geometries with the largest Boltzmann-

weighted populations have the carbonyl groups either cis or trans (84% and 15% pop.),

which have also been collectively referred to as trans-COOCH3 in the literature (vide in-

fra),171 and each predicts opposite signs for the symmetric and antisymmetric vibrations,

with the higher energy trans carbonyl geometry predicting a (+,–) band and the lower en-

ergy cis carbonyl geometry predicting a (–,+) band. The lowest energy DMT+PCM ge-
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Figure 6.8: Lowest energy structures of (S,S)-dimethyl tartrate with 2 explicit DMSO
molecules

ometry has overall C2-symmetry. The carbonyl stretches have equal displacements of both

carbonyls and additional contributions from nearby C–O–H bending motions.

In the microsolvated geometries, the C=O stretching vibrations are more localized in-

stead, with minimal contributions from other motions. DMT:DMSO conformations pre-

dominantly fall into three categories: cis and trans with respect to the relative orientations

of the carbonyl groups, (which have been collectively referred to as trans-COOCH3),171

and C2-symmetric trans-H conformations. From the higher frequency side, cis carbonyl

conformations have a (–,+) bisignate, and trans carbonyl conformations have a (+,–) bisig-

nate; the higher wavenumber band corresponds to symmetric C=O vibration and the lower

wavenumber band corresponds to anti-symmetric C=O vibration. Successively microsol-

vated geometries have increasingly unequal displacements of C=O groups as well as de-

creased contributions from other motions, and the symmetric and asymmetric C=O vi-

brations become increasingly localized. The C2-symmetric clusters are found only in the

DMT:2DMSO ensemble, where the entire cluster of DMT possesses C2-symmetry.

For microsolvated DMT geometries, the symmetric vibration consistently falls at 1805

cm−1 for cis carbonyl geometry and ∼1800 cm−1 for trans carbonyl geometry whilst the
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anti-symmetric vibrations have a bit more variance. The anti-symmetric vibration falls at

∼1780 cm−1 for trans carbonyl geometry conformations, whilst it falls at ∼1796 to 1800

cm−1 for cis carbonyl geometry conformations. This may explain the (–,+,–)-triplet. In

order from left to right, labeled a, b, and c, I would have contributions to the triplet from

a: (–) from symmetric vibration of cis carbonyl geometries, (+) from symmetric vibration

of trans carbonyl geometries, (+) from anti-symmetric vibration of cis carbonyl geometry

and (+) from symmetric vibration of trans-H conformers, and c: (–) from anti-symmetric

vibration of trans carbonyl geometries.

The VCD of DMT in DMSO-d6 has been studied previously by Zhang and Polavarapu,

whereby DMT:2DMSO clusters were manually generated using low-energy rotamers of

DMT.171 A total of three groups of clusters were generated: trans-COOCH3, trans-OH,

and trans-OH, which are named based on Newman projections about the C2–C3 bond axis.

Poor agreement was obtained using population weighting by computed Gibbs energies, so

the ensemble was reweighted based on agreement with VCD and optical rotatory dispersion

(ORD) experimental data. The Gibbs energy-weighted spectrum predicted a (–,+)-bisignate

in the carbonyl stretching region and poor agreement for VA spectrum in that same region,

with no significant VCD bands reported in the remainder of the spectrum. Satisfactory

agreement was obtained using only the trans-COOCH3 and trans-H clusters with 62.5%

and 37.5% populations, respectively. I also find similar populations of about 82% and 18%

for the trans-COOCH3 and trans-H clusters, respectively, using only the Gibbs energies

that give rise to the spectrum depicted in Fig. 6.6.

6.3.4 1-Indanol

The simulated VCD and VA spectra for (S)-IND are presented in Fig. 6.9 using several

popular functionals. A summary of the similarity overlap values for each density functional

using the experimental 1100 to 1700 cm−1 region is presented in Table 6.2. The geometries

optimized with the B3PW91 and ωB97XD functionals are presented in Fig. 6.10.
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Figure 6.9: VA and VCD spectra of (S)-IND at multiple levels of theory

SimVA SimVCD SimVDF

B3LYP 0.79 0.49 0.62
B3PW91 0.79 0.54 0.64
M06-2X 0.71 0.52 0.57

ωB97-XD 0.67 0.51 0.50
ωB97-XD+LT 0.83 0.57 0.50

Table 6.2: Quantitative similarities for (S)-1-indanol experimental and simulated spectra

In a previous study173 the VCD spectrum of an IND:DMSO complex was predicted

at the B3LYP/6–311++G(2d,p) level, whereby the structures were generated by manual

addition and reorientation of the DMSO molecule about the –OH group, which after DFT

geometry optimizations resulted in ∼30 IND:1DMSO clusters. Those calculations yielded

SimVCD and SimVDF of +0.61 and +0.66, respectively, with good reproduction of the

subtle 1479–1466 cm−1 (+,–)-bisignate and many of the bands throughout the spectrum.

With our present approach, many of the functionals predict intense VCD activities in the
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Figure 6.10: Lowest energy structures of (S)-IND using the (a) ωB97XD and (b) B3PW91
functionals

1500 to 1400 cm−1 region which is not consistent with that region in the experimental

spectra. This misprediction results in overall lower SimVCD values for the same region

than for the previous manual approach.173 However, many of the VCD features in the 1100

to 1350 cm−1 region from the experimental VCD spectrum are reproduced well by the

simulated spectra. Even the weaker features at 1153 and 1131 cm−1 appear in the simulated

spectra at all levels of theory. Notably, the functionals appear to have difficulty reproducing

the 1479–1466 cm−1 (+,–)-bisignate very well, with the B3LYP and B3PW91 functionals

being the only methods to show both a (+)- and (–)-feature in that region, although the

negative band’s rotational strength is overpredicted in both levels of theory.

The ωB97XD functional, despite the overpredicted negative band at ∼1430 cm−1, per-

forms very well for the reproduction of the VCD bands in lower-wavenumber regions when

compared to the other levels of theory. The SimVCD is +0.52 at a scale factor of 0.970, de-

spite being hampered by the poor prediction of C–O–H bending modes in the 1500 to 1400

cm−1 region. B3PW91 slightly outperforms the other functionals with a SimVCD of +0.54.

In the previous study on IND in DMSO with manually generated geometries,[37] the oppo-

72



site behavior was obtained; the predictions for higher wavenumber regions were in better

agreement and lower wavenumber regions only showed moderate agreement. It is possible

that manually generated geometries reproduced the VCD spectra of IND:DMSO-d6 with a

different set of geometries.

In the current calculations, the inclusion of Grimme’s empirical dispersion D3(BJ) cor-

rections19 with the B3LYP functional did not improve overall VA or VCD agreement.

If I am to trust the QCG results, it is important to verify that sampling and identification

of low-energy IND:DMSO clusters are accurate. To explain the discrepancy between the

current and previous173 approaches I considered two possibilities: (1) IND:DMSO static

approaches may require the consideration of dynamic motions to fully describe VCD spec-

tra in DMSO solvent and (2) identification of sources for differing quantitative agreement

in the lower and higher wavenumber regions.

Figure 6.11: VA and VCD spectra of (S)-IND using LT scans along the C–O–H bond angle

Nicu and coworkers have previously reported the susceptibility of VCD calculations of
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–OH bending regions to dynamic motion—which they investigated through linear transit

(LT) scans along the –OH degrees of freedom174—and I suspected this might be a factor for

the C–O–H bending region for (S)-1-indanol. To investigate this possibility, I focused on

the lowest energy-optimized geometries at the ωB97XD/6-311++G(2d,2p)/PCM(DMSO)

level and performed LT scans to examine the regional susceptibility of the VCD spectrum

to –OH motion. The scans were conducted along two coordinates: C–O–H bending motion

and O–H rotatory motion about the C–O axis.

The simulated spectra for the ωB97XD+LT approach are shown in Fig. 6.11, just above

the experimental in DMSO-d6, along with the original ωB97XD spectra without the LT

scans from Fig. 6.9 for comparison. The band at ∼1430 cm−1 is not as intense as it was in

the original simulated spectrum, which suggests that it may be an artifact from using static

geometries, but the experimental bisignate remains unreproduced. Instead, the new VCD

spectrum contains two (–)-bands at 1480 and 1460 cm−1. Qualitatively, the VA spectra

look remarkedly similar between the experimental and the ωB97XD+LT level, and this is

reflected in the quantitative analysis. Inclusion of just C–O–H bending or O–H rotatory

motion LT scans does not improve the spectra. Only including both scans improves VCD

and VA agreement (see Table 6.2), suggesting that VCD of O–H bending region is very

susceptible to dynamic motions.

In comparing our current versus the previous approach, I see distinct differences in the

conformer geometries and populations with respect to DMSO binding positions for B3LYP

and B3PW91 versus ωB97XD. DMSO appears to bind in two different ways: (a). DMSO

and IND are approximately linearly bound and (b). DMSO is “stacked” above the plane

of the indanol ring. In our present ωB97XD calculations, stacked geometries are more

energetically favorable and contributions from linear geometries are low (see Fig. 6.10),

whereas the opposite is true for B3PW91 geometries. In the previous approach,173 linear

geometries were more favorable than stacked geometries. I went through the IND:DMSO

ensemble, separated the geometries into either linear or stacked and simulated their VCD
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separately using the B3LYP optimized geometries (see Fig. 6.12). The linear geometries

better reproduce the VA spectrum in the higher wavenumber region and mostly reproduce

the VCD bands in that region as well; the (+,–)-bisignate is predicted to be a (+)-band with

a shoulder instead. The stacked geometries better reproduce the 1000 to 1350 cm−1 region

but suffer from the same mispredictions in the C–O–H bending region as the Boltzmann-

weighted VCD spectrum with all conformers. The IND:DMSO geometries with LT scans

were able to reproduce the (–) portion of the (+,–)-bisignate, suggesting that this (+,–)-

bisignate is a result of two separate distinct ways of DMSO binding whilst the remainder

of the spectrum is better predicted with a “stacked” model. However, the favorability of

stacked geometries over linear may be due, in part, to the included empirical dispersion

correction included in the ωB97XD functional. This has also been observed by the Merten

group for chiral carboxylic acid MPAA at the B3LYP-D3(BJ) level,7 as well as by Eikås et

al. for cyclic oligopeptides at the B3LYP-D3 level.22

Figure 6.12: VA and VCD spectra of (S)-IND based on stacked vs linear geometries
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6.4 Conclusion

I systematically investigated the effects of DMSO microsolvation via the QCG protocol

within CREST on the hydrogen bonding signatures of several compounds. Investigations

for pantolactone and 1-indanol suggest that the ωB97XD functional along with a sizeable

basis set are capable of reproducing key VCD signatures. I note some issues in the repro-

duction of VCD and VA vibrations containing contribution from C–O–H bending modes

for chiral alcohols, which appear as either widening of VCD signal or spurious VCD signal,

which may be due to local dynamicity not captured in the static geometries. Additionally,

the effects of incremental DMSO solvation were explored for tartaric acid and dimethyl tar-

trate, two small molecules with two chiral centers and multiple hydrogen bonding groups.

Reproduction of the VCD signatures for TA was found to be particularly sensitive to mi-

crosolvation of the carboxylic acid groups near the chiral centers. The best agreement for

DMT was found when two DMSO molecules were coordinated to the two chiral alcohol

groups, with a good reproduction of the carbonyl stretching VCD bands. However, I did

not attempt microsolvation runs for DMT with additional DMSO molecules.

While QCG itself is very convenient for generating possible cluster ensembles, sub-

sequent optimizations and selected geometries pose challenges. The final populations of

conformers in the IND:1DMSO ensembles are sensitive to the choice of functional, which

raises doubts about whether all true low-energy conformers were included in our calcu-

lations. As seen for 1-indanol in Table 6.2 and Fig. 6.10, all investigated functionals

yielded satisfactory quantitative comparisons (Sim values greater than 0.4), but the final set

of conformers used for VCD calculations are functional dependent. Further experimental

validation is necessary to determine the true low-energy conformers. Also, I have limited

our current study to only VCD so it is not clear which set of geometries perform well for

reproducing other chiroptical spectra. Regarding the TA:1DMSO clusters, solvation of the

OH groups at chiral centers versus the COOH groups both satisfactorily reproduced the

characteristic experimental bands, which raises the question of whether VCD alone can re-
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liably conclude on the solvated geometries. As mentioned earlier, microsolvation with four

DMSO molecules became very expensive and did not improve VCD predictions beyond

those with three DMSO molecules.

Overall, the generation of microsolvated geometries via the QCG method in CREST

appears to generate reliable DMSO clusters for the quantum mechanical interpretation of

VCD spectra, at the computational cost of a semi-empirical method. It is necessary to

perform filtering of weakly bound complexes before DFT calculations, which can be ac-

complished by comparison of the distances between the S=O and hydrogen bonding groups

in the solute. Many of the original clusters generated by QCG contained non-interacting

solvent molecules, which may be due to the large amount of sampling performed for each

molecule and the metadynamics biasing potentials. Additionally, even though our QCG

generated geometries for TA satisfactorily reproduced the experimental VCD spectra in

the limited vibrational region, the same conclusion could not be obtained for three other

carboxylic acids, α-methoxyphenylacetic acid (MPAA), α-phenylpropionic acid (PPA),

and 2-phenylbutyric acid (PBA), all of which have been studied previously by the Merten

group.7,8 The formation of dimers of these acids at the concentrations used for VCD studies

is an aspect that I have not explored.
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CHAPTER 7

VOA of Ladderanoic Acid Dimers

This work relies on previous experimental studies by Dr. Jordan Johnson of our lab who

performed VROA measurements on ladderanoic acids in Poland as wella s other coworkers

who isolated these natural products.191 Inspired by Johnson’s paradoxical computational

results with monomers, I decided to investigate the utility of modeling dimers in the inter-

pretation of VCD and VROA spectra for these compounds.

7.1 Introduction

Chiroptical studies on carboxylic acid dimers are relatively few, and the majority of these

focus on VCD spectroscopy rather than on VROA. Water is the preferred solvent for

VROA, because this allows biologically-relevant molecules to be studied in their natural

environment and water is weakly Raman-active, but this solvent causes competition be-

tween the formation of solute–solvent complexes and dimers due to its strong preference

for hydrogen-bonding. Non-polar solvents such as chloroform allow for dimers to be the

predominant species in solution,7,8 but these solvents are not ideal for VROA measure-

ments due to their corresponding Raman activity. He and Polavarapu studied the formation

of dimers of α-arylpropanoic acids in chloroform solvent.192 Góbi and coworkers studied

(S)-(–)- and (R)-(+)-2-chloropropionic acid dimers in chloroform solvent.193 Kuppens et

al. studied the dimerization of (R)-(+)-tetrahydro-2-furoic acid in CDCl3 and CS2.194 The

dimerization of (–)-(1S,3R)-camphanic acid has been studied as a function of its concen-

tration in CDCl3, demonstrating that the absolute configuration of the monomeric species

could only be identified in a dilute solution.195 Xu and coworkers also investigated the for-

mation of dimers and higher-order aggregates of lactic acid in CDCl3, H2O, and CH3OH

solvents as well as the intermolecular bonding with their respective solvents.196 Rodrı́guez

Ortega et al. studied the competing prevalence of monomeric and dimeric species of (S)-
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(+)-ketoponic acid in CDCl3 and CD3CN.197 The Merten group has performed extensive

analysis of solvation effects and aggregation of chiral carboxylic acids in a variety of sol-

vents, demonstrating the utility of VCD in understanding solute–solvent complexes and

dimers.7,8 More recently, De Waele et al. studied highly fluorinated carboxylic acid dimer

contributions to VCD spectra.198 Each of these studies demonstrated the sensitivity of VCD

to the formation of these hydrogen bonding complexes, sometimes requiring the modeling

of both monomer and dimer contributions to the VCD spectrum in order to obtain good

agreement with experiment. Additionally, this sensitivity was leveraged to investigate the

solution conformations of carboxylic acids across a range of solvents with differing po-

larities. Even more impressively, Urbanová et al. were able to apply VCD spectroscopy

to investigate the supramolecular tetramer of (S)-2,2’-dimethyl-biphenyl-6,6’-dicarboxylic

acid in CDCl3 at a high concentration, obtaining good agreement between the experimental

spectra and that of the modeled tetramer.

Matrix isolation-VCD (MI-VCD) measurements can be utilized to eliminate solute–

solvent interactions from the liquid-phase and study monomeric species or even higher-

order aggregates.199 Xu and coworkers used MI-VCD to study two carboxylic acid con-

taining compounds in rare gas matrices: tetrahydro-2-furoic acid200 and lactic acid.201 The

distinction between monomeric and dimeric species was accomplished via varying the de-

position temperature—low temperatures (∼10 K) facilitate monomer deposition and higher

temperatures (∼24–30 K) facilitate the deposition of higher-order aggregates. In the case of

lactic acid deposition at higher temperatures of a 0.2 M solution, the trimeric and tetrameric

species were identified as the key contributors to the VCD spectra.201

Kaminský and coworkers studied the dimerization of lactic and malic acid using VROA

in water and VCD in D2O.202 In this work, they demonstrated that increasing the concen-

tration of the hydroxy acid had little to no effect on the experimental VROA.202 It was

also demonstrated that the double hydrogen-bonded dimers were not the most prevalent

species in water, and that the VROA was best simulated from a mixture of contributions
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from monomer and dimer spectra, which is likely due to the competing hydrogen-bonding

propensity of water.202 To the best of our knowledge, no VROA studies of carboxylic acid

dimers has been performed in other solvents whereby molecular modeling was utilized to

interpret the VROA spectra.

In 2018, the Polavarapu lab studied the VOA of naturally-occurring [5]- and [3]-ladderanoic

acids in chloroform.191 These molecules possess a rigid ladderane structure with a long

alkyl side-chain terminating with a carboxylic acid (see Figure 7.1). Polavarapu and cowork-

ers performed extensive calculations on monomers to model the VCD and VROA spectra

of these two molecules. From this study, the following observations were made:

1. Correlation between experimental and calculated VCD of monomers did not give

insight in the AC of the flexible side-chain. Some agreement was obtained for a few

VCD bands, but the correlation between experimental and calculated VA was very

poor which made this agreement untrustworthy.

2. Correlation between experimental and calculated VROA of monomers gave satisfac-

tory evidence of the AC of the flexible side-chain. Agreement between the Raman

spectra was very good, suggesting that correlations in the VROA spectra were trust-

worthy.

Figure 7.1: Structures of ladderanoic acids previously studied by VCD and VROA

Given that simulations of the VCD and VROA of these two molecules rely on the same

underlying frequency calculation, it is puzzling why such good agreement was obtained for

one chiroptical method and not the other. Since the treatment of dimers was neglected, the

leading hypothesis behind the discrepancy is that VROA is less sensitive to the formation
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of dimers than VCD. Taking into account the formation of dimers is computationally ex-

pensive due to both the inclusion of an additional molecule in the QM simulations and the

extensive conformational flexibility of the side-chains. This leads to challenges in sampling

conformational space and locating the low-energy conformers of these dimers. If VROA

is truly less sensitive to dimerization, then this would highlight the utility of VROA in the

study and AC determination of dimer-forming compounds.

In an effort to better understand the sensitivity of VROA and VCD to the formation of

dimers, I undertook extensive simulations of the dimers of the [5]-ladderanoic acid com-

pound. The [3]-ladderanoic acid has additional ring flexibility adjacent to the alkyl chain,

further increasing the conformational complexity, and so was not chosen for this work de-

spite the richer VCD spectrum.191 However, it is unclear how the modeling of these dimers

would help improve agreement between experimental and simulated VA and VCD given

the distance from the carboxylic acid group to the closest stereocenter.

7.2 Methods

Conformational searches on (R)-5LOH (5-ladderanoic acid) were performed using the

Quantum Cluster Growth (QCG) protocol175 in the CREST program,176 based on a modi-

fied procedure I have used previously to study DMSO–solute complexes.157 By specifying

(R)-5LOH as both the solute and the solvent, I hope to take advantage of the robust meta-

dynamics and fast semi-empirical methods available in CREST to sample dimers of 5LOH

(here referred to as d5LOH or ”dimers of 5LOH”). This process located 1695 d5LOH

geometries.

The geometries in the ensemble were then ranked based on single-point DFT energies at

the B3LYP/6-31+G(2d,p)/PCM(CHCl3) with and without D3(BJ) dispersion corrections.19

The geometries within the lowest 2.5 kcal/mol were then optimized at the same level. VCD

and VROA calculations were performed on geometries within the lowest 2.0 kcal/mol. Due

to the uncertainty in the entropic contribution to the Gibbs Energies for these large dimers,
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all spectra were simulated based on zero-point energies (ZPEs).

For similarity measurements between experimental and simulated VROA and Raman

spectra, the 1300 to 1200 cm−1 region was excluded from similarity calculations due to

interfering solvent absorbance.

7.3 Results and Discussion

Despite the high conformational flexibility of the 5LOH monomers, which lead to con-

sidering nearly 8,000 conformers in the initial study,191 the number of d5LOH dimers I

must initially consider is manageable. However, the large molecular size of these dimers

made optimizations of the entire ensemble prohibitive. To help located low-energy con-

formers, I elected to perform single-point optimizations and only optimize those with the

lowest energies—an approach recommended by Ruud and coworkers for large, flexible

molecules.22,154

The inclusion of empirical dispersion corrections, such as Grimme’s D318 and D3(BJ)19

models, typically leads to an overall lower agreement between experimental and simulated

VCD spectra with several examples noted in the literature.7,21–23 However, their inclusion

may have an impact for d5LOH geometries due to the size of the dimer systems. Addition-

ally, the effect of dispersion corrections for ROA is not well-understood. For these reasons

I explored the VCD and ROA with and without dispersion corrections.

7.3.1 Vibrational Circular Dichroism

The comparison between the experimental and predicted VCD spectra of 5-ladderanoic

acid and its dimers are presented in Figure 7.2. The experimental VCD spectra is quite

noisy and has very few bands present. The spectra predicted at the B3LYP/6-31+G(2d,p)

level has the highest quantitative similarity with the experimental spectra (SimVCD of

+0.45 at the scale factor used in Figure 7.2) however the spectra simulated at the B3LYP-

D3(BJ)/6-31+G(2d,p) level reproduces the intense experimental band at ∼1230 cm−1 de-

spite the lower overall SimVCD of +0.24. Irregardless, the quantitative SimVA for both sim-
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ulated spectra are quite high, 0.83 for the B3LYP spectra and 0.78 for the B3LYP-D3(BJ)

spectra, which are indicative of the better correspondence between the experimental and

simulated VA spectra of dimers than for that of monomers predicted previously.191

Figure 7.2: VCD of dimers of 5-ladderanoic acid

7.3.2 Vibrational Raman Optical Activity

The comparison between the experimental and predicted VROA spectra of 5-ladderanoic

acid and its dimers are presented in Figure 7.3. The quantitative SimRaman for both levels

of theory are quite low, about 0.6, despite good correspondence between experimental and

simulated Raman bands. This is likely because of differing optimal scale factors for the low

wavenumber bands (<1200 cm−1) and higher wavenumber bands (>1200 cm−1) leading

to only a mediocre SimRaman. This issue is also reflected in the SimROA, which are +0.20

or less for both levels of theory. Despite this low quantitative similarity, there is good
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correspondence between the experimental and calculated bands at the B3LYP-D3(BJ) level

of theory until ∼1000 cm−1.

Figure 7.3: VROA of dimers of 5-ladderanoic acid

7.4 Conclusion

In this study, I have studied the dimerization of a flexible molecule using VCD and VROA

spectroscopy. By modeling the dimers and exploring their conformational landscape, I

gained insight into the comparative sensitivities of VCD and VROA to the formation of

these dimers. I see good improvement in the VCD spectra of dimers as compared to

monomers. This effect is not as noticeable in the VROA spectra, as good agreement is

obtained with either monomer or dimer spectra. This highlights the potential utility of

VROA to investigate dimer-forming compounds, without the added computational cost of

modeling dimers. However, more VROA studies need to be performed of aggregating sys-
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tems in non-polar solvents, such as chloroform, in order for these differing sensitivities to

be confirmed.
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CHAPTER 8

Rayleigh Optical Activity: AC Determination and the Influence of Conformational

Distribution of Low-energy Conformers

Comparisons with experimental results presented herein are only possible due to recent,

monumental efforts to overcome obstacles in the measurement of Rayleigh Optical Activity

by our collaborators at the University of Strathclyde: Emmanouil Alexakis, Dr. Lewis

MacKenzie, Dr. Aidan Arnold, and Dr. Robert Cameron. I thank them for allowing me to

use their preliminary experimental RayOA data in this chapter.

8.1 Introduction

Up to this point, I have mainly discussed chiroptical methods that are very sensitive to con-

formational changes and intermolecular interactions. This allows chiroptical techniques to

study these very effects, but require extensive conformational analysis to ensure that these

effects are properly accounted for in the molecular model, otherwise correlations with ex-

perimental data will not be sufficient. As I have shown in Chapters 4 and 6, conformational

flexibility and solute-solvent interactions can quickly become expensive and even inhibit a

proper AC assignment. Herein, I expand on previous calculations related to Rayleigh Opti-

cal Activity203 by exploring its sensitivity to conformational flexibility and intermolecular

interactions as compared to other chiroptical spectroscopies.

The optical rotation (OR) of a molecule is directly proportional to the trace of the

electric-dipole–magnetic-dipole polarizability tensor ω−1G′
αβ

. The trace contains two el-

ements of the same sign and a third, larger element of the opposite sign, leading to a near

cancellation of the terms used to predict the OR. As a result, any effects that slightly change

the diagonal elements of ω−1G′
αβ

can lead to an inversion of the OR. This leads to diffi-

culties in correctly predicting the sign of OR through computation, as the near cancellation

of terms is further complicated by the near cancellation of OR contributions from different
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conformations in the molecular ensemble. Additional issues arise when attempting to com-

pute small OR values, as predictions can often be off by an order of magnitude or worse.

Remedying this often requires calculations at a much higher level of theory, so as to com-

pute the ω−1G′
αβ

tensor elements with greater accuracy. Another possibility is to extract

other stereochemical information from the ω−1G′
αβ

tensor. The theoretical formulation of

Rayleigh Optical Activity (RayOA) was originally proposed in 1971 by Barron and Buck-

ingham but has not been experimentally reported to-date. For both OR and RayOA, the

elements of the electric-dipole–magnetic-dipole polarizability tensor ω−1G′
αβ

tensor are

utilized, however, RayOA relies on contributions from all of the elements of ω−1G′
αβ

in-

stead of just the trace. Zuber et al. showed that the computed RayOA of some model

molecules was insensitive to the level of theory used, even using low-level Hartree–Fock

calculations, while the OR was inconsistently predicted across several levels of theory.203

The magnitude of RayOA arises from the isotropic and anisotropic RayOA invariants in

conjunction with the electric-dipole–electric-dipole polarizability tensor ααβ , the electric-

dipole–magnetic-dipole polarizability tensor ω−1G′
αβ

, and the rank-3 electric-dipole–electric-

quadrupole polarizability tensor Aαβγ . RayOA is defined as the intensity difference of

Rayleigh scattered light from either the incident left- and right-circularly polarized (ICP),

or in the scattered right- and left-circularly polarized light (SCP), or both (dual circular

polarization or DCP). Each of these polarization schemes measure different linear combi-

nations of the RayOA tensor invariants.

The frequency dependent electric-dipole–electric-dipole polarizability tensor ααβ (ω)

is given as

ααβ (ω) = ∑
m ̸=n

2ωmnµα,nmµβ ,mn

ℏ(ω2
mn −ω2)

(8.1)

where µ̂α is the electric-dipole moment operator, µα,nm = ⟨ψ0
m|µ̂α |ψ0

n ⟩, ωmn is the tran-

sition frequency between states m and n; ω is the frequency of incident light; ℏ = h/2π;

with h representing Planck’s constant. In the approximation of ωmn >> ω , the dynamic
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electric-dipole–electric-dipole polarizability, ααβ (ω), can be reduced,

ααβ (ω)≈ ∑
m ̸=n

2µα,nmµβ ,mn

ℏωmn
= ∑

m ̸=n

2µα,nmµβ ,mn

E0
m −E0

n
= ααβ (8.2)

where ℏωmn = E0
m −E0

n .

The induced electric-dipole moment, µα , magnetic dipole moment, mα , and the quadrupole

moment Θαβ , arising from the electric field FFF , magnetic field BBB and their time derivatives

are given as52,204

µα = µ
0
α +Gαβ Fβ +ω

−1G′
αβ

Ḃβ + . . . (8.3)

mα = m0
α +Gαβ Fβ −ω

−1G′
αβ

Ḟβ + . . . (8.4)

Θαβ = Θ
0
αβ

+AαβγFγ (8.5)

where Gαβ and ω−1G′
αβ

are, respectively, the real and imaginary parts of the electric-

dipole–magnetic-dipole polarizability tensor, and Aαβγ is the electric-dipole–electric-quadrupole

polarizability tensor.

The dynamic electric-dipole–magnetic-dipole polarizability, ω−1G′
αβ

, is given as

ω
−1G′

αβ
=− ∑

m̸=n

2Im{µα,nmmβ ,mn}
ℏ(ω2

mn −ω2)
(8.6)

and the electric-dipole–electric-quadrupole polarizability tensor, Aαβγ , is given as

Aαβγ =
4π

h ∑
n̸=m

ωmn

ω2
mn −ω2 Re{⟨ψ0

n |µ̂α |ψ0
m⟩⟨ψ0

m|Θ̂βγ |ψ0
n ⟩} (8.7)

where µ̂α and Θ̂βγ represent the electric-dipole and electric-quadrupole moment opera-

tors, respectively. The tensor elements of ααβ , ω−1G′
αβ

, and Aαβγ are calculated using

Gaussian 16.83

Rayleigh optical activity (RayOA) is determined by several tensor invariants of the ααβ ,
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ω−1G′
αβ

, and Aαβγ tensors. The mean, ᾱ2, and the anisotropy, β 2, of the electric-dipole–

electric-dipole polarizability tensor ααβ are

ᾱ
2 =

1
9

(
αxx +αyy +αzz

)
(8.8)

β
2 =

1
2

{(
αxx −αyy

)2

+

(
αxx −αzz

)2

+

(
αyy −αzz

)2

+6
[

α
2
xy +α

2
xz +α

2
yz

]}
(8.9)

The three RayOA invariants are

αG′ =
1
2

(
αxx +αyy +αzz

)(
G′

xx +G′
yy +G′

zz

)
(8.10)

γ
2 =

1
2

{(
αxx −αyy

)(
G′

xx −G′
yy

)
+

(
αxx −αzz

)(
G′

xx −G′
zz

)
+

(
αyy −αzz

)(
G′

yy −G′
zz

)
+3

[
αxy

(
G′

xy +G′
yx

)
+αxz

(
G′

zx +G′
xz

)
αyz

(
G′

yz +G′
zy

)]} (8.11)

δ
2 =

1
2

[(
αyy −αxx

)
Axyz +

(
αxx −αzz

)
Ayxz +

(
αyy −αzz

)
Axyz

+αxy

(
Ayyz −Azyy +Azxx −Axxz

)
+αxz

(
Ayzz −Azyz +Axxy −Ayxx

)
+αyz

(
Azxz −Axzz +Axyy −Ayxy

)]
(8.12)

To eliminate the dependence on the incident laser intensity, associated constants and

instrumental parameters, it is customary to report dimensionless circular intensity differ-

entials (CID), ∆, as the ratio of the circular intensity difference, Iγ

α − Iδ

β
, to the circular

intensity sum, Iγ

α + Iδ

β
, where superscripts indicate the polarization of the incident laser

light and subscripts indicate that of the scattered light.

∆ =
Iγ

α − Iδ

β

Iγ

α + Iδ

β

(8.13)
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The appropriate expressions for CIDs depend entirely upon on the instrumental polar-

ization scheme.6,52,205 In this work, I focus on the 90° scattered circular polarization (SCP)

geometry. For input laser light propagating in the z-direction and right-angle scattered light

propagating in the y-direction, the relevant expression for the CID is

∆ =
Iy
R − Iy

L
Iy
R + Iy

L
=

16
3

(2π

λ

)
(3ω−1γ2 −ω−1δ 2)

8β 2 . (8.14)

In Eq. 8.14, superscript y represents input linear polarization in the right-angle scat-

tering plane and subscripts R and L represent, respectively, the right- and left-circularly

polarized scattered light components.

Note that the depolarized 90◦ incident circular polarization (ICP) geometry monitoring

the z-polarized scattered light has the same expression for ∆ as Eq. 8.14. That is,

∆ =
IR
z − IL

z

IR
z + IL

z
=

Iy
R − Iy

L
Iy
R + Iy

L
.

In the expression provided for ∆, the numerator is proportional to Rayleigh optical

activity, while the denominator is proportional to the corresponding Rayleigh activity.

The expressions I have provided for the Rayleigh activity and RayOA are analogous

to those for Raman and VROA, where Raman and VROA expressions have corresponding

normal coordinate derivatives of the electric-dipole polarizability tensors (
∂ααβ

∂Qk
, ω−1 ∂G′

αβ

∂Qk
,

and
∂Aαβγ

∂Qk
). Accurate computations of these tensor elements remains a practical challenge

in the application of VROA due to the basis set sensitivity introduced by these derivatives.

This sometimes requires that the basis set used for the estimation of the Raman and VROA

tensors contains additional diffuse functions relative to the basis set used for the geometry

optimization and subsequent frequency calculation.206

In this chapter, I will investigate the robustness of RayOA as a chiroptical technique

through the comparison of experimental and theoretical results for three compounds: α-

pinene, α-longipinene, and fluoxetine. I will also explore several other compounds for

90



which experimental data is not available in order to better understand the sensitivity of

RayOA to chirality, conformational flexibility, and intermolecular interactions. These com-

pounds are presented in Figure 8.1.

8.2 Methods

Hydrogen peroxide was chosen as a test molecule to examine the relationship between the

axial chirality of the H–O–O–H dihedral angle and RayOA. A relaxed scan was performed

from –180◦ to +180◦ of the H–O–O–H dihedral angle in steps of 10◦ at the B3PW91/6-

311++G(2d,p) level in the gas-phase. The RayOA and OR of hydrogen peroxide at 532 nm

was computed at the same level. Additional relaxed scans were performed on biphenyl and

binaphthalene (BINAP) and corresponding RayOA and OR were computed the B3PW91/6-

31+G(2d,p) DFT level.

The RayOA of (1S,2R,7R,8R)-(+)-α-longipinene and the enantiomers of α-pinene

was measured as neat liquids. The enantiomers of fluoxetine was measured in methanol.

Because the OR of fluoxetine enantiomers depends upon on the solvent used in the mea-

surement,207 and the AC of the samples is known, I herein instead refer to the AC for

experimental measurements in methanol.

For (1S,2R,7R,8R)-α-longipinene and (R)-fluoxetine, a systematic conformational search

was performed in Conflex80 using the MMFF94s force field and a search limit of 20 kcal/-

mol. This process located four conformations for (1S,2R,7R,8R)-α-longipinene and 351

conformations for (R)-fluoxetine. Due to difficulties Conflex had in maintaining the stere-

ochemistry of L-chiro-inositol during the conformational search, I performed a search with

Pcmodel 10.0 (GMMX search algorithm)150 at the molecular mechanics (MM) level with

20 kcal/mol search limits. This process located 30 conformers of L-chiro-inositol. No

such conformational analysis was undertaken for α-pinene or β -pinene, as these are small,

rigid molecules with only one conformation each. Instead, the B3LYP/6-311G(d,p) op-

timized geometry for α-pinene, β -pinene, and [5]helicene were taken from the OR45
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benchmark.208 These molecules and their stereochemistries are presented in Figure 8.1.

Experimental data is not provided for all molecules.

Figure 8.1: Structures of the molecules used in this RayOA study.

For α-pinene and β -pinene, the RayOA and OR at 532 nm were computed at the

B3PW91, B3LYP, CAM-B3LYP, LC-wHPBE, and M06-2X levels of theory using the pre-

viously optimized geometry208 with the aug-cc-pVTZ basis set. The conformers for α-

longipinene could be divided into two sets based on the orientation of the seven-membered

ring: two low-energy chair conformations (C1 and C2) and two higher-energy (∼8.5 kcal/-

mol) boat conformations (C3 and C4). All four conformations were initially optimized

at the B3PW91/6-31+G(2d,p) and then at the B3PW91/6-311++G(2d,p) levels in the gas-
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phase. Relevant quantities for OR and RayOA were then computed at the final level using

an input wavelength of 532 nm.

The conformational ensemble of fluoxetine was optimized using the B3PW91 and M06-

2X functionals with the 6-31+G(2d,p) basis set. A Polarizable Continuum Model (PCM)

represented the methanol solvent used in the experimental measurements. The ensembles

were then filtered for unique conformations and re-optimized at the same level of theory

with Grimme’s empirical D3(BJ) dispersion corrections for B3PW91 and the D3 dispersion

corrections for M06-2X. This resulted in 234 and 212 unique conformations at the B3PW91

and B3PW91-D3(BJ) levels, respectively, and 208 and 201 conformers at the M06-2X and

M06-2X-D3 levels of theory. The relevant quantities for OR and RayOA were computed

for all conformers in the four ensembles. The lowest energy conformers within 2 kcal/mol

in all four ensembles were then re-optimized using the 6-311++G(2d,p) basis set and the

tensors were computed at the same level using an input wavelength at 532 nm. OR and

RayOA values are reported based on Boltzmann averaging using electronic energies.

A conformational search of (R)-(+)-[VCD(–)984]-4-ethyl-4-methyloctane was performed

with Pcmodel 10.0 (GMMX search algorithm)150 with a 20 kcal/mol search limit. This lo-

cated 505 conformers. The ensemble was optimized at the B3PW91/6-31+G(2d,p) level

without PCM. Polarizability tensors were computed for conformers in the lowest 4.0 kcal/-

mol based on electronic energies (141 conformers) using an incident wavelength of 532

nm. OR and RayOA values are reported based on Boltzmann averaging using electronic

energies.

Conformational searches for tartaric acid and dimethyl-tartrate solute–solvent clusters

were reported previously.157 Tartaric acid ensembles ranged from 0–4 explicit solvent

molecules and dimethyl tartrate ensembles ranged from 0–2 solvent molecules. Polariz-

ability tensors were computed for all reported geometries using an incident wavelength of

532 nm at the ωB97X-D/6-311++G(2d,2p) level with PCM representing the bulk DMSO

solvent, which is the same level that geometry optimizations and frequency calculations
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were originally performed. OR and RayOA values are reported based on Boltzmann aver-

aging using zero-point energies.

8.3 Results and Discussion

Hydrogen peroxide does not posses a chiral center, but can have Ra or Sa axial chirality

due to atropisomerism, or hindered rotation, about on the H–O–O–H dihedral angle. While

the rotational energy barrier is too low for these atropisomers to be isolable, we can get

an estimation of the expected RayOA for achiral molecules in a chiral orientation. A plot

comparing the OR and RayOA along a relaxed scan of the H–O–O–H dihedral angle is

presented in Figure 8.2. Here, hydrogen peroxide has Sa chirality when the dihedral angle

is between –180 and 0◦, and has Ra chirality when the dihedral angles is between 0 and

+180◦. Notably, the calculated OR flips signs three times for the Sa atropisomer while

the RayOA retains a consistent sign, only switching sign when the chirality is reversed.

The computed magnitudes of the OR are also quite high, reaching +/–200 deg cm3/(g dm)

close to the dihedral angles where the electronic energies are at a minimum. Meanwhile,

the computed magnitude of RayOA almost reaches 3× 10−4. Overall, this suggests that

RayOA is uniquely descriptive of the axial chirality of hydrogen peroxide.

Figure 8.2: Comparison of OR and RayOA based on the H–O–O–H dihedral angle of
hydrogen peroxide at the B3PW91/6-311++G(2d,p) level in the gas-phase. Geometries
were obtained from a relaxed scan of the peroxide dihedral angle.
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In 1974, Barron and Buckingham proposed a simple two-group model for Rayleigh and

Raman Optical Activity CIDs assuming two neutral, optically inactive groups possessing at

least three-fold or higher principal rotation axis separated by a bond or some distance, R.209

This model has the advantage of not relying on molecular polarizabilities or other quantum

mechanical information for the 90-degree SCP scattering geometry. The RayOA and ROA

CID generalized two-group (G2G) model was also presented in 1977,210 and the ROA

model was reformulated in 1979 by Polavarapu under the atom-dipole interaction (ADI)

model.211 The ADI model is a classical model that builds the polarizability tensors using

spherical atomic polarizabilities and the dipolar interactions between atoms. These models

were originally formulated for VROA spectroscopy, which suffers from computational is-

sues associating with obtaining normal coordinate derivatives of the relevant polarizability

tensors. These models have garnered limited attention since their formulation. However,

if these simpler models are capable of serving as a computationally efficient means for

computing RayOA CIDs, which does not require normal coordinate derivatives, then that

would be advantageous for AC determination by RayOA.

For the 90-degree depolarized ICP scattering geometry, the formula for the RayOA CID

in Barron’s two-group model is of the form

∆z =
2πRsin(2θ)

λ (5+3cos(2θ))

where θ is the dihedral angle between the two groups and λ is the wavelength of the

incident light. This same equation also applies for 90-degree SCP geometry with input

linear polarization in the scattering plane. The validity of this simple model as compared

to quantum chemical approaches has yet to be reported on, and so I chose to investigate

this in detail using biphenyl, where the phenyl rings have C6 principal rotation axes, as a

test molecule for this model. Overall, results obtained from the two-group model and DFT

calculations agree well with 2θ dependence (see Figure 8.3). However, when this same

95



equation was applied to H2O2, the RayOA varied as a function of θ and not 2θ (see Figure

8.4).

Figure 8.3: Comparison of OR and RayOA based on the biphenyl dihedral angle in a re-
laxed scan at the B3PW91/6-31+G(2d,p) level. In red is the RayOA obtained from Barron’s
two-group model. Geometries were obtained from a relaxed scan of the biphenyl dihedral
angle.

I was able to implement the ADI model as described by Polavarapu211 to compute the

polarizability tensors necessary for RayOA. This implementation relied on spherical atomic

polarizabilities reported by Applequist which are fitted to available experimental data,212

but atomic polarizabilities have been reported more recently by Litman et al. which are fit-

ted to computed molecular polarizabilities at the CCSD level.213 These data are presented

in Figure 8.4. Only the ADI model captures the dependence of the sign of RayOA CIDs

as a function of the H–O–O–H dihedral but the ADI model also overpredicts the magni-

tude of the RayOA CIDs. The O–H groups in H2O2 do not satisfy the minimum three-fold

symmetry requirements for Barron’s simple two-group model, which may explain the lack

of agreement between the two-group model predictions and DFT calculations. It is also

important to note that the atomic polarizabilities reported by Applequist and Litman et al.

vary significantly for the same atom types, with the presented data utilizing Applequist’s

atomic polarizabilities. If the atomic polarizabilities reported by Litman et al. are used

instead,213 the dependency on the H–O–O–H dihedral angle resembles that of Barron’s
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two-group model, indicating the sensitivity of the ADI model to the chosen atomic spheri-

cal polarizabilities.

Figure 8.4: Comparison of RayOA computed by DFT methods and by classical two-group
model (left) and ADI models for H2O2 (right).

The OR and RayOA of BINAP geometries along a relaxed scan of the naphthalene

dihedral angles are presented in Figure 8.5. The data points between –60◦ and +60◦ are un-

reliable as one of the naphthalene subunits bent out-of-plane to avoid unfavorable steric

interactions between the C2 and C2’ hydrogen atoms, which results in an asymmetric

RayOA curve. However, Barron’s two-group model captures the dependency of RayOA

on the naphthalene dihedral angle. It is important to note that the naphthalene subunits

have C2 principal rotation axes and do not meet the three-fold axis requirement of Barron’s

two-group model, despite the good agreement with the computed DFT CIDs. In summary,

predictions from Barron’s two-group model appear to match DFT predictions for groups

satisfying minimum three-fold rotational axis symmetry (in the case of biphenyl) and also

for groups not satisfying minimum three-fold rotational axis symmetry (in the case of BI-

NAP). However, Barron’s two-group model does not agree with DFT predictions for H2O2

, where O–H groups do not satisfy the minimum three-fold rotational axis symmetry.

α-longipinene displays the largest magnitude of RayOA among the three molecules

for which experimental data is available, which is on the upper-end of what is typically
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Figure 8.5: Comparison of OR and RayOA at the B3PW91/6-31+G(2d,p) level based on
the BINAP dihedral angle. In red is the RayOA obtained from Barron’s two-group model.
Geometries were obtained from a relaxed scan of the dihedral angle.

Table 8.1: Experimental RayOA of several enantiopure samples

Experimental RayOA (×10−4)
(+)-α-pinene –4.5 ±0.3
(–)-α-pinene +4.5 ±0.5
(+)-α-longipinene +22 ±3
(S)-fluoxetine –9.1 ±2.5
(R)-fluoxetine +6.0 ±1.8

expected from molecules (∼ 10−4 − 10−3). Fluoxetine enantiomers also display a large

magnitude of RayOA, with low enough error that there is good confidence in the sign of

each enantiomer. These two molecules were measured with an early version of an RayOA

spectrometer and so the data are noisy and there is not good confidence in the experimental

magnitudes of the presented CIDs. For α-pinene, the experimental error is quite small rel-

ative to the experimental values owing to an update version of the RayOA instrumentation,

and mirror-image RayOA values are obtained for enantiomers.

α-pinene only has one conformer, making it a good example by which to explore the

effect of different levels of theory on RayOA and agreement with experimental spectra. I

chose several popular functionals for studying the relationship between OR and RayOA and
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the computed values are presented in Table 8.2. Here I am predicting the OR and RayOA at

multiple levels of theory using the same geometry, allowing us to examine the influence of

the chosen DFT functional without a dependency on differences between structures opti-

mized at different levels of theory. There is remarkable consistency in the predicted RayOA

of α-pinene, in regards to both the sign and magnitude of RayOA, but only the sign of OR

is consistent.

Similarly to α-pinene, β -pinene serves as another example to investigate the robustness

of RayOA at multiple levels of theory. β -pinene is a problematic case for OR calculations

as the sign, and sometimes magnitude, of calculated OR fail to correlate well with ex-

perimental OR at 589 nm.208 Indeed, there is significant variance in the computed OR of

β -pinene across the levels of theory I have chosen, with the LC-wHPBE level predicting

an opposite sign to the other levels of theory.

Figure 8.6: The four conformations of α-longipinene. Hydrogens are omitted for clarity

The four conformations of α-longipinene all display the same sign of RayOA, varying

in magnitude between ∼2–8×10−4 (Table 8.2). The OR flips sign between each conformer,

with C1 and C3 being negative and C2 and C4 being positive (see Figure 8.6 for depic-

tions of the conformations). Conformers C3 and C4 are significantly higher in energy
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Table 8.2: RayOA and OR of α-pinene and conformers of α-longipinene at several levels
of theory

RayOA (×10−4)
B3PW91 B3LYP CAM-B3LYP LC-wHPBE M06-2X

α-pinene –3.56 –3.68 –3.84 –3.76 –3.66
β -pinene –2.11 –2.11 –2.02 –2.15 –2.36
α-longipinene: C1 –1.89 –2.07
α-longipinene: C2 –7.87 –8.54
α-longipinene: C3 –3.86 –3.99
α-longipinene: C4 –5.86 –6.46

OR
B3PW91 B3LYP CAM-B3LYP LC-wHPBE M06-2X

α-pinene +67.39 +56.06 +73.98 +85.79 +74.73
β -pinene +27.53 +36.35 +12.46 –10.73 11.08
α-longipinene: C1 –33.59 –51.93
α-longipinene: C2 +33.48 +27.42
α-longipinene: C3 –49.11 –56.21
α-longipinene: C4 +22.55 +5.64

(∼8.5 kcal/mol) which means that the Boltzmann-averaged OR relies on the both the en-

ergy difference between C1 and C2, which is quite small (∼0.16 kcal/mol), and accurate

predictions of OR for each conformer. For C1, the OR at the CAM-B3LYP level is ∼50%

greater than that at the B3PW91 level.

Fluoxetine serves as a good case study for further exploring the influence of confor-

mation on RayOA. As I have seen for α-longipinene, which had limited conformational

flexibility, RayOA between conformers appears to change in magnitude but not in sign

while OR varies drastically. With an initial 351 conformations to consider, I can properly

explore the variance of RayOA in terms of conformational flexibility.

The Boltzmann-averaged RayOA for fluoxetine, which are presented in Table 8.3, are

consistent across all four levels of theory. Notably, the inclusion of empirical dispersion
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Table 8.3: Boltzmann-averaged RayOA and OR for (R)-fluoxetine

6-31+G(2d,p) 6-311++G(2d,p)
functional OR RayOA (×10−4) OR RayOA (×10−4)
B3PW91 +16.3 +16.3 +4.8 +17.3
B3PW91-D3B(J) –66.6 +16.6 –80.5 +17.9
M06-2X –74.2 +18.4 –79.3 +18.1
M06-2X-D3 –76.2 +17.5 –81.2 +18.1

Figure 8.7: Comparison of OR and RayOA of conformers of fluoxetine based on electronic
energies at the B3PW91/6-31+G(2d,p) level.

corrections considerably changes the distribution of low-energy conformers using either the

B3PW91 or M06-2X functionals. The Boltzmann-averaged OR are consistent across the

M06-2X and M06-2X-D3 levels but are not consistent between the B3PW91 and B3PW91-

D3 levels of theory.

While I did not measure the OR of (R)-fluoxetine at 532 nm, the specific rotation of (S)-

fluoxetine at 589 nm is reported to be +1.60 ◦ in methanol solvent.207 With the exception

of B3PW91 without dispersion corrections, the sign of OR agrees with experiment but the

magnitude is over-predicted.

A closer examination of the OR and RayOA values for all conformers at the B3PW91/6-

31+G(2d,p) level (Figure 8.7) shows that the sign of RayOA remains consistent until ∼5
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kcal/mol, after which the RayOA begins to flip between positive and negative values of

approximately the same magnitude.

It is important to note that the calculation to obtain the quantities necessary for RayOA

is relatively simple, and that the optimization of the entire conformational ensemble re-

mains the largest obstacle in obtaining a Boltzmann-averaged CID. If RayOA is truly less

sensitive to conformational flexibility or subtle changes in geometry, as reported by Zuber

et al.,203 then it is worth asking if the geometry optimizations I performed were necessary

to obtain an accurate RayOA CID. To test this, I performed single-point calculations on

the unoptimized 351 conformers of fluoxetine located from a systematic conformational

search at the B3PW91/6-31+G(2d,p) level with PCM representing the methanol solvent.

This process also computed the quantities necessary to compute the RayOA invariants and

obtain CIDs for all unoptimized geometries in the ensemble. The single-point energies

and final electronic energies after optimization are generally considered to correlate well,

and ranking geometries by single-point energies is a viable strategy to locate low-energy

conformers.22,154 Boltzmann-averaging based on the single-point electronic energies gives

a CID of +6.7×10−4, which falls within the experimental CID but is approximately half

of the CID obtained after geometry optimizations. Additionally the RayOA CIDs of indi-

vidual conformers follows the same trend as in Figure 8.7, where the RayOA does not flip

sign until ∼ 3kcal/mol. This agreement using the unoptimized geometries demonstrates

the robustness RayOA as a computed property.

As an additional test case for the effect of conformational flexibility on RayOA, I also

modeled a common, optically active saccharide L-chiro-inositol in implicit solvation of wa-

ter. The conformational mobility of the saccharide ring, coupled with the hydrogen bonding

groups present at each carbon stereocenter makes L-chiro-inositol difficult to study with

chiroptical methods such as VCD and VROA. A similar saccharide, β -D-glucopyranose,

required the inclusion of eight explicit water molecules for optimal agreement with experi-

mental VCD spectra.179 Explicit solvation’s influence on chiroptical properties is two-fold:
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Table 8.4: Boltzmann-averaged RayOA and OR for L-chiro-inositol with PCM represent-
ing water

Electronic Energies Gibbs Energies
functional OR RayOA (×10−4) OR RayOA (×10−4)
B3PW91 +6.14 –1.14 –31.0 –1.39
B3PW91-D3B(J) +58.62 –0.30 –22.4 –1.10
M06-2X +22.48 –1.43 –31.7 –2.27
M06-2X-D3 +71.39 +0.51 –8.4 –1.16

solvent molecules can (1) alter the computed chiroptical properties through the formation of

solute–solvent complexes via favorable intermolecular interactions and (2) bias or stabilize

the energies of certain conformers, thus altering the relative energies of conformers which

affects the Boltzmann averaging of chiroptical properties. As an additional investigation,

I also performed polarizability tensor calculations on tartaric acid and dimethyl-tartrate

with implicit and explicit DMSO, which I presented in Chapter 6, in order to examine how

sensitive the Boltzmann-averaged RayOA is to solvation effects.

Table 8.4 presents the Boltzmann-averaged OR and RayOA values for L-chiro-inositol.

Here, I use both electronic and Gibbs free energies to explore influences of conformational

energy distributions on the Boltzmann-averaged RayOA. With only 30 conformations in

the initial ensemble, the frequency calculations required for computing Gibbs energies are

more tractable than with (R)-fluoxetine’s larger ensemble. The choice of energies has a sig-

nificant effect on the Boltzmann-averaged OR, with positive values being predicted with

electronic energies and negative values being predicted with Gibbs energies. Variance in

the predicted OR magnitudes are also quite high. Unlike with the RayOA CIDs for fluox-

etine, we see for the first time a change in sign of the Boltzmann-averaged RayOA when

electronic energies are used at the M06-2X-D3 level.

To further explore the sensitivity of RayOA to the formation of intermolecular interac-

tions, we will investigate the predicted RayOA of tartaric acid (TA) and dimethyltartrate
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(DMT) in DMSO solvent. As discussed in Chapter 6, the modeling of these intermolec-

ular interaction via the inclusion of explicit solvent molecules is crucial for reproducing

the VCD spectra in DMSO. The Boltzmann-averaged OR and RayOA of DMT and TA

are presented in Table 8.5. Due to potential issues with accurate entropic contributions of

low-frequency vibrational modes of solute–solvent complexes, I chose to use ZPEs instead

of Gibbs thermal energies.

For DMT, there is little variation in the predicted OR if either electronic or Gibbs en-

ergies are used. The sign of RayOA is also consistent across both choices, with the DMT-

PCM and DMT-2DMSO ensembles agreeing well in magnitude. If the CID is computed for

individual solute–solvent clusters, I note that the sign is very consistent across the DMT-

1DMSO and DMT-2DMSO ensembles, with each having three and two clusters that are in

opposite sign to that of the final Boltzmann-averaged RayOA CID.

For TA, choosing to Boltzmann-average based on electronic or Gibbs energies has a

drastic effect on the predicted OR. The shift in populations causes a sign change in both the

TA-1DMSO and the TA-2DMSO ensembles, and choosing to use either electronic or Gibbs

energies does not give a conclusive result of the sign of OR. There is a change in sign for

RayOA in the TA-1DMSO ensemble depending on if electronic or Gibbs energies are used.

It is worth noting that the majority of solute–solvent clusters with 2–4 DMSO molecules are

the same sign as the final predicted RayOA CID, with the TA-2DMSO ensemble all having

positive CID values. The TA-3DMSO and TA-4DMSO ensembles only have two and five

clusters with negative RayOA CID, respectively, while half of the solute–solvent clusters in

the TA-1DMSO ensemble have negative CIDs. These data suggest that RayOA is partially

sensitive to the formation of strong intermolecular interactions across the solute–solvent

ensemble. However, using ZPEs instead of raw electronic energies gives both consistent

sign and magnitude of RayOA.

As a final test, I was curious what the magnitude of RayOA would be for molecules with

large magnitudes of OR or chiralities more complicated than point chiralities. Chiroptical
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Table 8.5: Boltzmann-averaged RayOA and OR for dimethyl tartrate and tartaric acid with
implicit and explicit DMSO molecules

Electronic Energies Zero-Point Energies
functional OR RayOA (×10−4) OR RayOA (×10−4)
DMT-PCM +20.07 +2.72 +29.71 +2.69
DMT-1DMSO +53.40 +5.93 +63.71 +6.03
DMT-2DMSO +70.19 +3.67 +54.05 +2.15

TA-PCM +30.97 +1.38 +28.13 +3.68
TA-1DMSO +16.25 –6.81 –10.53 +1.31
TA-2DMSO –17.20 +5.52 +0.26 +5.43
TA-3DMSO –58.76 +4.52 –55.23 +4.61
TA-4DMSO +62.96 +4.64 +57.56 +4.85

spectroscopies such as OR and ECD can be dominated by higher-order chiralities which

can complicate AC determination. I have partially investigated this in my examinations of

H2O2 and biphenyl, which had axial chirality depending on the dihedral angle, but a more

detailed investigation is worthwhile.

Helicenes are polyconjugated rings that possess helical chirality, which is considered a

one-dimensional chirality. The experimental OR for these compounds can easily be several

thousand degrees. For this case, I obtained coordinates of a previously optimized (Sa)-

[5]helicene from the OR45 study.208 This molecule was chosen because the modeling of

longer helicenes usually requires dispersion corrections for more accurate computations of

OR due to overlapping of the benzene rings, which can complicate my analysis. With the

CAM-B3LYP functional, the computed OR at 532 nm is of large magnitude –3263 deg

cm3/(g dm) but the computed RayOA is only –1.12×10−3. This indicates that [5]helicene

has only moderate RayOA despite the considerable OR. To further test this, I chose two

examples of planar chirality, a two-dimensional chirality, from a study published in Eur-

JOC which are labeled as 1 and 2 in Figure 8.1.214 Their RayOA CIDs are +0.79×10−4

and −0.033×10−4, respectively. These values are in the lower-range of what is typically
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expected of RayOA magnitudes. The incident wavelength I chose for [5]helicene is 532

nm, where [5]helicene absorbs light.

Lastly, I investigated the OR and RayOA of (R)-(+)-[VCD(–)984]-4-ethyl-4-methyloctane.

This molecule is technically chiral but has an extremely small OR owing to its specific

stereoelectronic properties. The experimental OR is reported to be [α]365 = +0.70 and

[α]D = +0.19.47 Since this molecule is crypto-optically active and very flexible, I was

interested in how effective RayOA is as a possible chiroptical technique to probe the chi-

rality of this molecule. The final Boltzmann-averaged OR is +5.36 and the RayOA CID is

+1.20×10−5. The computed RayOA CIDs for this compounds is very small.

8.4 Conclusion

I have investigated the RayOA of several model molecules, comparing calculated versus

experimental RayOA for some. For α-longipinene and α-pinene, which have very few

conformers, I obtain good correspondence between the signs of calculated and experimen-

tal RayOA using several levels of theory. I note strong variance in the predicted OR but not

for the predicted RayOA.

For fluoxetine, which has a considerably sized ensemble, I am able to reproduce both

the sign and magnitude of RayOA. For low-energy fluoxetine conformations, the sign of

RayOA remains consistent while the OR varies significantly which suggests that RayOA

is insensitive to the distribution of low-energy conformers. In the case of L-chiro-inositol,

which I only investigated computationally, we see that the choice of electronic versus Gibbs

thermal energies plays a role in consistent predictions of RayOA. However, we only see

the Boltzmann-averaged RayOA for L-chiro-inositol only flips sign once across multiple

levels of theory which still suggests that RayOA is much less sensitive to conformational

flexibility than OR. For TA, there is also a change in the predicted sign of RayOA if either

electronic or ZPEs are used for the TA-1DMSO ensemble, with the electronic Boltzmann-

averaged RayOA CID having an opposite sign to all other levels of theory. Overall, I would
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recommend that predictions of RayOA are made with Gibbs or zero-point energies (ZPEs)

wherever possible.

It is unclear how sensitive RayOA truly is to intermolecular interactions. I have investi-

gated this aspect in two ways, (1) the inclusion of dispersion corrections which help to ac-

curately model London dispersion interactions, and (2) by investigating the consistency of

RayOA across two molecules with varying amounts of incremental explicit solvation. For

fluoxetine and L-chiro-inositol, dispersion interactions do not appear to play a significant

role in predictions of RayOA, although magnitudes do vary somewhat for L-chiro-inositol

CIDs. Incremental microsolvation of chiral molecules appears to cause the sign of RayOA

CIDs to be more consistent across the ensemble, as we see with DMT and TA, however

the sign of RayOA can still be consistently predicted. Further experimental evidence, es-

pecially across multiple solvents, is necessary in order to elucidate the true sensitivity of

RayOA to the formation of intermolecular interactions. Dimerization is also an aspect that

must be considered in future studies, especially in the case of homochiral dimer formation.

In particular, the overall low predicted CIDs seen for molecules possessing planar chi-

rality might indicate that RayOA is less sensitive to this specific chirality, however, I have

only studied two such molecules. Additionally, it is possible that crypto-optically active

compounds may also have low RayOA, although I have only studied the RayOA CIDs of

one such molecule.

I hope that these results demonstrate the robustness of RayOA as a chiroptical technique

that is capable of assigning the AC of chiral molecules. This is especially illustrated here

due to its remarkable insensitivity to the conformational flexibility of fluoxetine, which

is an effect that plagues other chiroptical techniques and can interfere with a confident

assignment.
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CHAPTER 9

Conclusions

During my time at Vanderbilt, I have had the pleasure of studying the chirality of several

complex and flexible molecules. The majority of the work performed during my Ph.D. were

computational investigations, but I was able to perform experiment OR, ECD, and VCD

of octahydrocurcumin and hexahydrocurcumin which were (unfortunately) very difficult

to measure due to their significant conformational flexibility. I am also grateful to have

presented some of this research in Hiroshima, Japan at the 19th International Conference

on Chiroptical Spectroscopy.

In the case of crypto-optically active compounds (see Chapter 2), specifically isotopi-

cally chiral compounds, vibrational chiroptical spectroscopies are the only means by which

the chirality of the compound can be assigned. A significant amount of synthetic work was

done to make this isotopically chiral compound, pushing the boundaries of organic chem-

istry, and characterization of the chirality of this compound was only possible via VCD

spectroscopy. This crypto-optically active probe possess a great potential to decipher alkyl

transferase enzyme reaction mechanisms, without the drawback of being radioactive.

My work on modeling a mechanically chiral [1]rotaxane (see Chapter 3) helps pave the

way for the design of new mechanically chiral scaffolds. The relative orientation of the axle

and macrocycle was difficult to preserve in my conformational analysis, resulting in many

conformations that lacked the interlocked stereogenic unit. Additionally, DFT calculations

show that the majority of the relevant ECD and VCD bands were the result of complicated

vibrational modes along both the macrocycle and the axle. Combined with the limited

information in the VCD spectrum, this results in a difficult AC assignment. Understanding

the final mechanical chirality is essential to understand how this chirality originated, so that

these reactions can be understood and new reactions can be developed. Additionally, DFT
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calculations suggest that the diastereoselectivity might have arisen from the relative energy

difference between the diastereomers, which may correlate with the transition state of the

AT-CuAAC reaction.

I hope that this work, especially on microsolvation and dimerization, can serve as a

guide for those doing chiroptical spectroscopy for AC determination of stubborn com-

pounds. As computational resources continue to grow, I hope that these investigations

can become more routine and highlight the utility of chiroptical spectroscopy in studying

intermolecular interactions. Implicit solvation, while computationally inexpensive, can be

unable to effectively model the solution-state behavior of chiral molecules. My bottom-

up approach with Quantum Cluster Growth (see Chapter 6) strikes a delicate balance be-

tween exploring solute–solvent conformational space and control over the number of sol-

vent molecules, which allows one to capture the conformational changes caused by solvent

coordination. This approach has also been applied to homochiral dimers of [5]ladderanoic

acid (see Chapter 7), which have demonstrated the importance of dimers for interpreting

VCD spectra. However, further study is necessary in order to truly unravel the importance

of modeling dimers for VROA spectroscopy.

I am also hopeful in the utility of RayOA as a chiroptical spectroscopic technique for

AC determination (see Chapter 8). Despite being theoretically understood for decades,

modern instrumentation has allowed RayOA to be fully realized. As I have shown with

several examples in Chapter 8, RayOA is relatively insensitive to conformational flexibility

and the level of theory used. This means that the sign of RayOA is easy to obtain, even

with low-cost calculations and crude representations of the molecular ensemble. Addition-

ally, it should be mentioned that the tensors required for the RayOA invariants are easy

to compute. This is in contrast to VROA spectroscopy, which requires normal coordinate

derivatives of the polarizability tensors, and OR which requires high-level calculations in

order to obtain good agreement with experimental data. All of this makes RayOA a promis-

ing AC determination technique.
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I am especially hopeful in the development of new methods for advancing VCD and

VROA spectroscopy. The Raghavachari lab at IU Bloomington has developed novel frag-

mentation approaches that allow frequency calculations to extended to large systems.215,216

This work represents a fundamentally rigorous approach over that of Bour and Kiederling,

whose Cartesian tensor transfer (CTT) method allows the optimization of mid-frequency

normal modes.217 This has significant potential applications in VROA spectroscopy, which

has become a state-of-the-art method for studying molecules in water. Applications of these

novel methods have the possibility to investigate the native conformations of large proteins

with chiroptical spectroscopy. Even now, impressive results have been obtained for full op-

timizations of α-helical peptides up to 25 residues with VCD spectroscopy.218 This paves

the way to understand the chiroptical properties of whole proteins and large glycomaterials,

which are prohibitively computationally expensive.

Another area of research that has the potential to have the biggest impact on the appli-

cation of chiroptical spectroscopic methods is machine learning. Locating the low-energy

conformations and untangling the intermolecular interactions in solution are some of the

largest barriers in the routine application of chiroptical spectroscopy. Quantum chemistry

calculations, even with a small basis set, can be prohibitively expensive when the con-

formational ensemble is in the realms of tens of thousands of conformations. This issue

is prevalent in my studies of hexa- and octahydrocurcumin (see Chapter 4) as well as

Peyssonnoside A (see Chapter 5), where optimizations of the entire ensemble were not

possible. Already, non-transferable approaches have been applied to understand the influ-

ence of conformation and intramolecular interactions on the simulated VCD spectrum of

flexible molecules.219
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