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Executive Summary 

The importance of an in-depth understanding of environmental, health, and cultural issues in 

economics is increasing. The first dissertation essay, “Feeling Blue and Seeing Red from Yellow 

Dust: The Effect of Air Pollution on Adolescent Mental Health” investigates the causal effect of 

air pollution on Korean adolescent mental health. Most of the existing research, however, 

concentrates on the effect air pollution has on adult physical health such as respiratory and (or) 

cardiovascular diseases. Less attention is paid to mental health outcomes such as symptoms of 

depression and aggression, in particular among adolescents. Identifying the causal effects of air 

pollution on health outcomes is a difficult task as air pollution is directly linked with economic 

activity which can impact aggregate health measures through changing income, for example. In 

this study, I follow prior work using wind speed and direction as instruments to measure the 

causal effects of air pollution on mental health statuses among South Korean adolescents. In 

Korea, west wind is known to carry “Yellow Dust” which contains harmful industrial pollutants. 

Regression results show strong adverse effects of PM10 and CO on adolescent mental health, 

making students more depressed and also more aggressive, especially in the younger cohort.  

The second essay, “Gangnam Style and the Housing Market in the Eponymous District: 

How a Global Pop Culture Phenomenon Boosted Property Prices” investigates how the viral hit 

of “Gangnam Style” affected the housing market in Gangnam District. Almost overnight, the 

2012 hit “Gangnam Style” made a district in South Korea’s capital Seoul world famous. Using 

a difference-in-differences framework and data on all real estate purchases in Korea’s megacity 

between 2009 and 2022, I examine how Gangnam’s sudden popularity affected its housing 

market. The results show that after the release of the song prices increased significantly while 

the number of transactions significantly declined – a clear indication that the market was driven 

by supply-side factors, particularly rapidly adjusting expectations, a view that is supported by 
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the concomitant and significant increase in the number of available hotel rooms in Gangnam. 

The third essay, “How Are They Doing? The Academic Performance and Mental 

Wellbeing of World Cup Babies” is co-worked with Professor Dirk Bethmann at Korea 

University and published by SSM-Population Health in 2024. This paper investigates the 

quantity-quality trade-off of children using the 2002 Korea & Japan World Cup induced upward 

fertility blip as an experiment. In June 2002, South Korea cohosted the 17th FIFA World Cup. 

Unexpected wins carried the Korean National Football Team to the semi-finals and sparked an 

unprecedented euphoria among Koreans. Die-hard fans and occasional football viewers, young 

and old, women and men flocked the streets side by side, cheered for their team, and partied 

through the nights. In the subsequent spring of 2003, the country experienced a temporary and 

significant increase in its fertility rate. Using a difference-in-differences design, we exploit the 

quasi-experimental nature of this episode to investigate the Beckerian trade-off between the 

quantity and quality of children born to parents in South Korea. Our results support the notion of 

an adverse effect on child quality. Students born approximately ten months after the World Cup 

tend to perform significantly worse in school. Moreover, our results uncover a hitherto 

overlooked aspect: the same students exhibit significantly higher degrees of mental wellbeing.   
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CHAPTER 1 

 

Feeling Blue and Seeing Red from Yellow Dust:  

The Effect of Air Pollution on Adolescent Mental Health 

 

1.1 Introduction 

Recently, an increasing number of economists and social scientists alike have directed their 

attention towards the various pathways that influence mental health. It is noteworthy that mental 

health not only stands as a principal determinant and indicator of societal welfare (Dwyer et al., 

2020; Horwitz et al., 2010; Wickham et al., 2020) but also exerts a pivotal role in shaping the 

broader economy, given its strong correlation with workforce productivity (de Oliveira et al., 

2023; Goetzel et al., 2003; Kuroda & Yamamoto, 2018). Another significant motivation for 

economic research into mental health stems from concerns related to negative externalities and 

spill-over effects. Pollution (Cao et al., 2023) and work-related stress (Leiter & Durup, 1996; 

Casas & Benuto, 2022), byproducts of economic activities, adversely influence individual mental 

health and pose important economic issues regarding negative externalities (in the case of 

pollution) and spill-over effects to proximate workers and family members (in case of work-

related stress). These topics underscore the necessity of mental health research in economics.  

 Despite the growing literature on mental health, less emphasis is made on adolescent and 

child (youth) mental health, notwithstanding the distinctive mental health attributes inherent to 

the younger demographic and their crucial role in human capital formation. Due to the 

developmental stage of the brain, children and adolescents exhibit unique patterns in mental 

health different from adults (Powers et al., 1989). More significantly, mental health challenges 

encountered during the nascent phases of life affect the mental health trajectories in adulthood 
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(Johnson et al., 2018; McLeod et al., 2016). Hence, adolescent and child mental health research 

has inherent importance by analyzing the distinctive vulnerabilities and possible consequences 

on human capital formation. Indeed, this paper contributes to the current discussion on youth 

mental health by showing the causal effect of pollution on adolescent mental health. I use Korean 

meteorological, air pollution, and mental health data as South Korea is experiencing serious air 

pollution with enough regional variations, giving the opportunity to analyze the causal effect of 

air pollution on adolescent mental health1.  

There are inherent challenges in determining causal effects. Correlations between air 

pollution levels and various other factors associated with health, such as changes in economic 

conditions and weather, can be significant. Simple regression models, therefore, often encounter 

significant endogeneity issues due to omitted variable biases. As a result, several studies have 

adopted an instrumental variable approach to ascertain a causal relationship (Chen et al., 2018; 

Deryugina et al., 2019; Gu et al., 2020). To overcome the endogeneity issues associated with 

measuring the causal effect of air pollution on adolescent mental health, I use seasonal wind 

patterns, the frequency and strength of west winds during the spring season, as instrumental 

variables. More specifically, I construct two sets of instruments. Regarding the main set of 

instruments Gobi Wind, I count the total number of hours during the spring season when the 

wind blows from Bayannur in the Gobi Desert and add information about the average wind speed 

during that time. Regarding the alternative set West Wind, I also use the average wind speed 

 
1 According to Environmental Performance Index Report 2016, air quality in South Korea ranked 173 out of 180 

countries (EPI, 2016; Kim et al., 2020). Pollutants such as particulate matter (PM10) and carbon monoxide (CO) 

are transported from the Chinese industrial areas and the West coast of South Korea, where major power plants are 

located, to the inner Korean peninsula. Despite the South Korean government’s efforts1 to decrease air pollution 

levels, the country is expected to endure the most significant economic costs (and thus welfare losses) of outdoor 

air pollution among OECD countries by 2060 due to internationally transported air pollutants (Kim et al., 2019; 

OECD, 2016). 
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information but here I count the number of hours when the wind blows straight from the west 

instead.  

The spring season wind patterns are chosen for instruments because concentrations of 

air pollutants exhibit strong seasonal patterns in South Korea and regularly peak during 

springtime. Underlying this pattern are the predominating west winds during the Korean spring. 

For centuries springtime west winds have been known to carry the so-called “Yellow Dust” – 

fine soil particles from the Gobi Desert of China and Mongolia that turn the sky into a 

characteristic yellowish color.2 With the industrialization of modern day China, “Yellow Dust” 

particles started to pick up air pollutants on their way to the east. As a consequence, the inner 

Korean peninsula is confronted with high PM10 and CO levels, especially during the spring 

season (Park & Shin, 2017; Park & Hwang, 2017; Yoo et al., 2020). For the instruments to be 

valid, it must be the case that seasonal wind patterns are highly correlated with air pollution 

levels (relevance), monotonically increase the air pollution levels (monotonicity), but are 

uncorrelated with factors such as economic conditions, demographics, and weather that may 

affect adolescent mental health (exclusion restriction). In the empirical analysis, I produce 

evidence that these assumptions hold.  

Using the Korean Children and Youth Panel Survey (KCYPS), the two-stage least 

squares (henceforth 2SLS) regression results indicate that the PM10 and CO levels adversely 

affect a number of adolescent mental health indicators. Both seventh and tenth-grade students 

experience more depressive and more aggressive symptoms when exposed to higher levels of air 

pollution. My findings also show that seventh-grade students are more seriously affected by the 

 
2 Yellow Dust is the literal translation of the Korean expression Hwang Sa (황사). Other terms referring to the same 

phenomenon include Asian Dust, Yellow Sand, Yellow Wind and China Dust Storm. Yellow Dust clouds can 

typically be observed in China, Korea, Japan, and the Russian Far East. The historical records of the Yellow Dust 

phenomenon date back as far as AD 850 (Chun, 2004) indicating that the springtime wind patterns were consistent 

for more than a thousand years. 
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PM10 and CO levels than tenth graders. More specifically, a one standard deviation increase in 

PM10 levels worsens depressive (aggressive) symptoms approximately by 0.22 (0.14) standard 

deviations for seventh-grade students (0.12 respectively 0.14 standard deviations for tenth-grade 

students). Similarly, a one standard deviation increase in CO levels worsens the depressive 

(aggressive) symptoms approximately by 0.10 (0.06) standard deviations for seventh-grade 

students (0.07 and 0.12 standard deviations for tenth-grade students). The results therefore 

strongly support the notion that air pollution (PM10 and CO levels) causes serious mental health 

problems among South Korean adolescents and that the more vulnerable younger cohort is 

disproportionately affected.  

This study contributes to the ongoing debate about the effect of air pollution on health 

outcomes in three distinct ways. First, this study broadens and extends the current discussion on 

the effect of air pollution on health outcomes by considering adolescent mental health. Even 

though there are many studies on the effect of air pollution on adult mental health (e.g. Bishop 

et al., 2017; Buoli et al., 2018; Chen et al., 2018; Gu et al., 2020; Bakolis et al., 2020), the link 

between air pollution and adolescent mental health is less examined. Some studies document a 

negative correlation between air pollution exposure and adolescent mental health (Buoli et al., 

2018; Joo et al., 2022; Lin et al., 2019; Szyszkowicz et al., 2020). However, most of this research 

lacks the quasi-experimental design needed for a causal interpretation (King et al., 2022). 

Fortunately, the KCYPS includes a number of variables related to depressive and aggressive 

symptoms, that allow a comprehensive analysis of the air pollution effect on adolescent mental 

health.  

Second, I identify seasonal wind patterns in East Asia (wind direction and speed) as 

convincing instruments to measure the causal effect on the mental health among Korean 

adolescents. In fact, using the instrumental variable approach seems advisable because air 
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pollution levels and the macroeconomic situation might be highly correlated. During an 

economic boom, firms intensify production and employment which increases air pollution (with 

the reverse being true during a recession). Simultaneously, the economic situation may affect 

people’s decisions on medical expenditure and treatment as well as avoidance behavior. Simple 

regression models may therefore exhibit serious endogeneity issues through omitted variable 

biases. Consequently, several other studies also follow the instrumental variable approach to 

uncover the causal relationship: thermal inversions (Chen et al., 2018), wind speed and direction 

(Deryugina et al., 2019), and maximum wind speed (Gu et al., 2020). My choice of instruments 

(seasonal wind patterns proxied by wind direction and speed) leads to particularly robust 

implications as the frequency and the strength of West winds increase during the spring season 

thereby transporting diverse air pollutants from the industrial regions in China and the West coast 

of South Korea (relevance and monotonicity). Importantly, I provide evidence that the 

instruments are uncorrelated with factors that can affect adolescent depressive and aggressive 

symptoms such as gross regional domestic product, regional employment rate, regional 

population, and regional precipitation, suggesting that the exclusion restriction is not violated.  

Third, in contrast to an already rich body of literature on the effect of air pollution on 

health outcomes in Western countries, this study focuses on the case of South Korea with its 

comparatively serious air pollution problem. Considering that air pollution levels may affect 

human health outcomes in a non-linear fashion (Arceo et al., 2016), the extrapolation of 

estimated health effects in Western countries with typically lower air pollution levels to the high-

pollution countries of East Asia might lead to a significant underestimation of the true effects3. 

This study addresses this issue by producing robust estimates in an environment where severe 

 
3 The annual average PM10 level (milligrams per cubic meter) for 2016 in Seoul was 50.43 (Kwak et al., 2022), 

whereas Central LA exhibited an PM10 level 32.4 during the same period (South Coast AQMD, 2016). In 2016, no 

province within South Korea demonstrated PM10 levels lower than those observed in Central LA.  
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air pollution levels affect adolescent mental health.  

 

1.2 Related Literature 

Numerous causal relationships between pollution and human health have been established. For 

instance, groundwater pollution is known to cause an array of physical illnesses and mental 

health problems. Bacterial pollution of groundwater may cause a spectrum of illnesses such as 

hepatitis, cholera, dysentery, cryptosporidiosis, giardiasis, diarrhea, and typhoid (Cutler & Miller, 

2005; Jalan & Ravallion, 2003; Roushdy et al., 2012; Wang & Yang, 2016; World Bank, 2006). 

Furthermore, chemically polluted groundwater may induce longer-term afflictions such as 

carcinogenic diseases that may precipitate cancer (Ebenstein, 2012; Lin et al., 2000; Lu et al., 

2015; Morales-Suarez-Varela et al., 1995). The dissolution of heavy metals, notably arsenic, 

nickel, mercury, cadmium, and lead, into groundwater has also been documented to engender 

serious physical and mental disorders (Ayuso-Á lvarez et al., 2019; Bhagure & Mirgane, 2011). 

Among many different types of pollution, measuring the effect of air pollution on health 

outcomes has recently garnered increasing attention within the field of economics. The literature 

primarily focuses on physical health and finds the negative consequences of air pollution on 

infant mortality and birth outcomes (see, for example, Chay & Greenstone, 2003; Currie & 

Neidell, 2005; Currie et al., 2009; Currie & Walker, 2011; Sanders & Stoecker, 2015) as well as 

on adult (including elderly) physical health (e.g. Chay et al., 2003; Chen et al., 2013; Deschênes 

et al., 2017; Deryugina et al., 2019; Hollingsworth & Rudik, 2021).  

 Despite a large literature focusing on the effect of air pollution on physical health, there 

is a limited number of studies examining the effects of air pollution on mental health. Bishop et 

al. (2017) examine the link between dementia and chronic air pollution exposure. Using the 

China Family Panel Studies and thermal inversion as instruments, Chen et al. (2018) show that 
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a one standard deviation increase in the average PM2.5 level increases severe mental illness by 

6.67 percentage points (or by 0.33 standard deviations).4 Using wind speeds as instruments, 

Persico & Marcotte (2022) finds a unit increase in daily PM2.5 is associated with 0.49% increase 

in daily suicides. Other studies that explore the effect of air pollution on mental health include 

Buoli et al. (2018), Gu et al. (2020), and Bakolis et al. (2020). These studies generally show the 

negative link between air pollution and mental health outcomes using a holistic literature review 

(Buoli et al., 2018), maximum wind speeds as instruments (Gu et al., 2020) and multilevel 

generalized linear model regressions (Bakolis et al., 2020). While these findings mainly apply to 

adult mental health outcomes, little is known about the impact on adolescents. This is surprising 

as the developmental stage likely makes adolescents more vulnerable to exposure to air pollution 

(Slack & Webber, 2007; Paul et al., 2013; Lamb & Murphy, 2013) and therefore warrants 

separate investigation.  

 There are several pathways where air pollution affects adolescent mental health. One 

possible mechanism is through hindering the brain development of the young (through white 

surface matter in the left hemisphere of the brain, see for example Binter et al., 2022; 

Lopuszanska & Samardakiewicz, 2020; Peterson et al., 2015; Roberts et al., 2019). As a 

consequence, the health effects of air pollution may be more severe among adolescents compared 

to those of adults as adolescents exhibit different mental health patterns compared to those of 

adults (Slack & Webber, 2007; Paul et al., 2013; Lamb & Murphy, 2013). Moreover, the reduced 

white surface matter of the brain may also cause cognitive as well as behavioral problems 

including attention-deficit/hyperactivity disorder symptoms and conduct disorder problems 

(Peterson et al., 2015) such as being irresponsible, skipping school, stealing (or violating the 

rights of others), and physically harming other people or animals (Johns Hopkins Medicine, 

 
4 Chen et al. (2018) added six five-way categorical variables: depression, nervousness, restlessness, hopelessness, 

difficulty, and worthlessness. The resulting sum (the so-called K6 Score) ranges from zero to 24. Severe mental 

illness is measured by a binary variable that indicates whether the K6 Score is greater than twelve or not. 
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2023). Thus, several recent studies suggest a connection between exposure to air pollution and 

crimes (Bondy et al., 2020; Burkhardt et al., 2019; Herrnstadt et al., 2021).  

 There are other possible mechanisms that may explain the negative association between 

air pollution and adolescent mental health. Diesel-exhaust particles may trigger proinflammatory 

factors and reactive oxygen species, known to cause severe mental health problems (Block et al., 

2004; Sui et al., 2018). Moreover, air pollution may increase the chance of systemic oxidative 

stress (Kelly, 2003; Risom et al., 2005), which directly raises the risk of depression (Ng et al., 

2008; Yanik et al., 2004). Finally, air pollution may reduce sleep quality (Becker et al., 2017; 

Hayashino et al., 2010), which has a strong link with depression (O’Leary et al., 2017) as well 

as behavioral problems (Demichelis et al., 2023). Therefore, studying the mental health outcomes 

in adolescents is essential in understanding the unique vulnerabilities and potential consequences 

of air pollution exposure during this critical developmental stage, and this paper fills this gap by 

studying the effect of air pollution on adolescent mental health in South Korea.  

 

1.3 Data and Methodology 

One objective of this work will be to identify the mechanisms through which the gold and  

The main interest of this paper is to measure the effect of air pollution on the mental health of 

young Koreans. Therefore, most variables in the regression analyses contain individual 

information about adolescents provided by the Korean Children and Youth Panel Survey 

(KCYPS) which is conducted by the National Youth Policy Institute (NYPI) and administered 

by the Prime Minister’s Office. The NYPI chooses schools based on the size and population of 

the seventeen primary administrative divisions. Using proportional stratified sampling, the NYPI 

then randomly selects individual students. The dataset traces both the first- and the fourth-grade 

cohort from 2010 to 2016. In the main analyses, I use the 2016 wave of the dataset such that the 

first-grade cohort had become seventh-grade students and the fourth-grade cohort had become 
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tenth-grade students.5 Thus, all respondents were secondary school students by the time of the 

survey. This should benefit data quality as primary school students may have difficulties to report 

their mental health statuses accurately.6  

 This study apply a 2SLS regression model with Gobi Wind and Wind Speed as 

instruments (in one set of the robustness checks I use West Wind and Wind Speed as alternative 

instruments), which is summarized in equation (1.1):  

     Y =  β0 +  β1Air Pollution̂ +  β2Covariates +  ε     (1.1) 

     Air Pollution =  α0 + α1Gobi wind +  α2Wind speed + α3Covariates +  δ 

Y  denotes a (four-way) categorical outcome variable related to depressive or aggressive 

symptoms. Air Pollution is the regional average of 2016 spring PM10 or CO levels. Covariates 

is a vector of individual characteristics controlled in the regressions. The error terms ε and δ of 

the 2SLS regression model are assumed to have the usual properties. In two additional sets of 

robustness checks, I clustered the observations on the school level and on the living district level7 

and thereby (slightly) changed the properties of ε and δ. Through clustering observations, I hope 

to resolve possible regional correlations. Clustering at the living district level, in particular, may 

further add to the precision of estimates because parents but not students choose the place of 

residence. Besides the standard 2SLS regression model, I also apply the ordered probit model for 

the second stage. In contrast to the standard 2SLS regressions the probit model leads to estimates 

 
5 The variables of interest, depressive and aggressive symptoms, were queried in the 2012, 2015 and 2016 waves of 

the dataset. Note, however, that in 2012 both focus cohorts were still attending elementary school (as third and sixth 

graders). In 2015, this was still the case for the younger cohort (attending grade six) while the older cohort was in 

its third year at secondary school (attending grade nine). Only in the 2016 wave of the dataset were all respondents 

secondary school students.  
6 Family characteristics (i.e., household income, monthly allowance, mother’s education, and gender) are reported 

by parents. Personal characteristics and mental health outcomes (i.e., studying time, gaming time, depressive 

symptoms, and aggressive symptoms) are reported by students. Lastly, NYPI filled in the administrative information 

(i.e., student ID, school ID, and living districts). Students had one-to-one interviews with professional interviewers 

and were guaranteed privacy.  
7 South Korea has a total of 228 second-tier administrative divisions. Among them are 77 cities (Si), 69 urban 

districts (Gu), and 82 districts (Gun) in rural areas which I use in the living district level analysis.  
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that are easier to interpret when dealing with categorical variables.  

 The individual covariates controlled in the main regressions are natural log of household 

income, natural log of monthly allowance, mother’s education level, total studying time in 

minutes, total computer gaming time in minutes, and gender. Socio-economic variables like 

household income, students’ monthly allowance, and mother’s education level are known to be 

highly correlated with adolescent mental health statuses (McLeod & Shanahan, 1996; 

Strohschein, 2005; Dearing, 2008; Sareen et al., 2011). Time-use variables such as total computer 

gaming time and (or) study time may also affect adolescent mental health (Wenzel et al., 2009; 

Gunnell, 2018). According to Wenzel et al. (2009), excessive computer game playing may 

deteriorate mental health and even cause some mental problems. Moreover, academic pressure 

and study time may also have a direct negative link to adolescent mental health (Gunnell, 2018). 

Last but not least, it is well known that there are gender differences in mental health (Astbury, 

2001; Rosenfield & Mouzon, 2012; Kiely et al., 2019). Thus, I use all of the above mentioned 

covariates in the regression model. The descriptive statistics of control variables are displayed in 

Table 1.1.  
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Table 1.1 : Descriptive Statistics for Control Variables 

Variable       7th Grade 10th Grade Definition 

 Obs Mean (sd) Obs Mean (sd)  

Income 1,918 5282.1 1,787 4943.7 Household income level in 

10,000KRW 
  

(2525.6) 
 

(2272.9) 

Allow 1,912 4.1443 1,807 6.5269 Monthly allowance in 

10,000KRW 
  

(4.7864) 
 

(4.5714) 

Study 2,001 158.12 1,964 115.12 Total studying time (tutoring 

time + assignment time) in 

minutes 

  
(88.734) 

 
(94.172) 

Game 2,001 63.741 1,964 47.579 Total computer gaming time in 

minutes 
  

(70.261) 
 

(64.133) 

Momeduc 1,876 3.0853 1,734 3.1078 Mother’s level of education 

1 = Middle school or lower 

2 = High school 

3 = Community college 

4 = University 

5 = Graduate school or beyond 

  
(1.0178) 

 
(1.0550) 

Gender 2,001 1.4808 1,964 1.4756 Gender 

1 = Male 

2 = Female 

  
(0.4998) 

 
(0.4995) 

Spring PM10 2,001 59.382 1,964 59.901 Spring 2016 PM10 level 

  (6.3318)  (6.0812)  

Spring CO 2,001 0.4711 1,964 0.4706 Spring 2016 CO level 

  (0.0613)  (0.0606)  
Note: Standard deviations in parentheses.  

 

Compared to seventh-grade students, tenth graders generally receive more allowance from their 

parents, conduct generally more self-study (approximately eight minutes more assignment time), 

and receive less private tutoring (approximately fifty minutes) which may reflect high schools' 

mandatory self-study sessions after the regular class schedule. Moreover, tenth-grade students 

spend 15 minutes less playing computer games than seventh-grade students.  

Outcome variables measure different depressive and aggressive symptoms. KCYPS 

provides detailed information on adolescent mental health. I use eleven variables measuring 

depressive symptoms and five variables related to aggressive symptoms (i.e., I consider a total 

of sixteen outcome variables). Using sixteen different outcome variables, allows me to paint a 

comprehensive picture of how adolescent mental health statuses are affected by the PM10 and 

CO levels in South Korea. The summary statistics of the sixteen different outcome variables are 

displayed in Tables 1.2 and 1.3.  
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Table 1.2: Descriptive Statistics for Outcome Variables (Depressive Symptoms) 

Variable 7th Grade 10th Grade Definition  
Obs Mean (sd) Obs Mean (sd) 

 

Unproductive 2,001 3.2829 1,964 3.2363 I am not productive and don’t have energy 
1 = strong yes 
2 = yes 
3 = no 
4 = strong no 

  
(0.7556) 

 
(0.7252) 

Depressed 2,001 3.4088 1,964 3.3269 I am depressed and sad 

(same categorical definition with Dep1) 
  

(0.7258) 
 

(0.7138) 

Anxious 2,001 3.0095 1,964 2.7994 I am anxious 

(same categorical definition with Dep1) 
  

(0.9069) 
 

(0.9193) 

Suicide 2,001 3.6417 1,964 3.5784 I talk about committing suicide 

(same categorical definition with Dep1) 
  

(0.5942) 
 

(0.6127) 

Cry 2,001 3.1654 1,964 3.2006 I often cry 

(same categorical definition with Dep1) 
  

(0.8533) 
 

(0.8178) 

Remorse 2,001 3.1564 1,964 3.0601 Wrong things caused by me 

(same categorical definition with Dep1) 
  

(0.8167) 
 

(0.8122) 

Lonely 2,001 3.3388 1,964 3.1589 I am lonely 

(same categorical definition with Dep1) 
  

(0.7957) 
 

(0.8220) 

Unmotivated 2,001 3.4548 1,964 3.3768 I am not motivated 

(same categorical definition with Dep1) 
  

(0.6790) 
 

(0.6662) 

Pessimistic 2,001 3.3848 1,964 3.1823 I am not optimistic 

(same categorical definition with Dep1) 
  

(0.7408) 
 

(0.8134) 

Tough 2,001 3.3963 1,964 3.2454 Everything is tough 

(same categorical definition with Dep1) 
  

(0.7123) 
 

(0.7586) 

Insomnia 2,001 3.2569 1,964 3.2938 Cannot easily fall asleep or wake up 

(same categorical definition with Dep1) 
  

(0.8331) 
 

(0.7882) 

DEPINEX 2,001 3.4208 1,964 3.3198 Index variable for depressive symptoms 

(same categorical definition with Dep1)   (0.6905)  (0.6783) 

Note: Standard deviations in parentheses. Please refer to Appendix Table 1.11 to review the survey questions. 

 

Note that except for Cry and Lonely all outcome variables listed in Table 1.2 contain information 

required by the widely-used Hamilton Depression Rating Scale. In fact, the list includes all 

information that is not physiological, somatic, or provided by a trained interviewer. Compared 

to seventh-grade students, tenth-grade students in general are marginally worse off in depressive 

measures. Tenth-graders felt more anxious, show more suicidal impulses, assess themselves less 

productive, and are less optimistic. As can be seen in the last row of Table 1.2, I also generated 

an index variable (DEPINDEX) as follows. For each student, I added the numerical values of the 

reported categories of all eleven depressive symptoms (Unproductive to Insomnia) and 
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categorized the resulting sum.8 Through generating the index variable, I hope to obtain a very 

precise measure as any inaccuracies that may occur in the individual measures of depressive 

symptoms should (partially) balance out during aggregation.  

Table 1.3: Descriptive Statistics for Outcome Variables (Aggressive Symptoms) 

Variable 7th 
 

10th 
 

Definition  
Obs Mean (sd) Obs Mean (sd)  

Irritable 2,001 2.9990 1,964 3.0056 I become irritated even on small things 

1 = strong yes 

2 = yes 

3 = no 

4 = strong no 

  
(0.7931) 

 
(0.7584) 

Disturb 2,001 3.0590 1,964 3.0922 I disturb or annoy friends 

(same categorical definition with Agr1) 
  

(0.7685) 
 

(0.7294) 

Aggress 2,001 3.1579 1,964 3.1054 I become aggressive if I cannot do 

things in my way 

(same categorical definition with Agr1) 

  
(0.7563) 

 
(0.7497) 

Fight 2,001 3.1534 1,964 3.2149 I often fight on trivial matters 

(same categorical definition with Agr1) 
  

(0.7720) 
 

(0.7135) 

Angry 2,001 3.2249 1,964 3.2439 I am angry all the time 

(same categorical definition with Agr1) 
  

(0.8102) 
 

(0.7554) 

AGRINDEX 2,001 3.2334 1,964 3.2408 Index variable for aggressive symptoms 

(same categorical definition with Agr1)   (0.7273)  (0.6975) 

Note: Standard deviation in the parenthesis. Please refer to Appendix Table 1.11 to review the survey questions. 

 

In contrast to the depressive symptoms, tenth-grade students generally are better off as they 

exhibit marginally less aggressive symptoms than seventh-grade students. Tenth-grade students 

are less likely to annoy their friends, fight on trivial matters, or be angry all the time. As with the 

depressive symptoms, I also aggregated aggressive symptoms measures (Irritable to Angry) to 

obtain a four-way index variable (AGRINDEX).9 

 I use air pollution data (PM10 and CO levels) from the Air Korea website. Air Korea 

 
8 After adding eleven depressive symptoms (Unproductive to Insomnia), DEPINDEX is set to 1 if the sum obtained 

is within the range [11,20]; DEPINDEX = 2 if the sum is within [21,28]; DEPINDEX = 3 if the sum is within [29,36]; 

DEPINDEX = 4 if the sum is within [37,44].  
9 After adding five aggressive symptoms (Irritable to Angry), AGRINDEX is set to 1 if the sum obtained is within 

[5,8]; AGRINDEX = 2 if the sum is within [9,12]; AGRINDEX = 3 if the sum is within [13,16]; AGRINDEX= 4 if 

the sum is within [17,20].  
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collects PM10 and CO levels at local air quality measurement stations on an hourly basis.10 For 

the analysis, I calculate the regional averages of PM10 and CO levels in each of the seventeen 

first-tier administrative divisions of South Korea (eight metropolitan cities and nine provinces) 

during the spring of 2016.11 Table 1.4 shows the descriptive statistics of PM10 and CO levels by 

region.  

Table 1.4: Average 2016 Spring PM10 and CO by Region 

West Regions PM10 CO East Regions PM10 CO 

Seoul 66.242 0.5658 Daegu 55.447 0.3887 

Gyeonggi 68.515 0.5184 Ulsan 55.464 0.5077 

Incheon 63.834 0.5358 North Gyeongsang 50.251 0.5077 

Daejeon 57.426 0.4169 South Gyeongsang 54.440 0.4572 

North Chungcheong 62.292 0.4534 Gangwon 56.949 0.4325 

South Chungcheong 59.428 0.4228 Busan 55.428 0.4313 

Sejong 55.443 0.6107    

North Jeolla 65.528 0.4473    

South Jeolla 48.297 0.4684 (Province Level) Island PM10 CO 

Gwangju 56.743 0.4580 Jeju 53.442 0.2960 

Note: Units are milligrams (mg) per cubic meter for PM10 and parts per million (ppm) for CO. I first calculated the 

mean of each air quality measurement station from March 1st of 2016 to May 31st of 2016. Then, I matched air 

quality measurement stations to the seventeen first-tier administrative divisions of South Korea to calculate the 

regional average of Spring 2016 Spring PM10 and CO levels. Please refer to Appendix Figure 1.3 for a map of 

South Korea and regional pollution levels.  

 

As can be seen regions in the West of South Korea (i.e., Seoul, Gyeonggi, Incheon, and North 

Jeolla) tend to have higher PM10 and CO levels than regions in the East (i.e., North Gyeongsang, 

South Gyeongsang, Gangwon, and Busan). This pattern is of course to be expected considering 

the origins of the pollutants in the heavily industrialized coastal areas of China and in the West 

coast of Korea. 

Data related to the direction and speed of wind is collected from the Korea Meteorolo-

 
10 Researchers can request historical air pollution data from the Air Korea archives dating back to 2001 (starting 

with 16 air quality measurement stations). In the spring of 2016, a total of 320 stations in all seventeen regions of 

South Korea were in use. In the analysis, I use hourly averages of PM10 and CO levels reported by the stations in a 

region. Weblink: https://www.airkorea.or.kr/web/ [last accessed on August 23, 2022].  
11 Henceforth, spring 2016 addresses the period from March 1st to May 31st, 2016. 
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gical Administration (KMA).12 The KMA provides hourly information on wind direction and 

speed at 95 meteorological stations. Information related to the direction of wind follows the 

standard wind rose: wind blowing exactly from the North obtains 0 degrees; East: 90 degrees; 

South: 180 degrees; and West: 270 degrees. Using this information, I construct the instrument 

Gobi Wind13 by counting for every meteorological station the total number of hours during the 

spring season of 2016 when the wind blew from the city of Bayannur (see Figure 1.1) in the 

heart of the Gobi Desert plus-minus 90 degrees and then calculated regional averages based on 

the stations’ locations. I chose Bayannur as the city is located in the middle of the southern 

border of the Gobi Desert, where the wind picks up the pollutants the most on the way to the 

Korean Peninsula.  

  

 
12 Researchers can request historical meteorological information from the archives dating back to 1904 (by selecting 

a year, month, and day). There is a total of 95 meteorological stations back in the spring of 2016. I primarily use 

hourly wind direction and speed reported by the 95 meteorological stations. Historical data can be requested at 

https://data.kma.go.kr/ [last accessed on August 23, 2022]. 
13 Because I try to capture the pollutants carried by winds from the Gobi Desert, regions are assigned different wind 

directions for Gobi Wind. Seoul, Gyeonggi, South Chungcheong, North Chungcheong, Incheon, Sejong, and 

Daejeon are exposed to Gobi Wind when wind directions range between 195 and 15 degrees. Similarly, South 

Gyeongsang, North Gyeongsang, Busan, Gwangju, Ulsan, Daegu, Gangwon, South Jeolla, and North Jeolla are 

exposed to Gobi Wind when wind directions range between 200 and 20 degrees. For Jeju the range is 205 to 25 

degrees. 
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Figure 1.1: Spring Wind Direction and Yellow Dust from China 

 

 

 

 

 

 

 

 

 

 

 

 

From the perspective of the seventeen South Korean administrative divisions, Bayannur is in a 

slightly different direction. Thus, exposure to Gobi Wind slightly differs across regions even if 

the whole of Korea experiences winds from the exact same direction. To check for the robustness 

of the findings, I also construct the alternative instrument West Wind (wind blowing from 180 

degrees to 355 degrees) which affects regions in the same way if winds blow from the exact same 

direction.14 Finally, I define the instrument Wind Speed as an average of the measured wind 

speeds in a region during the spring of 2016. Table 1.5 shows the regional averages of Gobi Wind, 

West Wind, and Wind Speed. 

  

 
14 I excluded exact North (0 degrees) from the West Wind instrument as winds from Siberia are typically much less 

polluted than winds from China.  

Notes: The map shows the provenance of Yellow Dust particles dispersed in South Korea. It 

is based on a total of 143 Yellow Dust events between 2002 and 2017 tracked by the Korea 

Meteorological Administration. Source: Ministry of Public Administration and Security 

(2019). 
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Table 1.5: Average Spring Wind Count and Speed 

Location Gobi Wind (hours) West Wind (hours) Wind Speed (m/sec) 

Seoul 1546.0 1522.0 2.4216 

Gyeonggi 1519.2 1369.8 1.9239 

Incheon 1522.5 1606.5 3.8176 

Daejeon 1548.0 1454.0 1.6308 

North Chungcheong 1549.3 1259.0 1.9218 

South Chungcheong 1451.1 1192.3 1.7803 

Sejong 1548.0 1454.0 1.6308 

North Jeolla 1505.1 1213.4 2.3098 

South Jeolla 1459.4 1185.4 2.7448 

Gwangju 1618.0 1322.0 1.7591 

Daegu 1153.0 1025.0 2.3497 

Ulsan 1440.0 1301.0 2.2009 

North Gyeongsang 1500.7 1327.1 2.2773 

South Gyeongsang 1487.0 1080.6 1.6579 

Gangwon 1390.9 1219.1 2.0119 

Busan 1281.0 1181.0 3.2785 

Jeju 1320.3 1383.7 2.4917 

Note: Because there was no meteorological station at Sejong in 2016, I instead use the regional average of nearby 

Daejeon. The distance between Sejong city and Daejeon city is about 16.6km. The unit for Wind Speed is meters 

per second. For Gobi Wind (West Wind), I counted the total number of hours with winds from Bayannur (the West) 

in each first-tier administrative division of South Korea from March 1st of 2016 to May 31st of 2016. The hours 

total is then divided by the number of meteorological stations in each division. Please refer to Appendix Figure 1.3 

for a map of South Korea and regional wind patterns. 

 

1.4 Results 

Before I present the main results, I examine the chosen instruments in greater detail. In a 

preliminary step, I regress Air Pollution on Wind Speed and Gobi Wind as well as on Wind Speed 

and West Wind during the spring of 2016 (cf. Tables 1.6 and 1.7). To be precise I use weekly 

averages of the air pollution and wind pattern measures in each of the seventeen regions such 

that I consider a total of 221 observations.15 The results of these regressions are presented in the 

first and fourth columns. I also run extended specifications of the regression. In columns two and 

 
15 For all three measures, the 92 days from March 1st to May 31st result in 13 weekly observations, with the last 

observations reflecting eight-day averages. 
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five I add controls for location fixed effects (FE). Finally, columns three and six add controls for 

a linear-quadratic (LQ) weekly trend. 

Table 1.6: Air Pollution and Wind Patterns I 
 

PM10 CO 

 (1) (2) (3) (4) (5) (6) 
Gobi Wind 0.1620***  0.1546***  0.2303***  0.0012***  0.0006***  0.0004**   

(0.0466)  (0.0477)  (0.0443)  (0.0003)  (0.0002)  (0.0002)   
[0.001] [0.001] [0.000] [0.000] [0.010] [0.028] 

Wind Speed -2.2951*  -8.9396***  -13.705***  -0.0277***  -0.0873***  -0.0859***   
(1.3503)  (2.1354)  (2.0298)  (0.0090)  (0.0096)  (0.0085)   
[0.091] [0.000] [0.000] [0.002] [0.000] [0.000] 

Constant 44.870***  58.455***  43.243***  0.3916***  0.5474***  0.6233***   
(6.4505)  (7.7625)  (7.5709)  (0.0429)  (0.0349)  (0.0318)   
[0.000]  [0.000]  [0.000]  [0.000]  [0.000]  [0.000]  

Location FE no yes yes no yes yes 

LQ Time Trend no no yes no no yes 

Observations 221 221 221 221 221 221 

F-Statistics 8.43 14.76 35.12 14.67 46.00  52.53 

Note: Standard errors in parentheses, p-values in brackets. *,**,*** denote statistical significance at the 10%, 5% 

and 1% level. F-tests check the joint null hypothesis that Gobi Wind = Wind Speed = 0. 

 

Table 1.6 shows that Wind Speed and Gobi Wind are highly correlated with PM10 and CO levels 

during the spring of 2016. One additional hour of weekly Gobi Wind increases the PM10 level 

approximately by 0.16mg per cubic meter and the CO level raises by approximately 0.0012ppm. 

Moreover, with a slower Wind Speed, transported air pollutants from China (and the Korean west 

coast) stayed (or were trapped) in inner South Korea. There are no substantial changes when 

replacing Gobi Wind by West Wind (see Table 1.7).  
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Table 1.7: Air Pollution and Wind Patterns II 
 

PM10 CO 

 (1) (2) (3) (4) (5) (6) 
West Wind 0.1434*** 0.1394*** 0.2103*** 0.0009*** 0.0002 0.0003  

(0.0445)  (0.0489) (0.0454)  (0.0003)  (0.0002)  (0.0002)   
[0.001] [0.005] [0.000] [0.005] [0.494] [0.192] 

Wind Speed -3.7304*** -10.424*** -15.733*** -0.0373*** -0.0899*** -0.0881***  
(1.3656)  (2.1807)  (2.1180)  (0.0092)  (0.0099)  (0.0089)   
[0.007] [0.000] [0.000] [0.000] [0.000] [0.000] 

Constant 51.938*** 64.888*** 53.992*** 0.4665*** 0.5973*** 0.6526***  
(5.0046)  (6.8411)  (6.5657)  (0.0337)  (0.0311)  (0.0275)   
[0.000] [0.000] [0.000] [0.000] [0.000] [0.000] 

Location FE no yes yes no yes yes 

LQ Time Trend no no yes no no yes 

Observations 221 221 221 221 221 221 

F-Statistics 7.57 13.46 31.82 10.55 41.62 50.18 

Note: Standard errors in parentheses, p-values in brackets. *,**,*** denote statistical significance at the 10%, 5% 

and 1% level. F-tests check the joint null hypothesis that West Wind = Wind Speed = 0.  

 

 Next, I examine whether air pollution (PM10 and CO) levels are endogenous to 

adolescent mental health outcomes using the Durbin and Wu-Hausman tests (see Appendix Table 

1.12). The obtained Durbin Scores and the Wu-Hausman test statistics generally indicate a strong 

endogeneity problem and hence favor the instrumental variable specification. Moreover, the 

endogeneity issue is more pronounced in regression analyses using observations from seventh-

grade students than in those related to tenth graders.16  To further check the validity of the 

instruments, I inspect the F-statistics of the various first stage regressions. First stage F-statistics 

bigger than ten generally indicate that the instruments are robust for 2SLS regressions (Bound et 

al., 1995; Staiger & Stock, 1997; Wooldridge, 2011). The following Table 1.8 shows the first 

stage F-statistics for a total of 24 different regression specifications.17  

  

 
16 Corresponding OLS regression results for Durbin and Wu-Husman tests using index variables (DEPINDEX and 

AGRINDEX) are displayed in Appendix Table 1.13. 
17 Note that we consider three different clustering levels (individual, school, and living district), two alternative pairs 

of instruments (first Gobi Wind and Wind Speed then West Wind and Wind Speed), two air pollutants (PM10 and 

CO) as well as two cohorts of young adolescents (seventh graders and tenth graders). 



22 
 

Table 1.8: First Stage F-Statistics 

Instruments Gobi Wind and Wind Speed 

Cluster Level Individual School  Living District 

Spring Pollution PM10 CO PM10 CO PM10 CO 

7th graders 139.64 696.05 51.795 157.26 16.377 43.420 

10th graders 140.93 645.23 91.515 285.50 16.609 51.284 

Instruments West Wind and Wind Speed 

Cluster Level Individual School Living District 

Spring Pollution PM10 CO PM10 CO PM10 CO 

7th graders 291.24 347.87 92.162 78.789 27.690 21.129 

10th graders 256.87 391.37 171.25 143.83 29.387 23.293 

 

First stage F-statistics (individual level regression) using Gobi Wind and Wind Speed as 

instruments are bigger than 130. Moreover, no matter the level of clustering, estimated F-

statistics remain bigger than 16. The estimated F-statistics when using West Wind and Wind 

Speed as instruments are also high and well above the conventional threshold. Consequently, I 

have established Gobi Wind and Wind Speed as well as West Wind and Wind Speed as valid 

instruments in the 2SLS regression model. The full first-stage regressions can be found in 

Appendix Tables 1.14 and 1.15. 

 Although the instruments are highly correlated with air pollution levels as can be seen in 

the first stage F-statistics, they are uncorrelated with factors that can be associated with 

adolescent mental health such as gross regional domestic product, employment rate, population, 

and precipitation (see Appendix Table 1.16). I regressed Gobi Wind and Wind Speed on regional 

GDP, employment rate, population, and precipitation, but none of them shows statistical 

significance. This strengthens the credibility of the instruments that support the causal 

interpretation of the observed effects of air pollution on the mental health statuses of adolescents.  

I now turn to the main findings. Table 1.9 displays the estimated 2SLS air pollution 

effects (PM10 and CO) on depressive symptoms index variable (DEPINDEX) of seventh-grade 

and tenth-grade students using Gobi Wind and Wind Speed as instruments.  
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Table 1.9: Regression Results Using Depressive Symptoms Index Variable 

(Instruments: Gobi Wind and Wind Speed) 

Model 7th Grade 10th Grade 
 

PM10 CO PM10 CO 

2SLS -0.0240 -1.1586 -0.0137 -0.8197 

 (0.0071)*** (0.3982)*** (0.0075)* (0.4224)* 

P>|t| 0.001  0.004  0.068  0.052  
 [0.0073]*** [0.4005]*** [0.0082]* [0.4639]* 

P>|t| 0.001  0.004  0.095  0.077  
 {0.0069}*** {0.4256}*** {0.0079}* {0.4399}* 

P>|t| 0.001  0.006  0.084  0.062  
     

Oprobit 2SLS -0.0112** -2.1575*** -0.0248* -1.4914** 

 (0.0044)  (0.6975)  (0.0129)  (0.7348)  

P>|t| 0.011  0.002  0.054  0.042  
Stand. Coef (2SLS) -0.2205 -0.1032 -0.1208 -0.0718 

Stand. Coef (Oprobit) -0.2797 -0.1315 -0.1477 -0.0882 

Observations 1,776 1,776 1,655 1,655 

[School] 550 550 787 787 

{Living District} 128 128 125 125 

Note: Standard errors in (parentheses). Standard errors using school level clustering in [brackets]. Standard errors 

using living district level clustering in {braces}. *,**,*** denote statistical significance at the 10%, 5% and 1% 

level. 

 

An increase in PM10 levels adversely affects both seventh-grade and tenth-grade 

students’ depressive symptoms. Moreover, the estimated effects are more pronounced among 

seventh-grade students. Similarly, an increase in CO levels also adversely affects adolescent 

depressive symptoms. The magnitude of coefficients for PM10 and CO cannot be directly 

compared because of different units. To better compare the magnitudes of the estimated 

coefficients in the PM10 and CO regressions, I check the standardized coefficients. A one 

standard deviation increase in PM10 levels worsens the depressive symptoms approximately by 

0.22 standard deviations for seventh-grade students and 0.12 standard deviations for tenth-grade 

students. Moreover, a one standard deviation increase in CO levels worsens the depressive 

symptoms approximately by 0.10 standard deviations for seventh-grade students and 0.07 

standard deviations for tenth-grade students. The standardized coefficients show that PM10 have 

more adverse effects than CO. I also check the 2SLS ordered probit regression results as the 

outcome variable is defined categorically. The ordered probit regression results generally point 
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in the same direction with the main regression results. Finally, to check which of the eleven 

depressive symptoms are affected, I also run separate regressions on each of the eleven 

depressive symptoms. 2SLS regression results are shown in Appendix Table 1.17; 2SLS 

regression results with different levels of clusters, in Appendix Table 1.18; 2SLS ordered probit 

regression results, in Appendix Table 1.19; standardized coefficients in Appendix Table 1.20. 

As Appendix Tables 1.17, 1.18, 1.19, and 1.20 show, nearly all aspects of depressive symptoms 

(Unproductive: “I am not productive and don’t have energy”, Depressed: “I am depressed and 

sad”, Anxious: “I am anxious”, Suicide: “I talk about committing suicide”, Cry: “I often cry”, 

Remorse: “Wrong things are caused by me”, Lonely: “I am lonely”, Unmotivated: “I am not 

motivated”, Pessimistic: “I am not optimistic”, Tough: “Everything is tough”, and Insomnia: 

“Cannot easily fall asleep or wake up”). Reassuringly, the estimated main effects (β1) in Table 

1.9 all fall within the ranges given by the corresponding coefficients found in the various 

depressive symptoms regressions and are significant throughout. The index variable regressions 

hence reconfirm the robustness of the results.  

 An increase in spring season PM10 and CO levels not only increases depressive symp-

toms of adolescents but also aggravates aggressive symptoms. Table 1.10 displays the 2SLS 

regression results for aggressive symptoms index variable (ARGIN) using Gobi Wind and Wind 

Speed as instruments. The general structure of the table follows the presentation in Table 1.9, i.e. 

regression results is shown by displaying only the main coefficients (β1). 
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Table 1.10: Regression Results Using Aggressive Symptoms Index Variable 

(Instruments: Gobi Wind and Wind Speed) 

Model 7th Grade 10th Grade 
 

PM10 CO PM10 CO 

2SLS -0.0163 -0.7482 -0.0165 -1.3552 
 (0.0075)** (0.4211)* (0.0077)** (0.4368)*** 

P>|t| 0.029  0.076  0.033  0.002  

 [0.0083]** [0.4735] [0.0093]* [0.5318]** 

P>|t| 0.049  0.114  0.077  0.011  

 {0.0073}** {0.4138}* {0.0101} {0.6086}** 

P>|t| 0.026  0.071  0.103  0.026  

     

Oprobit 2SLS -0.0260** -1.1928* -0.0277** -2.2094*** 

 (0.0115)  (0.6658)  (0.0127)  (0.7169)  

P>|t| 0.024  0.073  0.029  0.002  

Stand. Coef (2SLS) -0.1418 -0.0630 -0.1421 -0.1160 

Stand. Coef (Oprobit) -0.1633 -0.0727 -0.1653 -0.1307 

Observations 1,776 1,776 1,655 1,655 

[School] 550 550 787 787 

{Living District} 128 128 125 125 

Note: Standard errors in (parentheses). Standard errors using school level clustering in [brackets]. Standard errors 

using living district level clustering in {braces}. *,**,*** denote statistical significance at the 10%, 5% and 1% 

level. 

 

The increase in springtime PM10 and CO levels also affects aggressive symptoms. A one 

standard deviation increase in PM10 levels worsens the aggressive symptoms approximately by 

0.14 standard deviations for seventh-grade students and tenth-grade students. Moreover, a one 

standard deviation increase in CO levels worsens the aggressive symptoms approximately by 

0.06 standard deviations for seventh-grade students and 0.12 standard deviations for tenth-grade 

students. Similar to the depressive symptoms regressions, standardized coefficients show that 

PM10 has a bigger effect on aggressive symptoms than CO. The ordered probit regression results 

re-confirm the main findings as well. Finally, to check which of the five aggressive symptoms 

are affected, I also run separate regressions on each of the five aggressive symptoms. 2SLS 

regression results are shown in Appendix Table 1.21; 2SLS regression results with different 

levels of clusters, in Appendix Table 1.22; 2SLS ordered probit regression results, in Appendix 

Table 1.23; standardized coefficients in Appendix Table 1.24. As Appendix Tables 1.21, 1.22, 

1.23, and 1.24 show, all aggressive symptoms (Irritable: “I become irritated even on small 
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things”, Disturb: “I disturb or annoy friends”, Aggress: “I become aggressive if I cannot do things 

in my way”, Fight: “I often fight on trivial matters”, and Angry: “I am angry all the time”) of 

adolescents are affected negatively.  

One possible threat to the identification strategy is the possibility of families moving 

from more to less polluted regions. To check this, I first separated the seventeen South Korean 

administrative divisions into two regions with high respectively low air pollution levels. Then, I 

tracked the population ratios of the two regions from 1992 to 2021 as shown in Figure 1.2.18 

Figure 1.2: Population Ratios of Regions with High and Low Air Pollution Levels 

 
Note: The detailed regional information is shown in Appendix Table 1.25. 

Interestingly, as Figure 1.2 shows, the share of the overall Korean population exposed to more 

air pollution gradually increased between 1992 and 2021. Thus, I argue that avoidance behavior 

such as pollution induced migration did not play a substantial role during that period. I also 

checked the distributions of students across the two regions in the KCYPS dataset between 2010 

 
18 Figure 2 displays the shares of the population living in the two regions based on the Resident Registry 

Population dataset provided by the Korean Statistical Information Service. The dataset is publicly 

available at: https://kosis.kr/statHtml/statHtml.do?orgId=202&tblId=DT_202N_B4&conn_path=I3 [last 

accessed: January 2nd, 2023]. 
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and 2016 (see Appendix Table 1.25). Reassuringly, I do not observe any trend favoring the region 

with lower air pollution. Another possible threat to identification is avoidance behavior through 

long-distance traveling during the spring season. Endogeneity issues caused by long-distance 

traveling should not be a problem in the case of Korea as secondary schools start their academic 

year in March, and students have spring semester midterm examinations in mid-May and finals 

in late June on ten or more subjects. Considering the competitiveness of Korean education (for 

high-ranked high schools and university entrance) long-distance travelling during the spring 

season is unlikely (Anderson & Kohler, 2012; Lee, 2005). 

 I also conduct a number of additional robustness checks. First, as mentioned in the 

methodology section, I also check the robustness of the results when using West Wind and Wind 

Speed as alternative instruments. Reassuringly, Appendix Table 1.26 in the Appendix show that 

the estimated magnitudes of coefficients and statistical significance levels are similar to the main 

regressions as displayed in Tables 1.9 and 1.10. Likewise the regression results for each eleven 

depressive symptoms and five aggressive symptoms also reconfirm the robustness of the results 

when using the alternative pair of instruments (see Appendix Table 1.27). Second, I include 

observations from 2015 to construct a panel which allows me to control for unobserved time-

invariant explanatory variables such as distinct local differences with respect to urbanization or 

regional identity.19 Using the panel, I analyze the effect of year-by-province-level variations of 

springtime PM10 and CO levels on student mental health outcomes. In a first step, I rerun the 

cross-section regressions using 2015 instead of 2016 data. Then I estimate three panel 

specifications as follows: Panel 0 does not consider local fixed effects, Panel 1 controls for 

 
19 Students (and parents) may make different lifestyle choices and perform different leisure activities based on how 

urbanized their environments are. In addition, Koreans have strong regional identities that are rooted in the country’s 

long history. During the Chosŏn dynasty, present day South Korea was divided into six regions with similar cultures, 

dialects, and social attitudes. These regional peculiarities remain to the present day and are revealed, for example, 

in nation-wide elections but are not restricted to voting behavior. 
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urbanization dummies, and Panel 2 uses region fixed effects (see Appendix Tables 1.28 to 

1.35).20 Once more the results do not change substantially, regardless of the chosen model.21 

Third, I adjust the obtained p-values for the false discovery rates (FDR). In fact testing multiple 

hypotheses one by one leads to an increased likelihood of false rejections. To reduce this 

likelihood, I follow Anderson (2008) and calculate the sharpened q-values for the main 

coefficients of all mental health symptoms regressions (see Appendix Tables 1.36 and 1.37). The 

sharpened q-values obtained reconfirm the original findings that air pollution levels (PM10 and 

CO) indeed have negative effects on adolescent mental health, in particular for seventh-grade 

students. Lastly, I use the depressive and aggressive symptoms index variables to expand the 

panel analyses. Appendix Tables 1.38 and 1.39 present panel regression results when controlling 

for a growing number of fixed effects (Panel 0, 1, and 2) and assuming bigger clusters of standard 

errors (Panel 3 and 4). A number of regressions using panel and cross-sectional settings exhibit 

similar results as they are mainly driven by the regional differences in air pollution levels (Kwak 

et al., 2022). Therefore, choosing the 2016 cross-section for the baseline regressions seems more 

relevant as it requires a weaker identifying assumptions.  

 

1.5 Discussion 

My analysis reveals a strong effect of air pollution on the mental health of South Korean 

adolescents. As Tables 1.9 and 1.10 show, springtime PM10 and CO levels negatively affect the 

 
20 The urbanization dummies of regression model Panel 1 reflect three levels of urbanization: first the most urbanized 

capital city Seoul, second the other metropolitan cities Incheon, Daejeon, Sejong, Gwangju, Daegu, Ulsan, and 

Busan, and third rural provinces. The region fixed effects of model Panel 2 refer to the following six historical 

regions. (1) Capital region: Seoul, Incheon, Gyeonggi; (2) Chungcheong: South Chungcheong, North 

Chungcheong, Sejong, Daejeon; (3) Jeolla: South Jeolla, North Jeolla, Gwangju; (4) Gyeongsang: South 

Gyeongsang, North Gyeongsang, Busan, Ulsan, Daegu; (5) Gangwon: Gangwon; (6) Jeju: Jeju.   
21 The aforementioned stability of the yellow dust dispersion in Korea results in only small variations of PM10 and 

CO levels over time (Kwak et al., 2022). In the panel analysis it is therefore advisable not to use too many fixed 

effects (such as first-differenced models or individual fixed effects). Instead the regional variations of PM10 and 

CO levels can and should be exploited. In other words, using first differences of springtime pollution levels or 

regional fixed effects for all 17 regions is no reasonable identification strategy. 
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mental health of secondary students with high statistical significance. I also show that the effect 

is more pronounced among seventh-grade students (relative to tenth-grade students) which is in 

line with previous results in the literature. In general, younger people tend to show stronger 

adverse psychological responses (Armstrong et al., 2000; Power et al., 2020). Although a lack of 

data does not allow me to analyze the effect of air pollution on children, regression results hint 

that children are more likely to show stronger responses to air pollution.  

 Possible explanations for the adverse effect of air pollution on adolescent depressive and 

aggressive symptoms might be medical in nature. For example, it is well established that Diesel-

exhaust particles trigger the release of proinflammatory factors and reactive oxygen species, 

which subsequently can cause severe mental health problems (Block et al., 2004; Sui et al., 2018). 

More generally, air pollution increases the probability of systemic oxidative stress (Kelly 2003; 

Risom et al., 2005), which directly raises the risk for depression (Ng et al., 2008; Yanik et al., 

2004). Because most of the outcome variables (i.e., Unproductive, Depressed, Anxious, Suicide, 

Remorse, Unmotivated, Pessimistic, Tough, and Insomnia) all correlate with the Hamilton 

Depression Rating Scale, my results are consistent with the explanations by Ng et al. (2008) and 

Yanik et al. (2004).  

Another possible explanation of how air pollution may harm adolescent mental health is 

via its negative impact on sleep quality (Becker et al., 2017; Hayashino et al., 2010). Again, the 

regression results for Insomnia (“Cannot easily fall asleep or wake up”) support this view. Last 

but not least, high levels of air pollution reduce the white surface matter in the left hemisphere 

of the brain of children and adolescents (Binter et al., 2022; Lopuszanska & Samardakiewicz, 

2020; Peterson et al., 2015; Roberts et al., 2019) which causes cognitive as well as behavioral 

problems among the affected including attention-deficit/hyperactivity disorder symptoms and 

conduct disorder problems (Peterson et al., 2015). Common features of conduct disorder 
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problems are being irresponsible, skipping school, stealing (or violating the rights of others), and 

physically harming other people or animals (Johns Hopkins Medicine, 2023). The findings for 

Disturb (“I disturb or annoy friends”) and for Fight (“I often fight on trivial matters”) fit squarely 

into this literature. Moreover, a number of very recent studies points into the same direction by 

establishing a connection between exposure to air pollution and crimes (Bondy et al., 2020; 

Burkhardt et al., 2019; Herrnstadt et al., 2021). Finally, mental health problems caused by air 

pollution might be amplified through peer effects (Hill, 2002; Quinton et al., 1993).  

An alternate mechanism, distinct from the medical literature, may also negatively affect 

adolescent mental health. Serious air pollution exerts an impact on the cognitive abilities of 

individuals (Peterson et al., 2015), thereby potentially leading to diminished academic 

achievements among students (Balakrishnan & Tsaneva, 2021; Lu et al., 2021; Shier et al., 2019). 

The decline in academic performance can subsequently exert adverse effects on the mental well-

being of students, inducing feelings of discouragement or frustration (Miles & Stipek, 2006; 

Paris et al., 1991). While the exploration of these intricate pathways falls beyond the scope of 

this paper, the presence of robust and statistically significant regression results on depressive and 

aggressive symptoms indeed underscores the necessity for further investigation.  

 My findings contribute to a growing body of literature that identifies air pollution effects 

on the health outcomes of adolescents. In particular, this study adds the mental health of 

adolescents to the spectrum of outcome variables. Although the effects on physical health (Chay 

& Greenstone, 2003; Chay et al., 2003; Currie & Neidell, 2005; Currie et al., 2009; Currie & 

Walker, 2011; Chen et al., 2013; Sanders & Stoecker, 2015; Deschênes et al., 2017; Deryugina 

et al., 2019) and adult mental health (Bishop et al., 2017; Buoli et al., 2018; Chen et al., 2018; 

Gu et al., 2020; Bakolis et al., 2020) have been investigated, research on adolescent mental health 

is lacking. This study fills this gap by producing evidence that air pollution does indeed adversely 
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affect the mental health of young South Koreans. 

Finally, this study complements an already rich body of literature about the effects of air 

pollution on health outcomes in Western countries by looking into a country in highly polluted 

East Asia. As I have argued above, this addition to the literature is particularly interesting because 

polluted air affects health outcomes most likely in a non-linear way (Arceo et al., 2016). Hence 

my findings offer a first glimpse into the health effects of air pollution in highly polluted areas. 

 

1.6 Conclusion 

South Korea has unique seasonal and remarkably stable wind patterns. For centuries, the 

dominating west winds during the spring season have been known to carry Yellow Dust from 

the Gobi Desert of China and Mongolia (Chun, 2004). With the beginning of the industrialization 

of East Asia, springtime winds started to carry air pollutants from the Chinese East coast and 

from the Korean West coast to the inner Korean peninsula. My analysis exploits the seasonal and 

regional consistency of wind patterns in Korea by using wind directions and wind speeds as 

instruments for regional air pollution levels. The instrumental variable approach resolves 

possible endogeneity issues caused by the correlation between the air pollution levels (in 

particular PM10 and CO levels) and the economic situation. Since the associated F-statistics are 

exceptionally high and well above conventional thresholds for weak instruments, I have indeed 

found strong instruments. Moreover, I also conduct a number of robustness checks that 

corroborate the results. In summary, my analysis delivers reliable findings that might be helpful 

to researchers and policymakers alike. 

 A possible direction for future research is to conduct a mediation analysis. Although air 

pollution exerts a direct effect on mental health (Bishop et al., 2017; Buoli et al., 2018; Chen et 

al., 2018; Gu et al., 2020; Bakolis et al., 2020), there might also be indirect effects of air pollution 
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on mental health especially when considering adolescents. If fine dust levels are high, local 

governments and school boards may – and often do – restrict outdoor activities for students. 

Without sufficient outdoor activities and physical education, however, students are more likely 

to develop depressive symptoms (McHale et al., 2001). Thus, the estimated coefficients likely 

capture a combination of the direct and indirect effects of air pollution on adolescent mental 

health. Mediation analysis could help to separate the two effects, assuming of course that a valid 

mediator can be found. 

Another possible direction for future research would be to study the effect of air 

pollution on health outcomes among the very young (i.e., elementary school and kindergarten 

children). The difference between the estimated coefficients in the seventh and tenth-grade 

regressions suggests that the mental health effects of air pollution is more severe for younger 

children. Of course, it requires a rigorous econometric analysis and appropriate data to back up 

such a claim. As primary school students and kindergarten children may have difficulties to 

report their mental health statuses accurately, the information should ideally come from precise 

medical reports or hospital records. So far a lack of data prevents me from conducting such an 

analysis.  

 Further investigation into avoidance behavior could enhance the precision of the upper 

and lower bounds of estimated coefficients. The estimated coefficients are the overall impact, 

encompassing avoidance behaviors such as wearing facial masks and staying indoors. Therefore, 

the true direct effect of air pollution on the mental health of adolescents may, in fact, exceed the 

magnitude indicated by the estimated coefficients. Furthermore, as mentioned in the discussion 

section, the empirical analysis of air pollution effects on academic outcomes may enrich the 

current discourse by exploring potential mechanisms of air pollution affecting adolescent mental 

health.  
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 This research analyzes a relatively underexplored cost of pollution, with a specific 

emphasis on its influence on the mental health of adolescents. Considering that adolescents are 

at a pivotal stage of neurological development, the consequence of air pollution on the mental 

well-being of this demographic may potentially be more profound than those observed in adults 

(Binter et al., 2022; Lamb & Murphy, 2013; Lopuszanska & Samardakiewicz, 2020; Paul et al., 

2013; Peterson et al., 2015; Roberts et al., 2019; Slack & Webber, 2007). It is also noteworthy 

to acknowledge that adolescent mental health plays a central role in shaping the mental well-

being of adults (Johnson et al., 2018; McLeod et al., 2016). Thus air pollution may have longer-

run effects on academic achievement and accumulation of human capital. Indeed, adolescent 

mental health affected by air pollution should no longer be neglected.  
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1.7 Appendix 

1.7.1 Additional Figures and Results 

Figure 1.3: Regional Pollution Level and Wind Patterns 
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Table 1.11: Survey Questions on Depressive and Aggressive Symptoms 

 

Q. These are questions about a student's usual behavior. Please respond to each item that 

applies to you.  

I am… Strong 

Yes 

Yes No Strong 

No 

I am not productive and don’t have energy 1 2 3 4 

I am depressed and sad 1 2 3 4 

I am anxious 1 2 3 4 

I talk about committing suicide 1 2 3 4 

I often cry 1 2 3 4 

I think wrong things caused by me 1 2 3 4 

I am lonely 1 2 3 4 

I am not motivated 1 2 3 4 

I am not optimistic 1 2 3 4 

I feel everything is tough 1 2 3 4 

I cannot easily fall asleep or wake up 1 2 3 4 

I become irritated even on small things 1 2 3 4 

I disturb or annoy friends 1 2 3 4 

I become aggressive if I cannot do things in my 

way 

1 2 3 4 

I often fight on trivial matters 1 2 3 4 

I am angry all the time 1 2 3 4 
Notes: survey questions are translated by the author.  
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Table 1.12: Endogeneity Tests Using Durbin and Wu-Hausman Tests  
7th Grade 

 
10th Grade 

 

Variable PM10 CO PM10 CO 

Unproductive (18.870)*** (9.0446)*** (0.9849)  (0.3795)   
[18.943]*** [9.0294]*** [0.9783]  [0.3768]  

Depressed (2.7849)* (1.0051)  (0.9122)  (0.3760)   
[2.7704]* [0.9989]  [0.9061]  [0.3734]  

Anxious (3.4061)* (4.4264)** (0.4998)  (0.6962)   
[3.3896]* [4.4075]** [0.4964]  [0.6914]  

Suicide (0.8980)  (1.4163)  (1.9892)  (0.0473)   
[0.8924]  [1.4078]  [1.9771]  [0.0470]  

Cry (3.2813)* (2.5162)  (4.9557)** (0.7940)   
[3.2652]* [2.5027]  [4.9346]** [0.7887]  

Remorse (2.4485) (0.4794)  (5.4904)** (5.8098)**  
[2.4353] [0.4763]  [5.4688]** [5.7880]** 

Lonely (1.8587) (0.0547)  (2.8313)* (0.9820)   
[1.8481]  [0.0544]  [2.8156]* [0.9755]  

Unmotivated (5.0888)** (0.9395)  (0.6672)  (0.1069)   
[5.0690]** [0.9336]  [0.6626]  [0.1061]  

Pessimistic (5.0418)** (0.7914)  (3.7119)* (1.1972)   
[5.0220]** [0.7864]  [3.6932]* [1.1893]  

Tough (4.4521)** (0.3763)  (4.6322)** (2.7416)*  
[4.4331]** [0.3738]  [4.6115]** [2.7262]* 

Insomnia (4.6491)** (3.7242)* (1.0231)  (0.0423)   
[4.6298]** [3.7068]* [1.0164]  [0.0420]  

     

Irritable (4.3635)** (4.0903)** (0.7314)  (2.4446)   
[4.3447]** [4.0720]** [0.7265]  [2.4305]  

Disturb (7.2816)*** (3.2540)* (1.7488)  (3.0969)*  
[7.2622]*** [3.2380]* [1.7379]  [3.0802]* 

Aggress (3.6879)* (0.8107)  (1.7949)  (1.5244)   
[3.6706]* [0.8056]  [1.7838]  [1.5147]  

Fight (3.8252)* (4.9059)** (3.3201)* (6.0748)**  
[3.8075]* [4.8862]** [3.3027]* [6.0529]** 

Angry (3.2248)* (0.2763)  (3.8197)* (4.5607)**  
[3.2089]* [0.2744]  [3.8008]* [4.5402]** 

Observations 1776 1776 1655 1655 

Note: Durbin Scores ~ χ2(1) in (parentheses) and Wu-Hausman test statistics ~ F(1, Observations-12) in [brackets], 

testing the null hypotheses that variables are exogenous. *** denote p-value <0.01; **, p-value < 0.05; *, p-value < 

0.1. 
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Table 1.13: OLS Regression Results with Spring PM10 and CO 

Model 7th Grade 10th Grade  
PM10 CO PM10 CO 

Depressive Symptoms 

OLS -0.0068  -0.5835  -0.0036  -0.4758   
(0.0026)*** (0.2649) ** (0.0029)  (0.2810) * 

P>|t| 0.009  0.028  0.203  0.091   
[0.0027] ** [0.3107] * [0.0028] [0.2714] * 

P>|t| 0.011  0.061  0.192  0.080   
{0.0027}** {0.3002}* {0.0031} {0.2641}* 

P>|t| 0.014  0.054  0.242  0.074       

Oprobit -0.0112** -0.9886** -0.0064  -0.8489*  
(0.0044) (0.4556) (0.0049) (0.4853)  

P>|t| 0.011  0.030  0.196  0.080  

Stand.Coef (OLS) -0.0627  -0.0520  -0.0322  -0.0417  

Stand.Coef (Oprobit) -0.0704  -0.0602  -0.0380  -0.0502  

Aggressive Symptoms 

OLS -0.0012  -0.2358  -0.0035  -0.4304   
(0.0027)  (0.2802)  (0.0030)  (0.2898)  

P>|t| 0.667  0.400  0.236  0.138   
[0.0029] [0.3445] [0.0028] [0.3051] 

P>|t| 0.681  0.494  0.217  0.159   
{0.0031}  {0.3095}  {0.0032}  {0.3708}  

P>|t| 0.705  0.448  0.273  0.248       

Oprobit -0.0018  -0.3440  -0.0061  -0.7181   
(0.0043)  (0.4382)  (0.0049)  (0.4768)  

P>|t| 0.678  0.432  0.206  0.132  

Stand.Coef (OLS) -0.0103  -0.0199  -0.0302  -0.0368  

Stand.Coef (Oprobit) -0.0112  -0.0210  -0.0366  -0.0425  

Observations 1,776 1,776 1,655 1,655 

[School] 550  550  787  787  

{Living District} 128  128  125  125  

Note: Standard errors in (parentheses). Standard errors using school level clustering in [brackets]. Standard errors 

using living district level clustering in {braces}. *,**,*** denote statistical significance at the 10%, 5% and 1% 

level. 
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Table 1.14: First Stage Regression Results (with Gobi Wind) 

Variable PM10 CO  
7th Grade 10th Grade 7th Grade 10th Grade 

Wind Speed 0.3290 0.7060 0.0368 0.0407 

 (0.2745)  (0.2602)  (0.0022)  (0.0022)  

 [0.4992]  [0.3169]  [0.0029]  [0.0022]  

 {0.9537}  {0.7214}  {0.0052}  {0.0050}  

Gobi Wind 0.0214 0.0201  0.00039  0.00036  

 (0.0013)  (0.0012)  (0.00001)  (0.00001)  

 [0.0022]  [0.0015]  [0.00003]  [0.00002]  

 {0.0039}  {0.0036}  {0.00006}  {0.00005}  

lnIncome 0.2585  -1.3013  0.0051  -0.0028  

 (0.3436)  (0.3337)  (0.0027)  (0.0028)  

 [0.4403]  [0.3324]  [0.0033]  [0.0031]  

 {0.4733}  {0.4029}  {0.0039}  {0.0041}  

lnAllow -0.5780  0.7681  0.0023  0.0091  

 (0.2194)  (0.2430)  (0.0017)  (0.0020)  

 [0.2660]  [0.2833]  [0.0029]  [0.0028]  

 {0.3327}  {0.4128}  {0.0038}  {0.0041}  

Study 0.0025  0.0075  -0.00001 0.00002  

 (0.0016)  (0.0014)  (0.00001)  (0.00001)  

 [0.0018]  [0.0017]  [0.00001]  [0.00001]  

 {0.0018}  {0.0025}  {0.00001}  {0.00002}  

Game 0.0038  0.0146  -0.00007 0.00002  

 (0.0020)  (0.0021)  (0.00002)  (0.00002)  

 [0.0021]  [0.0024]  [0.00002]  [0.00002]  

 {0.0027}  {0.0034}  {0.00003}  {0.00002}  

Momeduc     

2 -0.2574  0.5454  -0.0019  0.0042  

 (1.4751)  (0.8963)  (0.0116)  (0.0074)  

 [1.5957]  [0.7660]  [0.0082]  [0.0086]  

 {1.4217}  {0.8231}  {0.0087}  {0.0090}  

3 -0.9115  0.8029  -0.0039  0.0011  

 (1.4991)  (0.9713)  (0.0118)  (0.0080)  

 [1.6077]  [0.8655]  [0.0085]  [0.0089]  

 {1.4596}  {0.9833}  {0.0097}  {0.0095}  

4 0.4596  1.6142  -0.0006  0.0033  

 (1.4920)  (0.9270)  (0.0118)  (0.0077)  

 [1.6217]  [0.8135]  [0.0083]  [0.0088]  

 {1.5505}  {0.9151}  {0.0097}  {0.0097}  

5 1.5736  3.6443  0.0012  0.0119  

 (1.5804)  (1.0836)  (0.0125)  (0.0089)  

 [1.7303]  [0.9499]  [0.0097]  [0.0100]  

 {1.6651}  {1.1795}  {0.0111}  {0.0117}  

Gender 0.2600  -0.0374  -0.0006  -0.0005  

 (0.2772)  (0.2636)  (0.0022)  (0.0022)  

 [0.3840]  [0.3725]  [0.0034]  [0.0038]  

 {0.2082}  {0.2419}  {0.0016}  {0.0020}  

Constant 24.803  35.341 -0.2238  -0.1448  

 (3.8547)  (3.4700)  (0.0304)  (0.0286)  

 [5.2443]  [3.7460]  [0.0526]  [0.0375]  

 {7.7180}  {6.9465}  {0.0971}  {0.0763}  

Observations 1776  1655  1776  1655  

[School]  550  787  550  787  

{Living District}  128 125  128 125  

Note: Standard errors in (parentheses). Standard errors using school level clustering in [brackets]. Standard errors 

using living district level clustering in {braces}.  
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Table 1.15: First Stage Regression Results (with West Wind) 

Variable PM10 CO  
7th Grade 10th Grade 7th Grade 10th Grade 

Wind Speed -2.4495  -1.9152  -0.0046  0.0008 

 (0.2447)  (0.2345)  (0.0023)  (0.0023)  

 [0.4821]  [0.3044]  [0.0045]  [0.0032]  

 {0.8547}  {0.6877}  {0.0082}  {0.0074}  

West Wind 0.0215  0.0192  0.00023  0.00022  

 (0.0009)  (0.0009)  (0.00001)  (0.00001)  

 [0.0018]  [0.0011]  [0.00002]  [0.00001]  

 {0.0032}  {0.0027}  {0.00004}  {0.00003}  

lnIncome 0.0999  -1.5722  0.0026  -0.0075  

 (0.3206)  (0.3149)  (0.0031)  (0.0030)  

 [0.4022]  [0.3185]  [0.0033]  [0.0032]  

 {0.4597}  {0.3959}  {0.0039}  {0.0052}  

lnAllow -0.1368  0.7417  0.0060  0.0091  

 (0.2060)  (0.2296)  (0.0020)  (0.0022)  

 [0.2993]  [0.2862]  [0.0029]  [0.0031]  

 {0.3786}  {0.4610}  {0.0030}  {0.0054}  

Study 0.0019  0.0060  -0.00001  0.00002  

 (0.0015)  (0.0014)  (0.00001)  (0.00001)  

 [0.0016]  [0.0016]  [0.00001]  [0.00002]   
{0.0016}  {0.0022}  {0.00001}  {0.00001}  

Game 0.0029  0.0121  -0.00007  0.00001  

 (0.0019)  (0.0020)  (0.00002)  (0.00002)  

 [0.0021]  [0.0021]  [0.00003]  [0.00002]  

 {0.0029}  {0.0031}  {0.00004}  {0.00002}  

Momeduc     

2 -0.6458  1.1364  -0.0065  0.0128  

 (1.3765)  (0.8467)  (0.0132)  (0.0081)  

 [1.4359]  [0.7857]  [0.0081]  [0.0106]  

 {1.2827}  {0.7579}  {0.0102}  {0.0117}  

3 -1.2370  1.5403  -0.0091  0.0085  

 (1.3988)  (0.9185)  (0.0134)  (0.0088)  

 [1.4652]  [0.8824]  [0.0086]  [0.0106]  

 {1.3341}  {0.8945}  {0.0121}  {0.0111}  

4 -0.3148  1.9706  -0.0080  0.0085  

 (1.3927)  (0.8757)  (0.0133)  (0.0084)  

 [1.4631]  [0.8343]  [0.0079]  [0.0107]  

 {1.4136}  {0.8591}  {0.0101}  {0.0121}  

5 0.3025  3.4713  -0.0095  0.0126  

 (1.4763)  (1.0238)  (0.0141)  (0.0098)  

 [1.5555]  [0.9706]  [0.0099]  [0.0120]  

 {1.5298}  {1.1743}  {0.0118}  {0.0146}  

Gender 0.2203  -0.0566  -0.0014  -0.0009  

 (0.2587)  (0.2490)  (0.0025)  (0.0024)  

 [0.3769]  [0.3838]  [0.0044]  [0.0048]  

 {0.1811}  {0.2239}  {0.0013}  {0.0022}  

Constant 36.060  48.0995  0.1690  0.2096  

 (3.1110)  (2.7934)  (0.0298)  (0.0268)  

 [4.0504]  [2.8627]  [0.0340]  [0.0347]  

 {5.0451}  {4.4186}  {0.0496}  {0.0681}  

Observations 1776  1655  1776  1655  

[School] 550  787  550  787  

{Living District} 128 125  128 125  

Note: Standard errors in (parentheses). Standard errors using school level clustering in [brackets]. Standard errors 

using living district level clustering in {braces}. 
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Table 1.16: Correlation with Instrument Variables and  

Other Variables (Weather, Economic Activities, and Demographics) 

Variables Rain Fall Reg. Employment Reg. GDP Population  
2015 

Gobi Wind -0.0002  -0.0001  0.0004  0.0007  
(hour) (0.0007)  (0.0001)  (0.0021)  (0.0022)  

 Retain θ1=0 Retain θ1=0 Retain θ1=0 Retain θ1=0 

Wind Speed 0.0041  -0.0006  0.1000  0.1275  
(km/hour) (0.0365)  (0.0048)  (0.1022)  (0.1058)  

 Retain θ2=0 Retain θ2=0 Retain θ2=0 Retain θ2=0  
2016 

Gobi Wind -0.0007  5×(0.1)6 0.0015  0.0008  
(hour) (0.0005)  (0.0001)  (0.0022)  (0.0022)  

 Retain θ1=0 Retain θ1=0 Retain θ1=0 Retain θ1=0 

Wind Speed -0.0139  0.0014  0.0969  0.1172  
(km/hour) (0.0278)  (0.0059)  (0.1168)  (0.1175)  

 Retain θ2=0 Retain θ2=0 Retain θ2=0 Retain θ2=0  
2015 – 2016 

Gobi Wind -0.0006  5×(0.1)5 0.0009  0.0007  
(hour) (0.0005)  (0.0001)  (0.0014)  (0.0014)  

 Retain θ1=0 Retain θ1=0 Retain θ1=0 Retain θ1=0 

Wind Speed -0.0118  8×(0.1)6 0.0925  0.1197  
(km/hour) (0.0254)  (0.0036)  (0.0722)  (0.0735)  

 Retain θ2=0 Retain θ2=0 Retain θ2=0 Retain θ2=0 

Note: Retain the null hypothesis (θi = 0) if p>0.10 after regressing y = θ0 + θ1 Gobi Wind + θ2 Wind Speed + ε where 

y is either ln(Rain Fall), ln(Employment Rate) ln(Population), or ln(Regional GDP) in the first-tier administrative 

division level. The first two panels show the results after regressing year 2015 and year 2016 separately, while the 

third panel shows the results after appending the two years. Therefore, the number of observations of the first two 

panels is seventeen; the third panel is thirty four. The statistical test results on (Retaining θi = 0) if p>0.10 holds 

even if the outcomes are in levels.  
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Table 1.17: Depressive Symptoms 2SLS Results 
 

7th Grade  10th Grade 

Variable PM10 CO  PM10 CO 

Unproductive -0.0394***  -2.1034***   -0.0106 -0.6147   
(0.0081)  (0.4445)   (0.0081)  (0.4594)  

P>|t| 0.000  0.000   0.191  0.181  

Depressed -0.0168**  -0.6579   -0.0110  -0.6260   
(0.0075) (0.4218)   (0.0079)  (0.4471)  

P>|t| 0.024  0.119   0.164  0.161  

Anxious -0.0262***  -1.0633**   -0.0120  -0.4825   
(0.0093) (0.5274)   (0.0102)  (0.5798)  

P>|t| 0.000  0.044   0.242  0.405  

Suicide -0.0137**  -0.7511**   -0.0141**  -0.5025   
(0.0060) (0.3422)   (0.0068)  (0.3827)  

P>|t| 0.023  0.028   0.037  0.189  

Cry -0.0162*  -0.3944   -0.0119  -0.5173   
(0.0086) (0.4855)   (0.0086)  (0.4848)  

P>|t| 0.059  0.417   0.168  0.286  

Remorse -0.0161*  -0.6003   -0.0246***  -1.4531***   
(0.0084) (0.4730)   (0.0091)  (0.5124)  

P>|t| 0.054  0.204   0.007  0.005  

Lonely -0.0160**  -0.6876   -0.0153*  -0.8928*   
(0.0081) (0.4569)   (0.0092)  (0.5200)  

P>|t| 0.047  0.132   0.097  0.086  

Unmotivated -0.0227***  -1.2667***   -0.0159**  -0.7701*   
(0.0070) (0.3912)   (0.0074)  (0.4170)  

P>|t| 0.001  0.001   0.030  0.065  

Pessimistic -0.0227***  -1.1538***   -0.0249***  -1.3195***   
(0.0076) (0.4294)   (0.0091)  (0.5146)  

P>|t| 0.003  0.007   0.006  0.010  

Tough -0.0240***  -1.0921***   -0.0213**  -1.3760***   
(0.0073) (0.4138)   (0.0085)  (0.4754)  

P>|t| 0.001  0.008   0.012  0.004  

Insomnia -0.0221**  -0.9326*   -0.0175**  -1.0805**   
(0.0087) (0.4890)   (0.0088)  (0.4951)  

P>|t| 0.011  0.057   0.045  0.029  

Observations 1776 1776  1655 1655 
Note: Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.18: Depressive Symptoms Using Different Level of Clusters  
7th Grade 10th Grade 

Variable PM10 CO PM10 CO 

Unproductive -0.0394  -2.1034  -0.0106  -0.6147   
[0.0079]*** [0.4488]*** [0.0084]  [0.4918]  

 {0.0089}*** {0.5243}*** {0.0088}  {0.4887}  

Depressed -0.0168 -0.6579  -0.0110  -0.6260   
[0.0076]** [0.4024]  [0.0079]  [0.4514]  

 {0.0068}** {0.4078}  {0.0076}  {0.4546}  

Anxious -0.0262 -1.0633 -0.0120  -0.4825   
[0.0092]*** [0.5284]** [0.0104]  [0.5956]  

 {0.0092}*** {0.5906}* {0.0110}  {0.6733}  

Suicide -0.0137 -0.7511 -0.0141 -0.5025  
[0.0068]** [0.3768]** [0.0066]** [0.3712]  

 {0.0067}** {0.3781}** {0.0082}* {0.4400}  

Cry -0.0162 -0.3944  -0.0119  -0.5173   
[0.0091]* [0.4969]  [0.0085]  [0.4830]  

 {0.0096}* {0.6510}  {0.0086}  {0.4718}  

Remorse -0.0161 -0.6003 -0.0246 -1.4531  
[0.0089]* [0.4898]  [0.0104]** [0.5780]** 

 {0.0090}* {0.5209}  {0.0105}** {0.6167}** 

Lonely -0.0160 -0.6876 -0.0153 -0.8928  
[0.0072]** [0.4143]* [0.0106]  [0.6171]  

 {0.0068}** {0.4093}* {0.0118}  {0.6240}  

Unmotivated -0.0227 -1.2667 -0.0159 -0.7701  
[0.0067]*** [0.3843]*** [0.0083]* [0.4756]  

 {0.0054}*** {0.3202}*** {0.0093}* {0.4846}  

Pessimistic -0.0227 -1.1538 -0.0249 -1.3195  
[0.0079]*** [0.4514]** [0.0098]** [0.5503]** 

 {0.0082}*** {0.5108}** {0.0114}** {0.6142}** 

Tough -0.0240 -1.0921  -0.0213 -1.3760   
[0.0071]*** [0.3999]*** [0.0102]** [0.5762]** 

 {0.0067}*** {0.4079}*** {0.0108}** {0.6049}** 

Insomnia -0.0221 -0.9326 -0.0175 -1.0805  
[0.0089]** [0.4748]** [0.0092]* [0.5234]** 

 {0.0079}*** {0.4317}** {0.0104}* {0.5870}* 

[School] 550 550 787 787 

{Living District} 128 128 125 125 

Note: Standard errors using school level clustering in [brackets]. Standard errors using living district level clustering 

in {braces} *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.19: 2SLS with Ordered Probit on Depressive Symptoms  
7th Grade 10th Grade 

Variable PM10 CO PM10 CO 

Unproductive -0.0617*** -3.4016*** -0.0173 -0.9383   
(0.0105)  (0.6693)  (0.0126) (0.7173)  

P>|t| 0.000  0.000  0.170  0.191  

Depressed -0.0302** -1.1943 -0.0178  -0.9866   
(0.0119)  (0.6917)  (0.0129)  (0.7314)  

P>|t| 0.011  0.084  0.167  0.177  

Anxious -0.0343*** -1.4223** -0.0147  -0.5889   
(0.0112)  (0.6490)  (0.0121)  (0.6884)  

P>|t| 0.002  0.028  0.225  0.392  

Suicide -0.0329** -1.8284** -0.0298** -1.0834  
(0.0132)  (0.7592)  (0.0139)  (0.7988)  

P>|t| 0.013  0.016  0.032  0.175  

Cry -0.0235** -0.6176  -0.0173  -0.7619   
(0.0116)  (0.6654)  (0.0126)  (0.7244)  

P>|t| 0.043  0.353  0.169  0.293  

Remorse -0.0229** -0.8612  -0.0349*** -2.0496***  
(0.0115)  (0.6582)  (0.0121)  (0.6985)  

P>|t| 0.046  0.191  0.004  0.003  

Lonely -0.0264** -1.1761* -0.0233* -1.2955*  
(0.0118)  (0.6825)  (0.0124)  (0.7134)  

P>|t| 0.026  0.085  0.060  0.069  

Unmotivated -0.0424*** -2.3434*** -0.0291** -1.4115*  
(0.0119)  (0.7031)  (0.0131)  (0.7446)  

P>|t| 0.000  0.001  0.026  0.058  

Pessimistic -0.0402*** -2.0389*** -0.0121** -1.8450***  
(0.0116)  (0.6880)  (0.0048)  (0.7149)  

P>|t| 0.001  0.003  0.012  0.010  

Tough -0.0411*** -1.8598*** -0.0339*** -2.1417***  
(0.0118)  (0.6916)  (0.0124)  (0.7173)  

P>|t| 0.000  0.007  0.007  0.003  

Insomnia -0.0332*** -1.4483** -0.0276** -1.6541**  
(0.0115)  (0.6713)  (0.0128)  (0.7286)  

P>|t| 0.004  0.031  0.031  0.023  

Observations 1776 1776 1655 1655 

Note: Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.20: Depressive Symptoms Standardized Coefficients  

  7th Grade 10th Grade 

Variable Regression Type PM10 CO PM10 CO 

Unproductive 2SLS -0.3266***  -0.1691***  -0.0874  -0.0501   
OProbit2SLS -0.3879***  -0.2073***  -0.1031  -0.0555  

Depressed 2SLS -0.1466**  -0.0557  -0.0925  -0.0523   
OProbit2SLS -0.1899**  -0.0728*  -0.1061  -0.0584  

Anxious 2SLS -0.1823***  -0.0716**  -0.0775  -0.0310   
OProbit2SLS -0.2155***  -0.0867**  -0.0877  -0.0348  

Suicide 2SLS -0.1472**  -0.0783**  -0.1390**  -0.0490   
OProbit2SLS -0.2068**  -0.1114**  -0.1776**  -0.0641  

Cry 2SLS -0.1201*  -0.0284  -0.0874  -0.0377   
OProbit2SLS -0.1479**  -0.0376  -0.1033  -0.0451  

Remorse 2SLS -0.1246*  -0.0450  -0.1807***  -0.1060***   
OProbit2SLS -0.1441**  -0.0525  -0.2082***  -0.1212***  

Lonely 2SLS -0.1279**  -0.0532  -0.1109*  -0.0640*   
OProbit2SLS -0.1661**  -0.0717*  -0.1391*  -0.0766*  

Unmotivated 2SLS -0.2125***  -0.1149***  -0.1430**  -0.0686*   
OProbit2SLS -0.2668***  -0.1428***  -0.1735**  -0.0835*  

Pessimistic 2SLS -0.1941***  -0.0958***  -0.1819***  -0.0957***   
OProbit2SLS -0.2527***  -0.1243***  -0.2051**  -0.1091***  

Tough 2SLS -0.2131***  -0.0938***  -0.1686**  -0.1082***   
OProbit2SLS -0.2583***  -0.1133***  -0.2018***  -0.1267***  

Insomnia 2SLS -0.1671**  -0.0682*  -0.1340**  -0.0819**   
OProbit2SLS -0.2088***  -0.0883**  -0.1647**  -0.0978**  

Note: *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.21: Aggressive Symptoms 2SLS Results 
 7th Grade  10th Grade 

Variable PM10 CO  PM10 CO 

Irritable -0.0180**  -0.9819**   -0.0086 -0.8892*  
(0.0082)  (0.4617)   (0.0083)  (0.4723)  

P>|t| 0.028 0.033  0.301 0.06 

Disturb -0.0186**  -0.9948**   -0.0073  -0.4516   
(0.0079)  (0.4408)   (0.0080)  (0.4543)  

P>|t| 0.018 0.024  0.363 0.32 

Aggress -0.0183**  -0.8832**   -0.0129  -1.0063**   
(0.0078)  (0.4406)   (0.0084)  (0.4743)  

P>|t| 0.019 0.045  0.125 0.034 

Fight -0.0124  -0.3448   -0.0166**  -1.0900**   
(0.0079)  (0.4453)   (0.0079)  (0.4462)  

P>|t| 0.116 0.439  0.036 0.015 

Angry -0.0169**  -0.5619   -0.0229***  -1.6437***   
(0.0084)  (0.4718)   (0.0085)  (0.4805)  

P>|t| 0.043 0.234  0.007 0.001 

Observations 1776 1776  1655 1655 

Note: Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.22: Aggressive Symptoms Using Different Level of Clusters  
 

7th Grade 10th Grade 

Variable PM10 CO PM10 CO 

Irritable -0.0180 -0.9819 -0.0086 -0.8892  
[0.0098]* [0.5559]* [0.0112]  [0.6344]  

P>|t| 0.066 0.077 0.44 0.161 

 {0.0096}* {0.5370}* {0.0097}  {0.6256}  

P>|t| 0.060 0.067 0.372 0.155 

Disturb -0.0186 -0.9948 -0.0073  -0.4516   
[0.0085]** [0.4653]** [0.0098]  [0.5364]  

P>|t| 0.028 0.033 0.457 0.400 

 {0.0086}** {0.4671}** {0.0087}  {0.4893}  

P>|t| 0.032  0.033  0.402 0.356 

Aggress -0.0183 -0.8832 -0.0129  -1.0063  
[0.0085]** [0.4867]* [0.0096]  [0.5599]* 

P>|t| 0.031 0.070 0.180 0.072 

 {0.0079}** {0.4738}* {0.0099}  {0.6338}  

P>|t| 0.021 0.062 0.194 0.112 

Fight -0.0124 -0.3448 -0.0166 -1.0900  
[0.0086]  [0.4773]  [0.0101]* [0.5762]* 

P>|t| 0.151 0.470 0.100 0.059 

 {0.0099}  {0.5615}  {0.0117}  {0.6862}  

P>|t| 0.211  0.539  0.158 0.112 

Angry -0.0169 -0.5619  -0.0229 -1.6437  
[0.0091]* [0.4946]  [0.0093]** [0.5505]*** 

P>|t| 0.062 0.256 0.013 0.003 

 {0.0073}** {0.3998}  {0.0118}* {0.6659}** 

P>|t| 0.020  0.160  0.051 0.014 

[School] 550 550 787 787 

{Living District} 128 128 125 125 

Note: Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.23: 2SLS with Ordered Probit on Aggressive Symptoms  
7th Grade 10th Grade 

Variable PM10 CO PM10 CO 

Irritable -0.0252** -1.3854** -0.0129  -1.2915*  
(0.0112)  (0.6450)  (0.0125)  (0.6990)  

P>|t| 0.024  0.032  0.301  0.065  

Disturb -0.0281** -1.5266** -0.0117  -0.7218   
(0.0112)  (0.6515)  (0.0125)  (0.7065)  

P>|t| 0.012  0.019  0.349  0.307  

Aggress -0.0275** -1.3302** -0.0195  -1.4857**  
(0.0114)  (0.6593)  (0.0124)  (0.7031)  

P>|t| 0.016  0.044  0.116  0.035  

Fight -0.0197* -0.5772  -0.0269** -1.7256**  
(0.0115)  (0.6587)  (0.0125)  (0.7136)  

P>|t| 0.086  0.381  0.032  0.016  

Angry -0.0258** -0.8881  -0.0345*** -2.4158***  
(0.0115)  (0.6643)  (0.0126)  (0.7155)  

P>|t| 0.025  0.181  0.006  0.001  

Observations 1776 1776 1655 1655 

Note: Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.24: Aggressive Symptoms Standardized Coefficients   
7th Grade 10th Grade 

Variable Regression Type PM10 CO PM10 CO 

Irritable 2SLS -0.1432**  -0.0757**  -0.0688  -0.0703*   
OProbit2SLS -0.1585**  -0.0844**  -0.0768  -0.0764*  

Disturb 2SLS -0.1536**  -0.0798**  -0.0605  -0.0371   
OProbit2SLS -0.1766**  -0.0930**  -0.0695  -0.0427  

Aggress 2SLS -0.1529**  -0.0714**  -0.1026  -0.0795**   
OProbit2SLS -0.1729**  -0.0811**  -0.1163  -0.0879**  

Fight 2SLS -0.1015  -0.0274  -0.1405**  -0.0918**   
OProbit2SLS -0.1240*  -0.0352  -0.1603**  -0.1021**  

Angry 2SLS -0.1315**  -0.0423  -0.1796***  -0.1279***   
OProbit2SLS -0.1625**  -0.0541  -0.2059***  -0.1429***  

Note: *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.25: Air Pollution and Student / Population Ratio 

Panel 1: Classification of Regions According to Air Pollution Levels 

Pollution Rank High Air Pollution Region Location 

1 (PM10: 68.1) Gyeonggi North – West 

2 (PM10: 66.2) Seoul North – West 

3 (PM10: 65.5) North Jeolla Central – West 

4 (PM10: 63.8) Incheon North – West 

5 (PM10: 62.3) North Chungcheong Central – West 

6 (PM10: 59.4) South Chungcheong Central – West 

7 (PM10: 57.4) Daejeon Central – West 

 
  

Pollution Rank Low Air Pollution Region Location 

8 (PM10: 56.9) Gangwon North – East 

9 (PM10: 56.7) Gwangju South – West 

10 (PM10: 55.5) Ulsan South – East 

11 (PM10: 55.4) Daegu South – East 

12 (PM10: 55.4) Sejong Central – West 

13 (PM10: 55.4) Busan South – East 

14 (PM10: 54.4) South Gyeongsang South – East 

15 (PM10: 53.4) Jeju South – West 

16 (PM10: 50.3) North Gyeongsang Central – East 

17 (PM10: 48.3) South Jeolla South – West 

   

Panel 2: Distribution of Respondents in KCYPS Dataset 

Year High Air Pollution Region Low Air Pollution Region 

2010 53.9% 46.1% 

2011 53.5% 46.5% 

2012 53.4% 46.6% 

2013 53.0% 47.0% 

2014 53.7% 46.3% 

2015 53.6% 46.4% 

2016 53.5% 46.4% 
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Table 1.26: Depressive and Aggressive Symptoms Index Robustness Check  

(Instruments: West Wind and Wind Speed)  
7th Grade 10th Grade 

Model PM10 CO PM10 CO 

DEPINDEX 

2SLS -0.0151 -1.1829 -0.0112 -0.9829  
(0.0052)*** (0.4973)** (0.0059)* (0.4935)** 

P>|t| 0.004  0.017  0.056  0.046  

 [0.0053]*** [0.4812]** [0.0060]*** [0.5251]* 

P>|t| 0.004  0.014  0.063  0.061  

 {0.0055}*** {0.5272}** {0.0064}* {0.5405}* 

P>|t| 0.006  0.025  0.078  0.069  

     

Oprobit 2SLS -0.0271*** -2.1011** -0.0200** -1.7555** 

 (0.0089)  (0.8551)  (0.0101)  (0.8481)  

P>|t| 0.002  0.014  0.047  0.038  

Stand. Coef (2SLS) -0.1384 -0.1054 -0.0990 -0.0861 

Stand. Coef (Oprobit) -0.1704 -0.1281 -0.1192 -0.1038 

AGRINDEX 

2SLS -0.0087  -0.6121 -0.0151 -1.7324 

 (0.0055)  (0.5256)  (0.0061)** (0.5116)*** 

P>|t| 0.114  0.244  0.013  0.001  

 [0.0058]  [0.5637]  [0.0066]** [0.5740]*** 

P>|t| 0.134  0.278  0.022  0.003  

 {0.0061}  {0.5649}  {0.0071}** {0.6783}** 

P>|t| 0.150  0.279  0.034  0.011  

     

Oprobit 2SLS -0.0132  -0.8992 -0.0257*** -2.8400*** 

 (0.0086)  (0.8256)  (0.0099)  (0.8238)  

P>|t| 0.127  0.276  0.010  0.001  

Stand. Coef (2SLS) -0.0756  -0.0516  -0.0990 -0.0861 

Stand. Coef (Oprobit) -0.0827  -0.0548  -0.1530 -0.1680 

Observations 1,776 1,776 1,655 1,655 

[School] 550 550 787 787 

{Living District} 128 128 125 125 
Note: Standard errors in (parentheses). Standard errors using school level clustering in [brackets]. Standard errors 

using living district level clustering in {braces}. *,**,*** denote statistical significance at the 10%, 5% and 1% 

level. 
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Table 1.27: Mental Health Symptoms Robustness Check 

(Instruments: West Wind and Wind Speed) 
 

7th Grade 10th Grade 

Variable PM10 CO PM10 CO 

Unproductive -0.0200*** -1.7063*** -0.0117* -0.9828*  
(0.0058)  (0.5539)  (0.0064)  (0.5370)  

P>|t| 0.001 0.002 0.068 0.067 

Depressed -0.0070  -0.3216  -0.0111* -0.9277*  
(0.0055)  (0.5265)  (0.0062)  (0.5224)  

P>|t| 0.202 0.541 0.073 0.076 

Anxious -0.0186*** -1.2804* -0.0134* -0.8915   
(0.0069)  (0.6593)  (0.0080)  (0.6776)  

P>|t| 0.007 0.052 0.096 0.188 

Suicide -0.0114** -1.0411** -0.0088* -0.3937   
(0.0045)  (0.4279)  (0.0053)  (0.4469)  

P>|t| 0.011 0.015 0.098 0.378 

Cry -0.0076  -0.1309  -0.0036  -0.1173   
(0.0063)  (0.6059)  (0.0067)  (0.5659)  

P>|t| 0.231 0.82 0.597 0.836 

Remorse -0.0116* -0.7499  -0.0200*** -1.7332***  
(0.0062)  (0.5908)  (0.0071)  (0.5992)  

P>|t| 0.06 0.204 0.005 0.004 

Lonely -0.0105* -0.7369  -0.0080  -0.6884   
(0.0060)  (0.5706)  (0.0072)  (0.6070)  

P>|t| 0.079 0.197 0.269 0.257 

Unmotivated -0.0148*** -1.3589*** -0.0152*** -1.1151**  
(0.0051)  (0.4886)  (0.0058)  (0.4870)  

P>|t| 0.004 0.005 0.008 0.022 

Pessimistic -0.0163*** -1.3817*** -0.0231*** -1.8209***  
(0.0056)  (0.5365)  (0.0072)  (0.6019)  

P>|t| 0.004 0.01 0.001 0.002 

Tough -0.0168*** -1.2763** -0.0149** -1.4315***  
(0.0054)  (0.5170)  (0.0066)  (0.5552)  

P>|t| 0.002 0.014 0.024 0.01 

Insomnia -0.0124* -0.8022  -0.0207*** -1.8221***  
(0.0064)  (0.6104)  (0.0069)  (0.5792)  

P>|t| 0.051 0.189 0.003 0.002 

Irritable -0.0109* -0.9722* -0.0123* -1.4748*** 

 (0.0060)  (0.5765)  (0.0066)  (0.5531)  

P>|t| 0.071 0.092 0.06 0.008 

Disturb -0.0137** -1.2204** -0.0065  -0.5801  

 (0.0058)  (0.5510)  (0.0063)  (0.5307)  

P>|t| 0.018 0.027 0.304 0.274 

Aggress -0.0102* -0.7741  -0.0095  -1.0994** 

 (0.0058)  (0.5501)  (0.0066)  (0.5539)  

P>|t| 0.077 0.159 0.149 0.047 

Fight -0.0040  0.0288  -0.0140** -1.3370*** 

 (0.0058)  (0.5553)  (0.0062)  (0.5218)  

P>|t| 0.492 0.959 0.023 0.01 

Angry -0.0092  -0.4255  -0.0254*** -2.5010*** 

 (0.0062)  (0.5892)  (0.0067)  (0.5644)  

P>|t| 0.134 0.47 0.000 0.000 

Observations 1776 1776 1655 1655 

Note: Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.28: Panel Analysis of Spring PM10 on Depressive Symptoms (7th Grade) 
 

2016 2015 Panel 0 Panel 1 Panel 2 

Unproductive -0.0394***  -0.0377*** -0.0381*** -0.0360*** -0.0354**  
(0.0081)  (0.0129)  (0.0075)  (0.0091)  (0.0175)  

P>|t| 0.000  0.004  0.000  0.000  0.044  

Std.Coef -0.3266 -0.2188  -0.2997  -0.2836 -0.2785  

Depressed -0.0168**  -0.0455*** -0.0279*** -0.0253*** -0.0362**  
(0.0075) (0.0129)  (0.0072)  (0.0087)  (0.0167)  

P>|t| 0.024  0.000  0.000  0.004  0.030  

Std.Coef -0.1466 -0.2674  -0.2267  -0.2061  -0.2944  

Anxious -0.0262***  -0.0498*** -0.0352*** -0.0332*** -0.0408**  
(0.0093) (0.0157)  (0.0093)  (0.0111)  (0.0203)  

P>|t| 0.000  0.002  0.000  0.003  0.044  

Std.Coef -0.1823 -0.2354  -0.2290  -0.2161  -0.2656  

Suicide -0.0137**  -0.0234** -0.0167*** -0.0141** -0.0024   
(0.0060) (0.0111)  (0.0059)  (0.0070)  (0.0141)  

P>|t| 0.023  0.035  0.004  0.043  0.863  

Std.Coef -0.1472 -0.1567  -0.1605  -0.1358  -0.0235  

Cry -0.0162*  -0.0404*** -0.0258*** -0.0280*** -0.0673***  
(0.0086) (0.0150)  (0.0083)  (0.0099)  (0.0197)  

P>|t| 0.059  0.007  0.002  0.005  0.001  

Std.Coef -0.1201 -0.1975  -0.1765  -0.1912  -0.4605  

Remorse -0.0161*  -0.0328** -0.0226*** -0.0207** -0.0636***  
(0.0084) (0.0143)  (0.0080)  (0.0096)  (0.0191)  

P>|t| 0.054  0.022  0.005  0.032  0.001  

Std.Coef -0.1246 -0.1682  -0.1619  -0.1482  -0.4551  

Lonely -0.0160**  -0.0305** -0.0215*** -0.0151* -0.0374**  
(0.0081) (0.0130)  (0.0075)  (0.0089)  (0.0171)  

P>|t| 0.047  0.019  0.004  0.092  0.029  

Std.Coef -0.1279 -0.1738  -0.1646  -0.1153  -0.2863  

Unmotivated -0.0227***  -0.0310*** -0.0255*** -0.0195*** -0.0194   
(0.0070) (0.0112)  (0.0063)  (0.0075)  (0.0148)  

P>|t| 0.001  0.005  0.000  0.009  0.189  

Std.Coef -0.2125 -0.2078  -0.2287  -0.1752  -0.1747  

Pessimistic -0.0227***  -0.0398*** -0.0291*** -0.0252*** -0.0403**  
(0.0076) (0.0123)  (0.0072)  (0.0086)  (0.0170)  

P>|t| 0.003  0.001  0.000  0.003  0.017  

Std.Coef -0.1941 -0.2428  -0.2386  -0.2065  -0.3302  

Tough -0.0240***  -0.0293** -0.0260*** -0.0203** -0.0398**  
(0.0073) (0.0121)  (0.0069)  (0.0082)  (0.0157)  

P>|t| 0.001  0.015  0.000  0.013  0.011  

Std.Coef -0.2131 -0.1803  -0.2175  -0.1700  -0.3331  

Insomnia -0.0221**  -0.0255* -0.0244*** -0.0222** -0.0396*  
(0.0087) (0.0153)  (0.0087)  (0.0102)  (0.0203)  

P>|t| 0.011  0.094  0.005  0.030  0.051  

Std.Coef -0.1671 -0.1232  -0.1671  -0.1517  -0.2707  

DEPINDEX -0.0240*** -0.0408*** -0.0305*** -0.0281*** -0.0445*** 
 (0.0071) (0.0120)  (0.0068)  (0.0081)  (0.0162)  

P>|t| 0.001 0.001 0.000  0.001  0.006  

Std.Coef -0.2205 -0.2548 -0.2628  -0.2414  -0.3826  

Region FE No No No No Yes 

Urbanization No No No Yes No 

Year FE No No Yes Yes Yes 

Observations 1776 1761  3537  3537  3537  

Clusters (ID) No No 1929 1929 1929 

First Stg F-Stat 139.643 104.604 331.44 217.519 104.827 

Note: Column 2016 repeats the baseline results from Table 1.9. Column 2015 presents the results when using observations from 

2015 instead of 2016. Columns Panel 0, 1 and 2 show the results from three different specifications of the panel model. Standard 

errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.29: Panel Analysis of Spring CO on Depressive Symptoms (7th Grade) 
 

2016 2015 Panel 0 Panel 1 Panel 2 

Unproductive -2.1034***  -1.4781*** -1.8089*** -1.8697*** -2.2687** 
 (0.4445)  (0.5412)  (0.3813)  (0.4589)  (0.9029)  

P>|t| 0.000  0.006  0.000  0.000  0.012  

Std.Coef -0.1691 -0.1362  -0.1567  -0.1620  -0.1965  

Depressed -0.6579  -1.8133*** -1.2275*** -1.1581*** -1.4437* 
 (0.4218)  (0.5368)  (0.3636)  (0.4374)  (0.8705)  

P>|t| 0.119  0.001  0.001  0.008  0.097  

Std.Coef -0.0557 -0.1693  -0.1099  -0.1037  -0.1293  

Anxious -1.0633**  -1.9345*** -1.4845*** -1.3234** -1.4477  
 (0.5274)  (0.6587)  (0.4704)  (0.5645)  (1.1245)  

P>|t| 0.044  0.003  0.002  0.019  0.198  

Std.Coef -0.0716 -0.1454  -0.1062  -0.0947  -0.1036  

Suicide -0.7511**  -1.1907** -0.9260*** -0.9377*** -0.0940  
 (0.3422)  (0.4661)  (0.3040)  (0.3666)  (0.7339)  

P>|t| 0.028  0.011  0.002  0.011  0.898  

Std.Coef -0.0783 -0.1268  -0.0981  -0.0993  -0.0100  

Cry -0.3944  -0.6035  -0.5593  -0.6989  -1.4398  
 (0.4855)  (0.6326)  (0.4219)  (0.4971)  (1.0322)  

P>|t| 0.417  0.340  0.185  0.160  0.163  

Std.Coef -0.0284 -0.0469  -0.0421  -0.0526  -0.1084  

Remorse -0.6003  -0.4501  -0.5825  -0.5273  -0.3921  
 (0.4730)  (0.6077)  (0.4074)  (0.4896)  (0.9890)  

P>|t| 0.204  0.459  0.153  0.281  0.692  

Std.Coef -0.0450 -0.0368  -0.0459  -0.0415  -0.0309  

Lonely -0.6876  -1.1873** -0.9195** -0.6409  -0.5080  
 (0.4569)  (0.5463)  (0.3826)  (0.4515)  (0.9163)  

P>|t| 0.132  0.030  0.016  0.156  0.579  

Std.Coef -0.0532 -0.1075  -0.0774  -0.0539  -0.0428  

Unmotivated -1.2667***  -1.3952*** -1.3365*** -1.2691*** -1.1675  
 (0.3912)  (0.4681)  (0.3296)  (0.3947)  (0.7708)  

P>|t| 0.001  0.003  0.000  0.001  0.130  

Std.Coef -0.1149 -0.1485  -0.1322  -0.1255  -0.1154  

Pessimistic -1.1538***  -1.5825*** -1.3876*** -1.3032*** -1.4223* 
 (0.4294)  (0.5135)  (0.3636)  (0.4414)  (0.8480)  

P>|t| 0.007  0.002  0.000  0.003  0.093  

Std.Coef -0.0958 -0.1534  -0.1250  -0.1174  -0.1281  

Tough -1.0921***  -0.9741* -1.0529*** -0.8279** -0.4443  
 (0.4138)  (0.5110)  (0.3578)  (0.4206)  (0.8389)  

P>|t| 0.008  0.057  0.003  0.049  0.596  

Std.Coef -0.0938 -0.0952  -0.0971  -0.0763  -0.0410  

Insomnia -0.9326*  -0.9901  -1.0185** -1.2211** -0.9749  
 (0.4890)  (0.6504)  (0.4556)  (0.5491)  (1.0875)  

P>|t| 0.057  0.128  0.025  0.026  0.370  

Std.Coef -0.0682 -0.0760 -0.0767  -0.0920  -0.0734  

DEPINDEX -1.1586*** -1.4209*** -1.3222*** -1.3515*** -1.4694* 
 (0.3982) (0.5011)  (0.3514)  (0.4193)  (0.8248)  

P>|t| 0.004 0.005 0.000  0.001  0.075  

Std.Coef -0.1032 -0.1410  -0.1252  -0.1280  -0.1391  

Region FE No No No No Yes 

Urbanization No No No Yes No 

Year FE No No Yes Yes Yes 

Observations 1776 1761  3537  3537  3537  

Clusters (ID) No No 1929 1929 1929 

First Stg F-Stat 696.053 258.499 985.956 788.846 193.251 

Note: Column 2016 repeats the baseline results from Table 1.9. Column 2015 presents the results when using observations from 

2015 instead of 2016. Columns Panel 0, 1 and 2 show the results from three different specifications of the panel model. Standard 

errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.30: Panel Analysis of Spring PM10 on Aggressive Symptoms (7th Grade)  
2016 2015 Panel 0 Panel 1 Panel 2 

Irritable -0.0180**  -0.0291** -0.0215*** -0.0202** -0.0332*  
(0.0082)  (0.0133)  (0.0078)  (0.0094)  (0.0181)  

P>|t| 0.028 0.028  0.006  0.031  0.068  

Std.Coef -0.1432 -0.1608  -0.1619  -0.1523  -0.2497  

Disturb -0.0186**  -0.0319** -0.0228*** -0.0232** -0.0288   
(0.0079)  (0.0128)  (0.0076)  (0.0091)  (0.0176)  

P>|t| 0.018 0.012  0.003  0.011  0.102  

Std.Coef -0.1536 -0.1827  -0.1784  -0.1814  -0.2251  

Aggress -0.0183**  -0.0395*** -0.0257*** -0.0255*** -0.0453**  
(0.0078)  (0.0132)  (0.0074) (0.0089)  (0.0178)  

P>|t| 0.019 0.003  0.000  0.004  0.011  

Std.Coef -0.1529 -0.2234  -0.2007  -0.1990  -0.3537  

Fight -0.0124  -0.0444*** -0.0241*** -0.0284*** -0.0364**  
(0.0079)  (0.0132)  (0.0075)  (0.0089)  (0.0177)  

P>|t| 0.116 0.001  0.001  0.001  0.040  

Std.Coef -0.1015 -0.2519  -0.1864  -0.2195  -0.2819  

Angry -0.0169**  -0.0366** -0.0244*** -0.0290*** -0.0336*  
(0.0084)  (0.0146)  (0.0085)  (0.0103)  (0.0189)  

P>|t| 0.043 0.012  0.004  0.005  0.076  

Std.Coef -0.1315 -0.1877  -0.1746  -0.2077  -0.2408  

AGRINDEX -0.0163** -0.0387*** -0.0242*** -0.0261*** -0.0331* 
 (0.0075) (0.0125)  (0.0072)  (0.0087)  (0.0173)  

P>|t| 0.029 0.002 0.001  0.003  0.056  

Std.Coef -0.1418 -0.2288  -0.1970  -0.2127  -0.2696  

Region FE No No No No Yes 

Urbanization No No No Yes No 

Year FE No No Yes Yes Yes 

Observations 1776 1761  3537  3537  3537  

Clusters (ID) No No 1929 1929 1929 

First Stg F-Stat 139.643 104.604 331.44 217.519 104.827 

Note: Column 2016 repeats the baseline results from Table 1.10. Column 2015 presents the results when using 

observations from 2015 instead of 2016. Columns Panel 0, 1 and 2 show the results from three different 

specifications of the panel model. Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 

5% and 1% level. 
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Table 1.31: Panel Analysis of Spring CO on Aggressive Symptoms (7th Grade) 

 2016 2015 Panel 0 Panel 1 Panel 2 

Irritable -0.9819**  -0.9641* -0.9621** -1.2441*** -1.5562*  
(0.4617)  (0.5653)  (0.3964)  (0.4782)  (0.9343)  

P>|t| 0.033 0.088  0.015  0.009  0.096  

Std.Coef -0.0757 -0.0846  -0.0797  -0.1031  -0.1289  

Disturb -0.9948**  -1.0946** -1.0319*** -1.3249*** -2.5071***  
(0.4408)  (0.5409)  (0.3827)  (0.4643)  (0.9044)  

P>|t| 0.024 0.043  0.007  0.004  0.006  

Std.Coef -0.0798 -0.0996  -0.0887  -0.1139  -0.2156  

Aggress -0.8832**  -1.5509*** -1.1792*** -1.5005*** -1.7218**  
(0.4406)  (0.5553)  (0.3736)  (0.4508)  (0.8758)  

P>|t| 0.045 0.005  0.002  0.001  0.049  

Std.Coef -0.0714 -0.1395  -0.1012  -0.1288  -0.1478  

Fight -0.3448  -1.4112*** -0.8565** -1.3950*** -2.4044***  
(0.4453)  (0.5504)  (0.3821)  (0.4621)  (0.9062)  

P>|t| 0.439 0.010  0.025  0.003  0.008  

Std.Coef 0.0274 -0.1272  -0.0730  -0.1188  -0.2048  

Angry -0.5619  -1.4711** -0.9946** -1.4111*** -1.6382  
(0.4718)  (0.6135)  (0.4271)  (0.5212)  (1.0240)  

P>|t| 0.234 0.016  0.020  0.007  0.110  

Std.Coef -0.0423 -0.1200  -0.0784  -0.1112  -0.1291  

AGRINDEX -0.7482* -1.4697*** -1.0846*** -1.5153*** -1.8965** 
 (0.4211) (0.5274)  (0.3686) (0.4483)  (0.8790)  

P>|t| 0.076 0.005 0.003  0.001  0.031  

Std.Coef -0.0630 -0.1382  -0.0972 -0.1358 -0.1699 

Region FE No No No No Yes 

Urbanization No No No Yes No 

Year FE No No Yes Yes Yes 

Observations 1776 1761  3537  3537  3537  

Clusters (ID) No No 1929 1929 1929 

First Stg F-Stat 696.053 258.499 985.956 788.846 193.251 

Note: Column 2016 repeats the baseline results from Tables 1.10. Column 2015 presents the results when using 

observations from 2015 instead of 2016. Columns Panel 0, 1 and 2 show the results from three different 

specifications of the panel model. Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 

5% and 1% level. 
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Table 1.32: Panel Analysis of Spring PM10 on Depressive Symptoms (10th Grade) 
 2016 2015 Panel 0 Panel 1 Panel 2 

Unproductive -0.0106 -0.0258* -0.0153* -0.0192* -0.0175   
(0.0081)  (0.0152)  (0.0083)  (0.0104)  (0.0217)  

P>|t| 0.191  0.090  0.064  0.067  0.420  

Std.Coef -0.0874 -0.1402  -0.1184  -0.1483  -0.1355  

Depressed -0.0110  0.0013  -0.0063  -0.0096  -0.0214   
(0.0079)  (0.0153)  (0.0082)  (0.0104)  (0.0200)  

P>|t| 0.164  0.931  0.439  0.354  0.284  

Std.Coef -0.0925 0.0071  -0.0492  -0.0747  -0.1663  

Anxious -0.0120  -0.0135  -0.0132  -0.0113  -0.0190   
(0.0102)  (0.0188)  (0.0104)  (0.0132)  (0.0269)  

P>|t| 0.242  0.474  0.205  0.394  0.479  

Std.Coef -0.0775 -0.0580  -0.0807  -0.0689  -0.1162  

Suicide -0.0141**  -0.0298** -0.0198*** -0.0250*** -0.0404**  
(0.0068)  (0.0131)  (0.0067)  (0.0085)  (0.0173)  

P>|t| 0.037  0.023  0.003  0.003  0.019  

Std.Coef -0.1390 -0.1897  -0.1812  -0.2294  -0.3700  

Cry -0.0119  -0.0099  -0.0107  -0.0172  -0.0371   
(0.0086)  (0.0165)  (0.0090)  (0.0113)  (0.0233)  

P>|t| 0.168  0.550  0.238  0.130  0.112  

Std.Coef -0.0874 -0.0470  -0.0729  -0.1176  -0.2543  

Remorse -0.0246***  -0.0050  -0.0167* -0.0210* -0.0097   
(0.0091)  (0.0170)  (0.0093)  (0.0116)  (0.0239)  

P>|t| 0.007  0.770  0.072  0.071  0.685  

Std.Coef -0.1807 -0.0240  -0.1146  -0.1440  -0.0669  

Lonely -0.0153*  0.0043  -0.0082  -0.0109  -0.0146   
(0.0092)  (0.0170)  (0.0093)  (0.0117)  (0.0244)  

P>|t| 0.097  0.803  0.378  0.348  0.549  

Std.Coef -0.1109 0.0205  -0.0558  -0.0749  -0.1000  

Unmotivated -0.0159**  -0.0135  -0.0154** -0.0165* -0.0279   
(0.0074)  (0.0140)  (0.0074)  (0.0094)  (0.0198)  

P>|t| 0.030  0.334  0.037  0.079  0.159  

Std.Coef -0.1430 -0.0794  -0.1293  -0.1388  -0.2346  

Pessimistic -0.0249***  -0.0285* -0.0242*** -0.0223** -0.0234   
(0.0091)  (0.0161)  (0.0088)  (0.0113)  (0.0230)  

P>|t| 0.006  0.077  0.006  0.047  0.310  

Std.Coef -0.1819 -0.1460  -0.1711  -0.1581  -0.1655  

Tough -0.0213**  -0.0264* -0.0218*** -0.0250** -0.0097   
(0.0085)  (0.0152)  (0.0084)  (0.0108)  (0.0214)  

P>|t| 0.012  0.082  0.009  0.020  0.649  

Std.Coef -0.1686 -0.1436  -0.1659  -0.1896  -0.0740  

Insomnia -0.0175**  -0.0335* -0.0224** -0.0264** -0.0521**  
(0.0088)  (0.0174)  (0.0089)  (0.0114)  (0.0230)  

P>|t| 0.045  0.053  0.012  0.020  0.023  

Std.Coef -0.1340 -0.1604  -0.1560  -0.1840  -0.3636  

DEPINDEX -0.0137* -0.0125  -0.0125  -0.0158  -0.0210  
 (0.0075) (0.0141) (0.0079) (0.0100)  (0.0196)  

P>|t| 0.068 0.377  0.114  0.113  0.284  

Std.Coef -0.1208 -0.0722  -0.1030  -0.1310  -0.1734  

Region FE No No No No Yes 

Urbanization No No No Yes No 

Year FE No No Yes Yes Yes 

Observations 1655 1,711 3,366 3,366 3,366 

Clusters (ID) No No 1,838 1,838 1,838 

First Stg F-Stat 140.928 81.1844 343.651 214.383 62.5228 

Note: Column 2016 repeats the baseline results from Table 1.9. Column 2015 presents the results when using observations from 

2015 instead of 2016. Columns Panel 0, 1 and 2 show the results from three different specifications of the panel model. Standard 

errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.33: Panel Analysis of Spring CO on Depressive Symptoms (10th Grade) 
 2016 2015 Panel 0 Panel 1 Panel 2 

Unproductive -0.6147  -0.8204  -0.7072* -0.8083  -1.3391   
(0.4594)  (0.5507)  (0.4085)  (0.5357)  (0.9438)  

P>|t| 0.181  0.136  0.083  0.131  0.156  

Std.Coef -0.0501 -0.0745  -0.0614 -0.0701  -0.1162  

Depressed -0.6260  0.1922  -0.2044  -0.2373 -0.5746   
(0.4471)  (0.5548)  (0.3955)  (0.5140)  (0.9416)  

P>|t| 0.161  0.729  0.605  0.644  0.542  

Std.Coef -0.0523 0.0172  -0.0178  -0.0207  -0.0501  

Anxious -0.4825  -0.5440  -0.5316  -0.5929  -0.6377   
(0.5798)  (0.6849)  (0.5040)  (0.6590)  (1.1853)  

P>|t| 0.405  0.427  0.291  0.368  0.591  

Std.Coef -0.0310 -0.0392  -0.0364  -0.0406  -0.0437  

Suicide -0.5025  -0.9693** -0.7395** -0.9155** -1.4395*  
(0.3827)  (0.4686)  (0.3256)  (0.4294)  (0.7904)  

P>|t| 0.189  0.039  0.023  0.033  0.069  

Std.Coef -0.0490 -0.1032  -0.0760  -0.0940  -0.1479  

Cry -0.5173  0.0010  -0.2383  -0.4959  -1.2115   
(0.4848)  (0.5985)  (0.4441)  (0.5717)  (1.0457)  

P>|t| 0.286  0.999  0.592  0.386  0.247  

Std.Coef -0.0377 0.0001  -0.0183  -0.0381  -0.0930  

Remorse -1.4531***  0.0100  -0.7143  -1.0036* -1.5372   
(0.5124)  (0.6191)  (0.4566)  (0.5941)  (1.0619)  

P>|t| 0.005  0.987  0.118  0.091  0.148  

Std.Coef -0.1060 0.0008  -0.0551  -0.0774  -0.1185  

Lonely -0.8928*  0.2897  -0.3015  -0.4627 -0.5018   
(0.5200)  (0.6190)  (0.4630)  (0.6031)  (1.0807)  

P>|t| 0.086  0.640  0.515  0.443  0.642  

Std.Coef -0.0640 0.0234  -0.0231  -0.0355  -0.0385  

Unmotivated -0.7701*  -0.5036  -0.6705* -0.7412  -0.5567   
(0.4170)  (0.5089)  (0.3709)  (0.4857)  (0.8610)  

P>|t| 0.065  0.322  0.071  0.127  0.518  

Std.Coef -0.0686 -0.0494  -0.0632  -0.0699  -0.0525  

Pessimistic -1.3195***  -1.0870* -1.1543*** -1.0791* -1.5329   
(0.5146)  (0.5812)  (0.4320)  (0.5629)  (1.0093)  

P>|t| 0.010  0.061  0.008  0.055  0.129  

Std.Coef -0.0957 -0.0930  -0.0916  -0.0856  -0.1216  

Tough -1.3760***  -0.9664* -1.1538*** -1.3033** -1.4006   
(0.4754)  (0.5507)  (0.4151)  (0.5493)  (0.9684)  

P>|t| 0.004  0.079  0.005  0.018  0.148  

Std.Coef -0.1082 -0.0878  -0.0982  -0.1109  -0.1192  

Insomnia -1.0805**  -0.8155  -0.9425** -1.2216** -3.0691***  
(0.4951)  (0.6247)  (0.4310)  (0.5584)  (1.0072)  

P>|t| 0.029  0.192  0.029  0.029  0.002  

Std.Coef -0.0819 -0.0652  -0.0737  -0.0955  -0.2399  

DEPINDEX -0.8197* -0.2391  -0.5117  -0.6641  -0.9509  
 (0.4224) (0.5140)  (0.3828)  (0.4989)  (0.8937)  

P>|t| 0.052 0.642  0.181  0.183  0.287  

Std.Coef -0.0718 -0.0231  -0.0474  -0.0616  -0.0882  

Region FE No No No No Yes 

Urbanization No No No Yes No 

Year FE No No Yes Yes Yes 

Observations 1655 1,711 3,366 3,366 3,366 

Clusters (ID) No No 1,838 1,838 1,838 

First Stg F-Stat 645.227 259.349 1023.89 729.645 165.428 

Note: Column 2016 repeats the baseline results from Table 1.9. Column 2015 presents the results when using observations from 

2015 instead of 2016. Columns Panel 0, 1 and 2 show the results from three different specifications of the panel model. Standard 

errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.34: Panel Analysis of Spring PM10 on Aggressive Symptoms (10th Grade) 

 2016 2015 Panel 0 Panel 1 Panel 2 

Irritable -0.0086  -0.0341** -0.0166* -0.0179* 0.0397   
(0.0083)  (0.0163)  (0.0086)  (0.0108)  (0.0235)  

P>|t| 0.301 0.037  0.053  0.098  0.092  

Std.Coef -0.0688 -0.1716  -0.1216  -0.1313  0.2903  

Disturb -0.0073  -0.0108  -0.0083  -0.0142  -0.0020   
(0.0080)  (0.0155)  (0.0081)  (0.0104)  (0.0213)  

P>|t| 0.363 0.486  0.305  0.171  0.925  

Std.Coef -0.0605 -0.0568  -0.0636  -0.1079  -0.0153  

Aggress -0.0129  -0.0355** -0.0190** -0.0241** 0.0197   
(0.0084)  (0.0161)  (0.0084)  (0.0106)  (0.0232)  

P>|t| 0.125 0.027  0.025  0.023  0.394  

Std.Coef -0.1026 -0.1824  -0.1404  -0.1781  0.1461  

Fight -0.0166**  -0.0150  -0.0140* -0.0167* -0.0105   
(0.0079)  (0.0150)  (0.0079)  (0.0101)  (0.0216)  

P>|t| 0.036 0.318  0.078  0.099  0.628  

Std.Coef -0.1405 -0.0818  -0.1099  -0.1312  -0.0824  

Angry -0.0229***  -0.0188  -0.0202** -0.0224** -0.0056   
(0.0085)  (0.0159)  (0.0080)  (0.0101)  (0.0218)  

P>|t| 0.007 0.239  0.011  0.027  0.797  

Std.Coef -0.1796 -0.0963  -0.1483  -0.1642  -0.0412  

AGRINDEX -0.0165** -0.0128  -0.0140* -0.0153  0.0259  
 (0.0077) (0.0146)  (0.0077)  (0.0098)  (0.0212)  

P>|t| 0.033 0.381  0.069  0.118  0.222  

Std.Coef -0.1421 -0.0714  -0.1118  -0.1228  0.2068  

Region FE No No No No Yes 

Urbanization No No No Yes No 

Year FE No No Yes Yes Yes 

Observations 1655 1,711 3,366 3,366 3,366 

Clusters (ID) No No 1,838 1,838 1,838 

First Stage F-Stat 140.928 81.1844 343.651 214.383 62.5228 

Note: Column 2016 repeats the baseline results from Table 1.10. Column 2015 presents the results when using 

observations from 2015 instead of 2016. Columns Panel 0, 1 and 2 show the results from three different 

specifications of the panel model. Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 

5% and 1% level. 
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Table 1.35: Panel Analysis of Spring CO on Aggressive Symptoms (10th Grade) 

 2016 2015 Panel 0 Panel 1 Panel 2 

Irritable -0.8892* -1.5756*** -1.2201*** -1.5447*** -1.9514*  
(0.4723)  (0.5930)  (0.4327)  (0.5651)  (1.0184)  

P>|t| 0.060 0.008  0.005  0.006  0.055  

Std.Coef -0.0703 -0.1326  -0.1000  -0.1266  -0.1600  

Disturb -0.4516  -0.1922  -0.3328  -0.7172  -1.5334   
(0.4543)  (0.5622)  (0.4035)  (0.5278)  (0.9753)  

P>|t| 0.320 0.732  0.410  0.174  0.116  

Std.Coef -0.0371 -0.0169  -0.0284  -0.0613  -0.1310  

Aggress -1.0063**  -1.4061** -1.1667*** -1.6565*** -2.9062***  
(0.4743)  (0.5817)  (0.4250)  (0.5570)  (0.9719)  

P>|t| 0.034 0.016  0.006  0.003  0.003  

Std.Coef -0.0795 -0.1208  -0.0968  -0.1375  -0.2412  

Fight -1.0900**  -0.1457  -0.5791  -0.8386  -1.9064**  
(0.4462)  (0.5429)  (0.3908)  (0.5160)  (0.9124)  

P>|t| 0.015 0.788  0.138  0.104  0.037  

Std.Coef -0.0918 -0.0133  -0.0510  -0.0739  -0.1680  

Angry -1.6437***  -0.3570  -1.0059** -1.1332** -1.9008**  
(0.4805)  (0.5784)  (0.3941)  (0.5089)  (0.9124)  

P>|t| 0.001 0.537  0.011  0.026  0.037  

Std.Coef -0.1279 -0.0306  -0.0827  -0.0931  -0.1562  

AGRINDEX -1.3552*** -0.4253  -0.8882** -1.0600** -1.9171** 
 (0.4368) (0.5318)  (0.3828)  (0.5002)  (0.8752)  

P>|t| 0.002 0.424  0.020  0.034  0.028  

Std.Coef -0.1160 -0.0396  -0.0796  -0.0950  -0.1719  

Region FE No No No No Yes 

Urbanization No No No Yes No 

Year FE No No Yes Yes Yes 

Observations 1655 1,711 3,366 3,366 3,366 

Clusters (ID) No No 1,838 1,838 1,838 

First Stage F-Stat 645.227 259.349 1023.89 729.645 165.428 

Note: Column 2016 repeats the baseline results from Table 1.10. Column 2015 presents the results when using 

observations from 2015 instead of 2016. Columns Panel 0, 1 and 2 show the results from three different 

specifications of the panel model. Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 

5% and 1% level. 
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Table 1.36: Anderson (2008) Sharpened False Discovery Rate Q-Values on PM10 

Variables 2016 2015 Panel 0 Panel 1 Panel 2 

Unproductive (0.001)*** (0.009)*** (0.001)*** (0.001)*** (0.056)* 
 

[0.134] [0.246] [0.077]* [0.107] [1.000] 

Depressed (0.028)** (0.001)*** (0.001)*** (0.009)*** (0.055)* 
 

[0.127] [0.916] [0.160] [0.169] [1.000] 

Anxious (0.001)*** (0.007)*** (0.001)*** (0.009)*** (0.056)* 
 

[0.161] [0.574] [0.128] [0.169] [1.000] 

Suicide (0.028)** (0.020)** (0.003)*** (0.018)** (0.132) 
 

[0.068]* [0.246] [0.040]** [0.051]* [0.226] 

Cry (0.040)** (0.010)*** (0.003)*** (0.009)*** (0.009)*** 
 

[0.127] [0.615] [0.128] [0.136] [0.645] 

Remorse (0.040)** (0.015)** (0.003)*** (0.017)** (0.009)*** 
 

[0.039]** [0.916] [0.077]* [0.107] [1.000] 

Lonely (0.038)** (0.015)** (0.003)*** (0.030)** (0.055)* 
 

[0.099]* [0.916] [0.145] [0.169] [1.000] 

Unmotivated (0.004)*** (0.009)*** (0.001)*** (0.011)** (0.081)* 
 

[0.068]* [0.430] [0.062]* [0.107] [0.803] 

Pessimistic (0.008)*** (0.006)*** (0.001)*** (0.009)*** (0.047)** 
 

[0.039]** [0.246] [0.040]** [0.095]* [1.000] 

Tough (0.004)*** (0.013)** (0.001)*** (0.011)** (0.041)** 
 

[0.041]** [0.246] [0.040]** [0.089]* [1.000] 

Insomnia (0.021)** (0.026)** (0.003)*** (0.017)** (0.058)* 
 

[0.073]* [0.246] [0.040]** [0.089]* [0.226] 

Irritable (0.029)** (0.017)** (0.004)*** (0.017)** (0.067)* 
 

[0.192] [0.246] [0.072]** [0.110] [0.645] 

Disturb (0.027)** (0.012)** (0.003)*** (0.011)** (0.074)* 
 

[0.209] [0.574] [0.128] [0.152] [1.000] 

Aggress (0.027)** (0.008)*** (0.001)*** (0.009)*** (0.041)** 
 

[0.112] [0.246] [0.049]** [0.089]* [1.000] 

Fight (0.043)** (0.006)*** (0.002)*** (0.008)*** (0.056)* 
 

[0.068]* [0.430] [0.077]* [0.110] [1.000] 

Angry (0.038)** (0.012)** (0.003)*** (0.009)*** (0.069)* 
 

[0.039]** [0.368] [0.040]** [0.089]* [1.000] 

Note: Based on the regression results reported in Tables 1.28, 1.30, 1.32, and 1.34. Sharpened q-values for 

regressions related to 7th graders in parentheses. Sharpened q-values for regressions related to 10th graders in 

[brackets].  *,**,*** denote statistical significance at the 10%, 5% and 1% level.  
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Table 1.37: Anderson (2008) Sharpened False Discovery Rate Q-Values on CO 

Variables 2016 2015 Panel 0 Panel 1 Panel 2 

Unproductive (0.001)*** (0.013)** (0.001)*** (0.001)*** (0.069)* 
 

[0.131] [0.339] [0.091]* [0.136] [0.206] 

Depressed (0.087)* (0.013)** (0.004)*** (0.011)** (0.218) 
 

[0.131] [1.000] [0.252] [0.252] [0.294] 

Anxious (0.064)* (0.013)** (0.004)*** (0.017)** (0.276) 
 

[0.180] [0.783] [0.205] [0.236] [0.294] 

Suicide (0.060)* (0.017)** (0.004)*** (0.012)** (0.405) 
 

[0.131] [0.223] [0.045]** [0.084]* [0.174] 

Cry (0.198) (0.100)* (0.030)** (0.045)** (0.244) 
 

[0.160] [1.000] [0.252] [0.236] [0.260] 

Remorse (0.104) (0.122) (0.030)** (0.065)* (0.383) 
 

[0.026]** [1.000] [0.119] [0.129] [0.206] 

Lonely (0.087)* (0.025)** (0.012)** (0.045)** (0.353) 
 

[0.085]* [1.000] [0.252] [0.236] [0.294] 

Unmotivated (0.008)*** (0.013)** (0.001)*** (0.006)*** (0.232) 
 

[0.084]* [0.674] [0.087]* [0.136] [0.294] 

Pessimistic (0.029)** (0.013)** (0.001)*** (0.008)*** (0.218) 
 

[0.034]** [0.263] [0.034]** [0.097]* [0.206] 

Tough (0.029)** (0.035)** (0.005)*** (0.024)** (0.353) 
 

[0.026]** [0.263] [0.034]** [0.084]* [0.206] 

Insomnia (0.074)* (0.059)* (0.013)** (0.017)** (0.301) 
 

[0.057]* [0.433] [0.048]** [0.084]* [0.025]** 

Irritable (0.060)* (0.050)** (0.012)** (0.011)** (0.218) 
 

[0.084]* [0.147] [0.034]** [0.051]* [0.174] 

Disturb (0.060)* (0.030)** (0.007)*** (0.009)*** (0.069)* 
 

[0.160] [1.000] [0.234]** [0.151] [0.206] 

Aggress (0.064)* (0.013)** (0.004)*** (0.006)*** (0.190) 
 

[0.057]** [0.147] [0.034]** [0.051]* [0.025]** 

Fight (0.198) (0.017)** (0.013)** (0.008)*** (0.069)* 
 

[0.041]** [1.000] [0.128] [0.131] [0.149] 

Angry (0.112) (0.019)** (0.013)** (0.011)** (0.218) 
 

[0.017]** [0.936] [0.034]** [0.084]* [0.149] 

Note: Based on the regression results reported in Tables 1.29, 1.31, 1.33, and 1.35. Sharpened q-values for 

regressions related to 7th graders in parentheses. Sharpened q-values for regressions related to 10th graders in 

[brackets].  *,**,*** denote statistical significance at the 10%, 5% and 1% level.  
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Table 1.38: Panel Analysis Using Index Variables (7th Grade) 

 Panel 0 Panel 1 Panel 2 Panel 3 Panel 4 

 Pollutant: PM10 

DEPINDEX -0.0305*** -0.0281*** -0.0445*** -0.0305*** -0.0305*** 
 (0.0068)  (0.0081)  (0.0162)  (0.0089)  (0.0116)  

P>|t| 0.000  0.001  0.006  0.001  0.009  

Std.Coef -0.2628  -0.2414  -0.3826  -0.2628  -0.2628  

AGRINDEX -0.0242*** -0.0261*** -0.0331* -0.0242*** -0.0242* 
 (0.0072)  (0.0087)  (0.0173)  (0.0094)  (0.0133)  

P>|t| 0.001  0.003  0.056  0.010  0.068  

Std.Coef -0.1970  -0.2127  -0.2696  -0.1970  -0.1970  

 Pollutant: CO 

DEPINDEX -1.3222*** -1.3515*** -1.4694* -1.3222*** -1.3222*** 
 (0.3514)  (0.4193)  (0.8248)  (0.4344)  (0.3994)  

P>|t| 0.000  0.001  0.075  0.002  0.001  

Std.Coef -0.1252  -0.1280  -0.1391  -0.1252  -0.1252  

AGRINDEX -1.0846*** -1.5153*** -1.8965** -1.0846** -1.0846** 
 (0.3686) (0.4483)  (0.8790)  (0.4573)  (0.5514)  

P>|t| 0.003  0.001  0.031  0.018  0.049  

Std.Coef -0.0972 -0.1358  -0.1699  -0.0972  -0.0972  

      

Observations 3,537 3,537 3,537 3,537 3,537 

Clustering Level Individual Individual Individual Living District Year-Location 

Clusters 1929 1929 1929 136 34 

First Stg F-stat (PM10) 331.44 217.519 104.827 14.7148 4.36166 

First Stg F-stat (CO) 985.956 788.846 193.251 41.7635 13.242 

Region FE No No Yes No No 

Urbanization No Yes No No No 

Year FE Yes Yes Yes Yes Yes 

Note: Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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Table 1.39: Panel Analysis Using Index Variables (10th Grade) 

Variable Panel 0 Panel 1 Panel 2 Panel 3 Panel 4 

 Pollutant: PM10 

DEPINDEX -0.0125  -0.0158  -0.0210  -0.0125  -0.0125* 

 (0.0079) (0.0100)  (0.0196)  (0.0081)  (0.0067)  

P>|t| 0.114  0.113  0.284  0.126  0.064  

Std.Coef -0.1030  -0.1310  -0.1734  -0.1030  -0.1030  

AGRINDEX -0.0140* -0.0153  0.0259  -0.0140  -0.0140** 
 (0.0077)  (0.0098)  (0.0212)  (0.0087)  (0.0069)  

P>|t| 0.069  0.118  0.222  0.109  0.044  

Std.Coef -0.1118  -0.1228  0.2068  -0.1118  -0.1118  

 Pollutant: CO 

DEPINEX -0.5117 -0.6641  -0.9509  -0.5117  -0.5117  
 (0.3828)  (0.4989)  (0.8937)  (0.3908)  (0.3238)  

P>|t| 0.181  0.183  0.287  0.190  0.114  

Std.Coef -0.0474  -0.0616  -0.0882  -0.0474  -0.0474  

AGRINDEX -0.8882** -1.0600** -1.9171** -0.8882** -0.8882** 
 0.3828  (0.5002)  (0.8752)  (0.4497)  (0.3965)  

P>|t| 0.020  0.034  0.028  0.048  0.025  

Std.Coef -0.0796  -0.0950  -0.1719  -0.0796  -0.0796  

      

Observations 3,366 3,366 3,366 3,366 3,366 

Clustering Level Individual Individual Individual Living District Year-Location 

Clusters 1,838 1,838 1,838 131 34 

First Stg F-stat (PM10) 343.651 214.383 62.5228 17.8243 4.79215 

First Stg F-stat (CO) 1023.89 729.645 165.428 44.1498 13.034 

Region FE No No Yes No No 

Urbanization No Yes No No No 

Year FE Yes Yes Yes Yes Yes 

Note: Standard errors in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level. 
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CHAPTER 2 

 

Gangnam Style and the Housing Market in the Eponymous District: 

How a Global Pop Culture Phenomenon Boosted Property Prices 

 
2.1 Introduction 

After its release in 2012, the song “Gangnam Style” very quickly went viral.22  The song's 

popularity made Gangnam, a southern district in Seoul, a household name around the world. 

Even the slightly mocking undertone of the lyrics satirizing the district's artificial self-image and 

its hip and trendy residents did not detract from Gangnam’s sudden fame. In fact during the years 

after the song’s debut the district became an attraction for domestic and international tourists. 

Expectations that “Gangnam Style” would have a major impact on tourism in Korea and 

the Korean economy in general were expressed very early on, and even international observers 

quickly recognized the song’s potential economic benefits. Already on November 16, 2012, 

Voice of America was reporting about the potential the song had for boosting the South Korean 

tourism industry. According to this reporting, local businesses and merchants in Gangnam were 

benefitting from “an increase in foreign shoppers.” Soon after, on January 24, 2013, CNBC 

voiced a similar opinion. In an article about the South Korean economy, the news channel 

described the Korean tourism boom as a “bright spot” in the midst of the economic struggles of 

2012, and went on to say that “a large part of the credit for this boom in tourism can go to 

‘Gangnam Style’.” The Korea Tourist Organization (KTO) also received early signals about an 

increased interest in Korea as a travel destination. According to a KTO survey conducted in Los 

 
22 Korean singer Psy released his song “Gangnam Style” on July 15, 2012. It became the first Korean song to make 

it onto the Billboard Hot 100 Chart on September 22 that same year. Just two weeks later, it claimed second place 

on the chart. On November 24, the song's music video became the most viewed on YouTube and reached one billion 

views on December 21. 
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Angeles on October 6, 2012, more than 90 percent of the participants had viewed the “Gangnam 

Style” music video and over 60 percent wished to visit Gangnam in order to experience Korean 

food and shopping (Korea Tourism Organization, 2012). In short, already in 2012 many observ-

ers expected the song to have a positive impact on the number of visitors to Korea in general and 

Gangnam in particular. 

 The primary goal of this paper is to use the popularity of the song “Gangnam Style” and 

the attendant rise in Gangnam’s profile in 2012 as an experiment to assess if and how a sudden 

increase in a location’s popularity may affect its housing market. In particular, the virality of the 

hit song may have altered the expectations of participants in the district's residential property 

market. Apart from these (possibly) altered expectations, and taking into account the 

sluggishness of real estate markets, it is safe to say that the release of the song did initially not 

alter any other driving force of Gangnam’s housing market. For the medium to long-run, however, 

the district gained the prospect of developing into a tourist magnet and therefore coming to have 

a greater need for more and/or better public infrastructure (e.g. new subway stations or bus lines) 

as well as tourism-related services (e.g. hotels, restaurants, or cafés), which could eventually 

drive up the value of land in Gangnam. In anticipation of such intensified land use, it is likely 

that owners of real estate in Gangnam immediately began asking for higher prices for their 

properties. In other words I think that the residential property market in Gangnam experienced 

an immediate contraction of supply when the song went viral. 

In the years following the release of “Gangnam Style”, South Korea’s tourism industry 

indeed picked up speed. The number of international arrivals with a touristic purpose increased 

from 8.7 million individuals in 2012 to 14.4 million in 2019.23 Survey data suggest that Seoul’s 

 
23 All non-resident foreign nationals entering South Korea are required to submit an arrival card where they must 

state the purpose of their visit. The KTO gathers this information and publishes summary statistics on its website: 

https://know.tour.go.kr/stat/entryTourStatDis19Re.do. 



66 
 

Gangnam district benefitted disproportionately from this increase. Between 2014 and 2019, the 

share of international visitors that intended to visit Gangnam increased from about 22.9 to 28.2 

percent. Interestingly, Seoul as a whole bucked this trend and experienced a slight decline from 

80.4 to 76.4 percent over the same time span.24 

The regression results support the view that the housing market in Gangnam experienced 

a contraction of supply when “Gangnam Style” went viral. Using a difference-in-differences 

(DID) design, I show that residential property prices per square meter in Gangnam increased by 

1,679,614 KRW (ca. 1,400 USD25) compared to other districts in Seoul in the period since the 

song was released. The logarithmic specification of the house price model reveals that the growth 

rate of square meter prices increased by an average of 4.8 percent compared to other districts in 

Seoul. By using dong26-level transaction quantity as the dependent variable, I can identify which 

side of the market has seen the bigger change. Besides the significant increase in housing prices 

in Gangnam I also find a significant decrease of about 18 transactions per square kilometer (i.e. 

more than one sixth of the district’s mean) relative to other districts. Thus, I conclude that a 

contraction of supply dominated the residential property market in Gangnam following the 

release of the song. 

My analysis also reveals that Gangnam experienced a significant increase in the number 

of available hotel rooms compared to other districts in Seoul. Interestingly, the time paths of the 

 
24 Since Gangnam was previously not perceived as a tourist destination, no figures were collected for the district 

before 2014. I refer to visitor numbers up to and including 2019, the last year before the COVID-19 pandemic. Data 

is publicly available at Data Seoul: https://data.seoul.go.kr/dataList/10944/S/2/datasetView.do. (last accessed on 

March 4th, 2023). 
25 Throughout this paper I convert 1,200 KRW into one US dollar. 
26 A ‘dong’ (often translated as ‘neighborhood’) constitutes a sub-division of a district in Seoul. Confusingly, two 

different types of dong are recognized, so-called legal-status dongs and administrative dongs. For the purposes legal-

status dongs are of primary interest because they are used for land registries and also for the traditional address 

system. Administrative dongs, in contrast, are areas which are under the purview of local governments, within whose 

parameters they coordinate administrative tasks, provide services to the public and organize elections. The 

metropolitan city of Seoul has a total of 467 legal-status dongs, while the district of Gangnam has 14 legal-status 

dongs (see also Online Appendix Figure A1). 
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effects of “Gangnam Style” on the number of available hotel rooms and on residential property 

prices look similar, with the latter taking place slightly in advance of the former. This observation 

supports the view that an anticipated increase in visitor numbers led owners of residential 

properties in Gangnam to ask for higher prices. I therefore argue that rapidly adjusting 

expectations are most likely the dominant driving force behind the supply contraction found in 

the regressions. 

This paper contribute to the housing market literature in three distinct ways. First, my 

analysis benefits from a clear and simple econometric design. The treatment is precise in terms 

of time and regional dimensions; thus, I do not need to worry about issues surrounding the timing 

and localization of the exogenous variation. Second, this study explains a possible link between 

cultural assets, tourism, and residential property prices. Instead of physical (or tangible) cultural 

amenities and infrastructure, however, I focus on fame – an intangible cultural asset – as a means 

of stimulating tourism and as a consequence the housing market. Third, this research generates 

initial insights into the notoriously under-researched housing markets of megacities. Real estate 

markets in such places have various traits and exhibit different dynamics compared to typical 

cities, towns or rural areas and therefore constitute a separate area of research. 

 

2.2 Related Literature 

Hedonic house pricing is the workhorse model in empirical studies of real estate markets, and 

dates back decades (see Ball, 1973, for an overview of the early literature). In essence, the model 

views a residential property as the sum of individual characteristics that cannot be sold separately 

(Montero & Fernández-Avilés, 2014). The objective of empirical investigations is to estimate 

the contribution of each characteristic to the price of a residential property. 

The relevant literature is so extensive that I can only selectively mention a few contri-

butions. I start with articles that have unraveled the relationship between various building char-
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acteristics and residential property prices, particularly dwelling size and lot size (for example 

Murphy, 2018, but also many other studies cited below); types of building (Richardson et al., 

1974), building age (e.g. Coulson et al., 2019; Goodman & Thibodeau, 2003), number of 

(bed-)rooms, bathrooms and kitchens (e.g. Cebula, 2009; Ebru & Eban, 2011; Kain & Quigley, 

1970; Zietz et al., 2008), to name a few.  

Extending the hedonic model beyond building characteristics, previous research has also 

identified a number of housing price determinants related to neighborhood attributes. Examples 

include urban design characteristics such as imageability (i.e. the memorability and 

recognizability of a place, Hamidi et al., 2020), cultural amenities (such as theaters, libraries, 

museums, etc., Borgoni et al, 2018), street connectivity (Bresson & Hsiao, 2011; Shen & Karimi, 

2017), density of the surrounding area (Fesselmeyer & Seah, 2018), availability of parking places 

(Bakis et al., 2019; Park et al., 2017), proximity to schools and public transportation (Lee & Choi, 

2016; Lieske et al., 2021), quality of nearby schools (Black, 1999; Downes & Zabel, 2002), air 

pollution (e.g. Chay & Greenstone, 2005; Harrison & Rubinfeld, 1978; Ridker & Henning, 1967; 

Smith & Huang, 1993), quality and attributes of the local environment (Currie et al., 2015; 

Greenstone & Gallagher, 2008; Luttik, 2000), level and perception of crime (Gibbons, 2004; 

Linden & Rockoff, 2008; Lynch & Rasmussen, 2001; Pope, 2008), existence of retail marijuana 

stores in the neighborhood (Cheng et al., 2018; Conklin et al., 2020), distance to nuclear power 

plants (e.g. Clark et al, 1997; Bauer et al., 2017), and risk level with respect to a rise in sea levels 

(Beck & Lin, 2020; Bernstein et al., 2019). 

The hedonic model does however have an innate weakness due to potential “garden 

variety” (Bartik, 1987) identification issues when unobserved attributes correlate with the main 

attribute of interest (Banzhaf, 2019; Greenstone, 2017). For this reason Black (1999) uses the 

hedonic model and takes a regression discontinuity approach to measure parents’ valuation of 
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school quality. Greenstone & Gallagher (2008) also employ a regression discontinuity strategy 

and compare house prices in areas surrounding hazardous waste sites chosen for a public cleanup 

program to those in areas that narrowly missed qualification for these cleanups. Other empirical 

applications of the hedonic model employ even more complex econometric methods related to 

heteroskedasticity and spatial auto-correlation (Fletcher et al., 2000; Forrest, 1991; Goodman & 

Thibodeau, 1995; Kim et al., 2003; Osland, 2020). Zietz et al. (2008) depart further from the 

typical use of the model and apply a quantile regression approach. They show that lot size, 

number of bathrooms, and floor type (e.g. hardwood) have greater effects on selling prices than 

the presence of garages, exterior sidings, sprinkler systems, and distance to the city center (Zietz 

et al., 2008)  

Another (possible) weakness in this context is that those who employ the hedonic model 

often simply ignore the macroeconomic determinants of residential property prices like income 

fluctuations due to the business cycle, changes in taxation rules, or interest rate movements. 

However, a few papers have evaluated the effect of macroeconomic variables on the volatility of 

residential property prices. Using vector autoregressive models, Hossain & Latif (2009) 

investigate the effect of GDP growth rates, Hendershott et al. (2021) examine the impact of 

changes in taxation and Borowiecki (2009) studies the effect of interest rate changes.  

 A number of recent papers have employed event study designs (or DID approaches) to 

identify potential determinants of residential property prices that were previously overlooked. 

Currie et al. (2015) examine the effect of environmental health risks (on the basis of the openings 

and closings of 1,600 industrial plants) on property values. They show that toxic plant openings 

(within 0.5 miles) lead to an 11 percent decrease in property values (Currie et al., 2015). Other 

studies analyze the effects of a flood event (Skantz & Strickland, 1987), bank lending policies 

(Jung & Lee, 2017; Park, 2019), property condition disclosure laws (Nanda & Ross, 2012), 
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foreclosure policies (Campbell et al., 2011), and the introduction of recreational marijuana sales 

by medical marijuana stores (Conklin et al., 2020). The event study (or DID) design is an efficient 

tool that allows researchers to overcome possible endogeneity issues related to links between 

residential property prices and variables of interest.  

This paper contributes in three ways to the ongoing debate on the characteristics of 

residential property markets in general and the determinants of residential property prices in 

particular. First, my analysis benefits from a very clear and simple econometric design. 

Regarding the time dimension, there is a sharp distinction between the periods before and after 

the release of “Gangnam Style”, which is important when using the DID design. In contrast to 

studies that use the implementation or change of a housing market policy (see, for example, 

Campbell et al., 2011; Jung & Lee, 2017; Park, 2019), I do not have to worry about any 

anticipatory effects. Similarly, I am also not concerned about slow-acting treatment effects as 

can come about in relation to slowly emerging environmental problems.27 As I have already 

mentioned, the song “Gangnam Style” went viral very quickly after its release. Regarding the 

regional dimension, there is a precisely defined district that is treated, namely Gangnam. Thus, 

complicated calculations of the average effects in the cases of various regions being treated with 

heterogeneous timing are not necessary in this setting. The basic research design, therefore, 

simplifies the interpretation of the estimated regression coefficients.  

Second, this paper contribute to the new and still relatively small body of literature that 

analyzes culture and tourism as potential factors influencing residential property prices (and 

residential property markets). Borgoni et al. (2018) use the hedonic house price model to show 

that cultural amenities (cultural facilities and infrastructure) may make neighborhoods more 

vibrant and enjoyable, which generally increases property prices. Most of the economic literature 

 
27 Interestingly, Currie et al. (2015) avoid this issue by using information about toxic plant openings and closings to 

estimate the effect of environmental health risks on housing values. 
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on property markets, however, does not analyze the effects of culture and tourism on prices. This 

study attempts to fill this gap by analyzing the link between pop culture, tourism, and the 

residential property market, finding that sudden fame attracts tourists to a district and thereby 

creates opportunities for business owners to meet touristic demands (by providing services such 

as hotel beds and restaurant meals), which directly affects the local value of land.  

Third, this paper examine the housing market of a megacity. The city of Seoul has a 

population of about 9.4 million people; Gangnam – one of the city’s 25 districts – has about half 

a million residents. Housing markets in megacities may have different characteristics and may 

also undergo different dynamics compared to typical cities, towns or rural areas. Interestingly, 

there is a lack of in-depth investigation of housing markets in megacities, probably due to a 

dearth of data. In this study, I use a dataset that contains information on all real estate purchases 

registered to the Seoul Metropolitan Government between 2009 and 2022 in order to address this 

gap. 

 

2.3 Data and Methodology 

Under Korean law, any transfer of the ownership of land or a part of it must be registered in the 

local land registry. In the empirical analysis, I use the registrations of house purchases completed 

by the Seoul Metropolitan Government between 2009 and 2022 as the main data source. The 

dataset contains not only price information for ALL residential property purchases conducted in 

Seoul during this time span, as the registry also provides very detailed information on property 

and building characteristics such as year of construction, housing type (apartment, multi-

household house, regular house, and dual-purpose buildings for commercial and residential use), 

floor location, size in square meters (m2), as well as district and legal-status dong location.  
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My analysis aims to identify the impact that the release of the song “Gangnam Style” 

had on the housing market and on the provision of tourism services in Gangnam district. Table 

2.1 describes the research design. 

Table 2.1: Summary of Research Design 

Assignment Districts Timing 

Treated District Gangnam Treated: 2012 – 2022 

Controlled: 2009 – 2011 

Control Districts 1 Seoul Metropolitan City 

(excluding Gangnam) 

Controlled: 2009 – 2022 

Control Districts 2 Seoul to the South of the Han River  

(excluding Gangnam) 

Controlled: 2009 – 2022 

Control Districts 3 Neighboring Districts 

(Seocho and Songpa) 

Controlled: 2009 – 2022 

Note: Please refer to Appendix Figure 2.4 for the location of districts in Seoul. 

 

The first goal is to estimate the effect that the release of the song had on property prices. 

To get an outcome measure that is independent of the size of a residential property, I have divided 

every observed transaction price by the relevant residential property size to obtain the square 

meter price. I have also used the natural logarithm of the square meter price to estimate the song’s 

effect on the growth rate of residential property prices. Nearby schools and means of public 

transportation have the potential to affect residential property prices (Lee & Choi, 2016; Lieske 

et al., 2021). Therefore, I have manually collected additional information about the number of 

local elementary, middle, and high schools as well as about the availability of nearby subway 

stations and lines for every legal-status dong and every observation year. The collected 

information has then been used to complement the main data source from the Seoul Metropolitan 

Government registry. Equation (2.1) summarizes the empirical strategy I employed to identify 

the effect of “Gangnam Style” on residential property prices using the DID design illustrated in 

Table 2.1: 

𝑦𝑖𝑑𝑠𝑡 = 𝛽0 + 𝛽1𝐷𝐼𝐷𝑖𝑡 + 𝜃𝑇𝐵𝑙𝑑𝐶ℎ𝑎𝑟𝑖 + 𝛼𝑇𝑁𝑏ℎ𝐴𝑡𝑡𝑟𝑠𝑡 + 𝛾𝑡 + 𝛿𝑑 + (𝜇𝑠) + 휀𝑖𝑑𝑠𝑡 

(2.1) 
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The outcome variable yidst refers to the square meter price (or the logarithm thereof) observed for 

purchase i of a residential property located in district d (and legal-status dong s) in year t. The 

indicator variable DIDit equals one only when transaction i was conducted in the district of 

Gangnam in 2012 and subsequently – the year of the release of “Gangnam Style”. BldChari 

denotes a vector consisting of detailed information about purchase i: the specific housing type, 

its floor location, and the age of the building. NbhAttrst is a vector containing neighborhood 

attributes like the number of elementary, middle, and high schools as well as information about 

the public transport connectivity of the residential property’s legal-status dong s at time t. I also 

control for a number of fixed effects – namely year (γt), district (δd), and in some specifications 

also legal-status dong fixed effects (μs). Since the treatment occurred on the district level, I cluster 

the standard errors εidst on the year-district level.28 To ensure the robustness of the results, I run 

four different specifications of equation (2.1). In Models 1 and 2, I simply count the number of 

subway stations and lines in a legal-status dong at time t to measure public transport connectivity. 

In Models 3 and 4, I use a set of 17 dummy variables, each indicating whether a legal-status dong 

is connected to one of Seoul’s 17 subway lines at the time a purchase is observed. Legal-status 

dong fixed effects are excluded in Models 1 and 3 whereas in Models 2 and 4 they are included 

to control for heterogeneity on this subdivision level of a district. 

The dataset contains information on 2,129,882 residential property purchases conducted 

in Seoul over a time span of 14 years (i.e. from 2009 to 2022). Table 2.2 summarizes the 

descriptive statistics for the main variables in the housing price regression analysis.  

  

 
28 Year-district level clustering assumes regional (district) correlation within a specific year. For example residential 

property prices in Gaepo-dong (which is located in Gangnam) in 2010 are assumed to be correlated with residential 

property prices in Samseong-dong (also in Gangnam) in 2010, but not in any other year. 
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Table 2.2: Descriptive Statistics for Housing Price Regression Analysis 

Variables Obs Mean Definition 

Square Meter Price* 2,129,882 688.6707  Housing Price (in 10,000 KRW) / Size of 

Residential Property (in m2)   (441.4354)  

Housing Type 2,129,882 1.7637 Transactions by Housing Type 

  (0.9587) Apartments: 1,083,001 

   Multi-Household Houses:   673,906 

   Regular Houses:   166,190 

   Dual Purpose Buildings:   206,785 

Age of Building 2,069,845 16.1072  Transaction Year – Construction Year 

  (11.8165)  

Floor 2,129,882 6.3756  Floor on which residential property is located 

  (5.7973)  

Elementary Schools 2,129,882 4.6539  Number of elementary schools in residential prop-

erty’s legal-status dong in year of transaction   (3.6487)  

Middle Schools 2,129,882 2.8187  Number of middle schools in residential property’s 

legal-status dong in year of transaction   (2.3192)  

High Schools 2,129,882 2.2703  Number of high schools in residential property’s 

legal-status dong in year of transaction   (2.3114)  

Subways† 2,129,882 2.0570  
(1.8373)  

Number of subway stations & lines in residential 

property’s legal-status dong in year of transaction 

Notes: Standard deviations in parentheses. *Annual averages of square meter prices can be found in Appendix Table 

2.12. †Subways is a count variable that reflects the number of subway stations and subway lines in a legal-status 

dong in a given year. Occasionally this number is zero or one, but often a legal-status dong is home to more than 

one subway station (e.g. Godeok-dong in Gangdong District hosts Line-5-stations Godeok and Sangil, so Subways 

equals two in this case). Similarly, it is possible for a legal-status dong to host a single station where people can 

transfer between several subway lines. In this case, Subways reflects the number of subway lines serving the station 

(e.g. Oksu-dong in Seongdong District hosts Oksu Station on Line 3 and Gyeongui-Jungang Line, so that Subways 

in this case also equals two). Moreover, there are cases in which a legal-status dong hosts two or more subway 

stations and at least one of these stations is on more than one line (e.g. Gaehwa-dong in Gangseo District hosts 

Gaehwa Station on Line 9 but also Gimpo Airport Station on Line 5, Line 9, the Gimpo-Gold Line, and the Airport 

Line. Here Subways equals five). The maximum value of ten is observed for Nonhyeon-dong in Gangnam (hosting 

Nonhyeon Station on Line 7 and the New Bundang Line, Eonju Station on Line 9, Hakdong Station on Line 7, 

Sinnonhyeon on Line 9 and the New Bundang Line, Sinsa Station on Line 3 and the New Bundang Line, and 

Gangnam District Office Station on Line 7 and the Bundang Line). 

 

As can be seen in Table 2.2, apartments were the subject of more than half of all trans-

actions. This is not surprising as they are the housing type that most people reside in, and wish 

to reside in (Hong & Lim, 2018). Also, I can confirm the general notion that residential property 

prices in Seoul are very high. Take for example the most popular apartment size of about 84m2. 

According to the table, the average price of such an apartment was 578,483,388 KRW (0.482 

million USD). Considering the standard deviation of prices per square meter, an apartment can 

easily cost more than one million USD. Moreover, the data also shows that residential property 
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prices increased by about 78 percent between 2009 and 2022 (see Appendix Table 2.12). The 

average building age at the time of a purchase was a little over 16 years, which may be due to 

the fact that buildings older than 30 years are usually demolished, to be replaced by a new-build. 

The average purchased residential property is located higher than the sixth floor, a reflection of 

Seoul’s relatively high population density. Finally, the average numbers of schools and subways 

indicate short distances to the nearest schools (particularly to elementary schools) and also a 

good level of connectivity.  

The second goal of the empirical analysis is to estimate the effect of “Gangnam Style” 

on the number of transactions in the residential property housing market. This part of the analysis 

is crucial in determining whether supply or demand side forces have driven the market. Given 

an increase in residential property prices, a reduction in transactions would indicate that a 

contraction of supply was the dominant factor. Likewise, an increase in transactions would point 

to an expansion of demand as the dominant force. Given a decrease in residential property prices, 

the reverse patterns would hold true. 

To address the level of transactions econometrically, I change the perspective slightly 

and consider the number of transactions per legal-status dong. To this end, I have created a three-

dimensional panel (Year×Dong×HousingType) as follows: for every year and every legal-status 

dong I have counted the number of transactions separately for each of the four housing types. To 

correct for a potential legal-status-dong-size effect on the outcome variable, I have divided the 

numbers of transactions per year and dong by the size of the dong measured in square kilometers 
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(km2).29 Maintaining the DID design, equation (2.2) reflects the slightly different econometric 

strategy employed to identify the effect of “Gangnam Style” on the number of transactions in the 

housing market:  

𝑦ℎ𝑑𝑠𝑡 = 𝛽0 + 𝛽1𝐷𝐼𝐷𝑠𝑡 + 𝜃𝑇𝐵𝑙𝑑𝐶ℎ𝑎𝑟ℎ𝑠𝑡 + 𝛼𝑇𝑁𝑏ℎ𝐴𝑡𝑡𝑟𝑠𝑡 + 𝛾𝑡 + 𝛿𝑑 + 𝜇𝑠 + 휀𝑑𝑠𝑡 

(2.2) 

The outcome variable yhdst refers to housing type h specific numbers of transactions per square 

kilometer in district d and legal-status dong s in year t. The indicator variable DIDst equals one 

only when the outcome variable refers to a legal-status dong located in the district of Gangnam 

and counts transactions in 2012 and subsequently. BldCharhst is a vector containing the averages 

of the floor locations and ages of the purchased buildings by housing type, legal-status dong and 

year. NbhAttrst is unchanged from the price regressions (see equation (2.1) and the following 

discussion). Also, I control for year fixed effects (γt), district fixed effects (δd), and legal-status 

dong fixed effects (μs). Standard errors εdst are clustered on the year-district level, which allows 

contemporaneous regional (district) correlation. Similar to the price regressions, I either use the 

count variable Subways or the set of 17 subway line dummies (Models 5 and 7 versus Models 6 

and 8). Regarding the outcome variable, I use transactions for all housing types and for apart-

ments only (Models 5 and 6 versus Models 7 and 8; see also footnote 8). Thus, I consider four 

different specifications of equation (2.2). Table 2.3 shows the descriptive statistics for variables 

used in the transaction regression analysis. 

 
29 Using transactions per km2 as the dependent variable to measure the housing market response in the quantity 

dimension is justified for the following three reasons. First, residential properties (particularly apartments) pur-

chased in Seoul are relatively homogeneous in terms of their square footage (see Appendix Table 2.13). Second, the 

number of apartments per km2 is comparable throughout Seoul. Using three stock-takings from the years 2010, 2015 

and 2020, I have calculated the number of apartments per km2 in 422 out of 426 administrative dongs. As a result, I 

obtain similar means with relatively small standard deviations for Seoul Metropolitan City, Seoul to the South of the 

Han River, as well as Gangnam, Seocho, and Songpa (see Appendix Table 2.14). Third, the growth rates of the 

numbers of apartments in various districts are statistically not different from zero with relatively high confidence 

levels, particularly for Seoul to the South of the Han River and for the neighboring districts Gangnam, Seocho, and 

Songpa (see Appendix Table 2.15). Thus any remaining differences in apartment density can be captured by dong 

fixed effects. 
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Table 2.3: Descriptive Statistics for Transaction Regression Analysis 

Variables Obs Mean Definition  

Transactions 16,456 105.4969  
(211.5426)  

Number of transactions per km2 by Year, 

Dong, and Housing type 
 

    Apartments: 183.8779 (284.7648) 

    Multi-Household Houses:  98.8985 (131.0371) 

    Regular Houses:   37.7546  (49.1405) 

    Dual Purpose Buildings: 109.6636 (283.7505) 

Avg. Age of Buildings 16,391 20.6233  
(16.1787)  

Average (transaction year minus construction 

year) by Year, Dong, and Housing Type 
 

    Apartments:                 15.2000  (8.7844) 

    Multi-Household Houses:    14.1278  (6.5037) 

    Regular Houses:              38.0546  (18.1347) 

    Dual Purpose Buildings:    10.0439  (5.6227) 

Avg. Floor Location 16,456 4.7365 
(4.0155) 

Average number of floors by Year, Dong, 

and Housing Type 
 

    Apartments: 8.6904  (3.1950) 

    Multi-Household Houses: 2.6305  (1.1629) 

    Regular Houses:              1.0000  (0.0000) 

    Dual Purpose Buildings:    7.7985  (3.2172) 

Elementary Schools 16,456 1.8743  
(2.5126)  

Number of Elementary Schools by Dong 

and Year 
 

Middle Schools 16,456 1.1788  
(1.7039)  

Number of Middle Schools by Dong and 

Year 
 

High Schools 16,456 0.9528  
(1.6016)  

Number of High Schools by Dong and 

Year 
 

Subways 16,456 1.0601  
(1.4480)  

Number of Subway Stations by Dong and 

Year 
 

Note: Standard deviations in parentheses. Unlike Table 2.2, this table shows the summary statistics of the variables 

after the construction of a Year×Dong×HousingType panel. During the observation period, an average of 310.4 

legal-status dongs reported purchases of apartments. Regarding the other housing types, the annual average numbers 

of reporting dongs are 297.6 for multi-household houses, 343.9 for regular houses, and 223.6 for dual purpose 

buildings. 

 

For the most part, Table 2.3 presents dong-level averages of variables already discussed 

in connection with Table 2.2, the notable exception being the transaction data. With more than 

two million transactions in just 14 years, Seoul’s housing market must be described as very 

dynamic in nature. The annual average of more than 100 transactions per km2 and dong in Table 

2.3 underlines this fact. 

The third goal of the empirical analysis is to estimate the effect “Gangnam Style” had 

on tourism in Gangnam. For this purpose, I shift the attention to the number of available hotel 

rooms in a district. Such data is offered by the Seoul Metropolitan Government and covers the 
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period from 2009 to 2021 (i.e. one year less than the residential property registry data, which 

also includes 2022). For every district and year I observe the registered hotels and for every hotel 

the total number of rooms offered for rent.30 From this data I have constructed an annual panel 

containing the total number of hotel rooms available in Seoul’s 25 districts during the period 

from 2009 to 2021. The resulting variable is likely to contain information about the current 

number of tourists but also about the expected future number in a district at time t. Equation (2.3) 

summarizes the DID identification strategy: 

𝑦𝑑𝑡 = 𝛽0 + 𝛽1𝐷𝐼𝐷𝑑𝑡 + 𝛼𝑇𝑁𝑏ℎ𝐴𝑡𝑡𝑟𝑑𝑡 + 𝛾𝑡 + 𝛿𝑑 + 휀𝑑𝑡 

(2.3) 

The outcome variable ydt is the number of available hotel rooms in district d and year t. The 

indicator variable DIDdt equals one only when the outcome variable refers to Gangnam in 2012 

or later. NbhAttrdt is a vector that refers to the number of elementary, middle, and high schools 

as well as subway stations and lines in district d in year t. As before, variables γt and δd represent 

year and district fixed effects. Again, I consider four different specifications of equation (2.3). 

On the one hand, I exclude the neighborhood attributes of schools and subways in Models 9 and 

11, while in Models 10 and 12 they are included. On the other hand, I do not cluster the standard 

errors (εdt) on the respective district levels in Models 9 and 10, while in Models 11 and 12 I do. 

Given the sampling period of 13 years and the fact that Seoul has 25 districts, I no longer benefit 

from a large number of observations. Table 2.4 displays the descriptive statistics for the variables 

used in the hotel rooms regressions.  

  

 
30 Unfortunately, no dong-level hotel data is available. 
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Table 2.4: Descriptive Statistics for Hotel Rooms Regression Analysis 

Variables Obs Mean Definition 

All Hotel Rooms 325 1680.9350  Number of all hotel rooms per district 

  (2974.9450)   

Three Star Hotel Rooms 325 338.5785  Number of three star hotel rooms per district 

  (784.6191)   

District Elementary Schools 325 23.9323  Number of elementary schools per district 

  (7.4694)   

District Middle Schools 325 15.2923  Number of middle schools per district 

  (5.0562)   

District High Schools 325 12.7385  Number of high schools per district 

  (5.2689)   

District Subways 325 14.4615  Number of subway stations per district 

  (6.6585)   

Note: Standard deviations in parentheses. Unlike Table 2.2, this table shows the summary statistics of the variables 

after using the dataset to construct a Year × District panel.  

 

As can be seen in Table 2.4, the explanatory variables still display substantial variation, although 

district level aggregates are shown. Also, there are about 1,700 hotel rooms per district. Districts 

with many tourist attractions have more hotel rooms. For example Jung District has the most 

hotel rooms in Seoul as it is home to famous sights such as South Gate (Sungnyemun), East Gate 

(Dongdaemun), Dongdaemun History and Culture Park, Namsan Park with Seoul Tower, and 

the Myeong-dong shopping area. Districts with fewer tourist attractions (typically bedroom or 

commuter districts), in turn, have fewer hotel rooms (i.e. Seongdong, Yangcheon, and Gangbuk). 

Given that three-star hotels are most popular, I also use the available number of three-star hotel 

rooms as an outcome variable. Despite their popularity among domestic and international tourists, 

however, the three-star hotel rooms panel contains a few zero entries.  

In addition to the twelve specifications of regression models (1), (2) and (3) introduced 

so far, I also perform a series of robustness checks. To this end, I make minor changes to the 

models. First, I modify the models to explicitly control for the intensity of treatment in a legal-
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status dong. To implement this, I have measured the Distance31 from the Gangnam District 

Office to each legal-status dong and use this Distance measure in place of the DID indicator 

variables.32 If the release of the song indeed disproportionately affected the housing market in 

Gangnam, and also the number of available hotel rooms, then it is likely that locations close to 

Gangnam have been more affected in terms of property prices and number of hotel rooms, and 

those further away from Gangnam have been less affected. Second, I control for additional fixed 

effects and introduce year-district fixed effects. With a total of 299 fixed effects, this 

modification is particularly strong in controlling for unobserved district-level (time-varying) 

changes, such as local housing loan policies and official land use policy changes.33 Third, I 

reconsider the clustering levels of standard errors. Dong-level clustering is more robust with 

regards to regional correlation. Two-way (year and district) clustering, in turn, enables me to 

adjust not only for district-level regional correlations but also for possible auto-correlations of 

the error terms. The robustness of the estimated coefficients is established when I am able to 

generate significant regression results for all clustering levels considered.  

 

2.4 Results 

I start by estimating the four different specifications of equation (2.1). Table 2.5 displays the 

regression results when using residential property prices per square meter as the outcome variable. 

 
31 Just like every district, each administrative dong typically has an administrative center (often called a town office). 

For the distance variable, I have simply measured the straight lineal distance between the Gangnam District Office 

and the administrative center in a legal-status dong (which are of interest here). If a particular legal-status dong does 

not have an administrative center, I have looked for a subway station’s main exit 1, then a bus stop, and lastly a 

famous tourist destination. 
32 Note that the non-negative distance measure works somewhat in reverse to the DID indicator variable. If the 

observation year is 2012 or later, it assigns a (possibly large) positive number to a legal-status dong that belongs to 

the control group (where DID equals zero) but it assigns a small number to a legal-status dong that belongs to the 

treatment group (where DID equals one). If the observation year is before 2012, it assigns zero distance.  
33 Seoul has a total of four land use zonings (residential, commercial, industrial, and green belt).  
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In this analysis, I consider all 25 districts of Seoul Metropolitan City during the time span 

between 2009 and 2022. The treated district is Gangnam from 2012 to 2022. 

Table 2.5: Regression Results for Square Meter Prices (Seoul Metropolitan City) 

 Model 1 Model 2 Model 3 Model 4 

DID 166.6478*** 212.3474*** 184.1798*** 167.9614*** 

 (40.9001)  (49.3083)  (44.7163)  (48.7834)  

P>|t| 0.000  0.000  0.000  0.001  

Multi-Household House -222.8450*** -193.8743*** -213.6120*** -194.3552*** 

 (10.9802)  (10.3256)  (10.9865)  (10.3077)  

P>|t| 0.000  0.000  0.000  0.000  

Regular House -97.9366*** -74.1660*** -88.3712*** -75.4935*** 

 (12.4676)  (10.6113)  (12.5311)  (10.6271)  

P>|t| 0.000  0.000  0.000  0.000  

Dual Purpose Building -296.4010*** -285.9439*** -288.0098*** -286.0096*** 

 (22.4162)  (18.6706)  (20.0886)  (18.6755)  

P>|t| 0.000  0.000  0.000  0.000  

Age of Building -1.2406*** -2.3720*** -1.5005*** -2.3262*** 

 (0.4523)  (0.3995)  (0.4453)  (0.3982)  

P>|t| 0.006  0.000  0.001  0.000  

Floor 7.0654*** 5.8218*** 6.6888*** 5.7981*** 

 (0.4397)  (0.3300)  (0.4217)  (0.3282)  

P>|t| 0.000  0.000  0.000  0.000  

Elementary Schools -2.0720  -8.4460  7.1517*** -7.6208  

 (1.9987)  (9.6329)  (1.8126)  (9.7028)  

P>|t| 0.301  0.381  0.000  0.433  

Middle Schools -5.5076  1.6571  -14.4995*** -2.5878  

 (4.2199)  (17.8486)  (3.0755)  (17.5683)  

P>|t| 0.193  0.926  0.000  0.883  

High Schools 10.3613*** 40.9272* 10.5710*** 38.5690* 

 (2.9482)  (24.6721)  (2.6822)  (21.1672)  

P>|t| 0.000  0.098  0.000  0.069  

Subways yes yes  no no 

17 Subway Line Dummies no  no  yes yes 

Observations 2,069,845 2,069,845 2,069,845 2,069,845 
Year Fixed Effects Yes Yes Yes Yes 
District Fixed Effects Yes Yes Yes Yes 
Dong Fixed Effects No Yes No Yes 
Clusters (year-district) Yes (350) Yes (350) Yes (350) Yes (350) 

Note: Each column tabulates regression coefficients obtained from estimating the specifications of equation (2.1). 

Regression results related to subway-related coefficients are omitted for brevity here and can be found in Appendix 

Table 2.16. Standard errors are in parenthesis. *,**,*** denote statistical significance at the 10%, 5% and 1% level, 

respectively. 

 

As can be seen, depending on the model specification average square meter prices of 
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residential properties in Gangnam increased by 1,666,478 to 2,123,474 KRW (ca. 1,390 to 1,770 

USD) after the release of Psy’s viral hit. With regard to house characteristics I obtain clear results 

across all four specifications. Housing type exerts a significant influence on estimated prices per 

square meter. Most expensive are apartments followed by regular and multi-household houses. 

Dual-purpose buildings are the least expensive. Unsurprisingly, building age has a negative 

impact on prices, which is highly significant across all specifications. Similarly, apartments on 

higher floors tend to be significantly more expensive than those on lower floors.  

With regard to neighborhood attributes, the four specifications do not produce uniform 

results. Take, for example, the measures for a legal-status dong’s connectivity. The estimated 

coefficients for the Subways count variable (but also for the 17 subway line dummies) all depend 

on whether or not I control for legal-status dong fixed effects (tabulations of these estimates are 

shown in Appendix Table 2.16). Without dong fixed effects the number of subway stations and 

lines has a positive and significant relationship with residential property prices. An additional 

subway station increases local residential property prices by approximately 90,583 KRW (75.50 

USD) per square meter. When controlling for dong fixed effects, however, this relationship turns 

negative with a p-value of about 12 percent. Most likely, the subway count variable picks up 

legal-status dong characteristics that have a positive impact on residential property prices which 

are commonly shared by dongs with good connectivity (such as good access to local shopping). 

It is for this reason that I prefer specifications that include legal-status-dong fixed effects. 

Moreover, measuring the connectivity effect on residential property prices is likely to be more 

accurate using the 17 subway line dummies rather than the Subways count variable. For instance, 

consider Line 9 and the Bundang Line (in Appendix Table 2.16: Line 10). Both subway lines are 

relatively new and both serve Gangnam. As can be expected, housing located near these two 

lines have higher average prices than those near other subway lines even after controlling for 
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year, district, and dong fixed effects. Thus, I choose Model 4 as the preferred specification. 

Next, I turn to school-related neighborhood attributes and start with the number of 

elementary and middle schools in a legal-status dong. In three specifications (including Model 

4) I find negative relationships with residential property prices, a result that is consistent with the 

results produced by Lee & Choi (2016) who apply the hedonic house price model to a small 

legal-status dong (Ichon) in Seoul. Note, however, that the findings are distant from conventional 

significance levels. The number of high schools in a legal-status dong, in contrast, is positively 

related to residential property prices, which is also consistent with Lee & Choi (2016).  

The left panel of Figure 2.1 shows how the estimated average treatment effect on resi-

dential property prices in Gangnam (i.e. the DID coefficient of Model 4) is distributed over the 

treated years. In addition, the panel also reveals the pre-existing trends of housing prices in 

Gangnam. Time 0 refers to the year 2012 when the song “Gangnam Style” was released. As can 

be seen, residential property prices in Gangnam kept increasing relative to other districts in Seoul 

until 2019 when they started to decline slowly while still being relatively high. As a result the 

“Gangnam Style” effect persisted even beyond 2020 when the COVID-19 pandemic hit the 

tourism industry (Park, 2022). The panel also illustrates that housing prices in Gangnam were 

not very different from prices in the control districts prior to 2012.  
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Figure 2.1: Annual Effects of Gangnam Style on Housing Prices in Gangnam 

   
Note: This figure shows how the average treatment effects on residential property prices (left panel) and on the 

growth rates of residential property prices (right panel) are distributed over the treated years. Any pre-existing trends 

can also be inspected. Using the same covariates as in Model 4, the estimation of these annual effects follows the 

procedure suggested by Clarke and Tapia-Schythe (2021). 

  

Still using the previously employed four specifications of equation (2.1), I next identify 

the effect of “Gangnam Style” on the growth rates of property prices by using the natural loga-

rithm of square meter prices as the outcome variable. Table 2.6 shows the regression results. 
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Table 2.6: Regression Results for Log of Square Meter Prices (Seoul Metropolitan City) 

 Model 1 Model 2 Model 3 Model 4 

DID 0.0327  0.0746*** 0.0452** 0.0467*** 

 (0.0233)  (0.0158)  (0.0206)  (0.0150)  

P>|t| 0.161  0.000  0.029  0.002  

Multi-Household House -0.3453*** -0.3073*** -0.3344*** -0.3074*** 

 (0.0097)  (0.0096)  (0.0096)  (0.0096)  

P>|t| 0.000  0.000  0.000  0.000  

Regular House -0.2223*** -0.1957*** -0.2121*** -0.1961*** 

 (0.0144)  (0.0132)  (0.0146)  (0.0132)  

P>|t| 0.000  0.000  0.000  0.000  

Dual Purpose Building -0.3724*** -0.3723*** -0.3691*** -0.3721*** 

 (0.0167)  (0.0140)  (0.0154)  (0.0140)  

P>|t| 0.000  0.000  0.000  0.000  

Age of Building -0.0044*** -0.0056*** -0.0046*** -0.0056*** 

 (0.0006)  (0.0005)  (0.0006)  (0.0005)  

P>|t| 0.000  0.000  0.000  0.000  

Floor 0.0092*** 0.0078*** 0.0087*** 0.0078*** 

 (0.0004)  (0.0003)  (0.0003)  (0.0003)  

P>|t| 0.000  0.000  0.000  0.000  

Elementary Schools -0.0029 -0.0062  0.0049*** -0.0044  

 (0.0022)  (0.0076)  (0.0018)  (0.0077)  

P>|t| 0.190  0.413  0.008  0.565  

Middle Schools -0.0163*** -0.0271  -0.0257*** -0.0300  

 (0.0045)  (0.0197)  (0.0036)  (0.0194)  

P>|t| 0.000  0.170  0.000  0.123  

High Schools 0.0163*** 0.0350* 0.0168*** 0.0396** 

 (0.0030)  (0.0180)  (0.0030)  (0.0188)  

P>|t| 0.000  0.052  0.000  0.036  

Subways   yes   yes no no 

17 Subway Line Dummies   no   no yes yes 

Observations 2,069,845 2,069,845 2,069,845 2,069,845 
Year Fixed Effects Yes Yes Yes Yes 
District Fixed Effects Yes Yes Yes Yes 
Dong Fixed Effects No Yes No Yes 
Clusters (year-district) Yes (350) Yes (350) Yes (350) Yes (350) 

Note: Each column tabulates regression coefficients obtained from estimating the specifications of equation (2.1). 

Regression results related to subway-related coefficients are omitted for brevity. Standard errors are in parenthesis. 

*,**,*** denote statistical significance at the 10%, 5% and 1% level, respectively. 

 

According to Model 4, residential property prices in Gangnam increased by approxi-

mately 4.8 percent compared to the control districts after the song’s release. By and large, the 

patterns of signs and statistical significance for house characteristics and neighborhood attributes 
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resemble the patterns in Table 2.5. The right panel in Figure 1 illustrates how the estimated 

average effect on residential property price growth rates in Gangnam is composed from annual 

treatment effects. As in the left panel, I can also inspect any pre-existing trends. 

According to the right panel in Figure 1, there is no evidence for a pre-existing differen-

tial trend in housing price growth rates in Gangnam compared to the controlled districts. Only 

after the release of “Gangnam Style” in 2012 can I observe an accelerated growth of square meter 

prices in Gangnam relative to other districts. As in the left panel, the effects last until the start of 

the COVID-19 pandemic in 2020.  

In the case where the COVID-19 pandemic indeed affected residential property prices, 

the interpretation of the estimated “Gangnam Style” effect would be unnecessarily complicated. 

I therefore conduct additional analyses using trimmed datasets. On the one hand I exclude 

observations from 2021 and 2022 and on the other hand I make incremental restrictions on the 

control districts (see also Table 2.1). Regarding the latter, I first rerun the regressions for the 

Metropolitan City of Seoul. Then, I restrict the attention to observations from Seoul to the South 

of the Han River. Finally, I only use the three neighboring districts of Gangnam, Seocho and 

Songpa.34 Excluding observations from more and more districts renders the analyzed part of 

Seoul increasingly homogeneous such that I increasingly control for unobservable potential 

determinants of residential property prices.35  Table 2.7 shows the regression results for the 

trimmed datasets. 

 

  

 
34 Gangnam is literally translated as “South of the River.” Moreover, Seoulites often refer to the combined area of 

the three districts of Gangnam, Seocho and Songpa as the “Gangnam Region”, reflecting the fact that Gangnam was 

split into three districts in 1988, thereby establishing the districts of Seocho and Songpa. 
35 Historically, Seoul was completely located to the North of the Han River. Only after the Second World War did 

the city start to expand South of the river, so that this part of Seoul is much less heterogeneous than the more 

traditional quarters to the North of the Han River. Likewise, the three neighboring districts of Gangnam, Seocho 

and Songpa resemble each other in terms of urban planning, public infrastructure, and job opportunities.  
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Table 2.7: Regression Results for (Log of) Square Meter Prices using Trimmed Datasets 

 Model 1 Model 2 Model 3 Model 4 

Seoul Metropolitan City from 2009 to 2020 

Square Meter Price 152.8086*** 175.2363*** 154.4379*** 139.7650*** 

 (48.7512)  (52.5072)  (49.0295)  (52.2832)  

P>|t| 0.002  0.001  0.002  0.008  

Ln (Square Meter Price) 0.0608*** 0.0855*** 0.0606*** 0.0549*** 

 (0.0144)  (0.0146)  (0.0163)  (0.0141)  

P>|t| 0.000  0.000  0.000  0.000  

Observations 1,714,881 1,714,881 1,714,881 1,714,881 

Clusters (year-district) Yes (300) Yes (300) Yes (300) Yes (300) 

Seoul to the South of the Han River from 2009 to 2020 

Square Meter Price 140.2927*** 140.6592*** 154.4719*** 150.7932*** 

 (45.1001)  (48.1575)  (47.1723)  (49.3008)  

P>|t| 0.002  0.004  0.001  0.003  

Ln (Square Meter Price) 0.0499*** 0.0695*** 0.0679*** 0.0657*** 

 (0.0152)  (0.0154)  (0.0195)  (0.0149)  

P>|t| 0.001  0.000  0.001  0.000  

Observations 864,630 864,630 864,630 864,630 

Clusters (year-district) Yes (132) Yes (132) Yes (132) Yes (132) 

Gangnam, Seocho and Songpa from 2009 to 2020 

Square Meter Price 75.0160** 89.0744** 79.0221** 87.1756** 

 (29.1112)  (35.5372)  (37.0541)  (35.9103)  

P>|t| 0.014  0.017  0.040  0.020  

Ln (Square Meter Price) 0.0455** 0.0492** 0.0528* 0.0488** 

 (0.0172)  (0.0215)  (0.0268)  (0.0184)  

P>|t| 0.012  0.029  0.056  0.012  

Observations 264,708 264,708 264,708 264,708 

Clusters (year-district) Yes (36) Yes (36) Yes (36) Yes (36) 

Year Fixed Effects Yes Yes Yes Yes 
District Fixed Effects Yes Yes Yes Yes 
Dong Fixed Effects No Yes No Yes 

Note: Each entry is a result obtained from estimating equation (2.1). The control variables are the same as in the 

regressions reported in Tables 2.5 and 2.6. For simplicity and brevity, however, only the estimated DID coefficients 

are tabulated. Standard errors are in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% 

levels, respectively. 

 

Table 2.7 clearly illustrates that residential property prices in Gangnam outperformed prices in 

other districts, whichever group of control districts is chosen. When excluding observations from 

the pandemic years 2021 and 2022 but otherwise focusing the analysis on Seoul Metropolitan 

City, I find slightly smaller effects of the release of “Gangnam Style” on per square meter 

residential property prices. This finding, of course, is simply a reflection of the fact that the 
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annual treatment effects, while declining, are still above the average treatment effect in 2021 and 

2022 (see the left panel in Figure 1). A similar logic explains the slightly greater effects of 

“Gangnam Style” on the logarithms of square meter prices. With negative growth rates during 

of the pandemic years (see the right panel in Figure 1), the estimated DID coefficient indeed 

increases after trimming the dataset. When restricting the analyses to Seoul to the South of the 

Han River, I find larger price effects both in absolute terms and in terms of growth rates. Since 

the release of the song, residential property prices in Gangnam are estimated to have grown to 

be on average 1,507,932 KRW (1,257 USD) more expensive than in the remainder of the 

southern districts, and the average growth rate of prices in Gangnam is about 6.8 percent higher 

than them. Lastly, when restricting the analysis to Gangnam, Seocho and Songpa, I find 

somewhat smaller effects. Compared to neighboring Seocho and Songpa, housing prices in 

Gangnam went up by 871,756 KRW (727 USD). The residential property price growth rate in 

Gangnam accelerated by about 5.0 percent compared to the two neighboring districts. 

 My next goal is to estimate the effect of “Gangnam Style” on the number of transactions 

in the housing market. As mentioned above, I have created a three-dimensional panel with a 

focus on transactions per legal-status dong for this purpose. Table 2.8 shows the regression 

results when estimating equation (2.2). 
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Table 2.8: Regression Results for Transactions per km2 (Seoul Metropolitan City) 

 All Housing Types Only Apartments 

 Model 5 Model 6 Model 7 Model 8 

DID -19.6130*** -18.8039*** -58.6118*** -51.1292*** 

 (5.9257)  (6.5324)  (11.9893)  (11.3919)  

P>|t| 0.001  0.004  0.000  0.000  

Multi-Household House 1.9145  2.0317    

 (7.3025)  (7.3096)    

P>|t| 0.793  0.781    

Regular House -32.2445*** -32.1594***   

 (6.3637)  (6.3713)    

P>|t| 0.000  0.000    

Dual purpose Building -71.4948*** -71.5199***   

 (9.2138)  (9.2117)    

P>|t| 0.000  0.000    

Avg Age of Building -0.2630* -0.2604* -5.2574*** -5.3438*** 

 (0.1458)  (0.1457)  (0.8152)  (0.8257)  

P>|t| 0.072  0.075  0.000  0.000  
Avg Floor Location 12.8097*** 12.8299*** 0.9105  0.9285  

 (0.8843)  (0.8850)  (1.5496)  (1.5439)  

P>|t| 0.000  0.000  0.557  0.548  

Elementary Schools -3.5659 -2.7263  -6.1885  -5.9563  

 (4.2668)  (4.2114)  (7.8921)  (8.1354)  

P>|t| 0.404  0.518  0.433  0.465  

Middle Schools -3.9072  -4.9427  -13.6108  -9.8163  

 (10.4496)  (10.3114)  (18.4595)  (19.7145)  

P>|t| 0.709  0.632  0.461  0.619  

High Schools -5.0226  -5.4222  -0.5191  -3.2515  

 (11.8675)  (12.2614)  (28.9305)  (28.8969)  

P>|t| 0.672  0.659  0.986  0.910  

Subways   yes   no yes no 

17 Subway Line Dummies   no   yes no yes 

Observations 16,391 16,391 16,391 16,391 
Year Fixed Effects Yes Yes Yes Yes 
District Fixed Effects Yes Yes Yes Yes 
Dong Fixed Effects Yes Yes Yes Yes 
Clusters (year-district) Yes (350) Yes (350) Yes (350) Yes (350) 

Note: Each column tabulates regression coefficients obtained from estimating the four specifications of equation 

(2.2). Estimates related to connectivity are omitted for brevity. Standard errors are in parentheses. *,**,*** denote 

statistical significance at the 10%, 5% and 1% levels, respectively. 

 

As I speculated in the previous section, I indeed find negative DID coefficients. Regarding the 

all-house-types regressions, the number of transactions per square kilometer decreased by about 
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18.8 in Gangnam compared to the rest of Seoul after the release of the song in 2012.36 Residential 

properties with favorable access to schools and public transportation are the subject of fewer 

transactions. Compared to apartments, multi-household houses are involved in transactions more 

often while regular houses and dual-purpose buildings are involved less often. Interestingly, the 

sign patterns related to the house characteristics building age and floor location is the same for 

the price and for the transaction regressions. Neighborhood attributes, in contrast, display an 

inconsistent pattern. With a decline of more than 50 transactions per square kilometer, the 

“Gangnam Style” effect is estimated to be even stronger when focusing on apartments only. The 

two panels in Figure 2.2 show the annual effects that constitute the pre-existing trends and make 

up the DID coefficients in Table 2.8. As can be seen, the number of transactions per km2 in 

Gangnam relative to the control districts is not statistically different until 2012. After “Gangnam 

Style” was released, however, I see fewer transactions in Gangnam compared to the rest of Seoul, 

in particular from 2015 to 2020/21. 

Figure 2.2: Annual Effects of Gangnam Style on Numbers of Transaction 

   
Note: This figure shows how the average treatment effects on the numbers of transaction involving all housing 

types (left panel) and only apartments (right panel) are distributed over the treated years, and also any pre-existing 

trends. Using the same covariates as in Model 6 and Model 8, the estimation of these annual effects follows the 

procedure suggested by Clarke and Tapia-Schythe (2021). 

  

 
36 Such a decline in transactions per square kilometer corresponds to 17.8 percent compared to its mean. 



91 
 

As for the price regressions, I rerun the transaction regressions for increasingly homo-

geneous regions of Seoul (again I use Seoul to the South of the Han River and the three 

Neighboring Districts Gangnam, Seocho and Songpa) between 2009 and 2020. Table 2.9 

summarizes the results obtained from these regressions.  

Table 2.9: Regression Results for Transactions per km2 using Trimmed Datasets 

 All Housing Types Only Apartments 

 Model 5 Model 6 Model 7 Model 8 

Seoul Metropolitan City from 2009 to 2020 

Transactions -16.7804*** -16.3469*** -59.3909*** -56.6538*** 

 (5.0794)  (5.1479)  (12.9008)  (12.1235)  

P>|t| 0.001  0.002  0.000  0.000  

Observations 14,046 14,046 3,695 3,695 

Clusters (year-district) Yes (300) Yes (300) Yes (300) Yes (300) 

Seoul to the South of the Han River from 2009 to 2020 

Transactions -18.9771*** -19.1710*** -51.7026*** -52.1717*** 

 (5.3081)  (5.4587)  (13.6617)  (13.3677)  

P>|t| 0.000  0.001  0.000  0.000  

Observations 4,573 4,573 1,279 1,279 

Clusters (year-district) Yes (132) Yes (132) Yes (132) Yes (132) 

Gangnam, Seocho and Songpa from 2009 to 2020 

Transactions -7.7696  -8.5719  -14.2266  -13.9580  

 (5.7082)  (5.8783)  (8.5578)  (9.1362)  

P>|t| 0.182  0.154  0.105  0.136  

Observations 1,414 1,414 398 398 

Clusters (year-district) Yes (36) Yes (36) Yes (36) Yes (36) 

Year Fixed Effects Yes Yes Yes Yes 
District Fixed Effects Yes Yes Yes Yes 
Dong Fixed Effects Yes Yes Yes Yes 

Note: The table shows the estimated DID coefficients obtained from estimating the specifications of equation (2.2) 

when using transactions per km2 as the outcome variable. The control variables are the same as in the regressions 

reported in Table 2.8. In particular, I use the Subways count variable in Models 5 and 7 and the 17 subway line 

dummies in Models 6 and 8. Standard errors are in parenthesis. *,**,*** denote statistical significance at the 10%, 

5% and 1% levels, respectively. 

 

Table 2.9 reconfirms that the number of transactions per km2 decreases significantly after 2012. 

Compared to districts in the rest of Seoul to the South of the Han River, the number of trans-

actions per km2 in Gangnam declines by about 19 units. Restricting the regressions even further 

to the wider Gangnam region, I still find a decline of eight transactions per km2 in Gangnam 
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compared to neighboring Seocho and Songpa (however with p-values between 15 and 20 per-

cent this is not significant at conventional levels). In general, the results imply that the turnover 

in Gangnam’s housing market falls following the release of ”Gangnam Style.” Moreover, the 

estimated “Gangnam Style” effects are stronger and more precisely estimated when restricting 

the attention to apartments alone. 

 My next goal is to estimate the effect of Psy’s hit song on the available number of hotel 

rooms in Gangnam. Such a measure of supply is likely to reflect both the current number of 

visitors but also expected future visits. Table 2.10 summarizes the regression results. 

Table 2.10: Regression Results for Numbers of Hotel Rooms (Seoul Metropolitan City) 

 Model 9 Model 10 Model 11 Model 12 

DID 1,537.1280** 1,567.3140** 1,537.1280*** 1,567.3140*** 

 (660.0613)  (700.3302)  (311.0699)  (513.8115)  

P>|t| 0.021  0.026  0.000  0.006  

District Elementary Schools   no -35.2737     no -35.2737  

  (119.0672)   (160.5782)  

P>|t|  0.767   0.828  

District Middle Schools    no -50.5744     no -50.5744  

  (187.6666)   (218.8025)  

P>|t|  0.788   0.819  

District High Schools    no -992.6411***    no -992.6411  

  (174.1249)   (694.3681)  

P>|t|  0.000   0.166  

District Subways    no -35.3707     no -35.3707  

  (43.9571)   (86.5783)  

P>|t|  0.422   0.686  

Observations 325 325 325 325 

Year Fixed Effects Yes Yes Yes Yes 

District Fixed Effects Yes Yes Yes Yes 

Cluster (Districts) No No Yes (25) Yes (25) 

Note: Each column tabulates regression coefficients obtained from estimating the specifications of equation (2.3) 

when using the available number of hotel rooms in general and of three star hotel rooms as outcome variables. 

Standard errors are in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% levels, 

respectively. 

 

As shown in Table 2.10, the number of hotel rooms in Gangnam increased significantly after 

“Gangnam Style” was released in 2012. To be precise: I estimate that the supply of hotel rooms 

increased by about 1,567 units (or by about 93 percent of the Seoul-wide average) compared to 



93 
 

other districts in Seoul. The left panel in Figure 2.3 provides a graphical illustration of these 

results and shows how the estimated DID coefficient can be split across the treated years. The 

panel also displays the respective pre-treatment coefficients. 

Figure 2.3: Annual Effects of Gangnam Style on the Available Numbers of Hotel Rooms 

  
Note: This figure shows how the average treatment effects on numbers of available hotel rooms (left panel: all 

hotel rooms, right panel only three-star hotel rooms) are distributed over the treated years, and also any pre-

existing trends. Using the same covariates as in Model 12 as well as district-level clustering, the estimation of 

these annual effects follows the procedure suggested by Clarke and Tapia-Schythe (2021). 

 

As can be seen in the left panel in Figure 2.3, before the release of the song the difference between 

the number of hotel rooms in Gangnam and the other districts of Seoul is not statistically different 

from zero. After “Gangnam Style” was released, however, I see a drastic increase in the number 

of available hotel rooms compared to the control districts.  

As before, I assess the robustness of the findings by re-estimating the regressions for 

more homogeneous regions of Seoul. To be precise, I first restrict the analysis to Seoul to the 

South of the Han River and then to the three districts Gangnam, Seocho and Songpa. Table 

2.11 shows the results of these estimations. In addition the table presents the findings when 

replacing hotel rooms with three star hotel rooms, as this is the most popular category among 

domestic and international tourists.  
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Table 2.11: Hotels Regression Results Using Various Control Regions 

 Model 9 Model 10 Model 11 Model 12 

Seoul Metropolitan City from 2009 to 2021 

All Hotel Rooms 1537.1280**  1567.3140**  1537.1280***  1567.3140***  

 (660.0613)  (700.3302)  (311.0699)  (513.8115)  

 0.021  0.026  0.000  0.006  

Three Star Hotel Rooms 821.2875*** 782.8063*** 821.2875*** 782.8063*** 

 (270.0736)  (288.6862)  (114.7238)  (182.4975)  

 0.003  0.007  0.000  0.000  

Observations 325 325 325 325 

Clusters (Districts) No No Yes (25) Yes (25) 

Seoul to the South of the Han River from 2009 to 2021 

All Hotel Rooms 1787.7870*** 1022.3050*** 1787.7870*** 1022.3050* 

 (307.2134)  (366.1069)  (187.2487)  (460.0699)  

 0.000  0.006  0.000  0.051  

Three Star Hotel Rooms 898.9833*** 572.1942*** 898.9833*** 572.1942** 

 (153.8642)  (187.3023)  (33.9799)  (254.3451)  

 0.000  0.003  0.000  0.048  

Observations 143 143 143 143 

Clusters (Districts) No No Yes (11) Yes (11) 

Gangnam, Seocho and Songpa from 2009 to 2021 

All Hotel Rooms 1756.6000*** 1938.8510*** 1756.6000** 1938.8510*** 

 (444.4943)  (466.6917)  (199.6271)  (95.9296)  

 0.001  0.001  0.013  0.002  

Three Star Hotel Rooms 821.3167*** 1240.8360*** 821.3167*** 1240.8360*** 

 (266.8771)  (275.5605)  (32.6713)  (99.9148)  

 0.005  0.000  0.002  0.006  

Observations 39 39 39 39 

Clusters (Districts) No No Yes (3) Yes (3) 

Year Fixed Effects Yes Yes Yes Yes 

District Fixed Effects Yes Yes Yes Yes 

Note: The table shows the estimated DID coefficients for the outcome variables hotel rooms and three star hotel 

rooms. In Models 10 and 12, I control for district-level numbers of elementary, middle and high schools as well as 

for the number of subway stations and lines in a district, using the Subways count variable. In Models 9 and 11, I 

do not. Standard errors are in parenthesis. *,**,*** denote statistical significance at the 10%, 5% and 1% levels, 

respectively. 

 

Table 2.11 shows that the number of (three-star) hotel rooms in Gangnam increased by 

about 1,022 rooms (572 rooms) compared to other districts in Seoul to the South of the Han River. 

Moreover, compared to its two neighboring districts Seocho and Songpa hotel capacities in 

Gangnam expanded by approximately 1,939 rooms (1,240 rooms). Note that all results in Tables 

2.10 and 2.11 are significant at conventional levels. Hence, I argue that the number of available 
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hotel rooms in Gangnam, including three-star, significantly increased after the song was released 

in 2012. With respect to three-star hotel rooms, the right panel in Figure 3 shows how the DID 

coefficient can be distributed among annual treatment effects after the release of the song. Also, 

the panel suggests that there was no pre-existing trend.  

Both panels in Figure 2.3 display similar patterns. The number of available hotel rooms 

has increased dramatically since 2012 and peaked in 2019/20 just before the COVID-19 

pandemic. Considering that the ban on entry to Korea was the most drastic measure implemented 

by the Korean government in the fight against COVID-19, the drop in the number of available 

hotel rooms in 2021 is most likely a consequence of the pandemic. Interestingly, both panels in 

Figure 2.3 resemble the left panel in Figure 2.1 (square meter price regressions) in shape and 

slope. This similarity supports the hypothesis that the residential property price increase in 

Gangnam is likely to be driven by a current but also an expected future increase in domestic and 

international tourist numbers in Gangnam.  

 I begin additional robustness checks by using an alternative treatment measure, namely 

the distance between a legal-status dong and the Gangnam District Office. With the replacement 

of the DID coefficient by the distance measure, I effectively relax the assumption that Gangnam 

is the only treated district. The distance measure also allows me to assess whether legal-status 

dongs close to the Gangnam District Office experienced an increase in residential property prices 

but also a decrease in the number of property transactions. Appendix Table 2.17 shows that 

residential properties located far from Gangnam District Office are trading at a discount 

compared to those closer to the office. Moreover, this discount remains significant when 

restricting the analysis to increasingly homogeneous regions such as Seoul to the South of the 

Han River or to the three neighboring districts Gangnam, Seocho and Songpa. Regarding 

transactions, Appendix Table 2.18 shows that the further a legal-status dong is from the Gangnam 
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District Office, the more property purchases it reports (although for the Metropolitan City of 

Seoul this effect is not significant). Finally, the hotel room regressions (Appendix Table 2.19) 

generally show that the number of hotel rooms decreases the further away a district is from the 

Gangnam District Office. 

 In my second set of robustness checks, I additionally control for year–district dummies 

(i.e. the inner product of year and district dummies) to take the possibility into account that there 

might be (unobserved) time-varying changes at the district level such as population size, housing 

loan policy and land use zoning changes. Panel A in Appendix Table 2.20 shows that even after 

controlling for time-varying district-level characteristics, square meter prices in Gangnam are 

estimated to be 4,463,312 KRW (3719 USD) higher than in the rest of Seoul since the release of 

“Gangnam Style.” Similarly, Panel B implies that the price markup in Gangnam after 2012 is 

about 11.4 percent. Again, the alternative treatment measure – the distance to the Gangnam 

District Office – shows that residential properties sell at a greater discount the further away they 

are from the Office. 

 In the last set of robustness checks, I consider two different ways to cluster standard errors. 

To begin with, I cluster them at the legal-status-dong level to adjust for possible regional 

correlations. Furthermore, I consider two-way clustering (year and district) to adjust for both 

regional correlations and auto-correlations. Despite using various levels of clusters and methods 

of clustering, the estimates generally remain statistically significant (see Appendix Tables 2.21, 

2.22, and 2.23). I thereby reconfirm the “Gangnam Style” effect on the housing market in Seoul. 

 

2.5 Discussion 

My analysis reveals the strong impact of the song “Gangnam Style” on Seoul’s housing market. 

As Tables 2.5, 2.6, and 2.7 show, residential properties prices in Gangnam have increased by 
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1,679,614 KRW (1,400 USD) per m2 (or about 4.8 percent in terms of growth rates) compared 

to other districts in Seoul. Despite the increase in residential properties prices, the actual number 

of transactions has in fact decreased, as shown in Tables 2.8 and 2.9. The results also reveal that 

the number of hotel rooms that are available to accommodate tourists in Gangnam has 

simultaneously increased (see Tables 2.10 and 2.11). Moreover, the regression results prove 

robust when an alternative treatment measure (i.e. distance from Gangnam District Office), 

increasingly homogeneous estimation samples, various levels of standard error clustering and 

controlling for different sets of fixed effects are employed (see Appendix Tables 2.17, 2.18, 2.19, 

and 2.20). The findings are consistent with the hypothesis that the success of “Gangnam 

Style“ has boosted property owners’ asking prices and hence let to a contraction of supply. 

By and large, the increase in residential property prices has been driven by apartment 

prices (see Tables 2.8 and 2.9). Further evidence for this hypothesis is presented by making use 

of the three dimensional structure of the panel dataset. In particular, I rerun the regressions after 

interacting the DID coefficients with house-type dummies. The results show that apartment 

prices (and their growth rates) have increased while prices of dual-purpose buildings (and their 

growth rates) have decreased. Besides the increase in residential property prices, the three 

dimensional panel also reconfirms that the numbers of the transactions have decreased (see 

Appendix Table 2.24). 

One possible and direct explanatory pathway for the residential property price increase 

in Gangnam might be the influx of (international) tourists after the song was released in 2012. 

Although the share of international tourists visiting Gangnam relative to other parts of Seoul 

before 2014 is unknown, I do know that this share has increased since 2014 despite Seoul losing 

ground as a tourist destination relative to the rest of South Korea. Another indication that tourism 

played a key role in price increases is the fact that residential property price growth rates turned 
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negative when the COVID-19 pandemic started. With a strict entry ban in place, the number of 

domestic and international tourists declined drastically. In Gangnam, this decline in tourist 

activity and residential property price growth rates show a strong positive relationship. The hotel 

room regression results further strengthen this point. Since hotel capacities are good proxy 

variables for tourism (Mckercher & Lau, 2008; Simmons, 1984; Tremblay, 1998), the increased 

number of available hotel rooms after 2012 also supports the possible connection between 

tourism and residential property prices in Gangnam. The number of local restaurants is also a 

good proxy variable for tourism (Cohen & Avieli, 2004; Erkuş-Ö ztürk & Terhorst, 2016; Min & 

Lee, 2014). Although not presented in the previous section, regression analyses using numbers 

of restaurants in legal-status dongs as the outcome variable leads to results that are comparable 

to the hotel regressions. Again, I find a significant and positive effect of “Gangnam Style”, which 

stresses once more the role of tourism (see Appendix Table 2.25).  

 Another possible and indirect pathway for the contraction of supply to have occurred in 

Gangnam is the change of expectations among property owners. Anticipating more tourists 

visiting Gangnam in the foreseeable future, property owners may have immediately sought 

higher prices. The prospects of improved public transportation and more hotels and private 

businesses in the near future brought about by an increase in tourism (Gronau & Kagermeier, 

2007; Polo-Peña et al., 2012; Smith, 1983) may have merely reinforced expectations among 

property owners. As a result, I find an increased hesitation to sell property. Appendix Tables 2.18 

and 2.26 support the hypothesis of the expectations pathway with further evidence. According to 

Table 2.18, the number of transactions rises with increasing distance from the district office in 

Gangnam. This effect becomes more pronounced with smaller and increasingly homogeneous 

control groups while significance levels simultaneously improve. These findings are again 

consistent with the notion that owners of residential properties in Gangnam became more hesitant 



99 
 

to sell their property after the release of the song. Table 2.26 in the Appendix shows that 

residential property prices (and their growth rates) have increased even after controlling for the 

number of transactions, which also points to the supply side, in particular rapidly adjusting 

expectations. Reassuringly, these results are most pronounced for apartments, the housing type 

with the highest turnover in Seoul’s real estate market.  

 

2.6 Conclusion 

The spontaneous and viral popularity of “Gangnam Style” was one of the first international 

successes of K-Pop culture and it has since become an exemplary moment in the so-called 

Korean Wave. The success of the song inspired domestic and international tourists to visit 

Gangnam, a district of Seoul previously not considered a main tourist destination. I suggest that 

the distinctive development of the housing market in Gangnam relative to the rest of Seoul since 

2012 is due to the district’s sudden high profile. Increasing tourist numbers may have either 

directly driven up the value of land in Gangnam or at least fueled the expectations of property 

owners regarding future tourism-related improvements of the area.  

The empirical investigation has revealed that the release of “Gangnam Style” has caused 

the following three effects (among others). Compared to the rest of Seoul, the district of 

Gangnam experienced an increase in house prices, a reduction in transactions, and a rise in the 

number of available hotel rooms. In identifying these ”Gangnam Style“ effects I benefited from 

a treatment that is precisely defined in terms of time (2012 and after), and location (Seoul’s 

Gangnam District). Given this structure, I employ the simple and clear event-study (or 

differences-in-differences) design.  

Furthermore, I examine the link between (popular) culture, tourism and housing markets 

in a quasi-experimental setting. How much a place is perceived as a tourist magnet usually 
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depends on its place in history and its role in arts and culture. In other words, such attractiveness 

usually evolves slowly. Gangnam, in contrast, became a household name almost overnight. After 

the song went viral, more domestic and international tourists began visiting the district, which 

benefited the local hotel and restaurant businesses and hence the housing market. This leads to a 

novel argument in favor of investment in culture. If successful, a strengthening of cultural 

industries can attract international tourists, which directly benefits local service industries and 

property owners. In fact, I show that these benefits are not short-lived. The effect of “Gangnam 

Style” has persisted for more than ten years since the song’s release.  

 Finally, I hope that my research produces additional insights into the housing markets of 

megacities. As I have seen, the real estate market in Seoul is characterized by the availability of 

excellent and safe public transportation as well as a great variety of nearby schools. Also, I have 

argued that residential property in Seoul is more or less homogeneous and that the market is 

generally very dynamic in nature. Only in a dynamic environment can prices and quantities 

respond to changes in expectations as quickly as they did in Gangnam in 2012. 
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2.7 Appendix 

2.7.1  Additional Figures and Results 

 

Figure 2.4: Seoul Metropolitan City 

 

Note: These maps of Seoul show the city’s 25 districts. Gangnam (in gray) is one of eleven districts located to the 

South of the Han River and is neighbored by Seocho and Songpa. The map on the left shows how each district is 

subdivided into legal-status dongs, of which Seoul has a total of 467. Gangnam has 14 legal-status dongs, Seocho 

and Songpa have 10 and 27 legal-status dongs, respectively. The map on the right shows how each district is subdi-

vided into administrative dongs. In total there are 426 administrative dongs. Gangnam, Seocho, and Songpa have 

22, 18, and 13 administrative dongs, respectively. Basis Geometries: The Seoul Research Data Service 

(http://data.si.re.kr) 

  

http://data.si.re.kr/
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Table 2.12: Average Square Meter Prices by Year 

Year Observations Price per m2  Year Observations Price per m2 

2009 143,352 534.2260  2016 209,129 605.4355 
  (292.5730)    (303.5486) 

2010 93,990 519.3619  2017 191,311 687.1998 
  (278.3937)    (363.5468) 

2011 107,888 508.3630  2018 157,923 718.2322 
  (255.3693)    (407.9522) 

2012 80,679 503.0488  2019 141,177 865.3173 
  (255.5238)    (519.9097) 

2013 113,674 511.8982  2020 175,661 894.1357 
  (246.3851)    (537.2262) 

2014 143,770 533.0107  2021 138,309 968.0319 
  (256.8265)    (613.5148) 

2015 213,090 553.5513  2022 219,929 948.2976 
  (267.9335)    (593.2110) 

Note: Standard deviations in parentheses. 
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Table 2.13: Median Residential Property Size Transacted by Year and Region 

Year Housing type Gangnam 
Seoul Metro-

politan City* 

Seoul to the South 

of the Han River* 
Seocho & Songpa  

2009 All Properties 62.46 60.00 64.08 75.29 
 Observations 9,018 134,334 66,443 16,925 

 Apartments 79.97 82.49 83.81 84.75 
 Observations 6,551 72,249 38,929 11,523 

2010 All Properties 59.82 59.95 59.99 74.30 
 Observations 6,070 87,920 42,420 10,298 

 Apartments 79.80 82.94 83.67 84.82 
 Observations 3,942 43,297 21,907 6,629 

2011 All Properties 59.96 59.97 60.74 71.20 
 Observations 5,924 101,964 47,914 10,386 

 Apartments 81.07 79.70 83.15 84.79 
 Observations 3,962 53,260 26,046 6,535 

2012 All Properties 59.97 59.94 59.98 71.49 
 Observations 4,054 76,625 35,088 8,131 

 Apartments 79.61 80.64 83.06 84.75 
 Observations 2,753 40,389 19,664 5,472 

2013 All Properties 78.05 60.41 64.99 80.27 
 Observations 6,044 107,630 49,772 11,802 

 Apartments 84.43 83.34 84.28 84.80 
 Observations 4,788 66,077 32,152 8,718 

2014 All Properties 79.25 63.24 66.72 82.61 
 Observations 8,300 135,470 62,985 14,814 

 Apartments 84.73 83.86 84.33 84.87 
 Observations 6,194 84,136 40,752 10,697 

2015 All Properties 74.40 64.53 66.69 79.47 
 Observations 11,140 201,950 96,164 20,513 

 Apartments 84.48 84.17 84.36 84.82 
 Observations 7,662 119,608 58,446 13,772 

2016 All Properties 76.79 63.49 66.41 79.70 
 Observations 10,339 198,790 94,894 21,740 

 Apartments 84.72 84.42 84.61 84.89 
 Observations 7,092 113,176 55,304 14,035 

2017 All Properties 80.67 62.37 66.63 81.23 
 Observations 10,606 180,705 86,688 21,201 

 Apartments 84.84 84.39 84.60 84.88 
 Observations 7,589 106,169 52,056 14,244 

2018 All Properties 72.96 59.98 59.99 67.95 
 Observations 6,066 151,857 69,370 14,192 

 Apartments 84.90 84.30 84.48 84.90 
 Observations 3,543 80,658 36,572 7,953 

2019 All Properties 76.79 59.93 59.96 75.71 
 Observations 6,889 134,288 64,207 14,734 

 Apartments 84.85 82.77 84.34 84.85 
 Observations 4,654 72,541 34,827 9,192 

2020 All Properties 59.96 59.64 59.57 59.87 
 Observations 6,725 168,936 80,323 17,005 

 Apartments 84.52 78.60 82.79 84.79 
 Observations 3,779 81,666 38,103 8,416 

Note: Columns with an asterisk (*) present median values excluding Gangnam. I also conducted 72 mean difference tests as 

follows. For each year I carried out t-tests between the mean square footage in the treated district of Gangnam versus the 

controlled districts in the Metropolitan City of Seoul. Then I did the same with Gangnam versus the other districts to the South 

of the Han River (excluding Gangnam). Lastly, Gangnam versus Seocho and Songpa. These tests were run for all housing types 

combined but also for apartments only. The results show that all mean differences lie within the 95 percent confidence intervals. 
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Table 2.14: Number of Apartments Per Km2 

Year Seoul Metropolitan 

City 

Seoul to the South of 

the Han River 

Gangnam, Seocho, and 

Songpa 

2010 3449.1740  3602.8440  3774.2120  

 (3269.0640)  (2802.9050)  (2447.3450)  

Obs 419  200  65  

2015 3756.7930  3781.5470  3717.8280  

 (3399.0230)  (2862.8600)  (2403.0510)  

Obs 422  202  67  

2020 4105.3570  4069.0450  3838.7130  

 (3500.0980)  (2956.1400)  (2391.3920)  

Obs 422  202  67  

Note: Housing stock data is publicly available at: https://data.seoul.go.kr/dataList/10585/S/2/datasetView.do. 

During the period of interest, Data Seoul published information about the housing stock at three points that are 

equidistant in time (2010, 2015, and 2020). The underlying geographical areas, however, are administrative (i.e. not 

legal-status) dongs. The tabulated values result from dividing the total number of apartments in an administrative 

dong by the administrative dong’s area in square kilometers. Standard deviations are in parentheses. 

 

  

https://data.seoul.go.kr/dataList/10585/S/2/datasetView.do
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Table 2.15: Annual Growth Rates of Numbers of Apartments Per Km2 

 Seoul Metropolitan 

City 

Seoul to the South of 

the Han River 

Gangnam, Seocho and 

Songpa 

Mean 0.0259*** 0.0177* 0.0119 

 (0.0081) (0.0094) (0.0163) 

P>|t| 0.001 0.061 0.465 

Median 0.0178* 0.0136 -0.0010 

 (0.0093) (0.0120) (0.0228) 

P>|t| 0.057 0.259 0.967 

Obs 1,263 604 199 

Note: Using the data summarized in Table 2.14, each entry in this table presents the estimated coefficient when 

regressing the logarithm of an administrative dong’s number of apartments per square kilometer on year. Mean 

(Median) refers to results obtained from applying the ordinary least squares (least absolute deviations) method. 

Standard deviations are in parentheses. 
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Table 2.16: Housing Price Regression Coefficients Related to Subway Measures 

 Model 1 Model 2 Model 3 Model 4 

Subways 9.0583*** -12.3787    

 (2.1108)  (7.9251)    
P>|t| 0.000  0.119    

Line 1   -23.4075*** -64.2167  
   (6.7215)  (49.1071)  

P>|t|   0.001  0.192  

Line 2   52.4026*** -219.7970*** 
   (15.5512)  (73.3738)  

P>|t|   0.001  0.003  

Line 3   -7.6565  32.3376  
   (18.9155)  (40.8807)  

P>|t|   0.686  0.429  

Line 4   -33.4110** 447.8528*** 
   (14.8910)  (46.5599)  

P>|t|   0.025  0.000  

Line 5   -17.2971  141.0726*** 
   (12.4899)  (48.4895)  

P>|t|   0.167  0.004  

Line 6   -20.1924** -190.5405*** 
   (7.9890)  (29.0588)  

P>|t|   0.012  0.000  

Line 7   -27.7988* -176.6421** 
   (14.8771)  (83.2753)  

P>|t|   0.063  0.035  

Line 8   5.0253  25.5932  
   (11.7946)  (68.7984)  

P>|t|   0.670  0.710  

Line 9   158.8678*** 84.5624*** 
   (18.0522)  (27.7979)  

P>|t|   0.000  0.003  

Line 10   145.2224*** 168.3939*** 
   (26.5385)  (32.4963)  

P>|t|   0.000  0.000  

Line 11   -217.5894*** 64.4770*** 
   (45.2474)  (17.6981)  

P>|t|   0.000  0.000  

Line 12   -7.8913  -15.3000  
   (25.3400)  (21.4677)  

P>|t|   0.756  0.477  

Line 13   47.2613** 43.9683* 
   (19.0412)  (25.6800)  

P>|t|   0.014  0.088  

Line 14   -165.6307*** -177.6655*** 
   (22.9864)  (23.9581)  

P>|t|   0.000  0.000  

Line 15   -7.5093  -7.3927  
   (42.2051)  (39.8133)  

P>|t|   0.859  0.853  

Line 16   -4.7697  -136.9383*** 
   (58.1087)  (52.5281)  

P>|t|   0.935  0.010  

Line 17   -34.7095* -23.0795  
   (20.6263)  (15.5890)  

P>|t|   0.093  0.140  

Note: This is the subway-related coefficients that are omitted in Table 2.5. Standard errors are in parentheses. 

*,**,*** denote statistical significance at the 10%, 5% and 1% levels, respectively. Line 10 denotes Bundang Line; 

Line 11, New Bundang Line; Line 12, Airport Line; Line 13, Gyeongui-Jungang Line; Line 14, Ui-Sinseol Line; 

Line 15, Sillim Line; Line 16, Gimpo-Gold Line; Line 17, Gyeongchun Line.  
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Table 2.17: Price Regression Results Using Distance from Gangnam District Office 

 Model 1 Model 2 Model 3 Model 4 

Seoul Metropolitan City from 2009 to 2020 

Square Meter Price -14.0532*** -11.4802*** -13.5924*** -9.9876*** 

 (1.6224)  (1.7278)  (1.5105)  (1.6621)  

P>|t| 0.000  0.000  0.000  0.000  

Ln (Square Meter Price) -0.0121*** -0.0070*** -0.0115*** -0.0058*** 

 (0.0015)  (0.0010)  (0.0013)  (0.0010)  

P>|t| 0.000  0.000  0.000  0.000  

Observations 1,714,881 1,714,881 1,714,881 1,714,881 

Clusters (year-district) Yes (300) Yes (300) Yes (300) Yes (300) 

Seoul to the South of the Han River from 2009 to 2020 

Square Meter Price -15.1611*** -11.4588*** -16.5469*** -12.1191*** 

 (2.1055)  (2.1527)  (2.1810)  (2.3525)  

P>|t| 0.000  0.000  0.000  0.000  

Ln (Square Meter Price) -0.0120*** -0.0064*** -0.0127*** -0.0062*** 

 (0.0018)  (0.0011)  (0.0017)  (0.0012)  

P>|t| 0.000  0.000  0.000  0.000  

Observations 864,630 864,630 864,630 864,630 

Clusters (year-district) Yes (132) Yes (132) Yes (132) Yes (132) 

Gangnam, Seocho and Songpa from 2009 to 2020 

Square Meter Price -43.8499*** -34.7362*** -31.8134*** -38.7573*** 

 (5.3769)  (6.5837)  (3.4236)  (7.2560)  

P>|t| 0.000  0.000  0.000  0.000  

Ln (Square Meter Price) -0.0410*** -0.0236*** -0.0274*** -0.0245*** 

 (0.0041)  (0.0041)  (0.0025)  (0.0041)  

P>|t| 0.000  0.000  0.000  0.000  

Observations 264,708 264,708 264,708 264,708 

Clusters (year-district) Yes (36) Yes (36) Yes (36) Yes (36) 

Year Fixed Effects Yes Yes Yes Yes 

District Fixed Effects Yes Yes Yes Yes 

Dong Fixed Effects No Yes No Yes 

Note: Each entry consists of a result obtained from estimating a modification of equation (2.1) where the DID 

coefficient is replaced by a distance measure to Gangnam (pre-treatment distances are set at equal to zero). The 

other control variables are the same as in the regressions displayed in Tables 2.5 and 2.6. For simplicity and brevity, 

only the estimated distance coefficients are tabulated. Standard errors are in parentheses. *,**,*** denote statistical 

significance at the 10%, 5% and 1% levels, respectively. 
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Table 2.18: Transaction Regression Results Using Distance from Gangnam District Office 
 All Housing Types Only Apartments 

 Model 5 Model 6 Model 7 Model 8 

 Seoul Metropolitan City from 2009 to 2020 

Transactions 0.3514  0.2831  0.9088  0.6830  
 (0.3542)  (0.3688)  (1.0820) (1.1193) 

P>|t| 0.322  0.443  0.402  0.542  

Observations 14,046 14,046 3,695 3,695 

Clusters (year-district) Yes (300) Yes (300) Yes (300) Yes (300) 

 Seoul to the South of the Han River from 2009 to 2020 

Transactions 0.9239** 0.7971* 4.2958*** 4.1864*** 
 (0.3873)  (0.4156)  (1.1132)  (1.1873)  

P>|t| 0.018  0.057  0.000  0.001  

Observations 4,573 4,573 1,279 1,279 

Clusters (year-district) Yes (132) Yes (132) Yes (132) Yes (132) 

 Gangnam, Seocho and Songpa from 2009 to 2020 

Transactions 2.7227** 2.8611** 6.5865*** 6.8669** 
 (1.2788)  (1.3185)  (2.1937) (2.5825)  

P>|t| 0.040  0.037  0.005  0.012  

Observations 1,414 1,414 398 398 

Clusters (year-district) Yes (36) Yes (36) Yes (36) Yes (36) 

Year Fixed Effects Yes Yes Yes Yes 

District Fixed Effects Yes Yes Yes Yes 

Dong Fixed Effects Yes Yes Yes Yes 

Note: Each entry consists of a result obtained from estimating a modification of equation (2.2) where the DID 

coefficient is replaced by a distance measure to Gangnam (pre-treatment distances are set at equal to zero). The 

other control variables are the same as in the regressions displayed in Tables 2.8 and 2.9. For simplicity and brevity, 

only the estimated distance coefficients are tabulated. Standard errors are in parentheses. *,**,*** denote statistical 

significance at the 10%, 5% and 1% levels, respectively.  
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Table 2.19: Hotel Rooms Regression Results Using Distance from Gangnam District Office 

 Model 9 Model 10 Model 11 Model 12 

Seoul Metropolitan City from 2009 to 2021 

All Hotel Rooms -72.6921*** -100.5415*** -72.6921  -100.5415  

 (27.2510)  (26.9264)  (49.5896)  (68.1929)  

 0.008  0.000  0.156  0.153  

Three Star Hotel Rooms -32.2392*** -40.2894*** -32.2392  -40.2894  

 (11.2006)  (11.1617)  (20.0402)  (27.1319)  

 0.004  0.000  0.121  0.151  

Observations 325 325 325 325 

Clusters (District) No No Yes (25) Yes (25) 

Seoul to the South of the Han River from 2009 to 2021 

All Hotel Rooms -35.8736* -4.6661  -35.8736  -4.6661  

 (18.1707)  (20.4978)  (54.3958)  (28.5148)  

 0.051  0.820  0.524  0.873  

Three Star Hotel Rooms -28.8720*** -13.6767  -28.8720  -13.6767  

 (8.8702)  (10.4772)  (21.3434)  (12.7517)  

 0.001  0.194  0.206  0.309  

Observations 143 143 143 143 

Clusters (District) No No Yes (11) Yes (11) 

Gangnam, Seocho and Songpa from 2009 to 2021 

All Hotel Rooms -356.1606*** -439.1302*** -356.1606* -439.1302*** 

 (99.1751)  (117.0990)  (91.7984)  (32.0347)  

 0.002  0.001  0.060  0.005  

Three Star Hotel Rooms -170.6878*** -284.7312*** -170.6878** -284.7312*** 

 (58.1922)  (68.8784)  (30.1479)  (21.6939)  

 0.007  0.001  0.030  0.006  

Observations 39 39 39 39 

Clusters (District) No No Yes (3) Yes (3) 

Year Fixed Effect Yes Yes Yes Yes 

District Fixed Effects Yes Yes Yes Yes 

Note: Each entry consists of a result obtained from estimating a modification of equation (2.3) where the DID 

coefficient is replaced by a distance measure to Gangnam (pre-treatment distances are set at equal to zero). The 

other control variables are the same as in the regressions reported in Tables 2.10 and 2.11. For simplicity and brevity, 

only the estimated distance coefficients are tabulated. Standard errors are in parentheses. *,**,*** denote statistical 

significance at the 10%, 5% and 1% levels, respectively. 
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Table 2.20: Price Regression Results Using By Year – By District Fixed Effects 

 Model 13 Model 14 

Panel A: Square Meter Prices 

DID 414.9019*** 446.3312*** 

 (4.6995)  (8.9425)  

P>|t| 0.000  0.000  

Distance -22.6190*** -11.6388*** 

 (3.3092)  (2.3871)  

P>|t| 0.000  0.000  

Panel B: Logarithm of Square Meter Prices 

DID 0.1040*** 0.1076*** 

 (0.0042)  (0.0067)  

P>|t| 0.000  0.000  

Distance -0.0285*** -0.0088*** 

 (0.0038)  (0.0022)  

P>|t| 0.000  0.000  

Observations 1,714,881 1,714,881 

Clusters (year-district) Yes (300) Yes (300) 

Year Fixed Effects Yes Yes 

District Fixed Effects Yes Yes 

Year-District Fixed Effects Yes Yes 

Dong Fixed Effects No Yes 

House Characteristics Yes Yes 

Schools / Subways No No 

Note: In its first and third rows this table presents DID coefficients, in its second and fourth rows it displays Distance 

coefficients. All coefficients are obtained from estimating the specifications of equation (2.1) when using square 

meter prices (Panel A) or the logarithm of square meter prices as the outcome variable (Panel B). The set of controls 

related to housing characteristics is the same as in Tables 2.5 and 2.6. Given the multitude of fixed effects, however, 

I do not control for neighborhood attributes (i.e. schools and subways). All eight regressions are based on 

observations from the Metropolitan City of Seoul between 2009 and 2020. Standard errors are in parentheses. 

*,**,*** denote statistical significance at the 10%, 5% and 1% levels, respectively. 
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Table 2.21: Price Regression Results Using Various Clustering Levels for Standard Errors 

  Model 1 Model 2 Model 3 Model 4 

Seoul Metropolitan City from 2009 to 2022 

Square Meter Price 166.6478 212.3474 184.1798 167.9614 
 (36.8587)*** (32.6727)*** (46.9915)*** (30.167)*** 

  [35.8027]*** [63.6137]*** [40.7516]*** [60.6522]** 

Ln (Square Meter Price) 0.0327 0.0746 0.0452 0.0467 
  (0.0404) (0.0378) ** (0.0534) (0.0344) 

  [0.0201] [0.0228]*** [0.0171]** [0.0183]** 

Observations 2,069,845 2,069,845 2,069,845 2,069,845 

Clusters (Dong Level) (434) (434) (434) (434) 

Clusters (Two-Way) [14 Years & 25 

Dist] 

[14 Years & 25 

Dist] 

[14 Years & 25 

Dist] 

[14 Years & 25 

Dist] 

Seoul Metropolitan City from 2009 to 2020 

Square Meter Price 152.8086 175.2363 154.4379 139.7650 
  (27.3806)*** (24.5049)*** (39.1913)*** (22.4582)*** 

  [41.7395]*** [70.9873]** [42.8476]*** [65.8432]* 

Ln (Square Meter Price) 0.0608 0.0855 0.0606 0.0549 
  (0.0355) * (0.0345) ** (0.0473) (0.0293) ** 

  [0.0126]*** [0.0221]*** [0.0167]*** [0.0184]** 

Observations 1,714,881 1,714,881 1,714,881 1,714,881 

Clusters (Dong Level) (434) (434) (434) (434) 

Clusters (Two-Way) [12 Years & 25 

Dist] 

[12 Years & 25 

Dist] 

[12 Years & 25 

Dist] 

[12 Years & 25 

Dist] 

Seoul to the South of the Han River from 2009 to 2020 

Square Meter Price 140.2927 140.6592 154.4719 150.7932 
  (26.8970)*** (25.1829)*** (42.0304)*** (25.1010)*** 

  [39.1162]*** [57.2567]** [43.3134]*** [67.3657]** 

Ln (Square Meter Price) 0.0499 0.0695 0.0679 0.0657 
  (0.0346) (0.0323) ** (0.0518) (0.0329) ** 

  [0.0158]*** [0.0241]** [0.0225]** [0.0222]** 

Observations 864,630 864,630 864,630 864,630 

Clusters (Dong Level) (117) (117) (117) (117) 

Clusters (Two Way) [12 Years & 11 

Dist] 

[12 Years & 11 

Dist] 

[12 Years & 11 

Dist] 

[12 Years & 11 

Dist] 

Gangnam, Seocho and Songpa from 2009 to 2020 

Square Meter Price 75.0160 89.0744 79.0221 87.1756 
  (35.7679)** (36.2049)** (46.0785)* (39.9498)** 

  [55.7351] [62.8419] [70.3594] [64.2172] 

Ln (Square Meter Price) 0.0455 0.0492 0.0528 0.0488 
  (0.0365) (0.0358) (0.0534) (0.0369) 

  [0.0413] [0.0435] [0.0578] [0.0375] 

Observations 264,708 264,708 264,708 264,708 

Clusters (Dong Level) (37) (37) (37) (37) 

Clusters (Two Way) [12 Years & 3 Dist] [12 Years & 3 Dist] [12 Years & 3 Dist] [12 Years & 3 Dist] 

Year Fixed Effects Yes Yes Yes Yes 

District Fixed Effects Yes Yes Yes Yes 

Dong Fixed Effects No Yes No Yes 

Note: Since the underling models are unchanged, each entry shows the same point estimates for the DID coefficients 

as are displayed in Tables 2.5 to 2.7. Standard errors using dong-level clustering are in parentheses; standard errors 

using two-way (year and districts) clustering are in brackets. *,**,*** denote statistical significance at the 10%, 5% 

and 1% levels, respectively. 
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Table 2.22: Transaction Regression Results Using Various Clustering Levels for Standard Errors 

 All Housing Types Only Apartments 

 Model 5 Model 6 Model 7 Model 8 

Seoul Metropolitan City from 2009 to 2022 

Transactions -19.6130 -18.8039 -58.6118  -51.1292  
  (4.4146)*** (4.8066)*** (10.2787)*** (11.0602)*** 

P>|t| 0.000 0.000 0.000  0.000  

  [6.9677]** [7.0764]** [16.0917]*** [14.4252]*** 

P>|t| 0.015 0.020 0.003 0.004  
Observations 16,391 16,391 4,309 4,309 

Clusters (Dong Level) Yes (434) Yes (434) Yes (336) Yes (336) 

Clusters (Two Way) [14 Years & 25 Dist] [14 Years & 25 Dist] [14 Years & 25 Dist] [14 Years & 25 Dist] 

Seoul Metropolitan City from 2009 to 2020 

Transactions -16.7804 -16.3469 -59.3909  -56.6538  
 (4.0377)*** (3.9999)*** (10.8043)*** (10.5779)*** 

P>|t| 0.000 0.000 0.000  0.000  

  [7.2113]** [6.6279]** [17.2588]*** [14.3521]*** 

P>|t| 0.040 0.031 0.006 0.002  
Observations 14,046 14,046 3,695 3,695 

Clusters (Dong Level) Yes (434) Yes (434) Yes (335) Yes (335) 

Clusters (Two Way) [12 Years & 25 Dist] [12 Years & 25 Dist] [12 Years & 25 Dist] [12 Years & 25 Dist] 

Seoul to the South of the Han River from 2009 to 2020 

Transactions -18.9771 -19.1710 -51.7026  -52.1717  
 (5.2956)*** (5.4435)*** (11.9765)*** (12.6402)*** 

P>|t| 0.000 0.001 0.000  0.000  

 [6.1698]** [6.3379]** [16.4607]*** [17.8810]** 

P>|t| 0.012 0.013 0.010  0.015  

Observations 4,573 4,573 1,279 1,279 

Clusters (Dong Level) Yes (117) Yes (117) Yes (110) Yes (110) 

Clusters (Two Way) [12 Years & 11 Dist] [12 Years & 11 Dist] [12 Years & 11 Dist] [12 Years & 11 Dist] 

Gangnam, Seocho and Songpa from 2009 to 2020 

Transactions -7.7696 -8.5719 -14.2266  -13.9580  
 (5.0193) (5.2934) (11.4151)  (12.2092)  

P>|t| 0.130 0.114 0.221  0.261  

 [11.4575] [11.9342] [18.3207]  [18.0443]  

P>|t| 0.568 0.547 0.519  0.520  
Observations 1,414 1,414 398 398 

Clusters (Dong Level) Yes (37) Yes (37) Yes (35) Yes (35) 

Clusters (Two Way) [12 Years & 3 Dist] [12 Years & 3 Dist] [12 Years & 3 Dist] [12 Years & 3 Dist] 

Year Fixed Effects Yes Yes Yes Yes 

District Fixed Effects Yes Yes Yes Yes 

Dong Fixed Effects No Yes No Yes 

Note: Standard errors using dong-level clustering are in parentheses; standard errors using two-way (year and district) 

clustering are in brackets. *,**,*** denote statistical significance at the 10%, 5% and 1% levels, respectively.  
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Table 2.23: Hotel Room Regression Results Using Two-Way Clustering for Standard Errors 

 Model 11 Model 12 

Seoul Metropolitan City from 2009 to 2021 

All Hotel Rooms 1537.1280*** 1567.3140** 

 [369.2888]  [517.9114]  

P>|t| 0.001  0.011  

Three Star Hotel Rooms 821.2875*** 782.8063*** 

 [197.6210]  [205.7560]  

P>|t| 0.001  0.003  

Observations 325  325  

Clusters (Two Way) [13 Years & 25 Dist] [13 Years & 25 Dist] 

Seoul to the South of the Han River from 2009 to 2021 

All Hotel Rooms 1787.7870*** 1022.3050* 

 [317.5755]  [510.1121]  

P>|t| 0.000  0.073  

Three Star Hotel Rooms 898.9833*** 572.1942* 

 [165.2074]  [302.8051]  

P>|t| 0.000  0.088  

Observations 143  143  

Clusters (Two Way) [13 Years & 11 Dist] [13 Years & 11 Dist] 

Gangnam, Seocho and Songpa from 2009 to 2021 

All Hotel Rooms 1756.6000** 1938.8510** 

 [395.4862]  [362.7973]  

P>|t| 0.047  0.033  

Three Star Hotel Rooms 821.3167* 1240.8360** 

 [215.9193]  [226.1107]  

P>|t| 0.063  0.032  

Observations 39  39  

Clusters (Two Way) [13 Years & 3 Dist] [13 Years & 3 Dist] 

Year Fixed Effects Yes Yes 

District Fixed Effects Yes Yes 

Note: Standard errors using two-way (year and district) clustering are in brackets. *,**,*** denote statistical 

significance at the 10%, 5% and 1% levels, respectively.  
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Table 2.24: Price and Transactions Regressions Using Housing Types 

Seoul Metropolitan City from 2009 to 2022  

Square Meter Price Interactions Model 1 Model 2 Model 3 Model 4 

 DID x Apartments 323.8568*** 329.9733*** 319.3838*** 283.6869*** 

  (80.4440)  (82.3424)  (80.5400)  (80.6842)  

 P>|t| 0.000  0.000  0.000  0.000  

 DID x Multi-Hh House 17.9489  52.4694  32.3515  -4.4403  

  (44.0805)  (43.8390)  (53.4448)  (40.3730)  

 P>|t| 0.684  0.232  0.545  0.912  

 DID x Regular House 61.6525  160.2728** 76.6437  101.5437  

  (78.6095)  (70.2087)  (81.9872)  (65.2163)  

 P>|t| 0.433  0.023  0.351  0.120  

 DID x Dual Purpose Bld -178.7029*** -50.1698*** -108.1807*** -103.6703*** 

  (26.0346)  (19.2085)  (31.7775)  (20.0175)  

 P>|t| 0.000  0.009  0.001  0.000  

 Observations 2,069,845 2,069,845 2,069,845 2,069,845 

 Cluster (year-district) Yes (350) Yes (350) Yes (350) Yes (350) 

Ln (Square Meter Price) Interactions Model 1 Model 2 Model 3 Model 4 

 DID x Apartments 0.1336*** 0.1391*** 0.1295*** 0.1106*** 

  (0.0211)  (0.0219)  (0.0222)  (0.0211)  

 P>|t| 0.000  0.000  0.000  0.000  

 DID x Multi-Hh House -0.0013  0.0259  0.0031  -0.0101  

  (0.0197)  (0.0207)  (0.0289)  (0.0190)  

 P>|t| 0.948  0.211  0.915  0.596  

 DID x Regular House -0.0293  0.0583* -0.0245  0.0212  

  (0.0386)  (0.0350)  (0.0436)  (0.0329)  

 P>|t| 0.448  0.097  0.575  0.520  

 DID x Dual Purpose Bld -0.2490*** -0.1154*** -0.1860*** -0.1477*** 

  (0.0392)  (0.0342)  (0.0397)  (0.0335)  

 P>|t| 0.000  0.001  0.000  0.000  

 Observations 2,069,845 2,069,845 2,069,845 2,069,845 

 Cluster (year-district) Yes (350) Yes (350) Yes (350) Yes (350) 

Transactions Interactions Model 5 Model 6 Model 7 Model 8 

 DID x Apartments -18.6961  -17.6289    

  (16.7533)  (17.2263)    

 P>|t| 0.265  0.307    

 DID x Multi-Hh House -26.0500*** -25.3762***   

  (6.4874)  (6.8838)    

 P>|t| 0.000  0.000    

 DID x Regular House -1.6893  -1.0049    

  (8.0790)  (8.5636)    

 P>|t| 0.834  0.907    

 DID x Dual Purpose Bld -35.6269*** -34.9672***   

  (10.7779)  (10.7777)    

 P>|t| 0.001  0.001    

 Observations 16,391 16,391   

 Cluster (year-district) Yes (350) Yes (350)   

Note: Each entry consists of a result obtained from estimating modifications of equations (2.1) for prices and (2.2) for transactions 

using the (Year×Dong×HousingType) panel. The control variables are the same as in the regressions shown in Tables 2.5, 2.6 

and 2.8. For simplicity and brevity, however, only the estimated DID coefficients are tabulated. Standard errors are in parentheses. 

*,**,*** denote statistical significance at the 10%, 5% and 1% levels, respectively. 
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Table 2.25: Restaurant Regression Results Using Various Control Regions 

 Model 9 Model 10 Model 11 Model 12 

Seoul Metropolitan City from 2009 to 2022 

Restaurants 87.0453*** 87.0453*** 74.2391*** 69.8531*** 

 (13.0674)  (13.5358)  (13.4138)  (12.9980)  

P>|t| 0.000  0.000  0.000  0.000  

Observations 6,538 6,538 6,538 6,538 
Clusters (year-district) Yes (350) Yes (350) Yes (350) Yes (350) 

Seoul Metropolitan City from 2009 to 2020 

Restaurants 77.3338*** 77.3338*** 63.1235*** 60.8489*** 

 (12.2383)  (12.7552)  (12.5950)  (12.2371)  

P>|t| 0.000  0.000  0.000  0.000  

Observations 5,604 5,604 5,604 5,604 

Clusters (year-district) Yes (300) Yes (300) Yes (300) Yes (300) 

Seoul to the South of the Han River from 2009 to 2020 

Restaurants 84.7011*** 84.7011*** 65.1256*** 74.0970*** 

 (12.4653)  (12.9747)  (13.3251)  (12.0086)  

P>|t| 0.000  0.000  0.000  0.000  

Observations 1,452 1,452 1,452 1,452 

Clusters (year-district) Yes (132) Yes (132) Yes (132) Yes (132) 

Gangnam, Seocho and Songpa from 2009 to 2020 

Restaurants 71.1505*** 71.1505*** 67.1267*** 70.4352*** 

 (12.4368)  (12.9611)  (14.5727)  (11.5681)  

P>|t| 0.000  0.000  0.000  0.000  

Observations 444 444 444 444 

Clusters (year-district) Yes (36) Yes (36) Yes (36) Yes (36) 

Year Fixed Effects Yes Yes Yes Yes 
District Fixed Effects Yes Yes Yes Yes 
Dong Fixed Effects No Yes Yes Yes 

Note: This table presents DID coefficients that are obtained from estimating the specifications of equation (2.2) with 

two modifications. First, there are no controls related to house characteristics. Second, the outcome variable is the 

number of restaurants per legal-status dong. The various columns report regression results after adding more and 

more controls. In Model 14 I include legal-status dong fixed effects. Model 15 includes school information and the 

Subways count variable. In Model 16 I replace the Subways count variable with the 17 subway line dummies. 

Standard errors are in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% levels, 

respectively. 
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Table 2.26: Price Regression Results after Controlling for Transactions (Seoul Metropolitan City) 

Variables Treatment Model 1 Model 2 Model 3 Model 4  

Square Meter Price DID 163.5844*** 207.1534*** 181.6083*** 163.3801***  
  (40.6836)  (48.5724)  (44.3286)  (48.0375)   

 P>|t| 0.000  0.000  0.000  0.001   

Observations  2,069,845 2,069,845 2,069,845 2,069,845  

Clusters (year-district)  Yes (350) Yes (350) Yes (350) Yes (350)  

Ln (Square Meter Price) DID 0.0315  0.0727*** 0.0446** 0.0451***  
  (0.0236)  (0.0159)  (0.0207)  (0.0151)   

 P>|t| 0.183  0.000  0.032  0.003   

Observations  2,069,845 2,069,845 2,069,845 2,069,845  

Clusters (year-district)  Yes (350) Yes (350) Yes (350) Yes (350)  

Square Meter Price DID x Apartment 321.6950*** 325.5377*** 317.1180*** 279.8162**

* 

 

  (79.7394)  (81.1569)  (79.9280)  (79.4968)   

 P>|t| 0.000  0.000  0.000  0.000   

 DID x Multi-Hh House 10.9179  39.2741  27.5914  -16.9447   
  (43.1525)  (41.8835)  (52.4670)  (38.2647)   

 P>|t| 0.800  0.349  0.599  0.658   

 DID x Regular House 58.8397  156.2612** 74.9628  98.0272   
  (76.9415)  (66.9868)  (80.4401)  (61.8744)   

 P>|t| 0.445  0.020  0.352  0.114   

 DID x Dual Purpose Bld -181.5421*** -49.6239*** -110.1224*** -102.6774***  
  (25.3137)  (18.2301)  (31.4322)  (18.8282)   

 P>|t| 0.000  0.007  0.001  0.000   

Observations  2,069,845 2,069,845 2,069,845 2,069,845  

Clusters (year-district)  Yes (350) Yes (350) Yes (350) Yes (350)  

Ln (Square Meter Price) DID x Apartment 0.1327*** 0.1375*** 0.1289*** 0.1092***  
  (0.0210)  (0.0218)  (0.0222)  (0.0210)   

 P>|t| 0.000  0.000  0.000  0.000   

 DID x Multi-Hh House -0.0041  0.0212  0.0019  -0.0143   
  (0.0194)  (0.0202)  (0.0288)  (0.0185)   

 P>|t| 0.831  0.296  0.947  0.439   

 DID x Regular House -0.0305  0.0569* -0.0249  0.0200   
  (0.0381)  (0.0342)  (0.0433)  (0.0320)   

 P>|t| 0.424  0.097  0.566  0.533   

 DID x Dual Purpose Bld -0.2502*** -0.1152*** -0.1865*** -0.1474*** 
  (0.0388)  (0.0336)  (0.0395)  (0.0330)  

 P>|t| 0.000  0.001  0.000  0.000  

Observations  2,069,845 2,069,845 2,069,845 2,069,845 
Clusters (year-district)  Yes (350) Yes (350) Yes (350) Yes (350) 

Note: Each entry consists in a result obtained from estimating modifications of equation (2.1). The control variables 

are the same as in the regressions reported in Tables 2.5, 2.6 and 2.24 with the addition of the numbers of transactions 

(by housing type). For simplicity and brevity, however, only the estimated DID coefficients are tabulated. Standard 

errors are in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% levels, respectively. 
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CHAPTER 3 

 

How Are They Doing? 

The Academic Performance and Mental Wellbeing of World Cup Babies 

 

This essay was previously published by SSM-Population Health (Bethmann and Cho, 2024). 

 

3.1 Introduction 

In 2002 between the 31st of May and the 30th of June, South Korea and Japan jointly hosted the 

17th FIFA World Cup. Although FIFA ranked the Korean National Football Team only 43rd in 

its 2001 edition of the men’s world ranking, the team accelerated to the semi-finals.37 The 

unexpected match results made Korean people gather in large numbers on the streets and in 

stadiums to cheer for their national team as shown in Figure 3.1. Conservative media viewed the 

excessive joy and general euphoria with skepticism. The main fear was that there could be 

adverse effects on labor productivity, public security, and mental health issues caused by the 

prolonged cheering events and mass gatherings (Dong-A Ilbo, 2002a; Dong-A Ilbo, 2002b; 

Yonhap News Agency, 2002). In the aftermath, some newspapers showed additional concerns 

due to the unexpected increase of pregnancies (Seoul Broadcasting Service, 2003; Chosun Ilbo, 

2010; Seoul Broadcasting Service, 2010; The Korea Economic Daily, 2014). 

  

 
37 The South Korean national team played their first game on June 4th and won against Poland. On June 29th, the 

South Korean team was defeated by Turkey in the third-place play-off. 
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Figure 3.1: Mass Gathering in Seoul 200238 

 

 

In fact, South Korea experienced a temporary increase in the total fertility rate 39  the year 

following the 2002 FIFA World Cup. Although the total fertility rate had continuously decreased 

since the 1990s, the rate exceptionally increased in 2003 as shown in Figure 3.2 (Statistics Korea, 

2006). 

Figure 3.2: Total Fertility Rate of South Korea 

 

 

As can be seen, the total fertility rate was 1.17 in 2002; then rose to 1.19 in 2003 before it fell 

back to 1.16 in 2004. In particular, the ratio of babies born in spring (roughly ten months after 

 
38 Credit: Ministry of Culture, Sports, and Tourism (2017) 
39 The total fertility rate (TFR) in South Korea is calculated as follows: TFR = ∑(ASFR)/1000 where ASFR refers 

to the age-specific fertility rate (Statistics Korea, 2023) and the summation extends over all age groups.  
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the June 2002 World Cup) relative to the January borns increased sharply in 2003.40 Table 3.1 

shows the ratios of March, April, and May borns compared to the January borns. 

Table 3.1: Ratio of Spring Borns Compared to the January Borns by Years 

Year 2000 2001 2002 2003 2004 2005 
𝐌𝐚𝐫𝐜𝐡 𝐛𝐨𝐫𝐧𝐬

𝐉𝐚𝐧𝐮𝐚𝐫𝐲 𝐛𝐨𝐫𝐧𝐬
 0.97 0.96 0.98 1.01 0.99 0.99 

𝐀𝐩𝐫𝐢𝐥 𝐛𝐨𝐫𝐧𝐬

𝐉𝐚𝐧𝐮𝐚𝐫𝐲 𝐛𝐨𝐫𝐧𝐬
 0.86 0.85 0.89 0.95 0.89 0.89 

𝐌𝐚𝐲 𝐛𝐨𝐫𝐧𝐬

𝐉𝐚𝐧𝐮𝐚𝐫𝐲 𝐛𝐨𝐫𝐧𝐬
 0.85 0.82 0.86 0.91 0.85 0.87 

Note: The number of monthly new borns by year is provided by Statistics Korea (2021).  

 

As the above table shows, the March/January ratio increased by 2~3 percentage points compared 

to 2002 and 2004. Similarly, the April/January ratio increased by 6 percentage points and the 

May/January ratio increased by 5~6 percentage points compared to 2002 and 2004. Several 

statistical tests indicate that the temporary increase in the spring of 2003 was indeed significant 

(see Table 3.16 in the appendix). 

 The primary goal of this paper is to use the 2002 World Cup induced upward blip in the 

Korean fertility rate as an experiment to check whether a quantity-quality trade-off in 

reproduction exists and how it affects the wellbeing of children born during this episode. From 

the standpoint of economic theory, the event with its overwhelming excitement and joy 

temporarily lowered the costs of pursuing a quantity-oriented reproductive strategy. For about 

one month rollicking parties distracted the Korean population from the worries of everyday life 

and anxieties about the future, which ultimately affected the fertility rate. Important for statistical 

identification, the way the event was received and celebrated by the Korean public was 

unforeseen. The Korean government, in particular, did not intend to affect fertility rates when it 

 
40 Because Korean schools officially start in early March, Korean parents wish to give birth in January or February 

to ensure that their children are relatively old at school based on the (false) belief in a relative age effect (Bethmann 

and Cho, 2021). As a result, January usually has the largest number of newly born babies compared to other months. 

For this reason, we use the number of January born children as a reference when reporting the births increases in 

the March, April and May of 2003 (cf. Table 3.1). 
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decided to host the 2002 World Cup. Even in hindsight, the whole episode seems unlikely 

considering the history of poor performances of the Korean National Football Team at 

tournaments preceding the 2002 World Cup. 

 The exogenous fertility shock may have affected Korean couples in diverse ways. 

Couples with pre-born children, for example, had a higher chance of conceiving an additional 

child thereby lowering human capital investments per child. Similarly, childless couples had 

higher chances of having an unexpected pregnancy that typically results in subpar parental 

investments (Gipson et al., 2008; Marston and Cleland, 2010; Cavalcanti et al., 2020). Although 

the two groups most likely differ with respect to average ages, marital statuses, stability and 

durations of the relationships, they may both share comparatively low parental expectations with 

respect to the academic performance of their newly conceived offspring. We investigate whether 

this hypothesis is indeed true by using academic performance (school test scores) as a measure 

of child quality and examine whether children born in the spring of 2003 (“World Cup children”) 

do under-perform. Our regression results show that World Cup children tend to perform worse 

at school (using test scores in five major subject areas) but they also show higher degrees of 

mental wellbeing (showing less aggressive or depressive symptoms) than children born in 

different years and months.  

 

3.2 Background 

A growing body of literature shows that seemingly irrelevant events affect the decisions of agents. 

The weather and seasonal changes, for example, are shown to influence people’s emotions and/or 

moods (Sanders and Brizzolara, 1982; Denissen et al., 2008). The induced changes of emotions 

and moods, in turn, affect individual decision making (Schwarz and Clore, 1983; Alengoz et al., 

2017).  



121 
 

 Several studies have a more specific focus on sports activities affecting people’s decision 

process, especially in light of crime (Kalist and Lee, 2016; Munyo and Rossi, 2013; Rees and 

Schnepel, 2009) and domestic violence (Card and Dahl, 2011). Munyo and Rossi (2013) show 

that the frustration after a surprising loss in a soccer game leads to an increase in criminal 

activities (and the opposite effect after a surprising win). In general, growing evidence suggests 

that crime rates increase during and after professional sports events (Rees and Schnepel, 2009, 

for college football; Kalist and Lee, 2016, for the National Football League). Similarly, Card and 

Dahl (2011) show that domestic violence increased on Sundays during the professional football 

season in the US due to frustration after disappointing match results.  

 Some papers have checked whether major (professional) sports events have an effect on 

fertility. Montesinos et al. (2013) attribute the spike in the Catalan fertility rate approximately 

nine to ten months after the 2009 season of the UEFA Champions League to the spectacular win 

of FC Barcelona against Chelsea FC at the semifinal. Similarly, Bernardi and Cozzani (2021) 

find that unexpected losses of local teams lead to a small decrease in the number of births 

approximately nine to ten months later. They claim that unexpected losses have a greater effect 

on fertility than expected losses. Hayward and Rybińska (2017), in contrast, show that the United 

States has not experienced an increase in the fertility rate after the Super Bowl. 

 Despite the possible connections between major sports events and changes in fertility, no 

study is using the exogenous fertility shock originating from a major sports event to investigate 

the possible quantity-quality trade-off of children suggested by Becker (1960). The theory 

postulates a negative relationship between a family’s number of children (quantity) and their 

outcomes (quality) (Becker and Lewis, 1973; Becker and Tomes, 1976). The latter dimension is 

typically proxied by educational achievements (Conley and Glauber, 2006; Glick et al., 2007; 

Lee, 2007; Rosenzweig and Zhang, 2009) or health outcomes of children (Glick et al., 2007; 
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Angrist et al., 2010; Millimet and Wang, 2011). Most of the empirical work relies on siblings 

and twins as the main source of variations to measure the quantity-quality effects on children 

(see, for example, Black et al., 2005).  

 The statistical identification of the quantity-quality trade-off may well be at risk if the 

blip in Korean fertility was mainly driven by families that tend to produce less educated and/or 

less healthy offspring. Young, poor, and/or unmarried mothers, in particular, could distort results 

(Shields and Hanneke, 2008; Maani and Kalb 2007; Blau, 1999; Ermisch and Francesconi, 2001; 

Case and Katz, 1991; Feinstein and Symons, 1999; Finer and Zolna, 2014; Font-Ribera et al., 

2007; Henshaw, 1998). Such a selection bias could also stem from different maternal attitudes 

towards risky behavior. A greater tendency to consume alcohol during pregnancy, for example, 

is shown to harm children’s performance in school and also to adversely affect (mental) health 

measures (Nilsson, 2017; O'Connor et al., 2002; O'Connor and Paley, 2009). Smoking is another 

example of such risky parental behavior (Ekblad et al., 2010; Nigg and Breslau, 2007; Rahu et 

al 2010). Finally, children from less supportive, cold, and neglectful parents are more likely to 

exhibit mental health disorders (Repetti et al., 2002). 

 Our paper contributes to the existing literature by examining not only the fertility increase 

caused by the 2002 World Cup but also analyzing the effect this event had on the quality of 

children born approximately ten months after the World Cup season. Unlike the UEFA 

Champions League Final or the NFL Super Bowl, World Cup matches are played within the 

boundary of the hosting country for about one month: compared to the one-evening Champions 

League Final and Super Bowl events, the World Cup season is hence much longer.41 Moreover, 

the boisterous sentiment during the 2002 World Cup gave ample opportunities for South Koreans 

 
41 The Korean National team played their first game on June 4th and managed to remain in the tournament until 

June 29th - the day the third place play-off was held. 
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to indulge in the joys of the moment. Not surprisingly, the effect of the 2002 World Cup on the 

South Korean fertility rate was stronger than comparable effects of the UEFA Champions League 

Final in Europe or the Super Bowl in the US. Figure 3.2 and Table 3.1 both show the resulting 

blip in Korean fertility. 

 Although several papers focus on the fertility increase after major sports events 

(Montesinos et al., 2013; Hayward and Rybińska, 2017; Bernardi and Cozzani, 2021), there have 

been no studies examining the possible quantity-quality trade-off of children using the increased 

fertility rate caused by major sports events. Our study therefore fills a gap in the existing literature 

by investigating the effect the exogenous fertility shock caused by the 2002 World Cup had on 

child quality outcomes in Korea. 

 In addition, we propose to expand the view beyond the actual trade-off between the 

quantity and quality of children and to add an analysis of the children's mental wellbeing. The 

existing literature mainly focuses on the human capital formation of children from the parents’ 

perspective using measures of academic achievements (Conley and Glauber, 2006; Glick et al., 

2007; Lee, 2007; Rosenzweig and Zhang, 2009) or physical health (Glick et al., 2007; Angrist et 

al., 2010; Millimet and Wang, 2011). By using student mental wellbeing as the dependent 

variable, our paper addresses the quality dimension also from the children's perspective. Several 

indicators of aggressive and depressive symptoms are used to complete the picture of how World 

Cup children fared.  

 

3.3 Data and Methodology 

Our study uses the first grade cohort (children born in 2003) and fourth grade cohort (children 

born in 2000) from the Korean Children and Youth Panel Survey (KCYPS)42 which is conducted 

 
42 The dataset is publicly available, and its detailed description can be found 

at https://www.nypi.re.kr/archive/board?menuId=MENU00329 [last accessed December 10, 2022]. 

https://www.nypi.re.kr/archive/board?menuId=MENU00329
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by the National Youth Policy Institute (NYPI) and administered by the Prime Minister’s Office. 

The NYPI chose schools based on the size and population of South Korea’s seventeen primary 

administrative districts. Using a proportional stratified sampling method the NYPI then randomly 

selected individual students. The dataset traces both the first and the fourth grade cohort from 

2010 to 2016. In our analysis, we use the seventh grade for the academic and the sixth grade for 

the mental wellbeing outcomes as shown in Table 3.2. 

Table 3.2: Data Structure 

Dependent Variables Grade First Grade Cohort 
(Born in 2003) 

Fourth Grade Cohort 
(Born in 2000) 

Academic Outcomes 7th Grade 7th Wave  
(surveyed in 2016) 

4th Wave  
(surveyed in 2013) 

Mental Wellbeing 6th Grade 6th Wave  
(surveyed in 2015) 

3rd Wave  
(surveyed in 2012) 

Note: The two cohorts that make up the first and fourth graders progressed to the sixth grade in 2015 and 2012 

(advancing to the seventh grade in 2016 and 2013). Hence, we employ KCYPS data collected during the years 2012, 

2013, 2015, and 2016, which corresponds to the 3rd, 4th, 6th, and 7th waves.  

 

While the survey contains detailed information about actual school test scores of seventh-graders, 

its fourth wave in 2013 does not provide wellbeing information of seventh grade students. Thus, 

we use the information from sixth-graders in our mental wellbeing analysis. 

The following Table 3.3 summarizes our differences-in-differences (DID) research 

design. As can be seen, students born in the spring of 2003 constitute the treatment group in our 

analysis. 

Table 3.3: Research Design 

Control / Treatment Born in 2000 Born in 2003 Note 

Mar, Apr, May Control Treated The dummy variable ‘treated months’ 

denotes March, April, and May borns. Other Birth Months Control Control 

 

 In our main analysis, we used the pooled ordinary least squares (OLS) regression model 

to estimate the following equation (3.1):  

 

Yist =  β0 + β1(yeart) + β2(treated monthsi) + θ(worldcupit) + β3(covariatesist) +

γ(school locations) + εist        (3.1) 
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Note that equation (3.1) embodies the difference-in-differences (DID) design. The variable year 

indicates whether a student was born after the 2002 World Cup. To be precise, students born in 

the year 2000 (2003) are assigned zero (one).43 The treated months variable identifies students 

born in March, April, or May. Our DID variable worldcup results from the interaction between 

year and treated months. Through this design, we can capture whether World Cup children 

perform worse in school tests than the control group. Y and covariates denote our dependent 

variable(s) and a vector of individual characteristics respectively. Fixed school location effects 

control for time-invariant observable and unobservable characteristics of school provinces (and 

alternatively school districts) that might influence the outcome variable. The error term is 

assumed to have the usual ideal properties. Finally, in addition to applying the pooled OLS 

regression model, we also used the fact that most outcome variables are categorical in nature and 

estimated equation (3.1) using the ordered probit regression model. Because this model is non-

linear, the size of the estimated coefficient of the interaction term (worldcupit) does not directly 

depict the magnitude of the treatment effect; its sign, however, does coincide with the sign of the 

treatment effect (Puhani, 2012). Thus, the ordered probit model allows us to double-check the 

signs of the pooled OLS regression coefficients.  

Since our analysis uses two different cohorts, we also conducted several robustness 

checks using placebo treated months, and clustered standard errors (with clustering on the school 

level and on the school district level). Using alternative treated months, our placebo tests should 

reveal whether observations in the control group exhibit statistically significant differences in 

 
43 We restrict our analysis to students who entered elementary school according to their legal school age. In other 

words, students who were enrolled either later or earlier (i.e. not following the legal school age possibly due to 

mental or physical disabilities or talents) are not included. We dropped 80 students among 4,221 survey 

participants (about 1.89 percent).  
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school test scores.44 The clustered standard errors may add to the precision of the regression 

results. Because school characteristics (difficulty of exams, quality of teachers, and location of 

the school) are not changing drastically over three years, possible inconsistency issues caused by 

using two different cohorts maybe partially alleviated by clustering standard errors on the school 

level or school district level. 

 In our academic outcome (i.e. child quality) analysis, we use school test scores in the 

following five subjects as our dependent variables: mathematics (math), social science (sosci), 

natural science (nasci), korean, and english. Table 3.4 summarizes the learning results after 

pooling the two cohorts.  

Table 3.4: Descriptive Statistics for Academic Outcome Variables 

Variables Obs Mean (sd) Min Max Description 

math 3,997 4.347511 1 8 mathematics test score   
(2.541759) 

   

sosci 3,864 4.461957 1 8 social science test score   
(2.334915) 

   

nasci 3,995 4.254568 1 8 natural science test score 
  

(2.369694) 
   

korean 3,993 4.722014 1 8 Korean language test score   
(2.218604) 

   

english 3,997 4.817113 1 8 English language test score   
(2.529570) 

   

Note: Test score is categorized as follows: 1 = 64 or less; 2 = 65 to 69; 3 = 70 to 74; 4 = 75 to 79; 5 = 80 to 84; 6 = 

85 to 89; 7 = 90 to 95; 8 = 96 or above. Standard deviations are in parentheses. 

 

 For our mental wellbeing analyses, we focus on the following five dependent variables: 

depressed denotes “I feel miserable and depressed”; suicidal, “I want to die”; self-reproach, “Bad 

things happened by me”; bullying, “How many times I have bullied other students”; violent, 

“How many times I have hit others (very hard)”. The first three variables depressed, suicidal, 

and self-reproach are categorized from 1 (strong yes) to 4 (strong no). Variables bullying and 

 
44 The placebo tests check whether the students in the control group do or do not exhibit statistically significant 

differences in their academic or mental wellbeing outcomes. When conducting these tests, we drop the treated 

observations from the main regressions. 
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violent, in contrast, are count variables. As mentioned before, we use the responses from sixth-

graders as we do not have mental wellbeing information about seventh grade students. See Table 

3.5 for a detailed definition and descriptive statistics.   

Table 3.5: Descriptive Statistics for Mental Wellbeing Variables 

Variables Obs Mean (sd) Min Max Description 

depressed 4,205 3.342212 1 4 I feel miserable and depressed 

1 = strong yes 

2 = yes 

3 = no 

4 = strong no 

  
(0.769383) 

  

      

suicidal 4,205 3.558859 1 4 I want to die 

1 = strong yes 

2 = yes 

3 = no 

4 = strong no 

  
(0.696375) 

  

      

self-reproach 4,205 3.132461 1 4 Bad things happened by me 

1 = strong yes 

2 = yes 

3 = no 

4 = strong no 

  (0.840124)   

      

bullying 4,205 0.047562 0 10 How many times I have bullied other 

students (did not report bullying = 0)   
(0.378567)   

      

violence 4,205 0.035434 0 15 How many times I have hit others very 

hard (did not report violence = 0) 
  (0.472286)   

Note: Standard deviations are in parentheses. 

 

 The individual covariates controlled in the regressions are mother’s education, log of 

annual household income, log of monthly allowance, students’ reported physical health, having 

elder siblings, gender, and school districts. It is well established that family background 

characteristics such as parental education levels, monthly allowance, and annual household 

income strongly affect students’ test scores (Davis-Kean, 2005; Duncan et al., 2011; Dahl and 

Lochner, 2012). As we argue below, it is advisable to control whether students are having elder 

siblings as their presence might interfere with our identification of any quantity-quality trade-off 

between children (Becker and Lewis, 1973; Hanushek, 1992; Booth and Kee, 2009; Nitsch et al., 

2013). Moreover, gender and physical health conditions of students are controlled as they are 
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commonly known to influence academic outcomes. Because student physical health can be 

endogenous to our dependent variables (especially mental wellbeing variables), we take an 

agnostic stand and will present regression results with and without controlling for physical health. 

Table 3.6 summarizes the descriptive statistics for the control variables. 

Table 3.6: Descriptive Statistics for Control Variables 

Variables 7th Grade 6th Grade Description 
 

obs mean(sd) obs mean(sd)  

year 4,141 0.467761 4,205 0.475862 1st grade cohort (2003 borns) = 1 

4th grade cohort (2000 borns) = 0   
(0.49902)  (0.499476) 

treated months 4,141 0.263946 4,205 0.263496 March, April, and May borns = 1 

others months = 0   
(0.440824) 

 
(0.440581) 

worldcup 4,141 0.123159 4,205 0.124851 year ×treated months 
  

(0.328659) 
 

(0.330590) 

income 3,952 4963.059 4,142 4835.662 annual income in 10,000 KRW 
  

(2670.548) 
 

(2639.491) 

moeduc 3,881 2.89075 4,070 2.889189 mother’s education 
  

(0.964269) 
 

(0.971077) 

allowance 3,977 3.694569 4,028 2.256356 monthly allowance in 10,000 KRW 
  

(3.87776) 
 

(1.624053) 

health 4,015 1.708842 4,198 1.62101 students’ reported physical health 

1 = very healthy 

2 = healthy 

3 = unhealthy 

4 = very unhealthy 

 

  
(0.562629) 

 
(0.581673) 

eldersibling 4,141 0.505675 4,205 0.518668 did not report elder siblings = 0 

have elder siblings = 1 
 

 (0.500028)  (0.499711)  

gender 4,015 1.47995 4,205 1.480618 male = 1 

female = 2   
(0.499660) 

 
(0.499684) 

Note: moeduc is categorized as follows: 1 = Middle School or Less; 2 = High School; 3 = Community College; 4 = 

University; 5 = Graduate School. Moreover, students are categorized into a total of 163 school districts in the dataset. 

Standard deviations are in parentheses. 

 

 As discussed in the introduction, previously married couples but also older couples more 

generally may have had a higher probability of conceiving an additional child during the World 

Cup. If this is indeed the case, World Cup children were more likely to have an elder sibling than 

students born in different years or months. As Table 3.7 illustrates, World Cup children (our 
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treatment group) have a 5 percentage points higher probability of reporting an elder sibling with 

a one-tail p-value of 0.014. 

Table 3.7: Probability of Having Elder Siblings (Unconditional Mean) 

 Treated Group Control Group  

 Obs Mean Obs Mean Mean diff t-value P>t 

Pr (eldersibling = 1) 510 0.550980 3,631 0.499312 0.051669 2.1861 0.0144 
 

 (0.022047)  (0.008299) (0.023635)   

Note: Standard deviations are in parentheses. 

 

Assuming that older mothers were already in a stable relationship, we conducted mean tests 

where we restricted our sample to students whose mothers were more than 30 years old at the 

time of their births. Table 3.8 presents the respective probabilities and the one-sided t-test statistic. 

Table 3.8: Probability of Having Elder Siblings (Mother’s Age at Birth > 30) 

 Treated Group Control Group  

 Obs Mean Obs Mean Mean diff t-value P>t 

Pr (eldersibling = 1) 222 0.711712 1,374 0.660844 0.050868 1.4933 0.0678 
 

 (0.03047)  (0.012777) (0.034064)   

Note: Standard deviations are in parentheses. 

 

As can be seen, compared to Table 3.7 the probabilities to have an elder sibling increase by about 

16 percentage points for both the treated and the control group. Consequently, the conditional t-

test result when mothers’ age at birth is greater than 30 resembles the corresponding result in 

Table 3.7. The treated group has a 5 percentage points higher probability of having an elder 

sibling with a one-tail p-value of 0.068. The mean tests in Tables 3.7 and 3.8 suggest that the 

World Cup fertility shock is mostly due to couples in long-term relationships including married 

couples.45 To proxy for potentially confounding family background factors, we also control for 

the presence of an elder sibling in our main regressions.  

 
45 Unfortunately, the dataset only provides information about the existence of elder (and younger) siblings, but not 

about their birth years and months. Therefore, we cannot examine whether the quantity-quality trade-off also affects 

the siblings of World Cup babies. 
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 As discussed in the background section, weak academic performance could also result 

from a negative selection of parents. If such a distortion was indeed at work, the three family 

characteristics of World Cup children, mother’s age at birth, mother’s education level, and 

household income, should all be significantly lower compared to the control group (Finer and 

Zolna, 2014; Font-Ribera et al., 2007; Henshaw, 1998). However, if anything these three 

characteristics point into the opposite direction (see Table 3.9). 

Table 3.9: Mean Difference on Family Traits between Treated and Control Groups 

Family Trait 

Treated Group Control Group  

Obs Mean Obs Mean Mean Diff t-value P>t 

mother’s age 482 30.0104 3,394 29.3176 0.6928 3.7776 0.000 
  (0.1602)  (0.0653) (0.1834)   

moeduc 491 2.9165 3,281 2.8817 0.0348 0.7465 0.228 
  (0.0427)  (0.0168) (0.0466)   

income 495 5407.374 3,353 4894.769 512.605 3.9919 0.000 
  (115.369)  (46.305) (128.411)   

tutortime 510 114.2255 3,456 118.1623 -3.9368 -0.9629 0.168 
  (3.5193)  (1.4823) (4.0887)   

Note: Standard deviations are in parentheses. Family trait moeduc refers to the mother’s education level, income 

refers to annual household income, and tutortime refers to the average tutoring time per day.  

 

According to Table 3.9, mothers of World Cup children are marginally older at the time of their 

births, more educated, and wealthier than mothers of control group children.46 Despite these 

favorable family characteristics, World Cup children had less tutoring time than the children 

from the control group. Consequently, it is highly unlikely that a negative selection of families 

could cause an underperformance of World Cup Children at school.   

 

  

 
46 Our simple DID estimates using family traits as outcome variables also point out that World Cup children may 

have marginally more favorable (at least no statistically significant differences) family characteristics (see Appendix 

Table 3.17) than children born in different years or months. 
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3.4 Results 

Table 3.10 displays our main DID regression results: worldcup is our DID coefficient showing 

the academic gap between the World Cup children and controlled students.  

Table 3.10: (OLS) DID Coefficients on Academic Outcomes 

Variables Statistics Model 1 Model 2 Model 3 Model 4 

math worldcup -0.3372* -0.3436* -0.3129* -0.3202*  
 (0.1871)  (0.1871)  (0.1887)  (0.1887)   
P>|t| 0.072  0.066  0.097  0.090   
observations 3,516 3,516 3,516 3,516 

sosci worldcup -0.4762*** -0.4887*** -0.5091*** -0.5178***  
 (0.1736)  (0.1736)  (0.1758)  (0.1759)   
P>|t| 0.006  0.005  0.004  0.003   
observations 3,408 3,408 3,408 3,408 

nasci worldcup -0.5371*** -0.5516*** -0.4716*** -0.4829***  
 (0.1732)  (0.1732)  (0.1749)  (0.1749)   
P>|t| 0.002  0.001  0.007  0.006   
observations 3,515 3,515 3,515 3,515 

korean worldcup -0.3578** -0.3627** -0.3491** -0.3516**  
 (0.1612)  (0.1613)  (0.1627)  (0.1628)   
P>|t| 0.027  0.025  0.032  0.031   
observations 3,514 3,514 3,514 3,514 

english worldcup -0.6126*** -0.6253*** -0.6101*** -0.6197***  
 (0.1829)  (0.1828)  (0.1850)  (0.1851)   
P>|t| 0.001  0.001  0.001  0.001   
observations 3,516 3,516 3,516 3,516 

health 

controlled 

 no yes no yes 

school 

province f.e 

 yes yes - - 

school 

district f.e 

 no no yes yes 

Note: The table shows the estimated DID coefficients from equation (3.1) for the five academic outcome variables. 

All regressions control for year, treated months, and individual covariates as they were listed in Section III. A total 

of 163 school districts or 17 school provinces is also controlled in the regressions. For income and allowance, natural 

logarithm values are used. Standard errors are in parentheses. *,**,*** denote statistical significance at the 10%, 5% 

and 1% level. 

 

Our results confirm that students who were born approximately ten months after the 2002 World 

Cup perform worse than students from the controlled year and months with high statistical 

significance in all five major subjects. The academic performance gap between World Cup 
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children and other students is most pronounced in English and least in Korean and Mathematics. 

Equation (3.1) can also be estimated using the ordered probit regression model. As can be seen 

in Appendix Table 3.18, the corresponding results imply that World Cup children have higher 

probability of performing worse on school exams than students in the control group. 

 We also checked the robustness of our main findings for different combinations of treated 

months and for two specifications with clustered standard errors. Table 3.11 and Table 3.12 

report the DID coefficients of interest when using narrower measures of treated months: March 

and April respectively April and May.  

Table 3.11: (OLS) Robustness Checks with  

Different Combinations of Treated Months (March & April) 

Variables Statistics Model 1 Model 2 Model 3 Model 4 

math worldcup -0.3674* -0.3845* -0.3798* -0.3972*  
(Mar & Apr) (0.2124)  (0.2126)  (0.2146)  (0.2147)   
P>|t| 0.084  0.071  0.077  0.064   
observations 3,516 3,516 3,516 3,516 

sosci worldcup -0.2835  -0.2971  -0.3517* -0.3601*  
(Mar & Apr) (0.1977)  (0.1977)  (0.2006)  (0.2008)   
P>|t| 0.152  0.133  0.080  0.073   
observations 3,408 3,408 3,408 3,408 

nasci worldcup -0.6558*** -0.6798*** -0.6099*** -0.6283***  
(Mar & Apr) (0.1966)  (0.1967)  (0.1989)  (0.1990)   
P>|t| 0.001  0.001  0.002  0.002   
observations 3,515 3,515 3,515 3,515 

korean worldcup -0.2482 -0.2575  -0.2948  -0.3011   
(Mar & Apr) (0.1832)  (0.1833)  (0.1851)  (0.1853)   
P>|t| 0.175  0.160  0.111  0.104   
observations 3,514 3,514 3,514 3,514 

english worldcup -0.5524*** -0.5744*** -0.5747*** -0.5915***  
(Mar & Apr) (0.2078)  (0.2079)  (0.2106)  (0.2107)   
P>|t| 0.008  0.006  0.006  0.005   
observations 3,516 3,516 3,516 3,516 

health 

controlled 

 no yes no yes 

school 

province f.e. 

 yes yes - - 

school 

district f.e 

 no no yes yes 

Note: The same control variables as in the main regressions are used. Standard errors are in parentheses. *,**,*** 

denote statistical significance at the 10%, 5% and 1% level. 
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Table 3.12: (OLS) Robustness Checks with  

Different Combinations of Treated Months (April & May) 

Variables Statistics Model 1 Model 2 Model 3 Model 4 

math worldcup -0.2941  -0.2955  -0.2241  -0.2252   
(Apr & May) (0.2162)  (0.2162)  (0.2179)  (0.2179)   
P>|t| 0.174  0.172  0.304  0.301   
observations 3,516 3,516 3,516 3,516 

sosci worldcup -0.5526*** -0.5648*** -0.5249*** -0.5338***  
(Apr & May) (0.2005)  (0.2004)  (0.2028)  (0.2029)   
P>|t| 0.006  0.005  0.010  0.009   
observations 3,408 3,408 3,408 3,408 

nasci worldcup -0.4180** -0.4294** -0.2981  -0.3069  
 

(Apr & May) (0.2004)  (0.2003)  (0.2022)  (0.2021)   
P>|t| 0.037  0.032  0.140  0.129   
observations 3,515 3,515 3,515 3,515 

korean worldcup -0.3555* -0.3590* -0.2814  -0.2826   
(Apr & May) (0.1864)  (0.1865) (0.1879)  (0.1880)   
P>|t| 0.057  0.054  0.134  0.133   
observations 3,514 3,514 3,514 3,514 

english worldcup -0.5942*** -0.6037*** -0.5351** -0.5421**  
(Apr & May) (0.2114)  (0.2114)  (0.2138)  (0.2138)  
P>|t| 0.005  0.004  0.012  0.011   
observations 3,516 3,516 3,516 3,516 

health 

controlled 

 no yes no yes 

school 

province f.e 

 yes yes - - 

school 

district f.e 

 no no yes yes 

Note: The same control variables as in the main regressions are used. Standard errors are in parentheses. *,**,*** 

denote statistical significance at the 10%, 5% and 1% level. 

 

By and large, Table 3.11 and Table 3.12 show the robustness of our main regressions. Students 

born during the treated months in 2003 tend to perform weaker than students born during the 

controlled year and months. Again, World Cup children had particularly low school test scores 

in English but suffer less in Korean and Mathematics. Moreover, the ordered probit results 

corresponding to Tables 11 and 12 (cf. Appendix Tables 3.19 and 3.20) also reconfirm our view 

that World Cup children underperform at school.  

 Because we use two different cohorts for the DID design, the reported standard errors 

may lead to inconsistency issues due to the (possibly) heterogeneous tests that the two cohorts 
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took. In this light, we clustered the observations on the school level and on the school district 

level. The school level clustering might resolve some of the heterogeneous test issues as school 

teachers and curricula do not change a lot in three years. Appendix Table 3.21 shows the 

robustness check results after clustering observations on the school and school district levels. As 

the table shows, the coefficients are still statistically significant although the standard errors are 

adjusted after clustering (the corresponding ordered probit regression results are presented in 

Appendix Table 3.22). The similarity of the estimated coefficients and standard errors lend some 

additional credibility to the main regression results. Again the academic performance of World 

Cup children is worse than that of students in the control group.  

 To show that the control group does not exhibit statistical differences in academic test 

scores, we ran several tests using placebo months. Table 3.13 summarizes the results from testing 

the null hypotheses that the interaction terms equal zero when using irrelevant birth months. 
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Table 3.13: Placebo Test Results on Academic Outcomes 

Placebo Months math sosci nasci korean english 

                            school province fixed effects 

Jan Feb Jun -0.1956  0.2045  0.3385* 0.3549* 0.1565  

   (0.2110)  (0.1955)  (0.1959)  (0.1821)  (0.2076)  

reject the null No No Yes Yes No 

Feb Jun Jul -0.1567  -0.0113  0.1510  0.0874  0.1261  

   (0.2044)  (0.1897)  (0.1898)  (0.1764)  (0.2011)  

reject the null No No No No No 

Jun Jul Aug -0.0204  0.0369  0.0061  -0.0470  0.0422  

   (0.2036)  (0.1894)  (0.1892)  (0.1758)  (0.2004)  

reject the null No No No No No 

Jul Aug Sep 0.3590* 0.1685  0.3375* 0.1974  0.4295** 

   (0.1991)  (0.1852)  (0.1850)  (0.1719)  (0.1958)  

reject the null Yes No Yes No Yes 

Aug Sep Oct 0.3211  0.1683  0.2901  0.0201  0.2806  

   (0.1973)  (0.1837)  (0.1834)  (0.1704)  (0.1942)  

reject the null No No No No No 

Sep Oct Nov 0.2018  0.0123  0.1446  0.0233  0.2711  

   (0.1972)  (0.1830)  (0.1832)  (0.1701)  (0.1940)  

reject the null No No No No No 

Oct Nov Dec 0.1638  0.2083  -0.0603  -0.0637  0.0390  

   (0.2004)  (0.1864)  (0.1858)  (0.1729)  (0.1971)  

reject the null No No No No No 

                            school district fixed effects 

Jan Feb Jun -0.2505  0.2034  0.3075  0.3104* 0.1128  

   (0.2138)  (0.1992)  (0.1981)  (0.1844)  (0.2111)  

reject the null No No No Yes No 

Feb Jun Jul -0.2798  -0.0720  0.0274  -0.0319  -0.0273  

   (0.2066)  (0.1927)  (0.1914)  (0.1781)  (0.2040)  

reject the null No No No No No 

Jun Jul Aug -0.0813  0.0162  -0.0241  -0.1363  0.0436  

   (0.2068)  (0.1934)  (0.1916)  (0.1783)  (0.2041)  

reject the null No No No No No 

Jul Aug Sep 0.3442* 0.1811  0.3005  0.1524  0.4374** 

   (0.2022)  (0.1893)  (0.1875)  (0.1744)  (0.1995)  

reject the null Yes No No No Yes 

Aug Sep Oct 0.3744* 0.1820  0.3245* 0.0668  0.3383* 

   (0.2001)  (0.1874)  (0.1855)  (0.1727)  (0.1975)  

reject the null Yes No Yes No Yes 

Sep Oct Nov 0.2026  -0.0109  0.0771  0.0470  0.2250  

   (0.2000)  (0.1864)  (0.1854)  (0.1722)  (0.1974)  

 No No No No No 

Oct Nov Dec 0.1435  0.1539  -0.0878  -0.0259  0.0110  

   (0.2034)  (0.1900)  (0.1881)  (0.1752)  (0.2006)  

reject the null No No No No No 

Observations 3,060 2,959 3,059 3,058 3,060 

Note: The same control variables as in the main regression are used except for the treated months. Reject the null-

hypothesis (θ=0) if p<0.10. Observations from students born in the treated months and treated year are not used in 

these regressions. School province (district) fixed effect results are based on estimating Model 2 (Model 4).  
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As can be seen in Table 3.13, using an interaction term resulting from irrelevant birth months by 

and large exerts no statistically significant influence on academic outcome measures. This 

reassures us of the validity of the significant negative coefficients reported in Table 3.10. World 

Cup children indeed underperform in school tests. 

 Table 3.14 displays our main mental wellbeing DID regression results. As before, 

worldcup is our DID coefficient showing the mental wellbeing gap between the World Cup 

children and students in the control group.  

Table 3.14: (OLS) DID Coefficients on Mental Wellbeing Outcomes 

Variables Statistics Model 1 Model 2 Model 3 Model 4 

depressed worldcup 0.1256** 0.1271** 0.1417** 0.1417**   
(0.0579)  (0.0558)  (0.0587)  (0.0565)   

P>|t| 0.030  0.023  0.016  0.012   
observations 3,566 3,559 3,566 3,559 

suicidal worldcup 0.0967* 0.0978* 0.1098** 0.1100**   
(0.0520)  (0.0511)  (0.0526)  (0.0516)   

P>|t| 0.063  0.056  0.037  0.033   
observations 3,566 3,559 3,566 3,559 

self-reproach worldcup 0.0663  0.0643  0.0787  0.0763    
(0.0632)  (0.0618)  (0.0640)  (0.0626)   

P>|t| 0.294  0.298  0.219  0.223   
observations 3,566 3,559 3,566 3,559 

bullying worldcup -0.0766** -0.0770** -0.0870*** -0.0872***   
(0.0302)  (0.0303)  (0.0308)  (0.0308)   

P>|t| 0.011  0.011  0.005  0.005   
observations 3,566 3,559 3,566 3,559 

violence worldcup -0.0612  -0.0615  -0.0621  -0.0623    
(0.0381)  (0.0381)  (0.0390)  (0.0391)   

P>|t| 0.108  0.107  0.111  0.111   
observations 3,566 3,559 3,566 3,559 

health 

controlled 

 no yes no yes 

school 

province f.e 

 yes yes - - 

school 

district f.e 

 no no yes yes 

Note: The same control variables as in the main regressions are used. Standard errors are in parentheses. *,**,*** 

denote statistical significance at the 10%, 5% and 1% level. The variables depressed, suicidal, and self-reproach 

are categorical where ”1“ refers to strong yes, ”2“ refers to yes, ”3“ refers to no, and ”4“ refers to strong no. Therefore, 

students with better mental health report higher numerical values for these variables. The variables bullying and 

violence, in contrast, measure the frequency of instances in which students have exhibited bullying behavior or 

physical aggression toward others. If students do not engage in such actions, they are assigned 0. Therefore, students 

who behaved well in a school context tend to have lower numerical values for these variables. 
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As is evident, World Cup children fare better than students in the control group. They generally 

feel less depressed and have fewer suicidal impulses than students born in different years or 

months. Although it is not statistically significant at conventional levels, World Cup children 

tend to self-blame less than students in the control group. Moreover, they tend to cause less 

trouble among their peers. They generally exercise less bullying and also direct less violence 

against other students or classmates than students in the control group. The ordered probit 

regression results for the categorical outcome variables (i.e., depressed, suicidal, and self-

reproach) also reconfirm our view that World Cup children generally exhibit better mental 

wellbeing than students born in different year and months (see Appendix Table 3.23).  

 As in the academic outcome regressions, we also clustered observations on the school 

and school district level in our mental wellbeing analysis (see Appendix Table 3.24). Again the 

statistical significance and magnitude of our clustered regression coefficients show the 

robustness of our main empirical results that World Cup children generally have higher degrees 

of mental wellbeing than the students in the control group. Ordered probit regressions on 

categorical variables corroborate our OLS findings (see Appendix Table 3.25).  

 We also conducted the placebo tests for our mental wellbeing outcome regressions to 

show there is no statistical difference in mental wellbeing among students in the control group 

(see Table 3.15).  
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Table 3.15: Placebo Test Results on Mental Wellbeing Outcomes 

Placebo Months depressed suicidal self-reproach bullying violence 

                            school province fixed effects 

Jan Feb Jun 0.0243  0.0639  0.0880  0.0215  0.0253  

   (0.0638)  (0.0582)  (0.0695)  (0.0362)  (0.0454)  

reject the null No No No No No 

Feb Jun Jul 0.0110  0.0182  0.0064  0.0173  -0.0200  

   (0.0621)  (0.0566)  (0.0676)  (0.0353)  (0.0441)  

reject the null No No No No No 

Jun Jul Aug 0.0171  -0.0141  -0.0329  -0.0018  -0.0195  

   (0.0614)  (0.0560)  (0.0669)  (0.0349)  (0.0436)  

reject the null No No No No No 

Jul Aug Sep -0.0256  -0.0605  -0.0647  0.0193  0.0120  

   (0.0601)  (0.0548)  (0.0654)  (0.0341)  (0.0427)  

reject the null No No No No No 

Aug Sep Oct 0.0230  -0.0099  -0.0195  0.0573* 0.0503  

   (0.0596)  (0.0543)  (0.0649)  (0.0338)  (0.0423)  

reject the null No No No Yes No 

Sep Oct Nov -0.0569  -0.0139  0.0037  0.0662  0.0489  

   (0.0596)  (0.0544)  (0.0649)  (0.0338)  (0.0424)  

reject the null No No No Yes No 

Oct Nov Dec -0.0788  -0.0791  -0.0349  0.0290  0.0254  

   (0.0604)  (0.0552)  (0.0659)  (0.0344)  (0.0430)  

reject the null No No No No No 

                            school district fixed effects 

Jan Feb Jun 0.0244  0.0496  0.0766  0.0319  0.0177  

   (0.0651)  (0.0591)  (0.0706)  (0.0371)  (0.0467)  

reject the null No No No No No 

Feb Jun Jul 0.0013  -0.0078  -0.0124  0.0169  -0.0255  

   (0.0630)  (0.0572)  (0.0684)  (0.0360)  (0.0453)  

reject the null No No No No No 

Jun Jul Aug 0.0124  -0.0195  -0.0320  -0.0053  -0.0207  

   (0.0626)  (0.0568)  (0.0679)  (0.0357)  (0.0450)  

reject the null No No No No No 

Jul Aug Sep -0.0259  -0.0516  -0.0678  0.0109  0.0063  

   (0.0611)  (0.0555)  (0.0664)  (0.0349)  (0.0439)  

reject the null No No No No No 

Aug Sep Oct 0.0167  -0.0042  -0.0246  0.0560  0.0513  

   (0.0607)  (0.0551)  (0.0659)  (0.0346)  (0.0436)  

reject the null No No No No No 

Sep Oct Nov -0.0564  -0.0132  0.0007  0.0780** 0.0416  

   (0.0610)  (0.0553)  (0.0662)  (0.0348)  (0.0438)  

reject the null No No No Yes No 

Oct Nov Dec -0.0878  -0.0856  -0.0198  0.0427  0.0337  

   (0.0617)  (0.0560)  (0.0671)  (0.0352)  (0.0444)  

reject the null No No No No No 

Observations 3,100 3,100 3,100 3,100 3,100 

Note: The same control variables as in the main regression are used except for the treated months. Reject the null-

hypothesis (θ=0) if p<0.10. Observations from students born in the treated months and treated year are not used in 

these regressions. School province (district) fixed effect results are based on estimating Model 2 (Model 4). 
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As Table 3.15 shows, in almost all specifications we cannot reject the null hypothesis that 

students born in hypothetically treated months enjoy the same level of mental wellbeing than 

students in the control group.  

 

3.5 Discussion 

Our analysis reveals strong empirical evidence that the positive fertility shock caused by the 2002 

World Cup also had a significant adverse effect on students’ human capital formation. Our 

findings, therefore, produce evidence for the existence of a trade-off between child quantity and 

quality in South Korea. As Tables 3.10, 3.11, and 3.12 show, World Cup children performed 

worse than students in the control group in all subject areas and the effects are especially 

pronounced in English and less pronounced in Korean and Mathematics. At the same time we 

find evidence that students fare better in terms of mental wellbeing, which might be a reflection 

of less pressure and lower expectations from the parents of World Cup children. 

 Given the linguistic difference between English and Korean, the acquisition of English 

as a second language is particularly difficult for Korean students. Its different structure, 

pronunciation, and phrasing make learning the English language very time intensive for Korean 

students. Not surprisingly, private tutoring expenditures on English education are the highest 

among all academic subjects (Statistics Korea, 2019). The fact that World Cup children produce 

significantly lower test scores in English may therefore result from lower parental investments 

relative to the control group (see Table 3.9 and Appendix Table 3.17). The above line of 

argument does not apply - or only to a much lesser degree - to the acquisition of the Korean 

language and mathematics skills. Korean language skills in particular can be gained more 

naturally until puberty around the age of 12 or 13 (Fromkin et al., 2014). We suspect that 

differences in the skill acquisition processes most likely explain why the test score gaps between 
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World Cup children and students in the control group are less pronounced in Korean and 

Mathematics than they are in English. 

 The results of our analysis are also consistent with the notion that the parents of World 

Cup children have lower expectations with respect to the academic performance of their offspring. 

Compared to students born in different years and months, World Cup children might therefore 

feel less pressure from their parents. Empirical evidence suggests that students facing high 

parental expectations get more stress from low test scores (Lee and Kang, 2018; Shin et al., 2018). 

This stress factor then lowers the mental wellbeing measure or deteriorates the mental health 

statuses of adolescents (Ma et al., 2018; Almroth et al., 2019). World Cup children, in contrast, 

exhibit generally higher degrees of mental wellbeing than students born in different years or 

months (see Table 3.14 and Appendix Table 3.24). They feel less depressed and have fewer 

suicidal impulses than students in the control group. In this light, our results indeed insinuate that 

World Cup children experienced less academic pressure from their parents than students in the 

control group. The empirical results corroborate our view that both parental expectations and 

investment in human capital formation are significantly lower for World Cup children which 

then leads to low test scores but content students. 

 The alternative mechanism via a negative selection of parents, in contrast, is very unlikely. 

First and foremost, mothers of World Cup children are marginally older at the time of birth, more 

educated, and have higher incomes than mothers of children born in different years or months. 

Previous empirical studies suggest that such a selection of mothers would indeed lead to 

favorable academic and mental health child outcome. Therefore this selection of mothers might 

have even caused an attenuation of our results. Similarly, if a selection of mothers with a lower 

aversion against risky behavior was driving our results (unfortunately we can neither confirm 

nor reject this hypothesis), we would expect their children to underperform at school and to 
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exhibit severe mental health problems which is of course not the case. We therefore argue that 

our regression results are a reflection of the child quantity-quality trade-off in South Korea.  

 Last but not least, we would like to note that the empirical findings presented in this paper 

also hint at the adverse consequences that are associated with a competitive educational 

environment. South Korea is known for its pervasive “education fever” and relentless education-

al system aimed at qualifying students for admissions to prestigious high schools and universities 

(Anderson & Kohler, 2012; Lee, 2005). Given the substantial educational expenses and the high 

expectations imposed by parents, students in South Korea experience greater stress and poorer 

mental health compared to their peers in other middle and high income countries (Rudolf and 

Bethmann, 2022), which is reflected, among other things, in a high suicide rate among young 

Koreans.47 In such a competitive environment, reducing educational expenditures and parental 

expectations may actually increase the mental wellbeing and contentment of students.  

 

3.6 Conclusion 

The Korean National Football team experienced miraculous match results during the home 

World Cup in the June of 2002. The events caused a euphoria among Koreans that led to a 

temporary and significant increase in the country's fertility rate in the subsequent spring. Given 

its long duration and unforeseen nature, the football tournament hence provides us with the quasi-

experimental event needed for statistical identification. In a first step, we showed that the World 

Cup indeed had a significant positive impact on South Korean fertility. Second, we used the 

episode to study the Beckerian trade-off between child quantity and quality. Being more 

numerous, we hypothesized that the “World Cup children” were likely to show a lower academic 

 
47 The average suicide rate among 15 to 19 years old teenagers in the 38 OECD countries is 6.26 (per 100,000 

population) with a standard deviation of 0.59. In South Korea this rate is 9.90. Source: World Health Organization 

(Suicide Rate Estimates, Crude, 15-19) at https://apps.who.int/gho/data/view.main.MHSUICIDE15TO19v [last 

accessed on October 9th, 2023]. 

https://apps.who.int/gho/data/view.main.MHSUICIDE15TO19v
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performance in major school subjects. Last, we changed our perspective and checked whether 

the event also affected the children's mental wellbeing. 

 Our empirical results show that World Cup children – born approximately ten months 

after the tournament – tend to underperform in all five academic subjects. The results are more 

pronounced in English and less pronounced in Korean and Mathematics. Since these findings 

most likely result from inferior parental investments, they are in line with the Beckerian notion 

of a trade-off between child quantity and quality. Our mental wellbeing regression results, in turn, 

indicate that World Cup children may experience less pressure from their parents as they 

generally feel less depressed, have fewer suicidal impulses, exert less self-blame, exercise less 

bullying, and direct less violence against classmates than students in the control group. 

 Our research adds to the existing literature by producing additional empirical evidence in 

favor of the existence of a trade-off between the quantity and quality of children. In our empirical 

strategy we used an unusually long-lasting exogenous shock to South Korean fertility caused by 

the 2002 World Cup. Two contributions of our work are worth mentioning. First, we 

complemented the existing studies with their focus on Western countries by providing 

corroborative evidence from an East Asian country. Second, we also added the children's 

perspective. Interestingly, we found evidence that children fare better in terms of mental 

wellbeing despite underperforming at school. It goes without saying that both of these 

contributions should not be viewed as final or definite answers but rather as inspirations for 

further work in that same direction.  
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3.7 Appendix 

3.7.1 Additional Results 

We conducted a series of statistical tests to check whether the increases of monthly new births 

in March, April, and (or) May of 2003 are in fact significant. For this purpose, we used the 

Monthly New Borns dataset from Statistics Korea (2021) from 2000 to 2020 and analyzed the 

data using heteroskedasticity robust OLS and Tobit regressions after controlling for both years 

and months. Table 3.16 shows the results from these tests. Note that the null-hypotheses assume 

no change in new births. 

Table 3.16: Hypotheses Testing on Monthly New Birth with World Cup Dummies 

treated month(s) test type regression type test statistic reject the null 

2003 Mar t-test ols 1.96 Yes 

  tobit 2.11 Yes 

2003 Apr t-test ols 2.55 Yes 

  tobit 2.75 Yes 

2003 May t-test ols 0.96 No 

  tobit 1.03 No 

2003 Mar & Apr f-test ols 3.26 Yes 

  tobit 3.77 Yes 

2003 Mar & May f-test ols 8.49 Yes 

  tobit 9.82 Yes 

2003 Mar & Apr & May f-test ols 5.95 Yes 

  tobit 6.88 Yes 

Note: Reject the null-hypothesis if [P>|t-statistic|] < 0.10 or [P>f-statistic] < 0.10. The number of observations is 

252. 

 

As Table 3.16 shows, the number of new births increased significantly in the spring of 2003. The 

rejection of joint hypothesis tests using March, April, and (or) May of 2003 reconfirms our view 

that Korea indeed experienced a temporary increase in fertility roughly ten months after the 

World Cup. 
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Mean difference tests in Table 9 analyze the unconditional means of control and treatment groups, 

showing that the mothers of World Cup children generally show marginally better (family) 

characteristics (i.e., older at the time of their birth, more educated, and have higher household 

income). These family traits of World Cup children can still be observed even if we control for 

gender and regional fixed effects. The results in Table 3.17 are the estimated β3 coefficients of 

the following regression model: 

 

𝑌 = 𝛽0 + 𝛽1𝑌𝑒𝑎𝑟 +  𝛽2𝑇𝑟𝑒𝑎𝑡𝑒𝑑 𝑀𝑜𝑛𝑡ℎ𝑠 +  𝛽3𝑊𝑜𝑟𝑙𝑑 𝐶𝑢𝑝 + 𝛽4 𝐺𝑒𝑛𝑑𝑒𝑟 +  𝛿𝑟𝑒𝑔𝑖𝑜𝑛 𝐹𝐸 +  휀 

 

𝑌 denotes outcome variables such as mother’s age, mother’s education level, household income, 

and tutoring time. 𝛿𝑟𝑒𝑔𝑖𝑜𝑛 𝐹𝐸 denotes school province or school district fixed effects.  

Table 3.17: Family Traits of World Cup Children 

Variables Statistics Model A Model B 

eldersibling worldcup 0.0393 0.0428  
  (0.0359) (0.0363)  

 P>|t| 0.273 0.238 

 observations 3,972 3,972 

mother's age worldcup 0.2726  0.2574   
 (0.2754)  (0.2808)   
P>|t| 0.322 0.359  
observations 3,729 3,729 

moeduc worldcup 0.0788  0.0690   
 (0.0701)  (0.0682)   
P>|t| 0.261 0.312  
observations 3,711 3,711 

income worldcup 155.5359  147.8808   
 (192.5402)  (188.8262)   
P>|t| 0.419 0.434  
observations 3,794 3,794 

tutortime worldcup -16.0236*** -15.0060**  
 (6.1668)  (6.1684)   
P>|t| 0.009 0.015  
observations 3,965 3,965 

school province f.e  yes no 

school district f.e  no yes 

Note: Standard errors are in parentheses. *,**,*** denote statistical significance at the 10%, 5% and 1% level.  
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Table 3.18: (Ordered-Probit) DID Coefficients on Academic Outcomes 

Variables Statistics Model1 Model2 Model3 Model4 

math worldcup -0.1408* -0.1442* -0.1416* -0.1456*   
(0.0800)  (0.0800)  (0.0816)  (0.0817)   

P>|t| 0.078  0.072  0.083  0.075   
observations 3,516 3,516 3,516 3,516 

sosci worldcup -0.2366*** -0.2428*** -0.2604*** -0.2649***   
(0.0804)  (0.0804)  (0.0820)  (0.0820)   

P>|t| 0.003  0.003  0.001  0.001   
observations 3,408 3,408 3,408 3,408 

nasci worldcup -0.2383*** -0.2460*** -0.2149*** -0.2213***   
(0.0793)  (0.0793)  (0.0809)  (0.0809)   

P>|t| 0.003  0.002  0.008  0.006   
observations 3,515 3,515 3,515 3,515 

korean worldcup -0.1515* -0.1547** -0.1526* -0.1547*   
(0.0786)  (0.0787)  (0.0802)  (0.0803)   

P>|t| 0.054  0.049  0.057  0.054  
 

observations 3,514 3,514 3,514 3,514 

english worldcup -0.2803*** -0.2874*** -0.2937*** -0.2997***   
(0.0801)  (0.0802)  (0.0818)  (0.0819)   

P>|t| 0.000  0.000  0.000  0.000   
observations 3,516 3,516 3,516 3,516 

health 

controlled 

 
no yes no yes 

school 

province f.e 

 yes yes - - 

school 

district f.e 

 no no yes yes 

Note: The table shows the estimated DID coefficients from equation (3.1) for the five academic outcome variables. 

All regressions control for year, treated months, and individual covariates as they were listed in Section III. A total 

of 163 school districts or 17 school provinces is also controlled in the regressions. For income and allowance, natural 

logarithm values are used. Standard errors are in parentheses. *,**,*** denote statistical significance at the 10%, 5% 

and 1% level. 
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Table 3.19: (Ordered-Probit) Robustness Checks with  

Different Combinations of Treated Months (March & April) 

Variables Statistics Model1 Model2 Model3 Model4 

math worldcup -0.1253  -0.1331  -0.1409  -0.1492   
(Mar & Apr) (0.0908)  (0.0909)  (0.0929)  (0.0930)   
P>|t| 0.168  0.143  0.129  0.109   
observations 3,516 3,516 3,516 3,516 

sosci worldcup -0.1475  -0.1541* -0.1811* -0.1856**  
(Mar & Apr) (0.0914)  (0.0915)  (0.0934)  (0.0935)   
P>|t| 0.107  0.092  0.053  0.047   
observations 3,408 3,408 3,408 3,408 

nasci worldcup -0.3026*** -0.3150*** -0.2901*** -0.3001***  
(Mar & Apr) (0.0900)  (0.0901)  (0.0920)  (0.0921)   
P>|t| 0.001  0.000  0.002  0.001   
observations 3,515 3,515 3,515 3,515 

korean worldcup -0.1015  -0.1073  -0.1296  -0.1343   
(Mar & Apr) (0.0893)  (0.0894)  (0.0913)  (0.0914)   
P>|t| 0.256  0.230  0.156  0.142   
observations 3,514 3,514 3,514 3,514 

english worldcup -0.2407*** -0.2518*** -0.2627*** -0.2721***  
(Mar & Apr) (0.0908)  (0.0909)  (0.0929)  (0.0930)   
P>|t| 0.008  0.006  0.005  0.003   
observations 3,516 3,516 3,516 3,516 

health 

controlled 

 no yes no yes 

school 

province f.e 

 yes yes - - 

school 

district f.e 

 no no yes yes 

Note: The same control variables as in the main regressions are used. Standard errors are in parentheses. *,**,*** 

denote statistical significance at the 10%, 5% and 1% level. 
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Table 3.20: (Ordered-Probit) Robustness Checks with  

Different Combinations of Treated Months (April & May) 

Variables Statistics Model1 Model2 Model3 Model4 

math worldcup -0.1409  -0.1423  -0.1218  -0.1232   
(Apr & May) (0.0923)  (0.0923)  (0.0941)  (0.0941)   
P>|t| 0.127  0.123  0.196  0.190   
observations 3,516 3,516 3,516 3,516 

sosci worldcup -0.2713*** -0.2774*** -0.2692*** -0.2740***  
(Apr & May) (0.0927)  (0.0927)  (0.0944)  (0.0944)   
P>|t| 0.003  0.003  0.004  0.004   
observations 3,408 3,408 3,408 3,408 

nasci worldcup -0.1882** -0.1942** -0.1390  -0.1438   
(Apr & May) (0.0916)  (0.0916)  (0.0934)  (0.09340)   
P>|t| 0.040  0.034  0.137  0.124   
observations 3,515 3,515 3,515 3,515 

korean worldcup -0.1550* -0.1575* -0.1226  -0.1240   
(Apr & May) (0.0908)  (0.0908)  (0.0926)  (0.0926)   
P>|t| 0.088  0.083  0.185  0.181   
observations 3,514 3,514 3,514 3,514 

english worldcup -0.2836*** -0.2888*** -0.2748*** -0.2790***  
(Apr & May) (0.0925)  (0.0926)  (0.0944)  (0.0944)   
P>|t| 0.002  0.002  0.004  0.003   
observations 3,516 3,516 3,516 3,516 

health 

controlled 

 no yes no yes 

school 

province f.e 

 yes yes - - 

school 

district f.e 

 no no yes yes 

Note: The same control variables as in the main regressions are used. Standard errors are in parentheses. *,**,*** 

denote statistical significance at the 10%, 5% and 1% level. 
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Table 3.21: (OLS) Academic Robustness Checks Using Clustered Standard Errors 

Variables Statistics Model 5 Model 6 Model 7 Model 8 

math worldcup -0.3372* -0.3436* -0.3372* -0.3436*   
(0.1921)  (0.1925)  (0.1845)  (0.1837)   

P>|t| 0.08 0.075 0.069 0.063  
clusters 876 876 163 163 

sosci worldcup -0.4762*** -0.4887*** -0.4762** -0.4887**   
(0.1844)  (0.1838)  (0.2116)  (0.2098)   

P>|t| 0.01 0.008 0.026 0.021  
clusters 858 858 163 163 

nasci worldcup -0.5371*** -0.5516*** -0.5371*** -0.5516***   
(0.1809)  (0.1804)  (0.2006)  (0.1997)   

P>|t| 0.003 0.002 0.008 0.006  
clusters 876 876 163 163 

korean worldcup -0.3578** -0.3627** -0.3578** -0.3627**   
(0.1700)  (0.1699)  (0.1845)  (0.1839)   

P>|t| 0.036 0.033 0.054 0.05  
clusters 874 874 163 163 

english worldcup -0.6126*** -0.6253*** -0.6126*** -0.6253***   
(0.1850)  (0.1846)  (0.1852)  (0.1834)   

P>|t| 0.001 0.001 0.001 0.001  
clusters 876 876 163 163 

health 

controlled 

 no yes no yes 

school 

province f.e 

 yes yes yes yes 

school level 

clustering 

 yes yes no no 

school 

district level 

clustering 

 no no yes yes 

Note: The same control variables as in the main regressions are used in the school level or school district level 

standard error clustering regression. Standard errors are in parentheses. *,**,*** denote statistical significance at 

the 10%, 5% and 1% level. 
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Table 3.22: (Ordered-Probit) Academic Robustness Checks Using Clustered Standard Errors 

Variables Statistics Model5 Model6 Model7 Model8 

math worldcup -0.1408* -0.1442* -0.1408* -0.1442*   
(0.0823)  (0.0826)  (0.0780)  (0.0778)   

P>|t| 0.087  0.081  0.071  0.064   
clusters 876 876 163 163 

sosci worldcup -0.2366*** -0.2428*** -0.2366** -0.2428**   
(0.0857)  (0.0854)  (0.0988)  (0.0981)   

P>|t| 0.006  0.004  0.017  0.013   
clusters 858 858 163 163 

nasci worldcup -0.2383*** -0.2460*** -0.2383*** -0.2460***   
(0.0825)  (0.0825)  (0.0930)  (0.0925)   

P>|t| 0.004  0.003  0.010  0.008   
clusters 876 876 163 163 

korean worldcup -0.1515* -0.1547* -0.1515* -0.1547*   
(0.0834)  (0.0832)  (0.0913)  (0.0910)   

P>|t| 0.069  0.063  0.097  0.089   
clusters 874 874 163 163 

english worldcup -0.2803*** -0.2874*** -0.2803*** -0.2874***   
(0.0826)  (0.0824)  (0.0813)  (0.0806)   

P>|t| 0.001  0.000  0.001  0.000   
clusters 876 876 163 163 

health 

controlled 

 no yes no yes 

school 

province f.e 

 yes yes yes yes 

school level 

clustering 

 yes yes no no 

school 

district level 

clustering 

 no no yes yes 

Note: The same control variables as in the main regressions are used in the school level or school district level 

standard error clustering regression. Standard errors are in parentheses. *,**,*** denote statistical significance at 

the 10%, 5% and 1% level. 
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Table 3.23: (Ordered-Probit) DID Coefficients on Mental Wellbeing Outcomes 

Variables Statistics Model1 Model2 Model3 Model4 

depressed worldcup 0.1720** 0.1864** 0.2060** 0.2196**   
(0.0868)  (0.0879)  (0.0890)  (0.0901)   

P>|t| 0.048  0.034  0.021  0.015   
observations 3,566 3,559 3,566 3,559 

suicidal worldcup 0.1670* 0.1738* 0.1955** 0.1992**   
(0.0939)  (0.0947)  (0.0968)  (0.0976)   

P>|t| 0.075  0.066  0.043  0.041   
observations 3,566 3,559 3,566 3,559 

self-reproach worldcup 0.1006  0.1032  0.1214  0.1240    
(0.0837)  (0.0843)  (0.0857)  (0.0862)   

P>|t| 0.229  0.221  0.156  0.151   
observations 3,566 3,559 3,566 3,559 

health 

controlled 

 no yes no yes 

school 

province f.e 

 yes yes - - 

school 

district f.e 

 no no yes yes 

Note: The same control variables as in the main regressions are used. Standard errors are in parentheses. *,**,*** 

denote statistical significance at the 10%, 5% and 1% level. 
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Table 3.24: (OLS) Diff-in-Diff Results with Clustered Standard Errors 

Variables Statistics Model 5 Model 6 Model 7 Model 8 

depressed worldcup 0.1256** 0.1271** 0.1256** 0.1271**   
(0.0556)  (0.0536)  (0.0562)  (0.0552)   

P>|t| 0.024  0.018  0.027  0.023   
clusters 564 563 155 155 

suicidal worldcup 0.0967* 0.0978* 0.0967* 0.0978*   
(0.0527)  (0.0510)  (0.0524)  (0.0508)   

P>|t| 0.067  0.055  0.067  0.056   
clusters 564 563 155 155 

self-reproach worldcup 0.0663  0.0643  0.0663  0.0643    
(0.0657)  (0.0641)  (0.0691)  (0.0668)   

P>|t| 0.314  0.316  0.339  0.337   
clusters 564 563 155 155 

bullying worldcup -0.0766** -0.0770** -0.0766** -0.0770**   
(0.0359)  (0.0360)  (0.0375)  (0.0375)   

P>|t| 0.033  0.033  0.043  0.042   
clusters 564 563 155 155 

violence worldcup -0.0612  -0.0615  -0.0612  -0.0615    
(0.0443)  (0.0445)  (0.0411)  (0.0411)   

P>|t| 0.168  0.167  0.138  0.137   
clusters 564 563 155 155 

health 

controlled 

 no yes no yes 

school 

province f.e 

 yes yes yes yes 

school level 

clustering 

 yes yes no no 

school 

district level 

clustering 

 no no yes yes 

Note: The same control variables as in the main regressions are used. Standard errors are in parentheses. *,**,*** 

denote statistical significance at the 10%, 5% and 1% level. The variables depressed, suicidal, and self-reproach 

are categorical where ”1“ refers to strong yes, ”2“ refers to yes, ”3“ refers to no, and ”4“ refers to strong no. Therefore, 

students with better mental health report higher numerical values for these variables. The variables bullying and 

violence, in contrast, measure the frequency of instances in which students have exhibited bullying behavior or 

physical aggression toward others. If students do not engage in such incidents, they are assigned 0. Therefore, 

students who behaved well in a school context tend to have lower numerical values for these variables. 
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Table 3.25: (Ordered-Probit) Diff-in-Diff Results with Clustered Standard Errors 

Variables Statistics Model5 Model6 Model7 Model8 

depressed worldcup 0.1720** 0.1864** 0.1720** 0.1864**   
(0.0830)  (0.0839)  (0.0826)  (0.0860)   

P>|t| 0.038  0.026  0.037  0.030   
clusters 564 563 155 155 

suicidal clusters 0.1670* 0.1738* 0.1670* 0.1738*   
(0.0949)  (0.0940)  (0.0941)  (0.0934)   

P>|t| 0.078  0.064  0.076  0.063   
clusters 564 563 155 155 

self-reproach worldcup 0.1006  0.1032  0.1006  0.1032    
(0.0876)  (0.0880)  (0.0918)  (0.0921)   

P>|t| 0.250  0.241  0.273  0.263   
clusters 564 563 155 155 

health 

controlled 

 no yes no yes 

school 

province 

fixed effect 

 yes yes yes yes 

school level 

clustering 

 yes yes no no 

school 

district level 

clustering 

 no no yes yes 

Note: The same control variables as in the main regressions are used in the school level or school district level 

standard error clustering regression. Standard errors are in parentheses. *,**,*** denote statistical significance at 

the 10%, 5% and 1% level. 
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