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Chapter 1 

 Introduction 
 

1.1 Powering the Planet 
 

Current population and economic growth demand a rapid increase in the amount of produced 

energy per year. It is expected that we will need 27TW by 2050 and 43TW by 2100.2–4 There are 

few routes to generating the amount of power necessary to meet energy needs, and even fewer in a 

carbon-neutral manner. One of these routes may be nuclear fission, but it is undesirable for several 

reasons. Uranium resources are sufficient to produce only 100TW of electricity. If 10TW-yr of 

electricity were produced using nuclear fission of uranium, global supplies of uranium would run 

out within the first decade of usage. Not only would uranium used at this rate be useful for less than 

ten years, but uranium sources would be depleted during most of the ramp up to producing enough 

reactors to generate 10TW per year.2 Fossil fuels can support a 25-30TW/yr for at least several 

centuries, but not in an economically feasible way and not in a way that avoids climate catastrophe.3 

The sunlight that strikes the earth in one hour is more energy than was consumed in all of 2001 

(4.3x1020J vs 4.1x1020J).2 The failure to exploit the solar system’s largest nuclear reactor at this 

point is largely due to a lack of inexpensive solar cells, a fledgling understanding of solar-to-fuel 

catalysis, and a dearth of ways to store that energy.3,5 The cost of silicon solar cells has dropped 

precipitously in the past two decades.6–8 Advances in battery technologies have made electric 

vehicles a reality and may lead to large-scale storage capacity.9 To take full advantage of solar 

energy’s potential, however, the need for solar cells that are cheaper, lighter, flexible, more 

aesthetically pleasing, and with higher efficiencies remains.10 

1.2 Colloidal Nanoparticles and Quantum Dots 
 

The advent of semiconductors has fundamentally altered the world. Every feature of modern 

life has been touched by the computing revolution.11 For the great majority of semiconductor usage, 

it is appropriate to think of these semiconductors as a bulk, large-scale, material. Even the tiny 

computer chips now used would be considered a bulk material (although the transistors that make 

up the actual computing aspect certainly cannot be). The desire to pack more transistors into a 
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wafer combined with the continuing discoveries of quantum physics led to the nano-revolution. 

What the nano-revolution demonstrated was the existence of a special set of rules governing 

objects based on their size. Phenomena such as superparamagnetism and surface plasmon 

resonance evolving from the quantum mechanical coupling of several hundred to several thousand 

atoms were observed for the first time at the nanoscale.12 

In bulk semiconductors, the electrical and optical properties are governed by composition, 

crystal structure, and dopants, following the rule of “form is function”.13 An extension of this rule is 

seen in quantum confinement. Quantum confinement arises when a charge carrier is constrained to 

a body with a length scale similar to the de Broglie wavelength.14 This is more often thought of in 

terms of the Bohr exciton radius of the material. Quantum confinement is observed when a 

semiconductor crystal is made with a dimension on the length scale of two times the Bohr exciton 

radius or less. Quantum confinement may also be thought of as constraining the electron to a region 

comparable to the de Broglie wavelength of the electron in that material.14 Quantum confined 

structures are defined by how many dimensions can have a freely moving electrons. These may 

include quantum wells, wires, and dots (2D, 1D, and 0D respectively). Quantum dots (QDs) have a 

severely discretized density of states (DOS) that begins to appear molecular in nature. The degree 

of confinement is controlled by whether the crystal is smaller than neither radius, one charge 

carrier radius, or both radii. Each of these regimes has different photophysical characteristics.15 

Cadmium selenide (CdSe) QDs are considered to be strongly confined, having the radius of the dots 

smaller than the Bohr radii of both electron and hole charge carriers. 

As the dots become smaller, the increased confinement leads to a larger bandgap and a 

commiserate blue shifting of the emission and absorption of these dots. This shift is principally seen 

in the conduction band of the QD due to the larger electron Bohr radius.16 Many QDs are made of 

core-shell structures. The shell structures will passivate surface defects and localize one or both 

charge carriers to the core. Type I QDs, such as CdSe/ZnS, localize both charge carriers to the core. 

Type II, such as CdTe/CdSe, QDs will localize one charge carrier to the core.17  
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1.3 Solar Cell Efficiencies 
 

Solar cell efficiency is determined by the ratio of harvested energy over input power. This 

can be calculated by using an IV curve such as that seen in Figure 1.1. The amount of power and the 

spectrum of that power is standardized, usually to mimic solar radiation. AM 1.5 is the standard 

spectrum filter for solar radiation. Solar cell efficiency is calculated by using the following equation: 

𝜂 =
𝑉𝑂𝐶𝐼𝑆𝐶𝐹𝐹

𝑃𝐼𝑁
                                                                (1.1) 

where VOC is the open circuit voltage, ISC is the short circuit current, FF is the fill factor, PIN is the 

input power, and η is efficiency. PIN is usually standardized at 100mW/cm2, and all other values can 

be observed from an I-V curve. On an IV curve such as that shown in Figure 1.1, ISC is the maximum 

current at zero voltage, VOC is the maximum voltage at zero current, and fill factor is the relative 

squareness of the curve.  

 

 

1.3 The Scope of this Dissertation 
 

Figure 1.1: An example IV curve. The fill factor (FF) is 
shown as the red area B divided by the total area inside the 
curve (A). Area B is defined as the largest square able to fit 
under the curve. 
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The focus of this dissertation is to examine the underlying materials science of 

nanocrystalline semiconducting materials, particularly in relation to the separation and transfer of 

charge. Chapter 2 discusses some of the applications of the quantum dot. An understanding of 

Marcus theory is developed and the concept of Auger-assisted transfer is introduced. The history of 

dye sensitized solar cells and recent developments in the electrolyte are explained. It is shown that 

for all the advancement in this technology, the hole extraction rate is still lagging behind the 

electron extraction rate by as much as six orders of magnitude. A brief overview of hydrogen 

production by water splitting is given where the slow extraction of the hole (three to four orders of 

magnitude) is introduced. Chapter 3 discusses the effect of reorganization energy on electron 

transfer rates from quantum dots. A framework in Marcus theory is developed to demonstrate why 

transfer processes are so dependent upon the reorganization energy of the acceptor. Chapter 4 

provides a detailed look into the history of the field of pyrite photovoltaics and attempts to 

understand the poor performance observed. The underlying chemistry of the system is examined to 

further determine if there is a route to better performance. Lastly, the use of pyrite in dye sensitized 

solar cells and batteries is explored. Chapter 5 addresses the attempts at understanding the surface 

via surface treatments with unsymmetric ligands and exciton-delocalizing ligands. Preliminary 

results suggest that the effects of this treatment are unclear, and indicate that the means to 

measure these effects are beyond the capabilities available. The use of pyrite in high temperature 

batteries is briefly discussed and the mode and temperature of the phase transition accompanying 

this use is shown via heated in-situ x-ray diffraction. 
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Chapter 2 

Applications and Background of Charge Transfer 

2.1 Quantum Dots and Charge Extraction 
 

Quantum dots (QDs) and other colloidal quantum confined semiconductors have been the subjects 

of extensive research and numerous applications since their discovery. Their varied uses include 

bioimaging and sensing, solar cells, solar concentrators, displays, lighting, lasing, quantum 

information, and photocatalysis to name but a few.13,14,18–33 The popularity of QDs is due in large 

part to the narrow linewidths, bright emissions, tunable Stokes shift, functionalizable surface 

chemistry, and ease of altering charge transport properties.14,29,34 QDs were synthesized, and 

continue to be synthesized, by colloidal methods.35,36 Recent developments allow for the synthesis 

of quantum dots via molecular beam epitaxy (MBE) and metal organic chemical vapor deposition 

(MOCVD).37,38 The desire to make brighter, more stable, and non-blinking dots has been a major 

impetus towards improved colloidal chemistry. 39–47  

Nearly all solar energy harvesting strategies rely on the separation and extraction of charge 

carriers. In order to extract charge, either an electron or a hole must be transferred from the 

absorbing medium. This process is effectively completing a circuit or doing both halves of a redox 

reaction. Bulk transfer occurs between a donor and acceptor that are in spatially delocalized 

systems with a continuum of states (bands). Molecular charge transfer models assume that the 

donor and acceptor electronic states that are discretized and localized in space (molecular orbitals). 

Marcus theory has so far been applicable in many nanoparticulate systems; there is evidence, 

however, that strongly confined systems undergo a different process. Due to the intermediate 

density of states, there is evidence that QDs and other nanoparticles follow neither molecular nor 

bulk charge transfer models.  



6 
 

 

For the sake of simplicity, the following will be described for electron transfer. In the two 

state Marcus model, it is understood that electron transfer is much faster than nuclear fluctuations. 

This effectively means that the electron cannot relax unless it transfers when the donor and 

acceptor are isoenergetic.48–51 This relaxation occurs where the curves cross in Figure 2.1. The 

nuclear coordinate encompasses both the inner sphere reorganization of both the donor and 

acceptor as well as the outer sphere reorganization of the solvent dipoles. The energetic 

requirement for this process is the reorganization energy and shown as λ. 

The thermodynamic driving force (-ΔG0) of the reaction can be understood as the potential 

difference in states between the donor and acceptor. The case shown in Figure 2.1 would be a small 

driving force. If the minima of the two parabolas were the same energy, the driving force would be 

zero. As the driving force is increased, rate of electron transfer is increased. The regime where the 

increasing the driving rate leads to an increase in transfer is called the normal region and it is 

defined as where -ΔG0 < λ. This region is visible in Figure 2,1 where the red parabola crosses the 

green to the right of the minima. As -ΔG0 increases, the right-hand parabola drops increasing the 

rate of transfer rapidly. When -ΔG0 = λ, the transfer occurs at its fastest and is called the barrierless 

region. This occurs where the red parabola crosses the green at the minima of the green parabola. 

Figure 2.1: Marcus theory of charge transfer. The parabolas represent 
the potential energy surface for when the electron is on the donor 
(green) and when it moves to the acceptor (red) and arrows 
representing the dipole moment in the surrounding solvent. The 
nuclear arrangement coordinate includes the inner sphere 
(rearrangement within the donor and acceptor molecules) and outer 
sphere (solvent). 
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As further increases in the driving force occur (-ΔG0 > λ), the rate of transfer slows. This may be 

understood as the red parabola crossing the green further to the left than the minima. Further 

explanation of Marcus theory and its implications may be found in chapter 3. 

Marcus theory accurately describes charge transfer for molecules, but struggles in the case of QDs 

and potentially other nanoparticles. Recent studies have found that in certain cases, it is possible 

that instead of following Marcus theory, transfer from nanoparticles instead follows Auger assisted 

charge transfer.52–54 Auger assisted transfer occurs excess energy is used to promote a hole further 

into the valence band upon electron transfer instead of going into molecular vibrations.  

 

The possibility of Auger-assisted transfer opens new possibility to the designers of charge 

transfer systems. It is possible to tune the reorganization energy of the acceptor without fear of 

entering the inverted region and dampening charge transfer. Auger-assisted transfer is a significant 

departure from Marcus transfer too because it is possible to reach many orders of magnitude 

increased transfer rates as indicated in Figure 2.2. 

 

 

Figure 2.2: Auger assisted charge transfer from quantum dots to a 
molecular acceptor. The energetic diagram shown on the left shows the 
transfer of the electron to the acceptor and the driving force of the 
reaction with a concomitant promotion of the hole to a lower energy. 
The right shows the electron transfer rate as a function of driving force 
in the case of Marcus transfer and in the Auger-assisted regime. 
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2.2 Dye Sensitized Solar Cells 
 

Dye-sensitized solar cells (DSSCs) represent an attractive alternative to traditional 

photovoltaics. They have the potential to be inexpensive to produce. Cell production can be 

performed with non-toxic naturally occurring materials such as plant dyes. While synthetic metal-

based dyes have so far had the highest level of efficiency, cells are often made using the dye 

molecules from blackberry juice, grape skin, rosella (a relative of the hibiscus plant), and many 

natural substances.55–57  By replacing glass electrodes with metal sheets or polymers, it is possible 

to make flexible cells in a roll-to-roll fashion, making the prospect of printable solar cells a 

reality.58,59 These cells have a high tunability and perform well in low-light conditions.60 The 

functionality in low light situations is an answer to the “cloudy day” concern over utilization of solar 

power. Additionally, DSSCs potentially could operate indoors, a necessity in the “internet of things” 

era. Compared with traditional silicon cells, there is less of a dependence on the ambient 

temperature.61 In silicon solar cells, the silicon is both the source of photoelectrons and the material 

through which separated charges travel. In DSSCs, the semiconductor and dye are separate from 

each other as visible in Figure 2.3. The wider bandgap TiO2 acts only as a charge transporter for 

electrons injected from the dye as well as creating a one-directional junction such that holes cannot 

be transferred to the TiO2. This difference permits DSSC efficiency to be less temperature-reliant; 

carrier concentration within the semiconductor is less critical and the cells have higher 

recombination rates.62,63 DSSCs have been shown to have only negligible drops in efficiency 

between 20°C and 50°C.64 Accelerated tests showed that after 1000 hours under thermal stress at 

80°C in the dark and light soaking at 60°C there was inconsequential device degradation.65  

Furthermore, DSSCs are less dependent on the incident light angle than crystalline silicon cells 

meaning it is possible to avoid expensive actuated solar farms. This allows them to fill a niche left 

by traditional photovoltaics and provide a more stable power output over the course of a day. The 

transparency and color can be tuned which opens the possibility of including DSSCs in a more 

aesthetically pleasing manner for building integrated photovoltaics. The integration most looked 

forward to at this time is the replacement of normal window glass.61 

The first DSSC used chlorophyll extracted from spinach as the dye.63,66 At the time, zinc 

oxide was the wide bandgap semiconductor of choice. Improvements in porosity was necessary to 

improve efficiency upwards of 1% as device architecture moved away from a monolayer of dye 

molecules. This led to the development of nanoporous titanium dioxide (TiO2) and 7% efficiency. 

This cell, also known as the Grätzel cell for its inventor, was first developed in 1988 but didn’t reach 
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7% efficiency until 1991.60 Since that time, research into the DSSC has grown exponentially. Even 

early cells showed traits distinctive of DSSCs with a higher efficiency in diffuse simulated daylight 

and high stability lasting higher than five million turnovers.60 Very rapidly, Grätzel and coworkers 

pushed efficiencies to 10%. Interest has grown exponentially. In 2014, 2500 articles were published 

on DSSCs, including 55 on aqueous DSSCs.67  The recent push into aqueous DSSCs, which have 

efficiencies upwards of 5.64%, makes lower an already minimal toxicity cell. Additionally, this 

makes the fouling of the cell by water less of an immediate concern to the outdoor stability of these 

cells. In relation to Chapter 3, most of these stable aqueous cells use [Co(bipy)3] as a redox 

mediator.67,68  



10 
 

 

 

Traditional electrolytes usually involve a redox couple dissolved in an organic solvent, 

although solid electrolytes are also being developed.69 Redox shuttles operate to transfer electrons 

from the counter electrode back to the dye, completing the electrochemical circuit. There are 

several constraints on the redox shuttles in order for the cell to function properly. The shuttle must 

be able to reduce the dye cation prior to recombination of the dye hole with electrons in the 

photoanode. Additionally, the oxidized shuttle must be prevented from intercepting electrons from 

Figure 2.3: DSSC structure and electron transfer diagram. 
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the photoanode. Satisfying both criteria has made the identification of potentially effective redox 

shuttles very difficult.  

It has become increasingly apparent that the nature of the electrolyte is paramount 

importance to modern cells. The most common electrolyte is the iodide/tri-iodide couple (I-/I3-). As 

of 2008, all of the DSSCs made with an efficiency higher than 4% used a (I-/I3-) redox shuttle.70 This 

couple has its advantages, yet the drawbacks are numerous. The reduction potential of this couple 

is low enough that more than half a volt is often lost. In addition, the iodide couple is often corrosive 

towards the electrodes, decreasing the effective lifetime from one to five years down to a matter of 

hours.59 Many alternative electrolytes have been developed including (SCN)2/SCN-, (SeCN)3/SeCN-, 

Br-/Br3-, sulphur-based systems, copper complexes, ferrocene derivatives, nitroxide radicals, 

ruthenium complexes, and cobalt complexes.  

The largest step forward in the use of cobalt redox mediators came from the development of 

Yella’s 12% efficiency DSSC. Yella et al. used cobalt trisbipyridylcobalt[Co(bipy)3]3/2+ as the redox 

mediator and produced higher efficiencies than the iodide couple in the same system. It was 

theorized that a large reason why the efficiency was limited to 12% came from the internal 

reorganization energy of the [Co(bipy)3]3/2+.71 [Co(bipy)3]3/2+ was theorized to suffer from high 

reorganization energy due to low-spin to high spin transition that occurs upon going from Co(III) to 

Co(II). Highly labile complexes with weak ligand fields are in a high spin state. [Co(bipy)3]3/2+ has a 

slow electron self-exchange rate ~10M-1s-1 indicative of an internal reorganization energy ~1.8eV 

derivable from the Equation 3.2. [Co(bipy)3]3/2+ has suffered issues of stability regarding its own 

lifetime and originally corrosion of electrodes.72,73 

Strategies to exploit lower reorganization energy complexes, specifically designed not to go 

through a spin transition have met with some success.71 An unoptimized cell made with cobalt 

bis(trithiacyclononane) [Co(ttcn)2]3+/2+ saw comparable efficiency to [Co(bipy)3]3/2+. The 

reorganization energy of this complex is comparable to the [Co(ClMeN3S3sar)]3/2+ that was the 

subject of work from chapter 3. 
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[Co(bipy)3]3/2+ is far from the only metal complex employed as an electrolyte. Copper based 

complexes are recently being used, in large part due to their appropriate reduction potentials and 

often a lack of spin-state changes. The most prevalently found in literature of these copper 

complexes is bis(2,9-dimethy-1,10-phenanthroline) copper ([Cu(dmp)2]1/2+which has been shown 

to yield moderate efficiencies in a liquid cell DSSC. In a solid-state cell, [Cu(dmp)2]1/2+ was even 

shown to have a PCE of 8.2% under full sun irradiance.74 Further developments of copper 

electrolytes have led to an extraordinary 11% efficiency for solid state cells using the copper 

electrolyte Cu(4,4’,6,6’-tetramethyl-2,2’-bipyridine)2(bis(trifluoromethylsulfonyl)imide)] 

([Cu(tmby)2](TFSI)]).75 This cell showed electron injection times of 25ps but regeneration as slow 

as 3.2µs. The hole extraction time, another way of understanding regeneration, was 1.28x106 times 

slower. To increase the efficiency of DSSCs, hole extraction must be made faster. 

2.3 Splitting Water with Semiconductors 
 

As the global demand for energy continues to rise, the need for renewable energy sources 

has become more apparent.  One source of portable fuel that could replace gasoline and similar 

carbon emitting fuels is hydrogen, produced by splitting water molecules.2 This follows the 

Figure 2.4: Potentials of the valence and conduction bands of TiO2, excited and 
ground states of a standard dye, and the redox potentials of three of the most 
used redox mediators in purple. The redox potentials in blue are those used in 
chapter 3. 
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reaction: 

2H2O → 2H2 + O2 

Which is comprised of the half reactions: 

2H2O → O2 + 4H+ + 4e− 

4H+ + 4e− → 2H2 

Semiconductors have been used for half a century to conduct electrochemical 

photolysis.76,77 Nanoheterostructures have allowed the conversion efficiency to reach an 

extraordinary 100%, i.e. for every incident photon one H2 is produced.78 Cadmium chalcogenides 

are frequently used in this process, as they have necessary  valence band and conduction band 

levels to allow photolysis of water using visible light and exceptionally high molar absorptivities in 

the UV to visible regions. The creation of CdSe@CdS heterostructures greatly increased the 

efficiency of hydrogen evolution, only further improved by the addition of Pt or other metal tips to 

opposite ends of these nanorods (NRs) as a co-catalyst.79,80 In a dot in rod CdSe@CdS system, the 

CdS acts as an antenna for harvesting light.81 The electron and hole will migrate to the core CdSe 

and carry out transfers from there.81 Conversely, in the Pt-tipped heterostructure, ultrafast hole 

trapping encourages efficient electron transfer from the NR to the Pt tips, avoiding recombination 

and increasing the hydrogen production efficiency.81 Physical separation, such as that offered by 

pulling the electron to the tip,  prevents recombination from outcompeting the hydrogen evolution. 

The key efficiency-limiting step, at this point in heterostructure-catalyzed hydrogen evolution, is 

the rate of hole transfer from the heterostructure to oxidize the water.82 In general, hole removal is 

three to four times slower than electron transfer from the tip to reduce the protons to hydrogen 

gas.54,83–90 

While the incredible quantum efficiency of 100% may seem to have no room for 

improvement, this value was only obtainable at a pH above 15.78 This extreme pH makes the 

implementation of such systems difficult. Furthermore, the rod heterostructure also undergoes 

photocorrosion under prolonged irradiation, requiring sacrificial donors.77,78,91 Changing the system 

to include a second cocatalyst can provide the CdS rod with the photochemical stability required.92  

Using transition metal catalysts as redox mediators is a strategy that has been employed 

previously.25,93–97 Other strategies have employed size dependence of the semiconductor, in this 

case a CdTe QD.98 Recently, the Amirav lab has begun to tune the width of the rod in a 
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nanoheterostructure.99 The barrier to tunneling is proportional to the length the electron or hole 

must tunnel through. The Amirav lab found that there was an optimal number of monolayers 

covering the CdSe core such that there was still localization, passivation, and confinement but the 

barrier to tunneling was at a minimum.99  
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Chapter 3 
 

Minimizing the Reorganization Energy of Cobalt Redox Mediators Maximizes 

Charge Transfer Rates from Quantum Dots 

 

3.1 Introduction  
 

Quantum confined semiconductor nanocrystals, also known as quantum dots (QDs), are 

widely used in photovoltaics, hydrogen generation, light emission, and probes for biological 

samples.13,32,34,94,100 Their highly tunable band gap, band edges, and emission properties, large 

Stokes shift, greater ability for surface functionalization, and high degree of photostability make 

quantum dots ideal subjects for experimentation.29,101,102 QDs are becoming ubiquitous across many 

fields of study, however, there are still many fundamental questions about their behavior which 

have yet to be answered. 

Many applications of QDs require the separation and extraction of charge.103 Increasing the 

rate of charge transfer is key to improving the efficiency and sensitivity of several of the 

aforementioned applications.  QD fluorescence quenching in the presence of an electron acceptor is 

an indirect way to observe charge transfer kinetics. While observing a change in fluorescence 

intensity of the QDs is almost trivial, the determination of what mode caused that change and what 

factors contributed is challenging.40,46 Not only are there a large number of possible charge and 

energy transfer pathways, including non-radiative recombination, radiative energy transfer, charge 

transfer, and radiative recombination, but there is significant evidence that, due to the intermediate 

density of states between that of the bulk and a molecule, hole and electron transfer from quantum 

dots does not necessarily follow bulk transfer nor molecular transfer models.53,54 

For nanocrystals, molecular charge transfer models are often applied despite limitations. In 

molecular charge transfer, the Marcus Electron Transfer Theory has been shown to describe the 

relationship between driving force and transfer rates.48 The high accuracy of the predictions is, in 

large part, due to the inclusion of the reorganization energy (λ) to the model. Reorganization energy 

is the shift in nuclear coordinates upon the transfer of charge and includes (inner sphere) 

vibrational shifts (such as changing bond lengths) in both the donor and acceptor species as well as 

(outer sphere) movements in the surrounding solvent.50 
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In the Marcus model, there are three regions dictated by the relationship between driving 

force (ΔG) and reorganization energy. Where –ΔG < λ, the system is in the normal region and an 

increase in driving force leads to higher charge transfer rates. Where –ΔG ≈ λ, the system is at the 

peak transfer rate, called the barrierless region. Lastly, when –ΔG > λ, the system is in the inverted 

region and further increases in driving force should lower the transfer rate. With this heavy 

dependence of transfer rates on the relationship of the reorganization energy to driving force, it is 

odd that so little attention has been given to using reduced reorganization energy to improve 

charge transfer rates from quantum dots and in other photoelectrochemical systems. 

Understanding the precise nature of this relationship for electron transfer (ET) mechanisms can 

lead to greater efficiencies in solution redox mediated processes, especially in dye and quantum 

dot-sensitized solar cells, and photoelectrochemical water splitting.  

Chelated cobalt complexes as acceptors provide an opportunity to examine charge transfer 

from quantum dots in a technologically relevant way.  Cobalt complexes have been studied as 

efficient redox mediators for a variety of charge transfer applications including protein electron 

transfer, Dye Sensitized Solar Cells (DSSCs), and H2 generation.82,104–109   

In one example, a tethered cobalt complex accepted photogenerated electrons from CdTe 

QDs on the picosecond timescale, and also acted as an active catalyst center for reducing water to 

H2.110  

In dye sensitized solar cells, cobalt complexes are less corrosive redox mediators than the 

traditional tri-iodide/iodide couple and the electrochemical potentials  are better placed 

energetically to provide a larger open circuit voltage in the device.111 Cobalt complexes were used 

with porphyrin sensitized solar cells to produce an efficiency of 12% and outperformed the iodide 

couple.112 Various attempts have been made to improve upon the 12% efficiency, and researchers 

have identified high reorganization energies of the dyes and the cobalt redox complexes as limiting 

factors. 105,71,113,114 It is thought that a large component of this high reorganization energy comes 

from the transition from low-spin Co(III) to high-spin Co(II) prompting the search for and use of 

complexes which do not undergo this transition.71 Here, we demonstrate the power of carefully 

designed ligand cage environments around the cobalt center to minimize reorganization energy, 

and increase charge transfer rates by several orders of magnitude.  

In this work, cadmium chalcogenide quantum dots were used as charge donors because 

their optical properties are well studied. Since they are much larger than a molecule, the 

reorganization energy of QDs can be assumed to be negligible, allowing the influence of the 
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reorganization of the acceptor to be isolated.115 While it would seem that Marcus theory would 

already dictate the precise effect, many studies ignore or simply estimate the internal 

reorganization energy of the charge acceptor. Often, only the reorganization energy due to the 

solvent is considered significant when calculating the transfer rates. Studies have shown that 

solvent reorganization energy of molecular acceptors can be modestly manipulated by using less 

polar solvents to improve charge transfer, yet many applications will dictate that aqueous 

conditions be used.116  For this reason, we chose to only study aqueous conditions here. 

Internal reorganization of a charge acceptor can be very consequential, and even larger than 

the solvent reorganization energy.  It is unexplored whether minimization of the internal (inner 

sphere) reorganization energy can be employed as an effective strategy to improve function in 

applications that require charge transfer from quantum dots.   

Figure 3.1: Internal reorganization energies and reduction 
potentials of the studied cobalt complexes and estimated band 
positions for idealized CdSe QDs. 



18 
 

                     Table 3.1: Properties of Cobalt Redox Mediators 

            

Here we study photoinduced charge transfer from QDs to three cobalt complex ions: 

tris(ethylenediamine)cobalt(III/II) abbreviated as [Co(en)3]3/2+ (1), and the caged complexes 

(sepulchrate)cobalt(III/II) abbreviated as [Co(sep)]3/2+ (2),  and  (1-chloro-8-methyl-3,13,16-

trithia-6,10,19-triazabicyclo[6.6.6]icosane)cobalt(III/II) abbreviated as [Co(ClMeN3S3sar)]3/2+  (3) 

(Figure 1, Table 1).104,117 These three cobalt complexes were chosen because they have similar 

electrochemical reduction potentials that are within 350 mV, but have very different reorganization 

energies spanning nearly 2 eV. These structurally similar amine-chelated complexes are also less 

prone to ligand exchange than monodentate ligated complexes. Marcus theory is employed to 

predict the electron transfer rates from green and red fluorescent cadmium chalcogenide quantum 

dots, to include both effects of reorganization energy and driving force.  The predicted trends are 

shown experimentally though steady state and time resolved photoluminescence. The results 

highlight the dominant role of the complexes’ different reorganization energies on altering the 

charge transfer rates by 3-4 orders of magnitude, over the role of driving force. The experimental 

results suggest that Auger-Assisted charge transfer, is a potentially an active charge transfer 

mechanism that is not commonly included in Marcus predictions. 

3.2 Experimental Methods 

3.2.1 Materials 

Tris(ethylenediamine)cobalt(III)chloride dihydrate (MQ 100), Lithium carbonate (≥99%), 

thioglycolic acid (≥99%), ammonium hydroxide (28.0-30.0% NH3 basis) and Formaldehyde 

solution (37 wt% with methanol stabilizer) were purchased from Sigma-Aldrich. QDs were 

acquired from ThermoFisher Scientific as Qdot 545ITK carboxyl quantum dots and 655ITK 

carboxyl quantum dots. The QDs came as solutions at 8 μM in 50 mM borate buffer and stored at 
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4°C. Additional borate buffer was prepared by adding 0.618 g of boric acid to 0.1g of NaOH and 9 

mL of water, sonicating until solubilized, and then filling to 10 mL. Support solutions for further 

dilution of the quantum dots were prepared from 300 μL of 1 mM borate buffer added to 300 μL of 

15.4 2 mM thioglycolic acid in 6 mL of deionized water. Thioglycolic acid was needed to stabilize 

the QDs in solution and prevent aggregation. Borate buffer was necessary to maintain the solution 

at a sufficiently basic pH, as thioglycolic acid is known to dissociate from the surface at low pH 

[aldana]. In lieu of borate buffer, removing atmospheric CO2 from the solutions with freeze-pump-

thaw cycles also provided a sufficiently high pH to stabilize the aqueous QD solutions. However, it 

was difficult to retain those strict conditions throughout the experiments, and instead borate buffer 

provided better reproducibility. The optical density of the green QDs initially was 0.03 and for the 

red QD 0.045. 

QDs were acquired from ThermoFisher Scientific as Qdot 545ITK carboxyl quantum dots 

and 655ITK carboxyl quantum dots. The QDs came as solutions at 8 μM in 50 mM borate buffer and 

were stored at 4°C. Support solutions for further dilution of the quantum dots were prepared from 

300 μL of 1 mM borate buffer added to 300 μL of 15.4 2 mM thioglycolic acid in 6 mL of deionized 

water. Synthesis of [Co(ClMeN3S3sar)][ClO4]3 can be found in reference [104]. 

3.2.2 Steady State Spectroscopy 

Fluorimetry was performed on an ISS PC1 photon counting spectrofluorometer using a 300 

W Xe arc lamp as the excitation source. The solutions were stirred during measurement. 

Photoluminescence was measured with a 1 s integration time and a 1 mm slit width. UV-vis 

absorption spectra were measured using a Jasco 670 Spectrometer with an aqueous solution of 

borate buffer, and thioglycolic acid in the same concentrations as the measurement solution as a 

reference. Quartz cuvettes were used to mitigate any possible absorbance in the UV. Utmost rigor 

was required cleaning the glassware between experiments to remove trace cobalt; the cuvettes and 

flasks were filled with aqua regia followed by 5-10 rinses with water, blank solution, and then 

deionized water. The excitation wavelength used for these dots was 400 nm in order to fit into a 

low point in the absorbances of the Co complexes. Data of experiments using QDs emitting at 545 

nm were normalized by dilution using mass. Data of experiments using QDs emitting at 655 nm 

were normalized for dilution by subtracting a control of diluted QDs. Core sizes were determined 

using the first excitonic peak in accordance with the work of Yu et. al.110 HOMO and LUMO values of 

the QDs were estimated by core size.118 Titrations were performed through 50 μL additions  of 100 

μM solutions of [Co(sep)]3/2+ and [Co(en)3]3/2+. Titrations of [Co(ClMeN3S3sar)]3/2+ were performed 

using 10 μL additions of a 1 mM solution. Addition of [Co(ClMeN3S3sar)]3/2+ was halted once 
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fluorescence dropped below the detection limit of the instrument. 

3.2.3 Time-Resolved Photoluminescence 

Measurements were performed using a custom-built epi-fluorescence microscope. Samples 

were excited under wide-field illumination using a 405 nm PicoQuant pulsed diode laser with a 

repetition rate of 2.5 MHz. The beam was reflected with a 420 nm long pass (LP) dichroic filter 

(Omega Optics, 3RD420LP) into an inverted objective (Olympus UPLSAPO, apochromatic, water 

immersion, 1.2 N.A., 60x) and brought into focus at the sample. Fluorescence from the focal region 

was collected by the same objective, passed through the dichroic filter and an additional 450 or 500 

nm LP dichroic filter, and then focused through a 150 μm aperture onto a single-photon avalanche 

photodiode (SPAD, Micro Photon Devices PD-050-0TC). A time-correlated single photon-counting 

unit (TCSPC, PicoHarp 300, ∼35 ps) was used to generate a histogram of photon arrival times. The 

obtained PL decay curves were fitted using a tri-exponential function:  

I(t) = ∑ 𝐴𝑖𝑒
−𝑡

𝜏𝑖3
𝑖=1        (6) 

where the fit parameters τi and Ai are the photoluminescence decay times and amplitudes, 

respectively. The amplitude-weighted average decay time, τavg, was calculated to approximate the 

radiative lifetime component, τr. 

3.2.4 Quantum Dot Characterization 

Transmission Electron Microscopy (TEM) and Energy Dispersive X-ray spectroscopy (EDS) 

of the QDs were obtained with a FEI Technai Osiris digital 200kV S/TEM system. The TEM samples 

were prepared by drop-casting a dilute solution of QDs on a carbon coated copper grid and were 

dried at room temperature in air followed by vacuum overnight. The cores of the red emitting QDs 

were identified to be CdSe@CdS core@shell. Zinc was not detected. The green emitting QDs cores 

were ZnCdSeS alloy.  

The hydrodynamic radii were determined using a Malvern Nano Zetasizer operating with 

DLS. A solution of QDs was prepared and then quenched with [Co(ClMeN3S3sar)]3+  until there was 

no fluorescence, as the laser used for DLS was within the absorbance of the red QDs. The red 

emitting dots had an approximate organic shell thickness of 0.3 nm. The green had an organic shell 

thickness of 2.2 nm.  The tunneling dampening coefficient between the two QDs was calculated and 

were found to be similar.  

3.2.5 Cyclic Voltammetry 

Cyclic voltammetry measurements were carried out with a three-electrode configuration of 

glassy carbon working electrode, Ag/AgCl reference electrode, and Pt mesh counter electrode. They 



21 
 

were recorded with a Gamry Series G300 with PHE200 software package. Measurements were 

done in 0.1M KCl in water. The analyte, solvent, and supporting electrolyte were bubbled with 

nitrogen for 30 min prior to measurement. The measurement was carried out in a nitrogen 

environment. In the case of the [Co(en)3]Cl3, measurements were also performed with the addition 

of 10 μM ethylenediamine to prevent dissociation of the Co(II) complex. Three cycles were 

performed for each with a scan rate of 30mVs-1 and a step size of 0.05 mV. 

3.3 Results and Discussion 

The electrochemical properties and the reduction potentials of the three Co3/2+ complexes 

were measured by cyclic voltammetry (Table 1). When plotted against the approximate band edges 

of red and green fluorescing CdSe QDs, the reduction potentials of the three cobalt complexes, 

[Co(ClMeN3S3sar)]3/2+, [Co(en)3]3/2+ and [Co(sep)]3/2+ sit within the band gap of the QDs (Figure 1) 

and span about 350 mV.  The driving force for electron transfer from the conduction band of a QD to 

one of these complexes therefore follows as: 

 

[Co(sep)]3+< [Co(en)3]3+< [Co(ClMeN3S3sar)]3+ 

 

The trend is reversed for the driving force for hole transfers from the QD valence band to Co2+ 

ions. The three chosen cobalt complexes have massively different reported self-exchange rates 

covering nine orders of magnitude (Table 1). The more rigid cage structure of [Co(sep)]3/2+ limits 

movement of the ligand shell and has a much faster self-exchange rate (5.1 M-1s-1) than 

[Co(en)3]3/2+(2.0 x 10-5 M-1s-1). While most Co(II)hexaamine complexes are high  spin, the Co(II) and 

Co(III) forms of [Co(ClMeN3S3sar)]3/2+ are both low spin, which further limits the demand for 

structural changes in the ligand sphere upon changing oxidation state. The self-exchange rate 

constant for [Co(ClMeN3S3sar)]3/2+  has not been reported but the rate constant for the closely 

related N-capped analog (where N– replaces C–Cl) has been determined to fall in the range 4.5 x 103 

to 2.2  104 M-1s-1.114,119 

The reorganization energies of the three Co3/2+ complexes were estimated from their previously 

reported self-exchange rates kf (Table 1). Based on the Marcus Microscopic Model: 

𝑘𝑓 = 𝐾𝑃,𝑂𝜈𝑛𝜅𝑒𝑙𝑒𝑥𝑝(−𝛥𝐺𝑓/𝑅𝑇)                                                       (1) 

Where Δ𝐺𝑓 is the activation energy for the reduction of species O, 𝐾𝑃,𝑂 is the equilibrium constant 

between precursor P and species O (which we assume here to be 1), ν𝑛 is the nuclear frequency 
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factor (s-1), and κ𝑒𝑙  is the electronic transmission coefficient. To calculate the reorganization energy, 

several assumptions were made; κ𝑒𝑙  is considered adiabatic and to be unity as the reacting species 

are close together and there is strong coupling. ν𝑛 is assumed to be 1011 M-1s-1.120 Taking this into 

account, we can solve for Δ𝐺𝑓 , and further approximate a relationship to the reorganization energy 

(λ): 

𝛥𝐺𝑓 = −𝑅𝑇𝑙𝑜𝑔(𝑘𝑓/𝜈𝑛) ≈
𝜆

4
       (2) 

The reorganization energy is made of both the inner sphere reorganization of the bonds of the 

molecule, λi, and the surrounding solvent, λs.  

(𝜆 = 𝜆𝑖 + 𝜆𝑠)     (3) 

The solvent reorganization energy was approximated to be 0.45 eV consistent with previous 

literature121to give approximate internal reorganization energies (Table 1). Solvent reorganization 

energy can be calculated according to:  

𝜆𝑠 =
Δ𝑞2

4𝜋𝜖𝑜
(

1

𝑛2 −
1

𝜖
) (

1

𝑑𝐷
+

1

𝑑𝐴
−

2

𝑅
)            (4) 

In this expression, Δq is the change in overall charge, in this case the charge of one electron, n is 

the refractive index of the solvent, 1.333 for water, ε is the dielectric constant, 78.4 for water at 

25°C, dD is the diameter of the donor, dA is the diameter of the acceptor and R is the distance over 

which electron transfer occurs. The second bracketed term is essentially the thickness of the solvent 

layer between the donor and acceptor. Moving forward we assume that this thickness is 

approximately the same during self-exchange as with exchange between QDs and the cobalt 

complexes. 

The nine orders of magnitude variation in self-exchange rate for the three complexes equates to a 

variation in internal reorganization energy spanning approximately two electron volts. While 

[Co(en)3]3/2+ was calculated to have an internal reorganization energy of 2.79 eV, the internal 

reorganization energy for caged [Co(sep)]3/2+ was 1.82 eV and even smaller for the mixed donor 

cage [Co(ClMeN3S3sar)]3/2+ at 0.83 eV. The above method of calculating reorganization energy and 

values given the self-exchange rates gives results that are in good agreement with literature.121 It 

can be imagined that the internal reorganization energy is caused by the expansion and contraction 

of the ligand environment upon changing the d-orbital occupancy of the cobalt center.  

With these reorganization energies and driving forces (ΔG) now in hand, the rates of 

photoinduced electron transfer from the quantum dots to the cobalt complexes were predicted 
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using the Marcus model (Figure 2).  

 

𝑘′𝐸𝑇 =
2𝜋

ℏ

1

√4𝜋𝜆𝑘𝐵𝑇 
exp [−

(𝜆+𝛥𝐺)2

4𝜆𝑘𝐵𝑇
]     (5) 

This simplified version includes two important assumptions that preclude direct quantitative 

comparison with the experiments that follow; the barrier for tunnelling and the electronic coupling 

(𝐻𝐷𝐴) is assumed to be similar for all three of the complexes to each of the QDs. Variations in 

shelling between batches of QDs cause these factors to differ from the assumptions due to 

differences in barrier height. While additional scaling from these factors is likely, much can be 

learned from the modeled trends, and from experimental comparison within single batches of dots. 

In the Marcus model, the reorganization energy presents a barrier to electron transfer, causing the 

rate of ET to increase with driving force. A remarkable aspect of the model is that when the driving 

Figure 3.2: Predictions of the electron transfer rates against driving force 
according to standard Marcus ET theory for each of the cobalt complexes (lines) 
and with the specific green and red emitting cadmium chalcogenide QDs 
employed (colored markers). The bottom graph is on a log scale for clarity 
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force exceeds the reorganization energy, the rate should decrease in what is known as the Marcus 

inverted region. This behavior is not always seen in quantum dots, likely due to Auger-Assisted 

electron transfer.52,54 

 

The prediction is that the electron transfer rates from the conduction band of QDs to 

[Co(ClMeN3S3sar)]3/2+ should vastly outstrip the rates for [Co(sep)]3/2+ and [Co(en)3]3/2+ by at least 

two orders of magnitude when the driving force is smaller (red QDs) and up to six orders of 

magnitude when the driving force is larger (green QDs). While charge transfer from the conduction 

band of green and red emitting QDs to [Co(ClMeN3S3sar)]3/2+ has the largest driving force of the 

three complexes, the reason for the high rates is more because of the very low internal 

reorganization energy which completely changes the shape of the curve (Figure 2). In turn, the 

[Co(sep)]3/2+
 should be faster than the [Co(en)3]3/2+ again, not due to the driving force, which is 

smaller for the [Co(sep)]3/2+, but rather because of the smaller reorganization energy of the caged 

[Co(sep)]3/2+ compared to [Co(en)3]3/2+. 

Charge transfer from the conduction band of idealized red and green emitting CdSe QDs to 

Figure 3.3: Steady state fluorescence measurements of green 545 nm (a-c) and red 655 nm (d-f) emitting 
fluorescent QDs in the presence of cobalt complex ions a) [Co(en)3]3/2+ (0-26.0μM) b) [Co(sep)]3/2+ (0-
26.0μM) c) [Co(ClMeN3S3sar)]3/2+ (0-6.68μM) d) [Co(en)3]3/2+ (0-26.9μM) e) [Co(sep)]3/2+(0-26.4μM) f) 
[Co(ClMeN3S3sar)]3/2+ (0-6.85μM) 
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[Co(sep)]3/2+ and [Co(en)3]3/2+ are in the Marcus normal regime. In contrast, because 

[Co(ClMeN3S3sar)]3/2+ has such a low reorganization energy, the driving force is comparable in 

energy. As a consequence, electron transfer from red QDs to [Co(ClMeN3S3sar)]3+ is in the normal 

regime, but is very close to the barrierless, and even slightly into the inverted  regime for the green.   

The effects of reorganization energy of the acceptor on the kinetics of charge or electron transfer 

were characterized by titrating solutions of red and green emitting cadmium chalcogenide QDs with 

these different cobalt complexes. The quantum dot fluorescence and subsequent quenches were 

monitored (Figure 3).  

For both colors of dots, the [Co(ClMeN3S3sar)]3/2+ caused the most intense quenching of the three 

complexes. It is favored to have the fastest charge transfer of the three complexes due to its largest 

electrochemical driving force and minimal reorganization energy.  Stern-Volmer plots were 

generated and their linear trends suggest either dynamic or static quenching, but not a transition 

between the two (Figure 4). We assume all three complexes undergo the same type of quenching.  

The slopes provide a more quantitative analysis of the fluorescence quench. [Co(ClMeN3S3sar)]3/2+ 

quenched the green emitting CdSe@ZnS QDs ~10 times more strongly than [Co(sep)]3/2+ and ~60 

times more than [Co(en)3]3/2+ (Figure 4a inset). [Co(ClMeN3S3sar)]3/2+ quenched the red emitting 

CdSe@CdS QDs ~260 times more strongly than [Co(sep)]3/2+ and ~338 times more than 

[Co(en)3]3/2+  (Figure 4b inset). 
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The comparison of [Co(sep)]3/2+ vs. [Co(en)3]3/2+ highlights the importance of reorganization 

energy in electron transfer rates and how it can actually dominate over other trends.  The driving 

force for charge transfer favors the [Co(en)3]3/2+ by 0.24 V to be faster, and yet [Co(sep)]3/2+ has a 

much higher quench rate than [Co(en)3]3/2+ by a factor of ~6.3 for the green dots (Figure 4a) and by 

~1.3 for the red dots.  [Co(sep)]3/2+
 has a much smaller reorganization energy barrier than 

[Co(en)3]3/2+ by 1.95V. It is the reorganization energy barrier that explains the quenching rates 

rather than driving force in this experiment.   

Figure 3.4: Stern Volmer plots of fluorescence where Fo is the 
initial summed fluorescence and F is the fluorescence in the 
presence of the indicated concentration of Co. a) QDs emitting at 
545nm; b) QDs emitting at 655nm. Insets are on a higher scale 
and include [Co(ClMeN3S3sar)]3+. 
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The experimental quenching trends (Figure 4) match the trends seen in the calculated rates 

(Figure 2), yet closer inspection shows the experiments the [Co(en)3]3/2+ outperforming prediction 

when comparing complexes in sheer orders of magnitude. Parasitic absorption by the cobalt 

complexes was ruled out, as it was minimal (e (400 nm, M-1cm-1) [Co(en)3]3/2+ = 25.5  [Co(sep)]3/2+ = 

14.1,  [Co(ClMeN3S3sar)]3/2+ = 391, QDs = ~105)110(Supporting information).The most likely source 

of error is the assumption that the orbital overlap 𝐻𝐷𝐴 with the QD and all three complex ions is the 

same. Secondly, the experiments also capture any other non-Marcus quenching processes and 

intermediate steps (such as charge transfer to a surface state) that may complicate direct 

comparison to the Marcus predictions.  

We considered the possibility that Forster Resonant Energy Transfer (FRET) was a 

secondary non-radiative route for energy transfer that could complicate the interpretation for 

charge transfer. FRET and other resonant transfer mechanisms are dependent upon the degree of 

spectral overlap between the donor (QD) and the acceptor (Co3+) as well as the distance between 

them. Using the experimental fluorescence spectra of the QDs and the absorbance spectra of the 

cobalt complexes, the overlap was calculated to be minimal, with the largest value of ~1x1012 J mol-

1cm-1 nm4 for the green dots with the cobalt complexes. The spectral overlap is then used in 

calculating the distance under which FRET is likely, Ro. This calculation takes into account the 

quantum yield of the donor QDs (~85%) and the 1/d6 distance dependance of the FRET process. It 

was determined that the Ro for this system between 1.6 and 2.6 nm.  Since the green 545 nm 

emitting QDs have the highest amount of overlap but also an organic shell greater than 2.5 nm 

(Supporting Information), FRET processes are likely very minimal in these experiments.  
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Nanosecond lifetime fluorescence measurements were taken of the QDs with increasing 

concentrations of the cobalt complexes (Figure 5) and were each fit with a tri-exponential decay 

function (Supporting Information). For both of the QDs measured without cobalt, each of the three 

decay components were matched to likely excitonic pathways according to previous literature 

precedent. The fastest component, ~3 ns, is typically attributed to exciton carrier trapping at 

defects in the core of the material.  The slowest component, ~60 ns, is attributed to carrier trapping 

at nanocrystal surface defects. The intermediate-length component is attributed to direct, band 

edge, radiative recombination of the exciton. The green dots have a faster band edge radiative 

lifetime of ~20 ns than that of the red dots at ~27 ns, which makes sense because of the greater 

overlap between the hole and electron wave functions for the smaller, green emitting QDs. Overall, 

the average lifetime for the green QDs was faster than the red QDs, with 19.8 ns and 36.8 ns, 

respectively.  

The addition of the cobalt complexes in all cases decreased the average lifetimes, suggesting 

that the charge transfer is comparable or faster than the average lifetimes of the QDs (Figure 6). The 

trends in the change in average lifetime follow the predicted trends from Marcus theory when 

reorganization energy is considered. The effect of the reorganization energy is far more pronounced 

for the green QDs over the red QDs due to the larger driving force for electron transfer from the 

raised QD conduction band to the cobalt complexes. For both red and green emitting QDs, the 

Figure 3.5: Time-resolved photoluminescence analysis of (top) green emitting (545 nm) and (bottom) red 
emitting (655 nm) CdSe@ZnS QDs in the presence of a) [Co(en)3]2/3+ (0-45 μM) b) [Co(sep)]2/3+ (0-45μM) c) 
[Co(ClMeN3S3sar)]2/3+ (0-9.0μM) d) [Co(en)3]2/3+ (0-45 μM) e) [Co(sep)]2/3+(0-45μM) f) [Co(ClMeN3S3sar)]2/3+ 
(0-98μM). 
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addition of [Co(en)3]3/2+ decreased the average lifetime, but the effect was greater for [Co(sep)]3/2+ 

and even more so for [Co(ClMeN3S3sar)]3/2+. The near vertical decays seen at short times for the 

[Co(ClMeN3S3sar)]3/2+ with the green and red dots and the [Co(sep)]3/2+ with the green dots 

suggests that the lifetimes were so short that they exceeded the capabilities of the instrumentation. 

These observations match the calculated prediction that [Co(en)3]3/2+ should have the slowest 

charge transfer.  

 

 

Once the time-resolved fluorescence curves were fitted with tri-exponentials (SI), some 

more information about approximate charge transfer rates could be identified that matched the 

predicted trends. In the combinations where the charge transfer rates were expected to be the 

highest – [Co(ClMeN3S3sar)]3/2+ with red or green QDs, and [Co(sep)]3/2+ with green dots– the time 

resolved fluorescence saw the emergence of a new, extremely short component, that was fitted to be 

sub-nanosecond. For the combinations with the slowest predicted rates, – [Co(en)3]3/2+ with green 

or red QDs and [Co(sep)]3/2+ with red QDs– the fittings showed increased contributions from 

components between 1-5 ns. One interpretation of this result is that charge transfer occurs at this 

time scale for these combinations. Due to limitations of the detector, it is not possible to fit these the 

Figure 3.6: Average fluorescence lifetimes of green and red emitting CdSe 
QDs (markers colored accordingly) in the presence of three cobalt complex 
ions at varying concentrations. 
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sub-nanosecond lifetimes with any greater detail, however the results agree with the predicted 

trends by Marcus theory. Spectroscopies that have picosecond resolution such as transient 

absorption are planned to achieve exact values of kET.  

The ratio of the rates for electron transfer for the green vs the red dots illustrates that 

Marcus theory, while useful, is yet incomplete in describing this system. In general, once 

normalized for the difference in tunnelling barriers between the red and green QDs (approximated 

in SI), we expect that of the three complexes, charge transfer rates to [Co(ClMeN3S3sar)]3/2+
  to show 

the smallest improvement upon increasing driving force from red to green QDs; while charge 

transfer from green QDs to [Co(ClMeN3S3sar)]3/2+  is in the Marcus inverted regime and should be 

moderated.  However, experimentally, we observed that the improvement upon increasing the 

driving force for charge transfer to [Co(ClMeN3S3sar)]3/2+ greatly outpaced the other two 

complexes. We attribute this difference to Auger-Assisted Charge transfer, which is most impactful 

at the barrierless and inverted regimes, and therefore is most effective in charge transfer from 

green dots to [Co(ClMeN3S3sar)]3/2+ (Figure 2). As the other combinations of QDs and complexes are 

far below the barrierless or inverted regimes, the effects of Auger-Assisted Charge transfer are 

modest.  

3.4 Conclusions 

A series of Co-based redox mediators with varying reorganization energies and similar 

electrochemical potentials were studied for their charge transfer from QDs. Marcus theory predicts 

that both driving force to the acceptor and the reorganization energy effect charge transfer rates. In 

this case, the theory predicted that the effect of minimizing reorganization energy would far 

outweigh the subtler effect of varying driving force on maximizing the charge transfer rates.      

The N/S mixed donor redox mediator [Co(ClMeN3S3sar)]3/2+
, has the smallest internal 

reorganization energy of the three cobalt complexes at only 0.83 eV. This compound has a cage 

structure that prevents ligand movement, and belongs to a select family of ions where both the 

Co(II) and Co(III) species are low spin due to the influence of the S-donor atoms, which requires 

very little movement in the ligand shell to support changing oxidation state. These features allow it 

to have a smaller reorganization energy than the rigidly caged [Co(sep)]3/2+  (l=1.82eV) and the 

relatively floppy [Co(en)3]3/2+ (l=2.79eV).   

In steady state quenching experiments low reorganization energy [Co(ClMeN3S3sar)]3/2+ was 

able to quench green and red QDs 140 and 180 times more effectively than [Co(en)]3/2+, respectively. 

Time resolved photoluminescence experiments suggests that the charge transfer to [Co(en)]3/2+
 was 
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1-5 ns, but transfer to [Co(sep)]3/2+ (with a large driving force) or [Co(ClMeN3S3sar)]3/2+ was even 

faster than the instrument could measure and could only been deemed as sub-nanosecond.  

Comparison of the predicted rates and the average rates observed by TRPL, suggest that Auger-

Assisted electron transfer is an active mechanism for charge transfer, that was not predicted by the 

Marcus Model employed. 

Previous studies of charge transfer from QDs to charge acceptors, are often performed in 

organic solvents, which serendipitously lower solvent reorganization energy. However, many 

applications of QDs, such as photocatalytic water splitting and biological applications require 

solvation in water. Here, we chose to study charge transfer kinetics under these more stringent 

conditions, to ensure that the results were relevant to applications.  

The results here suggest that careful design of the ligand environment of redox mediators to 

reduce reorganization energy is an important route forward in improving technologies were charge 

transfer from QDs is featured. 
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Chapter 4: The Surface of Iron Pyrite 
 

4.1 The Draw of Fool’s Gold 
 

Iron pyrite is a commonly found mineral worldwide. I found my first piece of pyrite in 

Ouray Colorado more than twenty years ago. I made the usual mistake and thought it gold. “Fool’s 

Gold” was thought to be of no monetary value, but with the advent of the semiconductor revolution 

it has been reimagined as a possible photovoltaic material. As we approach four decades of 

intensive pyrite research, pyrite has also gained attention for other possible applications, including 

use in battery technologies, sensing devices, and as a photocatalyst. The most anticipated 

application, however, is in photovoltaics.4,122,123   Since photovoltaic research on pyrite began in the 

early 1980s, hundreds of researchers have yet to produce an economically viable solar cell.  

The allure of pyrite lies in the reported values for its bandgap, absorption coefficient, 

electron mobility, carrier diffusion lengths, and in its apparent abundance. The accuracy of some of 

these values continues to be debated. The stated bandgap of pyrite is 0.95eV (indirect), with a 

direct transition at 1.03eV, but there is reason to believe it could be as low as 0.58eV.124 This 

ideally-placed bandgap allows pyrite to approach the Shockley-Quiesser limit of efficiency for an 

ideal single junction solar cell.125 In addition, pyrite has a  high value for electron mobility 

(µ=360cm2V-1S-1) for single crystals.126,127 The carrier diffusion length is estimated as being  

between 100nm and 1000nm. Combined with its electron mobility properties, the diffusion length 

should allow for the extraction of generated charges, i.e. the charge carriers should be able to reach 

the cathode and the anode without recombination.  

One advantage of pyrite over other semiconductors is its remarkably high absorption 

coefficient of α>105 for hυ>1.3eV, permitting the use of an exceptionally thin layer of pyrite in 

many applications. A pyrite thin film of 20nm absorbs 90% of incoming light. By contrast, 

crystalline silicon would require a 300μm thick layer to achieve the same percentage of light 

absorption.127 This attribute should expand the range of possible applications of pyrite-based 

photovoltaics with additional research.   

In addition, pyrite is earth abundant, inexpensive, and nontoxic. Assuming a potential 10% 

cell efficiency and a 5µm active layer, the United States’ primary power demand could be satisfied 

with a tenth of the pyrite that is currently discarded as mining waste in six states alone.128,129  
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The field of pyrite solar cell research began in the early 1980’s with work by Tributsch and 

coworkers. Their work that continued through the 1990’s created the most successful pyrite solar 

cells to date. In fact, they made the only successful pyrite solar cells.126,127,130–147 The initial 

architecture used a photoelectrochemical cell, while later work was based on the Schottky cell 

design.141,148 Tributsch and his colleagues developed many of the initial characterizations of the 

fundamental values for the photoelectrochemical, photoconductive, and electronic properties of 

pyrite.  Their pyrite devices seemed to show high quantum efficiencies (over 90%) and 

photocurrents (upwards of 40mA cm-2). Surprisingly, however, the cells never performed at the 

levels that should have been expected from these values, as the cells achieved a solar conversion 

efficiency of just below 3%.148 The low efficiency was attributed to a low photovoltage of 200mV. All 

attempts to generate a higher solar conversion efficiency cell have performed significantly worse; 

the lack of efficiency has usually been attributed to a poor photovoltage.  

A 2009 study by Wadia et al. galvanized the scientific community’s efforts to make pyrite 

solar cells a reality. The study showed that, when measured in lifetime energy output, a pyrite solar 

cell operating at 4% efficiency should be as equally cost-effective as a 20% efficient crystalline 

silicon cell.4 As silicon cells have now dropped in cost (to USD $0.20/W in 2018), while silicon-

based solar cell efficiencies have increased to over 26%, the impetus for pyrite solar cell 

development has decreased.7,8 

Pyrite solar cell research has continued, due in part to concerns over the current 

localization of production of cells to China and Taiwan, as well as the continuing interest in using a 

readily available material. Much of the cost-effectiveness of silicon was achieved through massive 

investment in solar production research and development, large scale manufacturing facilities and 

market-creation, leading to economies of scale and scope. Pyrite is one of the few semiconductor 

materials that could be as cost-efficient as silicon-based cells with substantially less capital 

investment and seven decades of research.4  Pyrite can form the basis for thinner, lighter, and 

possibly flexible solar cells (a possibility afforded to designers based on nanoparticle technology) 

that would not be feasible with silicon’s large and very brittle crystal structure.  Put together, there 

should be considerable motivation to functionalize pyrite photovoltaics as an alternative to 

traditional silicon-based solar cells. 

The excitement around pyrite research was severely tempered in 2012, when Steinhagen et 

al. published a work showing what was apparently phase pure pyrite failing to produce any 

photoconversion efficiency in four different cell configurations.149 The pyrite used by Steinhagen 
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was synthesized using hot injection with FeCl2 tetrahydrate in octadecylamine with sulfur powder 

in diphenyl ether. Hot injection with iron chloride is a common method of synthesis, although the 

ligand and solvent choices are somewhat unusual. While this disheartening result caused many to 

cease their pursuit of a pyrite cell, other scientists sought to understand why this seemingly super-

material failed to function in the slightest degree.  

  

Figure 4.1: a) The photovoltaic cells made by Steinhagen et al. showing that regardless of cell type 
pyrite cells showed no photoconversion efficiency.149 b) The most efficient pyrite solar cell made by 
Ennaoui et al.138   

The highest recorded efficiency to date for a pyrite photovoltaic device comes from a 

photoelectrochemical cell made by Ennaoui et al.138 This cell consisted of an n-type FeS2 single 

crystal and aqueous iodide/tri-iodide electrolyte (I-/I3-). The limiting aspect of this cell was the low 

open circuit voltage which kept the efficiency at 2.8% (Voc=187mV). The cell had a fairly high short 

circuit current and moderate fill factor (Isc = 42mA/cm2, FF = 0.50). Fill factor is a measure of 

relative squareness, not density. The comparison must be made to the state of the art n-type 

crystalline single junction silicon cells which have an efficiency of 26.7% and a similar short circuit 

current although a much larger open circuit voltage (Voc = 738mV; Isc = 42.7 mA/cm2; FF = 

0.85).7,150 We may, from this, understand that the key to success is increasing the open circuit 

voltage in pyrite cells.  

Solar cell efficiency is governed by the principles discussed in section 1.3. To derive a more 

in-depth nuanced understanding of VOC the ideal diode equation may be solved when the current is 

set to zero. The form of the equation is: 
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𝑉𝑂𝐶 =
𝑛𝑘𝑇

𝑞
𝑙𝑛 (

𝐼𝐿

𝐼𝑂
+ 1)                                                       (1) 

The principal difference between this form and the standard form is the included ideality 

factor. The ideality factor can vary from 1 depending on factors such as the recombination type. K is 

Boltzmann’s constant, T is temperature, q the charge of the electron, IL is light generated current, 

and IO represents dark saturated currents. The dark saturated current depends on the charge 

carrier recombination and can vary by orders of magnitude. The orders of magnitude variation in 

the dark current implies that VOC is a measure of carrier recombination in the cell. Low VOC can then 

be understood as being attributable to high levels of charge recombination within the cell. Not only 

does a high degree of recombination prevent a significant amount of charge extraction, but the 

Shockley-Quiesser limit depends on the assumption that all recombination is radiative. Any other 

forms of recombination will bring down the efficiency. While there is a consensus in the literature 

that the low Voc is the limiting factor in pyrite photovoltaics, the debate now dominating the field is 

what is causing this high charge carrier recombination and general lack of potential. The debate 

centers around four questions at the present. 

First, are defects responsible for the underwhelming performance of pyrite cells and if so, are these 

defects in the surface, bulk, or both?151  

Second, since carrier concentrations are often measured at degenerate levels, what is the extent 

and nature of this unintentional doping?136,152–155  

Third, what is the role of phase purity, if any?156–160  

And finally, the most difficult question, why has no one made a cell with similar properties to those 

made by the Tributsch group in the last 40 years? 

 

4.2 The Role of Defects 
 

The effort to determine if defects were the principal cause of the underwhelming 

performance seen above began with observable lattice defects. The measured stoichiometry is very 

rarely seen to be the ideal stoichiometric 1:2 Fe to S. Observed samples have had a deviation of 

FeS2-x, where x is as high as 0.25.161 Sulfur deficiencies have been interpreted as sulfur vacancies 

where the unit cell is mostly intact. If these degrees of sulfur deficiencies are considered in terms of 

the unit cell, there are four iron atoms per cell but only seven of the eight sulfur atoms expected. As 
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there are approximately 2.52*1022 Fe atoms per cm3, it is evident that even one in eight of expected 

sulfur atoms being vacant could lead to the ~1021 carriers per cm3 of degenerate doping 

observed.162 There are some complications with this argument. Notably, until recently, there was 

not a consensus as to whether the observed doping was n type or p type.155,163 

Sulfur vacancies have traditionally been thought of as leaving the unit cell intact with 

missing sulfur atoms, at least in computational models. Models of the pyrite cell structure have 

been investigated by Birkholz et al.147 They use the presumption that the sulfur vacancy acts like a 

simple Schottky defect, in that changes in the local coordination environment and oxidation states 

occur in order to preserve net charge neutrality. The vacancy of one sulfur of the dimer results in 

the breaking of four bonds for each sulfur vacancy: three S-Fe bonds and one S-S bond. The formal 

charge of the remaining sulfur increases to 2- as a result of the vacancy. Importantly, the formally 

octahedral coordination around the Fe atom shifts to square pyramidal, and locally, obtains C4v 

point symmetry. This reduction in symmetry causes new splitting of the Fe 3d orbitals. The σ bond 

interaction shifts, causing defect states within the valence band and in the mid-gap Fe dz2-like 

states. The mid-gap states can be highly prevalent and function as trap states, severely diminishing 

the bandgap. The exact position and width of this defect band is not understood, potentially 

explaining the apparently very low open-circuit voltage.  

There is contention as to whether bulk sulfur vacancies are the cause of the apparent sulfur 

deficiency. Computational studies have posited that the barrier for formation of bulk sulfur 

vacancies is too high to allow for the likely formation of these vacancies. In a 2011 study, the barrier 

for formation was calculated at 2.4 eV, making the formation of sulfur vacancies extremely 

unlikely.164 Other computational studies found the  sulfur vacancy (VS) formation energy to be 

nearly 2-3.5 eV.159,165,166 It is important to remember that while these formation energies seem very 

high, a similar value was calculated for metal oxides and oxygen vacancies.167 These oxygen 

vacancies are known to be highly prevalent.165 Studies of in-situ high resolution XRD have shown 

that pyrite has a very inflexible lattice parameter.167,168 The studies indicate that the apparent 

deficiency of sulfur is possibly attributable to secondary phases such as pyrrhotite. Low 

concentrations of pyrrhotite even though in sufficient concentration to cause the apparent sulfur 

deficiencies and carrier concentrations may nonetheless be invisible to XRD. 

At a minimum, pyrrhotite has the potential to lower the bandgap; pyrrhotite’s reported 

bandgap is 0.8eV. DFT studies have called into question, however, whether pyrrhotite acts as more 

metallic than this bandgap would imply. While pyrrhotite did show an increase in conductivity with 
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temperature, indicating it may be a semiconductor, a low semiconductor-to-metallic transition 

temperature is possible. This increase in conductivity with temperature only occurred after an 

activation energy of 0.01 to 0.14 eV. The number of holes in the valence band may be understood 

as: 

p = 2 {
mp

∗ kT

2πℏ2 }

3

2
𝑒(𝐸𝑉−𝐸𝐹)/𝑘𝑇                                                                   (1) 

Where k is Boltzman’s constant, T is the temperature in degrees Kelvin, mp
∗  is the hole effective 

mass, 𝐸𝑉  is the valence band energy, and 𝐸𝐹is the Fermi energy. This relationship shows us that, if 

the Fermi level is indeed below the valence band, there must be free holes to conduct. 

Secondary phases such as pyrrhotite are often difficult to detect via XRD as XRD is 

unreliable for phases below 3% composition but will often appear through magnetic 

measurements. Stoichiometric pyrite is diamagnetic, but sub-stoichiometric pyrite or impure 

samples can often exhibit a paramagnetic of ferromagnetic response.143,169,170 Magnetic 

measurements have also been used to determine if the secondary phase marcasite, orthorhombic 

FeS2, is present. The degree to which marcasite may contribute to a low photovoltage is not well-

understood. 170 

There is no definitive proof that the sub-stoichiometry of pyrite is the culprit for the 

electrical properties.142,170 Work of the Tributsch group using pyrite crystals grown with CVD 

showed crystals with a stoichiometry of 1:1.88 Fe to S outperforming those with a higher ratio in 

terms of photovoltage. There is a somewhat discernible linear trend within this data showing an 

increase of the photovoltage with higher sulfur content, however, seen in Figure B.1.142 It is difficult 

to determine to what extent impurity elements may have affected these samples, as each sample 

had numerous impurities including chromium, tungsten, bismuth, and bromine. It must be noted 

that no one has replicated the work of the Tributsch group. All other attempts, using supposedly 

perfect stoichiometries, have not resulted in any reports of improved photovoltage.171 

4.3 The Effect of the Surface 
 

As stoichiometry doesn’t appear to have a direct impact on the photovoltage of pyrite, it 

may be appropriate to consider other factors. Quite early in the field of pyrite research, it was noted 

that chemically etching the surface was the only way to achieve any amount of photovoltaic 

response.137 Natural pyrite crystals show almost no photoconductive response.172 Polishing and 
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other standard methods of treatment were not sufficient for either synthetic crystals or natural 

crystals to increase photoconductive responses. Instead, successful pyrite samples had been treated 

with a solution of HF/CH3COOH/HNO3.134 At room temperature, however, this acid treatment still 

did not exhibit  an open circuit voltage exceeding 40mV. It should be noted that this “successful” 

example comes from the Tributsch group. Other treatments from the Tributsch group also showed 

success. Liu et al. demonstrated the use of KCl on an electrode surface increased the photocurrent 

response and decreased the dark current.134 This treatment was most successful when done under 

illumination. Furthermore, other surface oxidation treatments were shown to lower the dark 

current and increase photoresponse. Some of these treatments liberated H2S, with the increased 

photocurrent calling into doubt whether sulfur vacancies were responsible for poor 

performance.134,143 Overall, evidence for surface conduction has been seen from the temperature 

dependence of resistance, resistance anisotropy, thickness dependent resistivity, sensitivity to 

surface preparation, and observed surface insulator-to-metal transitions.173 

Surface treatment of nanocrystalline pyrite with ligands has also been shown to be 

successful in creating a photoconductive response to AM 1.5 light.174 The photoresponse was 

thought to be the result of surface passivation and was done with trioctylphosphine oxide (TOPO). 

It was noted that without TOPO on the surface, the pyrite can release sulfur into the air. With the 

addition of TOPO, the pyrite was stable for more than a year. Bi et al. do not make a cell or test for 

the open circuit voltage, however, so it is difficult to determine whether the ligands altered the 

photovoltage. Additionally, TOPO is infamous for containing many impurities. The authors do not 

discuss how this might alter the function of pyrite in this case or its stability.175 

Other treatments have sought to use hydrazine to stabilize pyrite. Hydrazine did alter the 

work function, but other aspects weren’t seen to shift in a productive way.162  The primary function 

of hydrazine for many researchers has been to strip the surface of any native ligands. This research 

found that pyrite treated with hydrazine wasn’t useful as an absorber layer but was useful as a 

contact or buffer layer. Density of grain boundaries was the physical property with the largest 

influence on conductivity.  

Because the properties of nanoscale materials are strongly influenced by their surfaces, 

attempts have been made to change the ligands to influence their surface states. The methodologies 

for ligands to passivate surface states were adapted from the successful methods used on quantum 

dots.174,176 Ligand exchanges were performed, and the absorption characteristics were observed in 

addition to electrical characteristics. Ligands were varied based on their anchor groups, bridging 
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groups, and chain lengths. The nature of bridging groups will be further explored below. We found 

that ligands with the same anchoring group had very similar shifts in the optical absorption edge 

but had very different conductance. The conductance was seen to shift based largely on the bridging 

unit. This excitement over exerting control must be tempered by the knowledge that the surface 

photovoltage (SPV) was still exceptionally small. Indeed, it was two to three orders of magnitude 

smaller than SPV signals from conventional semiconductors.  

 

Given the demonstrated influence of the surface on the optical properties, albeit minor, it 

becomes necessary to understand the nature of the surface. It is commonly understood that 

exposed pyrite surfaces may decompose into H2S or sulfuric acid.177 The most commonly observed 

surface is the S-terminated (100) surface. As opposed to generating sulfur vacancies within the 

bulk, computational studies have instead found a low defect formation energy for this surface 

(~0.4eV).164,178 This lower defect formation energy was actually the most stable in low sulfur 

environments when comparing the (100), (210), (111), and (110) surfaces.1 This understanding led 

Figure 4.2: Free energy of different surfaces with sulfur rich to sulfur lean 
environments from reference [1]. 
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many researchers to strive to make more “perfect cubes” which would be terminated in (100) 

surfaces.179 Early research used electrochemical methods to avoid anything other that the (100) 

surfaces, converting all surfaces to FeS and then using molecular hydrogen at the unfavorable FeS 

sites to create FeSH.143 

 

Given the evidence of a relationship between the surface and surface photoactivity, some 

research suggests that there is a relationship between surface sulfur stability, the formation of 

sulfur vacancies, and performance.  

The precise configuration of the (100) pyrite surface can vary greatly, leading to different 

degrees of surface charge. The surface can be cleaved such that either an Fe-S or a S-S bond breaks . 

In the event that the Fe-S bond breaks, there is a layer of Fe2+ terminating the surface with (S2)2- 

below. When the persulfide cleaves, there is instead a Fe2+ and S1- terminating the surface. The 

sulfur monomer likely reduces to a more stable S2-. This reduction can even induce sulfur dimer 

vacancies. The sulfur and dimer vacancies have been linked to many potential issues including 

surface conductive states, a surface FeS layer, a surface inversion layer, surface nonstoichiometry, 

surface traps, deep traps, and reduced surface bandgap.1,180,181 In a comprehensive study of 120 

pyrite samples grown by chemical vapor transport (CVT), also called chemical vapor deposition 

(CVD), it was found that n-type single crystals demonstrated a p-type surface inversion layer.173 In 

this particular example, the inversion layer was found to be 3nm in thickness, equating to roughly 6 

unit cells deep.173 

4.4 Phase Impurities 
 

The role that other iron sulfur phases might play in photovoltaic failure has been a matter of 

some debate among those studying pyrite photovoltaics.  Many mechanisms for the formation of 

pyrite go through intermediate phases, notably an FeS phase.182,183. Many of the decompositions of 

pyrite form other phases.184 Early research focused on marcasite, the orthorhombic polymorph of 

pyrite. It was thought that marcasite had a low bandgap of only 0.34eV and was potentially 

responsible for the low photovoltage.185 This was a troubling possibility, because at the 

concentrations necessary to create the degenerate doping levels, marcasite was nearly impossible 

to detect with x-ray diffraction (XRD). Researchers were forced to turn to magnetic measurements 

or to Raman to disprove the presence of marcasite. The narrative on marcasite has since changed 

dramatically. Recent work has demonstrated that properly identified marcasite has an indirect 
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transition closer to 0.83eV.156 There is a direct transition closer to 2.0eV. This suggests that if there 

is a marcasite impurity, it is not attributing to the low photovoltage. Recent measurements of 

pyrite/marcasite mixed phase films have been shown to have a higher diffusion coefficient for 

photogenerated minority carriers, versus a phase-pure pyrite sample.157,158 This is potentially the 

explanation for the observed improvement in the photoactivity of pyrite/marcasite films mixtures. 

Though avoiding marcasite was a focus for many years, at this point in pyrite research, the other 

sulfur deficient phases are of far greater concern. Greigite, pyrrhotite, and troilite are thought to be 

much more detrimental to the performance of pyrite films. Upon conversion to pyrrhotite, pyrite 

films showed a drop of resistivity of four orders of magnitude and a sign reversal from n-type to p-

type.160 

 

4.5 Questions About the Bandgap 
 

The failure of pyrite’s surface photovoltage has called the nature of its bandgap into 

question.  While early optical measurements seem to show a bandgap of 0.95eV, DFT calculations 

differ.186 First principles studies have found that the sulfur 3p-dominated conduction band does not 

strongly contribute to the optical absorption. This observation suggests that the difference between 

the optical and fundamental band gaps are significant. While DFT calculations should be taken with 

a grain of salt, it suggests a new understanding of pyrite’s bandgap is necessary. Transient 

reflection measurements found that it was possible to excite carriers at 0.58eV, significantly below 

the accepted 0.95eV.124 Not only were carriers excited, but these carriers’ lifetimes reached a quasi-

relaxed state extremely quickly, needing only 10ps. The lifetimes of these relaxed carriers were 

shown to be 30ps and 200ps, lifetimes likely related to an annihilation process, calling the carriers’ 

supposed high mobility into question.  

4.6 The Current State of Pyrite Research 
 

There is evidence that the lack of photovoltage comes not from surface states, but from bulk 

defects. In an intensive study by Cabàn-Acevado et al., bridging many characterization techniques, 

only a large number of bulk deep donor states could be responsible for the low Voc.187 There was a 

buried junction, likely due to surface Fermi level pinning; this junction could be intentionally 

exploited for photovoltaics. The ionized deep donor states produced a small barrier height of only 

230mV, with most of this barrier at 130mV within 10nm of the surface. Observed ultrafast lifetimes 
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suggest that the diffusion of carriers is extremely limited. Together, these finding indicate that 

attempts to make photovoltaic iron pyrite must include a method to mitigate the formation of 

intrinsic bulk states. In addition, for nanocrystalline and polycrystalline films to function, some 

method of overcoming surface defect states is necessary at grain boundaries. 

These studies demonstrate that the keys towards making a functioning pyrite solar cell will 

come from making defect-free pyrite with passivated surfaces. It is therefore appropriate  to 

examine where pyrite occurs in nature, and how it is synthesized. Iron-sulfur minerals are earth 

abundant, potentially functioning in a large number of biogeochemical processes.188 The large 

quantities of iron sulfide have been attributed to: (a) the generation by bacteria through the 

reduction of sulfate, and (b),  from expulsion of hydrothermal fluids from which the sulfides 

precipitate.189 There are six naturally occurring phases: Mackinawite, troilite, pyrrhotite, smythite, 

greigite, and marcasite.189 This already-complex system is further convoluted, because below 350°C 

pyrrhotite forms with a large number of ordered vacancy superstructures. Additionally, phases 

such as marcasite and greigite are metastable, and very rarely found in nature, often complicating 

synthetic work. 

Phase-pure pyrite formation is accordingly arduous to obtain. There are other iron sulfide 

phases with lower sulfur ratios that are stable at room temperature. The S22- dimers add inherent 

difficulties as any absent S leads to formal charge changes. In the natural and synthetic worlds, few 

precursors will decompose to form the S22- units directly leading to the sulfidation of sulfur poor 

phases. Usually this is mackinawite, pyrrhotite, or greigite.183,188,190,191 

As might be anticipated, the knowledge that a perfect crystal was desired led many 

researchers to attempt nanocrystalline syntheses to form pyrite solar cells, although many other 

methods have been used. Early work focused on CVD,161 MOCVD,192 and spray pyrolysis.193 In the 

attempt to create perfect crystals, the field has shifted into synthesizing nanoscale structures and 

films. In particular, many researchers have tried to utilize colloidal synthesis because of its cost-

effectiveness and tunable nature. Beginning with the efforts of the Law group, hot injection has 

become one of the most common methods for forming nanoparticles.194 Hot injection, 

hydrothermal, and solvothermal methods have allowed for the control of size, morphology, and 

surface, while amplifying any surface effect issues.122 

The use of diallyl disulfide instead of elemental sulfur in a colloidal synthesis is a recent 

innovation from the MacDonald lab.195 Diallyl disulfide decomposes into the sulfur dimer, meaning 



43 
 

that preliminary formation of Fe-S does not occur. This effect was shown by taking aliquots during 

the synthesis and evaluating them with Raman spectroscopy.196  

  

Figure 4.3: left) the bond-dissociation energy of sulfur precursors used by Rhodes et al. (right) 
Aliquots taken during reaction for a pyrite synthesis using sulfur vs. diallyl disulfide by Rhodes et al. 

The work of Rhodes et al. demonstrated that the low bond dissociation energy (BDE) of the 

C-S bond of the diallyl disulfide alone among the other disulfides led to the formation of pyrite. The 

other disulfides had a much higher BDE for the C-S bond which led the R-S-S-R to dissociate to R-S 

and S-R. Similar strategies of the direct production of pyrite will be necessary to avoid bulk defects. 

4.7 Iron Pyrite in Batteries 
 

One alternative use of iron pyrite is as the cathode active layer in batteries.197,198 Pyrite has 

been studied in this capacity since the early 1980s.199 FeS2 offers the possibility of a solid-state 

conversion battery. There are several advantages to  FeS2 in this role; the high specific capacity, 

non-toxicity, and natural abundance seem ideal for making a very inexpensive solid-state battery. 

As of 2000, the materials cost estimate was 50$ kWh-1, which was five times lower than lithium and 

lithium-ion batteries.200 The theoretic specific capacity of FeS2 is 894 mAhg-1, as opposed to Li ion 

batteries with a capacity closer to 200mAhg-1. Of eight common battery systems studied, only Li2S 

outperformed FeS2 in its specific capacity.9 Initial cells were operated at very high temperatures 

(nearly 400°C). These cells showed reversibility above 200°C, with the initial theory that FeS2 

formed Li2FeS2 to FeSy and S. Above 200C, a reaction occurs between the FeSy and S reforming FeS2. 
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It is interesting to note that most syntheses of pyrite going through a similar pathway must be done 

at similar temperatures. Intercalation batteries have inherent limitations in their design, most 

notably, that cycling often includes large volume changes. These large volume changes upon cycling 

cause mechanical fatigue and can induce rapid failures as lithium is exposed to air through cracks in 

the case.  

Nanoparticulate pyrite is often chosen for this battery applications over bulk pyrite. It has 

been demonstrated that the smaller the particles, the higher the capacity and rate capability.201 This 

phenomenon was attributed to higher surface area to volume ratio and short Li+ pathways. The 

higher ratio also led to more interfacial area for competing decomposition reactions and capacity 

fading. Research suggests particles on the length scale of the diffusion length of Fe during cation 

exchange would have much more reversible reactions.202 

 

4.8 Iron Pyrite in DSSCs 
 

While efforts to make iron pyrite into an effective absorber layer have been stymied by the 

properties listed above, iron pyrite has been proven useful as a counter electrode in DSSCs.203 Dye-

sensitized solar cells (DSSCs) are a highly promising technology for solar energy capture. (Chapter 

2 has much more information on the benefits and limitations of this technology.) Pyrite inks and 

nanorods have been observed as operating as a counter electrode, with efficiencies that are 

comparable to platinum, at only a fraction of the cost. The ink operated at η=7.31% versus 7.52% 

for Pt.204 The nanorods operated at η=5.88% versus 6.23% for Pt in the same cell architecture.205  

When combining “nanowhisker” pyrite with reduced graphene oxide, the pyrite outperformed Pt 

with a η=7.38% versus η=6.24% for Pt in the same system.206  Pyrite grown by spray pyrolysis 

operated with higher efficiencies than Pt when run with the traditional I3-/I- couple.207 The pyrite 

here had an η=8.0% versus η=7.5% for Pt. It was possible for this system to use a Co(III)/Co(II) 

electrolyte couple, although with lower efficiencies for both the PEDOT and pyrite (η=6.3% and 

η=6.3% respectively). The use of pyrite is a promising means to lower cost and increase 

performance of DSSCs. 
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Chapter 5: Pyrite 
 

5.1 Unsymmetric Disulfides 
 

5.1.1 Introduction 
 

The work of Rhodes et al. showed it was possible to directly produce pyrite without going 

through intermediate phases.195 This is because rather than sulfurizing an FeS intermediate, Rhodes 

used diallyl disulfide. Rhodes theorized that this was due to two sequential nucleophilic attacks, 

SN2’ reactions, by amine nucleophiles.208 Bond dissociation energy calculations were done 

demonstrating that among the disulfides probed by Rhodes, the C-S bond was weaker than the S-S 

bond only in the case of the diallyl disulfide. We probed what effect the nucleophile had upon the 

phase of iron sulfide produced and found no discernable trend. 

The surface termination of pyrite has long been known to contribute to the 

photoconversion efficiency problems. It is highly desirable to find a way to terminate the surface 

with a sulfur containing ligand, especially one with a persulfide to bond with any dangling Fe0. 

Recent work on crystal bound ligands encouraged the use of a thiol that was both ligand and sulfur 

source.209 Crystal bound thiols that were used as the sulfur source in the formation of Cu2S particles 

sat in high coordination sites with a terminal S layer. 

To address the needs of the surface and take advantage of the production of persulfide 

possible with the use of diallyl disulfide, a set of unsymmetric disulfide ligands were made. Phenyl 

allyl disulfide and benzyl allyl disulfide were synthesized and reacted with pyrite seed particles. 

XRD, TEM, XPS, ATR, NMR, UV-Vis, GC-MS, and Raman were used to characterize the resultant 

particles.  

5.1.2 Experimental Methods 

5.1.2.1 Materials and General 

All glassware is oven dried prior to use. All reagents and solvents were used as received unless 

otherwise specified. Standard Schlenk line techniques under N2 were used unless otherwise 

specified. A J-KEM Scientific Model 210 temperature controller was used with a heating mantle for 

reaction temperature control. 

Anhydrous iron(II) chloride beads (FeCl2, 99.99%), hexadecylamine (HAD, 90%), oleylamine (OAm, 

70%), FeCl2 beads were stored in the glove box or kept under N2 until use.  
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5.1.2.2 Computational Methods 

DFT calculations were done in the vein of Guo et al. to calculate the bond dissociation energy of the 

unsymmetric disulfide for the allyl-S bond, the S-S bond, and the S-phenyl bond.210 Calculations 

were done in Gaussian using the Boese-Martin Kinetics (BMK) functional. The 6-31G(d) basis set 

and the single point energy 6-311G(d,p) basis set were used to optimize molecular geometries. 

5.1.2.3 X-ray Photoelectron Spectroscopy 

X-Ray Photoelectron Spectroscopy samples were prepared by dropcasting particles suspended in 

xylene with two layers. Kapton tape was used as a mold. Samples were dropcast onto an intrinsic 

silicon wafer and placed in vacuum for 8 hours prior to measurement. XPS measurement was 

performed using an Ulvac-PHI Versaprobe 5000. Monochromatic Al x-rays (1486 eV), and a takeoff 

angle of 45 degrees off sample normal were used in each acquisition. 

5.1.2.4 Nuclear Magnetic Resonance 

NMR spectroscopy was performed using a Bruker 600MHz Spectrometer. Samples were prepared 

in CDCl3 or D2O depending on solubility. 

5.1.2.5 Transmission Electron Microscopy, X-ray Diffraction, and Attenuated Total Reflectance 

X-ray diffraction was performed using a Rigaku SmartLab X-Ray diffractometer equipped with a 

CuKα radiation source and a D/tex Ultra 250 detector with an operating voltage of 40kV and 

current of 40mA. Samples were prepared by dropcasting a concentrated solution of nanoparticles 

onto glass sample holder. 

TEM images and EDS measurements were acquired using a FEI Tecnai Osiris STEM operating at 

200kV with ChemiSTEM for EDS detection. TEM grids used were carbon film 300mesh copper.  

Attenuated Total Reflectance Spectroscopy (ATR) measurements were taken using a Thermo 

Scientific Nicolet iS5 FTIR with an iD5 ATR attachment. 

5.1.2.6 Pyrite Synthesis 

The pyrite particles used for evaluating the effect of the unsymmetric ligand was modified 

from the work of MacPherson et al.179 253.5mg (2.0mmol) of FeCl2 anhydrous beads was added to a 

250mL 3 neck RBF with 384.8mg (12.0mmol) of S. 20g of HDA was ground with a mortar and pestle 

and added to the neck of the round bottom flask with a 2.5cm stir bar. Septa were added to the two 

side necks and a condenser with chilled water. The setup was added to the Schlenk line and a 

thermocouple punched through one side. The flask was wrapped with glass wool and foil and set 

under nitrogen as the temperature was raised to 100°C. Once the HDA had melted, the flask was 

placed under vacuum and the stir rate set to 240rpm. Once the flask reached 100°C, the vacuum 

was switched to nitrogen. The temperature was raised to 250°C and stirred for 3 hours. At the end 

of the 3 hours, the heat was removed and the glass and wool removed as the system was allowed to 

return to room temperature. 

The set HDA became a solid at room temperature (RT). The N2 was flushed through the 

system. One septum was removed as the nitrogen flow was set high. 507mg (4.0mmol) of FeCl2, 

262.9mg (8.2mmol) of S, and 30mL of OLAM were added and the septum returned. The system was 

heated to 70C under N2 with the condenser running constantly. The temperature was raised to 

200°C with a stir rate of 750rpm. While the temperature was still below 100°C, the system was set 
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under vacuum. After the temperature reached 100°C, the system was switched to N2. The system 

was kept at 100°C for 9 hours. At the end of this reaction, the temperature was allowed to go back 

to RT by removing the heating mantle, glass wool, and foil. The flask was kept under N2 for the 

duration of experiments. 

Samples were prepared by heating the flask to 70°C under N2 and then pipetting out 20mL. These 

aliquots were placed in centrifuge tubes. Particles were suspended in chloroform with ethanol as 

the antisolvent. The particles were crashed with the washing solvent. The particles were vortexed 

and sonicated and then spun at 8000rpm for 5 minutes. This washing procedure was done 5 times. 

5.1.2.7 Phenyl allyl unsymmetric synthesis 

Phenylallyl disulfide was first made by taking a 100mL Schlenk flask and adding 40mL of THF. This 

was placed in an insulated bowl and 1.05mL of thiophenol (12mmol) was added to this flask and set 

stirring for 20 minutes. 0.8mL of sulfuryl dichloride (10mmol) was added dropwise. This was 

stirred for 1 hour at 0°C while a second flask was prepared. A 250mL round bottom flask (RBF) was 

placed on a stir plate and 30mL of THF was added. To the second flask, 3.1mL of triethylamine 

(22mmol) and 0.82mL of 2-propene-1-thiol (10mmol) was added. This flask was set to stir at 

750rpm. At the end of the hour, the contents of the first flask were added dropwise to the second to 

avoid fumes. This was stirred overnight, and the following day washed with saturated sodium 

bicarbonate. The solution was concentrated by rotoary evaporization. 

5.1.2.8 Ligand Treatments 

Ligand exchange in the manner of Li et al. was performed using a wide variety of ligands.176 For this 

method, a concentrated sample suspended in xylene was dropcast onto a glass slide using a Kapton 

tape mold. Several layers were deposited and the sample allowed to dry at least 2 hours. The 

Kapton tape was removed. The glass slide was placed in a centrifuge tube and a 0.1M solution of the 

ligand of choice in MeOH was added. This was allowed to sit for 24hours at a minimum. Another 

attempted method of ligand exchange was to measure 30mg of dried FeS2 particles into a 6 dram 

vial. A 0.1M solution of the desired ligand was pipetted in and the solution was stirred at 750rpm 

for 24 hours.   
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5.1.3 Results and Discussion 

The calculated BDE for the allyl-S, S-S, and S-phenyl bonds shows that the premise of such 

an unsymmetric disulfide has promise. As anticipated, the allyl-S bond was the weakest 

(50kcal/mol), the S-S bond the second weakest (57.36kcal/mol), and the S-phenyl the strongest 

(74.99 kcal/mol). The difference in energy between the Allyl-S bond and the S-S bond was not as 

much as desired, only 7.36kcal/mol.  

XRD demonstrated that after using the heated treatment, the only phase observed was 

pyrite as seen in Figure C12. There is a small aberration at 30 degrees. The exchange process was 

monitored by Attenuated Total Reflectance (ATR). The major peaks between 2800cm-1 and 

3100cm-1 are characteristic of a C-H stretch. Quantitatively these peaks have been used previously 

to monitor ligand exchange. The increase here is troubling as the removal of alkyl chains should 

have diminished these peaks. The peak located around 1450cm-1 is within the region expected for 

a phenyl group, peaks at 907, 989, and 1640cm-1 are characteristic of allyl peaks. This would seem 

to indicate that there is still a significant quantity of allyl groups on the surface.  

Figure 5.1: Calculated BDEs of the phenyl unsymmetric 
disulfide. 
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NMR of nanoparticles is complicated by the Nuclear Overhauser Effect.211 The effect is such 

that the NMR shifts closest to the surface of the nanoparticle is spread and shifted. An example of 

free oleylamine and oleylamine bound to the surface pyrite is found in Figure C2. In the event there 

is free ligand in solution, due to the dynamic equilibrium of ligands with the surface, there can still 

be sharp peaks at their appropriate shifts. The vanillin peaks are perhaps the easiest to use to see if 

OLAM is still on the surface. It is possible to see from Figure 5.3a that the untreated particles have a 

mix of free and bound OLAM from the combination of both sharp peaks and broadened peaks at 

4.9ppm. This peak is absent from the treated particles in Figure 5.3b, indicating that it is possible 

that the increased ATR C-H stretches do not come from native OLAM. 

XPS was taken and can be seen in Figure C4. From XPS of the iron 2p3 spectra, it appears 

that the treatment did not decrease the amount of iron(III) but rather increased it. This is attributed 

to the increase in intensity of the peak at 712eV. This is potentially due to oxidation of the sample 

rather than the unsymmetric disulfide breaking iron coordination at the surface. 

Figure 5.2: ATR spectra of particles treated with unsymmetric ligand. 
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Figure 5.3: 1H NMR of pyrite particles treated with unsymmetric ligand. A) shows NMR of the particles 
with only the native ligand, oleylamine. b) 1H NMR of particles treated with unsymmetric disulfide.    
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The most accurate picture of what effect treating the particles with unsymmetric ligand had is 

observable by TEM. The untreated cubes, visible in Figure 5.4a, are roughly 200nm across. The 

large cube here is characteristic of the synthesis type used. After treating the particles with 

unsymmetric disulfide, the particles appear to have been eaten Figure 5.4b-d. Some of the large 

cubes appeared to have burst and were surrounded by small, highly crystalline particles closer to 

10nm in size such as those seen in Figure C1. From Figure 5c, it appears that the unsymmetric 

leached the iron out of the particles and re-coordinated as smaller particles. The precise 

mechanism, and the reason why only some cubes appeared eaten, is unclear. 

 

5.2 Phase Transformations of Pyrite 
 

5.2.1 Introduction 
 

Figure 5.4: TEM of pyrite cubes a)untreated particles. b)a wide-view 
of particles seeming to “burst” apart. c) STEM-EDS of a cube 
appearing to be pulled apart. d) A higher magnification of b) where is 
possible to see the highly homogenous smaller particles.  
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As was stated in section 4.7, the uses of iron pyrite extend beyond photovoltaics. Batteries are one 

area of interest for iron pyrite. Pyrite batteries have historically been utilized in very high 

temperatures in efforts to maintain reversibility.212 One of the intermediate phases for one of the 

proposed reactions necessary for reversibility has never been seen at temperatures <400C. The 

proposed reversible reaction takes the form:212,213 

FeS2 <-> Li3Fe2S4<->Li2+xFe1-xS2 (x~0.2) +Fe1-xS<->Li2FeS2<->Li2S+Fe                                         (1) 

Pyrite batteries, especially pyrite lithium-ion batteries, have been using nanocrystalline materials. 

Regardless of whether the proposed pathway in Equation 1 is the correct one, it becomes necessary 

to understand the relationship between pyrite phase and temperature for nanocrystalline pyrite. 

Towards that end, work was undertaken with Nicole Moehring to determine the mechanism of 

phase change for nanocrystalline pyrite.184  

Pyrite cubes were synthesized in the fashion of Macpherson et al. due to the strong control over 

shape.179 The cubes made in this fashion are terminated in {100} surfaces which are the most stable 

in sulfur-lean conditions.1 Synthesized cubes were cleaned and then characterized by preliminary 

XRD and TEM prior to in situ heated experiments.  

5.2.2 Experimental Methods 
 

5.2.2.1 Particle Synthesis 

 

To make the necessary cubes terminated in {001} surfaces, a modified version of the synthesis by 

Macpherson et al. was carried out.179 Anhydrous iron chloride (FeCl2, purity 99.99%), was 

purchased from Strem Chemicals. FeCl2 beads were stored in the glovebox until immediately prior 

to use or stored under N2 externally; oleylamine (Olam, purity ~70%), hexadecylamine (HDA, 

purity ~90%) were purchased from Aldrich; sulfur powder (S, 99%) was purchased from Sigma 

Aldrich. All glassware was oven dried prior to use. All reagents and solvents were used as received 

unless otherwise specified. Standard Schlenk line techniques under N2 were used unless otherwise 

specified. A J-KEM Scientific Model 210 temperature controller was used with a heating mantle for 

reaction temperature control.  

The synthesis began with a nucleation step. 253.5mg(2.0mmol) of FeCl2 and 384.4mg(12mmol) of S 

were added to a 100mL three neck round bottom flask (RBF) with a large (2.5cm) stir bar followed 

by 20g of HDA. Septa were added to the side necks and the flask was placed on a heating mantle. A 
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thermocouple was punched through one septum and a chilled water condenser was added to the 

center neck. The setup was placed on a Schlenk line and the RBF was wrapped well with glass wool 

and foil. The reaction was heated to 100°C under N2 and then stirred at 240rpm under vacuum. The 

temperature was maintained at 100°C under vacuum for 1 hour and switched to N2 and the 

temperature was raised to 250°C. The reaction was kept at 250°C for 3 hours stirring at 750rpm. 

After 3 hours the heat source was removed and the reaction allowed to return to room 

temperature. Stirring was turned off and the HDA hardened.  

The growth step was performed with the product of the nucleation step. N2 was left flowing over 

the solidified HDA. The temperature was raised to 70°C and once no longer a solid, stirring was set 

to 750rpm. The N2 flow rate was increased and the septum without the thermocouple was removed 

quickly. 507mg(4.0mmol) of FeCl2, 262.9mg(8.2mmol) of S, and 30ml of OLAM were added under 

N2 gas flush. After 5 minutes, the reaction was placed under vacuum. The temperature was set to 

200°C and stirring maintained at 750rpm. Once the temperature reached 100°C the reaction was 

switched to N2. The solution was stirred under N2 at 750rpm for 9 hours wrapped with glass wool 

and foil with a chilled water condenser constantly running. After 9 hours, the glass wool and foil 

was removed and the RBF was allowed to return to room temperature (reactions where the glass 

wool and foil were not immediately removed saw a far higher instance of pyrrhotite).  

The flask was kept under N2 for the duration of the experiments. 20mL aliquots were removed 

from the solidified HAD by heating the flask to 80°C and pipetting out the appropriate amount 

under N2 flush. Samples were washed five times prior to TEM and XRD. The samples were washed 

by adding the particle solution to centrifuge tubes and adding chloroform. The tubes were spun at 

8000rpm for 5 minutes. The pellet was kept and the supernatant discarded. This procedure was 

repeated 5 times. Particles were then stored under nitrogen prior to experimental measurements.  

5.2.2.2 In-Situ X-Ray Diffraction 

 

In situ XRD measurements were performed with a Rigaku SmartLab X-Ray diffractometer and a 

PTC-EVO temperature controller. The x-ray radiation source was Cu Kα(λ=0.15418nm) with an 

operating voltage of 40kV and an operating current of 44mA and a Dtex Ultra 250 1D silicon strip 

detector. A highly concentrated sample was dropcast onto the platinum sample holder and the 

solvent allowed to evaporate. The sample temperature was increased stepwise from 22°C to 55°C 

with a ramp rate of 4°C/min as measured by an R type thermocouple with an accuracy of ±1.5°C 
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contacting the Pt heater. An XRD pattern was collected every 50°C with a holding time of 3 min 

before and 20 min after for consistency in measurements. All high temperature measurements 

were performed under vacuum to maintain conditions similar to the in situ TEM experiments also 

performed in this work. 

The percent phase composition and crystallite size were determined using Rietveld refinements. 

These were performed in the PDXL program using whole pattern powder fitting excluding regions 

where the platinum sample holder had peaks. Refinements were all run for 1000 cycles. Pyrrhotite 

is identified using JCPDS PDF#15-1767 and pyrite with JCPDS PDF#42-1340. 

 

 

5.2.3 Results and Discussion 
 

In situ XRD found a distinctive phase transition from cubic pyrite to hexagonal pyrrhotite between 

400C and 450C. This was in close agreement with the in situ TEM carried out by Moehring. The 

removed portions of the spectra correlate to the Pt sample holder. 
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Rietveld refinement, visible in section C3, fit the spectrum to (96.09± 0.58%) pyrite sample 

with a pyrrhotite impurity. The pyrrhotite impurity can be seen from the small peak near 43°C. 

Rietveld refinement found that the pyrite crystallites were 30.0 ± 0.2nm in size. As the cubes in 

reference 184 show cubes of a much larger size, it must be assumed that each particle contains 

multiple grains. Peak drift to more widely spaced planes was attributed to strain of thermal 

expansion. 

As the temperature ramps up, the pyrite peaks vanish completely. By 550°C, the sample was 

composed 93.88 ± 3.1% pyrrhotite as found by the Rietveld refinement. Interestingly, as the sample 

shift to majority pyrrhotite, the reported pyrrhotite crystallite continues to grow to sizes even 

larger than the initial pyrite crystallites. This suggests annealing between pyrite crystallites. 

Moehring demonstrated by in situ TEM that the overall shape of the particle does not 

change with the phase transformation. Furthermore, there is no distinctive core shell intermediate. 

Figure 5.5: XRD patterns collected from 30°C to 550°C. The standards for 
pyrite and pyrrhotite are given. The Pt peaks have been removed from the 
spectrum. 
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It is thought that the overall macroscopic change in shape (a shrinking of one dimension) is due to S 

sublimation. 

 

5.3.4 Conclusions 
 

In situ TEM and XRD demonstrate a phase change of cubic pyrite to hexagonal pyrrhotite 

upon heating. This phase change was seen to occur between 400°C and 450°C, a full 100°C to 150°C 

lower than reported values for bulk pyrite. 400°C is the operating temperature for FeS2 cathodes. 

This indicates that this phase change is well within reach of high temperature batteries and must be 

considered deconvoluting the phase changes that occur. Beneficially, it is observed that the 

morphology does not shift dramatically at the relevant temperatures with this phase change, an 

important factor in technologies where the sample strain already does tremendous damage.  

   

Chapter 6: Conclusion 
 

6.1 Summary 
 

The world’s power output needs to double within the next 25 years. The production of this 

power needs to be done in a renewable fashion to avoid climate catastrophe and nuclear power is 

not a sufficient method. The sun provides orders of magnitude more energy than is needed to 

power the planet, even in the coming centuries. There are many ways to harvest solar energy. Dye-

sensitized solar cells, splitting water into H2, and iron pyrite-based solar cells all have tremendous 

potential. There are aspects of these technologies that must be improved before they can compete 

with fossil fuel technologies in terms of cost, convenience, and reliability. This thesis is a 

contribution to the understanding of the materials involved in these mechanisms and a roadmap of 

what must be done to improve them. 

In chapter 2, an overview of quantum dots, Marcus theory of charge transfer, dye-sensitized 

solar cells, and photocatalytic water splitting is given. Quantum dots are an incredible discovery 

that have been utilized in a wide variety of fields. Their functionality comes from the ability to tune 

their size and subsequently their optical and electrical properties. Marcus theory is a powerful tool 

to describe charge transfer. While Marcus theory is highly accurate in the case of molecules, it does 
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not adequately describe charge transfer between nanoparticles and molecules. Auger-assisted 

charge transfer allows for the reduction in the reorganization energy to be used without fear of the 

inverted region. Dye sensitized solar cells represent a significant development in attempts to utilize 

solar energy. They can be made with a wide variety of different natural materials, are non-toxic, 

inexpensive, translucent, and have complementary properties to traditional silicon solar cells. They 

have grown significantly more efficient, in part due to the switch to using cobalt redox mediators, in 

particular [Co(bipy)3]3/2+. It was theorized that the internal reorganization energy of [Co(bipy)3]3/2+ 

was largely to blame for the efficiency only reaching 12%. This is a distinct possibility since the 

reorganization energy of [Co(bipy)3]3/2+ meant that with the driving force described the transfer 

kinetics are still far in the normal regime. Attempts to avoid the spin transition partially 

contributing to the high reorganization energy has led researchers to use [Cu(dmp)2]1/2+ and other 

copper complexes. A brief discussion of photocatalytically splitting water to produce hydrogen is 

given. While the field has made the tremendous leap to 100% efficiency, the rate limiting step of 

this process remains transferring the hole out of the structure. Several methods have been used to 

attempt to speed this process including using metal redox mediators and altering the number of 

monolayers passivating the core structure. 

Chapter 3 examines how changing the reorganization energy of redox mediators controlled 

charge transfer rates. This was accomplished by using three cobalt complexes with similar 

reduction potentials but wildly different reorganization energies. A model was constructed using 

Marcus theory demonstrating that two of the complexes, [Co(en)3]3/2+ and [Co(sep)]3/2+, were both 

still in the normal region while only the [Co(ClMeN3S3sar)]3/2+ was in the barrierless region. The 

complexes were titrated into solutions of quantum dots which were observed via steady state 

fluorescence and time-resolved luminescence. Steady state fluorescence, evaluated via Stern-

Volmer, demonstrated that the [Co(ClMeN3S3sar)]3/2+ quenched the green emitting QDs 10 times 

more than [Co(sep)]3/2+ and 60 times more strongly than [Co(en)3]3/2+. [Co(ClMeN3S3sar)]3/2+ 

quenched the red emitting QDs ~260 times more strongly than [Co(sep)]3/2+ and ~338 times more 

than [Co(en)3]3/2+. Forster resonant energy was disproven as the mechanism for this quench. 

Nanosecond lifetimes demonstrated that for the [Co(ClMeN3S3sar)]3/2+, new sub-nanosecond 

lifetimes were emerging. We observed that the [Co(ClMeN3S3sar)]3/2+ outperformed what was 

expected from simple Marcus theory, suggesting that perhaps Auger-assisted transfer was 

occurring.  

Chapter 4 examines the “fool’s gold” material pyrite. An in-depth historical evaluation is 

done examining the early successes of the field and the subsequent failure to produce a working 
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cell. Despite measured properties that would seem ideal for producing an inexpensive and efficient 

solar cell, research has yet to produce an efficiency higher than 3%. A recent attempt to use a 

variety of different cell architectures by Steinhagen et al. showed an efficiency of 0%. The lack of 

production is determined to be from a low VOC coming from degenerate levels of doping within the 

cell. The role of defects is unclear as the stoichiometry described could certainly lead to the carrier 

concentrations described, yet the trend linking poor stoichiometry with low photovoltage is not 

distinct. The surface seemed likely to contribute to the lacking photovoltage, especially as early 

successful cells had a surface etching treatment done prior to producing any photovoltage. 

Attempts were made to use ligands to alter the surface photovoltage to little effect, although TOPO 

seemed to at least stabilize the surface. The marcasite phase has been poorly understood and is 

likely not contributing to the photovoltage problem. Pyrrhotite in particular is much more 

detrimental to performance than marcasite. It seems likely that the difference in the fundamental 

and optical band gaps are significant. Transient reflection has measured carriers around 0.58eV, 

significantly below the reported 0.95eV. Current measurements find that there is a buried junction 

due to a large number of bulk defects. This junction occurs within 10nm of the surface and has a 

small barrier height. The use of diallyl disulfide allowed for a direct colloidal route to formation of 

FeS2 without passing through FeS. Iron pyrite has found applications in both batteries and dye-

sensitized solar cells. 

Chapter 5 discussed attempts to use unsymmetric disulfides to improve the surface of iron 

pyrite. Unsymmetric disulfide is synthesized and applied to pyrrhotite cubes. The exchange is 

monitored by ATR and NMR. ATR results seemed to indicate the instead of the S-S-phenyl ideally 

coordinated to the surface there was instead an allyl group still present. NMR showed that 

oleylamine was unlikely to still be on the crystal surface due to the lack of the vanillin peak. TEM 

and STEM-EDS showed the cubes apparently being consumed during the exchange process. Chapter 

5 also used in situ XRD to examine the phase change of iron pyrite to pyrrhotite showing that it is 

lower for nanocrystalline materials than earlier supposed by more than 100°C. 

 

6.2 Future Directions and Outlook 

The need to create more mechanisms of charge extraction is unavoidable. Chapter 3 focused on 

electron transfer, but the charge that must be extracted faster is the hole. In dye-sensitized solar 

cells, the hole has been seen to transfer as much as five orders of magnitude more slowly than the 

electron. In hole transfer from nanocrystal semiconductor photocatalysts the hole is seen to leave 
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three to four orders of magnitude more slowly than the electron. Altering the driving force does 

speed up charge transfer, but at the cost of usable photovoltage. It should be determined if altering 

reorganization energy is similarly impactful for hole transfer. After discovering whether 

reorganization energy impacts hole transfer, it will be possible to implement this knowledge in 

ligand cage design to make better redox mediators.  

An iron pyrite photovoltaic cell would be unparalleled in terms of cost and material abundance. The 

past ten years have seen some of the issues understood. To make photovoltaic iron pyrite, there 

must be a method to mitigate the formation of intrinsic bulk states. For nanocrystalline and 

polycrystalline films, some method of overcoming surface defect states at grain boundaries is 

required. In the absence of such a method, the recombination and annihilation at grain boundaries 

is too high. The use of allyl disulfide does eliminate one method of forming intrinsic bulk defects, 

but there are still a degenerate number of carriers. New synthetic techniques are necessary to avoid 

forming bulk defects. Standard XRD and TEM do not do an adequate job in finding these defects, 

And hence finding a method more available than a synchrotron or ultrafast measurement system to 

test for these defects is a necessity for continuing pyrite research. 

The need to increase charge transfer rates in nanocrystalline semiconducting materials is clear. The 

route to using reorganization energy to increase electron transfer rates has been shown; the effect 

of reorganization energy on hole transfer is the route now to be charted. Dye sensitized cells and 

hydrogen generation by water splitting have enormous potential; the impact speeding up hole 

transfer would make the dream of renewable energy by these technologies much more a reality. 

The jury is still out on whether pyrite can ever realize its full potential. The promise of a solar 

material that is so abundant, nontoxic, and inexpensive is enough to have kept researchers trying to 

solve the technical problems preventing it’s widespread application for forty years. The new uses of 

pyrite, as a battery cathode and as a counter electrode in dye-sensitized cell, are a wonderful 

readaptation of this incredible material. The hope, though, remains.  
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Appendices 
A. Supporting Information for chapter 3 

A1. Synthesis of (sepulchrate)cobalt(III) diethyl dithiocarbamate 
[Co(sep)][S2CNEt2]3 was synthesized in the manner described by Gahan with only minimal 

adjustments required.214 Two separate solutions were made, one with 37% aqueous formaldehyde (25 

mL) and the other with aqueous ammonia diluted (7 mL of 28% NH4OH, diluted to 25 mL). The 

solutions were loaded into two 30 mL syringes. Using a syringe injector with an injection rate of 

1mL/minute, the solutions co-injected into a flask containing 10 mL of water, Li2CO3 (1.15 g, 15.6 

mmol) and [Co(en)3]Cl3 (0.45 g, 1.3 mmol). It was necessary to stir this flask at 700 rpm for 15 min 

prior to injection and for a minimum of 30 min after injection. The solution was then vacuum filtered 

to remove unreacted Li2CO3. A flask containing Na[S2CNEt2]•3H2O (1.25 g) and 25 mL of water was 

stirred for 10 min. at which point cobalt-containing  filtrate was added. The mixture was stirred for 1 

h at which point the precipitate was vacuum filtered and washed with portions of a 20:80 mixture of 

dichloromethane and hexanes to remove the green cobalt dithiocarbamate (Co(S2CNEt2)3) impurity. 

The remaining red solid, [Co(sep)][S2CNEt2]3, was dried on its filter paper overnight.  Yield 0.337 g, 

56%.  13C NMR (400MHz, CDCl3): δ 12.18, 48.14, 54.32, 68.42, 206.60. This is in agreement with 

the published literature [214]. 

 

 

 

Figure A.1: 13C NMR of [Co(sep)][S2CNEt2]3 intermediate. Unlabeled peak 
is chloroform solvent. 
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A2. Synthesis of (sepulchrate)cobalt(III) chloride hydrate 
 

[Co(sep)]Cl3
.H2O was synthesized in the manner described by Gahan with only minimal adjustments 

required.214 [Co(sep)][S2CNEt2]3 (100 mg) was dissolved in 10 mL of acetonitrile in a 6 dram vial.  

Concentrated hydrochloric acid (150 uL) was added. The vial placed on a hot plate at 90°C for 10 

min while stirring at 700 rpm. The decomposed yellow solution was not observed to crystallize after 

cooling. A yellow solid was collected after precipitation with successive centrifugations in 

acetonitrile at 4000 rpm at room temperature. 150 uL water proved sufficient to make a deep red 

solution which was left to crystallize for 7 days. Yield 91.6 mg, 98 %.  1H-NMR (400MHz, D2O): δ 

3.07 (AA’BB’, 12H), 4.0 (AB d, 12.6H), 4.79 (D2O residual). 13C NMR (400MHz, D2O): δ 66.88, 

53.22.  NMR is in agreement with Reference [214–216]. 

 

 

 

 

Figure A.31H NMR spectra of [Co(sep)]Cl3·H2O in D2O. 

Figure A.2: 13C NMR spectra of [Co(sep)]Cl3·H2O in D2O 
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A3. Cyclic Voltammetry  

 

 

 

  

Figure A.4: CV of [Co(en)3]3/2+. E1/2 = -0.423 V vs. Ag/AgCl, vs. NHE = 
-0.224 V 

Figure A.5: CV of [Co(sep)]3/2+ E1/2=-0.522 V vs. AgCl/Ag, vs. NHE= -
0.323V 



80 
 

 

 

 

 

 

 

 

  

Figure A.6: CV of [Co(ClMeN3S3sar)]3/2+ E1/2= -0.177 V vs. Ag/AgCl, 
vs. NHE = 0.022 V 
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A4. Steady State Absorbance Spectra 

 

 

 

 

 

 

Figure A.7: Absorption spectra of solutions of green emitting 
Zn/CdSe/S alloy QDs with additions of [Co(en)3]3/2+ (matching 
steady state fluorescence experiments in main text) 

Figure A.8:Absorption spectra of solutions of green emitting 
Zn/CdSe/S alloy QDs with additions of [Co(ClMeN3S3sar)]3/2+ 
(matching steady state fluorescence experiments in main text) 

Figure A.10: Absorption spectra of solutions of green emitting 
Zn/CdSe/S alloy QDs with additions of [Co(sep)]3/2+ (matching steady 
state fluorescence experiments in main text) 

Figure A.9: Absorption spectra of solutions of red emitting CdSe@CdS QDs 
with additions of [Co(en)3]3/2+ (matching steady state fluorescence 
experiments in main text) 
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Figure A.12: Absorption spectra of solutions of red emitting CdSe@CdS 
QDs with additions of [Co(ClMeN3S3sar)]3/2+ (matching steady state 
fluorescence experiments in main text) 

Figure A.11: Absorption spectra of solutions of red emitting 
CdSe@CdS QDs with additions of [Co(sep)]3/2+ (matching steady state 
fluorescence experiments in main text) 
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A5. Time-resolved Photoluminescence Fits 
 

 [Co(III)]μM Amp1 Amp2 Amp3 τ1 τ2 τ3 τavg# C2 

[Co(en)3]3/2+g 0 8491.0 1072.9 357.9 20.1 3.8 60.1 19.8 1.0187 

 17.3 3136.7 3607.9 293.4 3.4 14.1 34.3 10.4 1.1267 
 29.0 2763.1 1996.6 854.7 4.4 1.4 11.1 4.4 1.2895 
 37.5 1882.3 1553.8 691.6 4.2 1.5 9.9 4.1 1.1248 
 44.8 1950.4 1239.3 664.3 3.7 1.2 9.5 3.9 1.1313 

[Co(sep)]3/2+g 0 8491.0 1072.9 357.9 20.1 3.81 60.1 19.8 1.0187 

 17.3 4502.2 2822.7 827.6 0.9 3.8 11.6 3.0 1.2096 
 29.2 2408.4 1416.2 426.5 0.7 2.3 7.0 1.9 1.0840 
 38.8 2517.3 5614.0 488.8 1.9 0.5 6.3 1.3 1.1163 
 *44.6 226.6 21.6 94.9 0.6 0.0 3.0 1.1 1.0333  

[Co(ClMeN3S3sar)]3/2+g 0 6849.0 1450.0 1633.0 18.6 3.4 32.5 18.7 1.0005 

 4.9 4129.0 1868.0 1378.0 0.7 4.9 17.4 4.9 1.2360 
 10.0 33039.0 1031.0 327.0 0.4 2.0 7.8 1.3 0.9584 

 

 [Co(III)]μM Amp1 Amp2 Amp3 τ1 τ2 τ3 τavg C2  

[Co(en)3]3/2+r 0 240.1 3071.4 1227.1 3.8 27.6 66.4 36.8 1.0207 

 18.1 289.2 2444.0 1076.9 3.5 26.8 62.6 35.2 0.9878 
 30.0 322.9 1888.3 946.2 5.0 25.7 58.8 33.5 1.0756 
 37.6 346.5 1722.4 661.4 4.2 25.6 60.7 31.4 1.0442 
 44.7 347.9 1337.0 412.3 4.5 25.0 58.5 28.2 1.0111 

[Co(sep)]3/2+r 0 199.9 2919.7 1213.5 2.9 27.2 65.4 36.8 1.1011 

 17.3 154.1 1779.5 815.8 3.6 26.6 58.4 34.8 1.0641 
 28.7 296.8 1778.7 488.2 5.0 26.9 62.2 31.1 0.9373 
 37.4 326.5 1405.5 560.3 4.4 23.8 52.3 28.0 1.0551 
 44.6 259.0 918.5 283.7 3.9 22.6 49.6 24.5 1.0824 

[Co(ClMeN3S3sar)]3/2+r 0 297.0 4369.0 1814.0 3.7 27.3 63.1 36.3 1.0950 

 46.1 2057.0 1943.3 1141.0 3.3 18.3 46.6 18.6 1.0057 
 89.3 1369.0 962.0 165.0 0.9 2.5 7.5 1.9 0.9187 

* fluorescence intensity was very low; fits are unreliable.  

#Average lifetime calculated [217] by 

𝜏𝑎𝑣𝑔 =
∑ 𝐴𝑚𝑝𝑖𝜏𝑖

3
𝑖

∑ 𝐴𝑚𝑝𝑖
3
𝑖
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A6. Discussion of Forster Resonant Energy Transfer (FRET) 
 

 

FRET and other resonant transfer mechanisms are dependent upon the degree of spectral overlap 

between the donor and the acceptor. The degree of spectral overlap is calculated by: 

𝐽 = ∫ 𝑓(𝜆)𝜖𝑎𝜆4 𝑑𝜆 

This function uses the fluorescence of the donor f(l) normalized to where the area equals unity. The 

extinction coefficient of the acceptor ϵ𝑎 are obtained through the absorbance spectrum of the sample, 

normalized for concentration. The following values were obtained from this expression for the overlap 

between the green emitting QDs and the cobalt complexes. They are low for FRET, but not outside of 

reason.  

 

Table A.1: Optical values for cobalt complexes. 

 max (M-1cm-1)  (400 nm, M-1cm-1) J (M-1cm-1 nm4-

) 

Ro(nm) 

[Co(en)3]Cl3 85.58 (468 nm) 25.46 1.316x1012 1.7 

 [Co(sep)]Cl3 127.3 (474 nm) 14.10 1.298x1012 1.7 

[Co(ClMeN3S3sar)]Cl3 905.8 (498 nm) 391.3  18.63x1012 2.6 

Figure A.13: General concept of spectral overlap required for FRET.  Absorbance 
spectra of [Co(en)3]Cl3(aq) (blue), [Co(sep)]Cl3(aq) (green) and [Co(ClMeN3S3sar)]Cl3(aq) 

(red)  and the emission of the green emitting quantum dots (blue dotted).  (Spectra 
are not normalized for FRET). 
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The distance at which the FRET process has a 50% possibility, Ro can be calculated by   

𝑅𝑜 = 0.02108(𝑘2ϕ𝑛−4𝐽)
1
6 (nm) 

k is the orientation factor between the two dipole moments and is usually 2/3, ϕ is the quantum yield of 

the donor species, and n is dielectric constant of the solvent. This yielded values for these systems of 1.4 

nm to 1.7 nm depending on if quantum yield was assumed to be 0.5 to 0.9. QDs as purchased had a lot 

requirement over 85%. The calculated values are given in Table A.1. 
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A6. Scanning Transmission Electorn Microscopy Energy Dispersive Spectrocopy (EDS) 

Mapping  
  

 

 

 a) b) 

Figure A.14: Elemental maps of ThermoFisher Scientific Qdot 655ITK carboxyl quantum dots. A) Overlay of 
selenium and sulfur maps to demonstrate the structure of the shell layer. Shortest portion of the shell was 
measured as 1.18 nm  ± 0.37 nm (N=63 measurements). B) Map of zinc in 655ITK dots. The distribution of 
zinc appears to be shot noise. Shell measurements were performed using ImageJ. 
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Figure A.15: Elemental maps of the 545ITK Qdots. There is a decided 
lack of a core structure. The dot sizes determined from this was 5.02 
nm ± 0.65 nm (sample size 10 dots) measured using ImageJ.   

Figure A.16: Quantitative EDS analysis of red emitting QDs. Relative atomic percentages for elements 
of interest: cadmium 50.90 at.%, selenium 14.27 at.%, sulfur 34.08 at.%, and zinc 0.75 at.%. 
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Figure A.17:Quantitative EDS analysis of green emitting QDs. Relative atomic percentages for elements of 
interest: cadmium 32.76 at.%, selenium 6.47 at.%, sulfur 33.01 at.%, and zinc 27.76 at.%. 
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A7. Dynamic Light Scattering  

  
Figure A.18: Size distribution solved via dynamic light scattering of a) red emitting and b) green emitting QDs. 
Top number is approximated as the average particle size (nm), bottom number describes the size 
distribution. 

Dynamic Light Scattering was employed to find the hydrodynamic radii of the QDs. The quantum dots 

were quenched with a minimal quantity of [Co(ClMeN3S3sar)]Cl3 as the laser in the instrument was 

within the absorption region of the 655ITKs. The dynamic light scattering profile was run 5 times and 

averaged. The most reasonable solution for the 655ITKs was found from the intensity%. The 545ITKs 

had a reasonable solution for number%. Subtraction of size of the inorganic component (as measured by 

TEM) gave the dimensions of the of the organic portion of the QD shell.  

Red emitting QDs:  

• Size of total inorganic component (STEM) = 8.7 x15.18 nm  

• Core (STEM) = 6.0 x 4.5 nm  

• Inorganic shell thickness (thinnest point, STEM) = 1.18 nm ± 0.37 nm 

• Hydrodynamic Radius (DLS) = (15.68 nm) 

• Organic shell thickness ( (Hydrodynamic radius – average inorganic diameter)/2) = [15.68 nm – 

(8.7 + 15.18 nm/2) ]/2) = 1.87 nm 

 

Green Emitting QDs:  

• Size of total inorganic component (STEM) =4.59 nm x 0.65 nm  

• Hydrodynamic Radius (DLS) = (10.10 nm) 

• Organic shell thickness ((Hydrodynamic radius – inorganic diameter)/2) = [10.10 nm – 4.59 nm 

nm]/2) = 2.8 nm 

 

  

a) b) 
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A8. Tunnelling Dampening Scaling Factors 
 

Between the organic layer thickness provided by DLS, and the STEM mapping of the inorganic portion, a 

determination of the tunneling barrier dampening coefficient was possible to approximate using  

− 𝛽𝑑 (𝑡𝑜𝑡𝑎𝑙) =  − (𝛽𝑜𝑟𝑔𝑎𝑛𝑖𝑐  𝑑𝑜𝑟𝑔𝑎𝑛𝑖𝑐  +  𝛽𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐  𝑑𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐 ) 

For the red emitting 655ITK QDs (CdSe@CdS), the CdS shell was measured to be a minimum of 11.8Å 

and the organic layer 18.7Å. It is understood that the β coefficient for CdS is 0.24 Å-1 and for saturated 

hydrocarbon chains 0.20 Å-1. This would yield a total dampening of 6.5. For the green emitting 545ITK 

dots (ZnCdSeS alloy dots) were determined to have an organic layer of 28Å. This yields a total 

dampening coefficient of 6.72.  

The expression for scaling the electron transfer due to differing tunnelling rates takes the form of:  

ktunneling = koe−𝛽𝑑 (𝑜𝑡𝑎𝑙) 

The green dots have a higher dampening of the tunneling rate over the red dots mostly because of the 

thick ligand shell. This indicates that the undampened rate from the green QDs is significantly higher than 

the rates measured. 
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A9. Red and Green Dot Comparisons 
 

 

 

Figure A.19:Comparison of the ratios of the predicted 
electron transfer rates of the Green QDs/ Red QDs to three 
cobalt complexes with different internal reorganization 
energy (li). The ratio improvement in rate from shifts in 
driving force (red to green) should theoretically be the least  
for [Co(ClMeN3S3Sar)]3/2+  

Figure A.20: Comparison of the ratios of the measured 
fluorescence rates of the Green QDs/ Red QDs in the 
presence of three cobalt complexes with different internal 
reorganization energy (li). The measured rates were scaled 
by the calculated tunnelling dampening factors for the two 
colors of dots. Unlike the predictions above, the ratio 
improvement in rate from shifts in driving force (red to 
green) was the largest for [Co(ClMeN3S3Sar)]3/2+. Marcus 
inverted behavior was not observed, and Auger Assisted 
Charge transfer allows the charge transfer from green QDs to 
[Co(ClMeN3S3Sar)]3/2+ to outperform Marcus model 
expectations. 
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B. Supporting Information from Chapter 4 

B1. The Stoichiometric Ratio of Sulfur to Iron vs. Photovoltage 

 

C. Supporting Information from Chapter 5 

 C1. TEM 
 

Figure C.1: post treatment small particles visible in 
Figure 5.4 

Figure B.21: The stoichiometric ratio of sulfur to iron in samples made by reference 
[142] and produced photovoltage. There is a minor trend visible, although not 

distinctive. It is unclear what role dopant atoms had. 
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C2. NMR 

 

 

C3. In Situ XRD Refinements 
 

Figure C.3: Refinement and residuals of heated in situ XRD at 30°C. Rwp=3.19%, Rp=2.11%, Re=2.13%, 
S=1.4897, χ2=2.2192. 

Figure C.22: 1H NMR shifts of oleylamine a) bound to the surface of a pyrite nanoparticle and b) free 
oleylamine. a) 1H (600MHz, CDCl3): δ 0.88, 1.27, 1.53, 1.54, 5.31 b) 1H (600MHz, CDCl3): δ 0.84, 
1.00, 1.25, 1.98, 2.64, 5.30. Peak with * is chloroform solvent. 
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Figure C.23: Refinement and residuals of heated in situ XRD at 102°C. Rwp=3.08%, Rp=2.12%, Re=2.13%, 
S=1.4414, χ2=2.0777. 

Figure C.5: Refinement and residuals of heated in situ XRD at 200°C. Rwp=2.78%, Rp=1.92%, Re=2.13%, 
S=1.3002, χ2=1.6904. 

Figure C.6: Refinement and residuals of heated in situ XRD at 300°C. Rwp=2.70%, Rp=1.87%, Re=2.13%, 
S=1.2644, χ2=1.5988. 
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Figure C.8: Refinement and residuals of heated in situ XRD at 400°C. Rwp=2.91%, Rp=1.98%, Re=2.13%, 
S=1.3603, χ2=1.8504. 

Figure C.9: Refinement and residuals of heated in situ XRD at 450°C. Rwp=2.66%, Rp=1.88%, Re=2.21%, 
S=1.2548, χ2=1.5745. 

Figure C.7: Refinement and residuals of heated in situ XRD at 500°C. Rwp=2.76%, Rp=1.88%, Re=2.11%, 
S=1.3019, χ2=1.6948. 
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Figure C.10: Refinement and residuals of heated in situ XRD at 550°C. Rwp=4.03%, Rp=2.24%, Re=2.21%, 
S=1.8978, χ2=3.6015. 
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C4. XPS  

 

C5. XRD 

Figure C.11: XPS of pyrite nanoparticles. A) the general survey of the pyrite sample with only native ligands 
present. B) native ligands with the iron 2p3 peak examined separately. C)treated particles general survey. D) 
treated particles iron 2p3 peak. The increase of the magnitude of the peak at 712eV is indicative of more 
iron(III) in the sample. 
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Figure C.12: X-ray diffraction of treated particles. JCPDS-PDF #42-1340 


