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CHAPTER 1

Introduction

The purpose of this dissertation is to study the notion of proper proximality in the context of groups and von

Neumann algebras, as well as various rigidity phenomena of properly proximal groups and von Neumann

algebras.

The content of Chapter 2 is obtained in collaboration with Srivatsa Kunnawalkam Elayavalli and Jesse

Peterson. We generalize the notion of proper proximality from groups to von Neumann algebras and provide

various examples of such von Neumann algebras that do not arise from the regular representation of properly

proximal groups. We also show that any subfactor of a free group factor LFn is either amenable or properly

proximal.

In Chapter 3, we study connections among properly proximal groups, first `2-Betti numbers and orbit

equivalence relations, utilizing von Neumann algebraic techniques developed in Chapter 2. While rigidity

properties of properly proximal von Neumann algebras are demonstrated in Chapter 2, the goal of this chapter

is to show that non-properly proximal groups also possess certain rigidity phenomena. For instance, the

orbit equivalence relations of Bernoulli shifts of certain non-properly proximal groups entirely remember the

actions, up to conjugacy. Along similar lines, we show exact groups with positive first `2-Betti numbers are

properly proximal, via cocycle superrigidity of non-properly proximal groups.

1.1 Background on von Neumann algebras

Let H be a Hilbert space over the complex number C, and denote by B(H ) the set of uniformly bounded

linear operators T : H →H . Then B(H ) forms a unital ∗-algebra under linear combination, composition

and taking adjoint, and its identity is given by the identity map on H . Besides the norm topology on B(H ),

one may also consider the weak operator topology: this is a locally convex topology given by seminorms of

the form |〈T ξ ,η〉|, where ξ ,η ∈H and T ∈ B(H ).

A von Neumann algebra is a ∗-subalgebra of B(H ) that contains the identity and is closed in the weak

operator topology. This notion was first introduced in a series of works of Murray and von Neumann [MvN36,

MvN37, vN40, MvN43a]. One of the fundamental theorems in von Neumann algebras is that a ∗-subalgebra

M ⊂ B(H ) that contains the identity is a von Neumann algebra if and only if it equals its bi-commutant:

M = M′′ where we denote by S′ = {T ∈ B(H ) | T R = RT for all R ∈ S} for any set S⊂ B(H ).

Von Neumann algebras arise naturally from countable groups and their actions on probability spaces

[MvN36, MvN43a].
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Example 1.1.1 (Group von Neumann algebras). Given a countable group Γ, consider its left regular repre-

sentation λ : Γ→ B(`2Γ) satisfying λgδt = δgt for any g, t ∈ Γ. The group von Neumann algebra LΓ is the

von Neumann algebra generated by {λg | g∈ Γ} inside B(`2Γ). In other words, LΓ = {λg | g∈ Γ}′′ ⊂B(`2Γ).

Example 1.1.2 (Group measure space construction). Let σ : Γ y (X ,µ) be a measure preserving action of a

countable group Γ on a standard probability space (X ,µ). Consider the associated Koopman representation

π : Γ→ B(L2(X ,µ)⊗ `2Γ) satisfying πg( f ⊗ δt) = σg( f )⊗ δgt . The von Neumann algebra generated by

f ⊗1, f ∈ L∞(X ,µ) and πg, g ∈ Γ, denoted by L∞(X ,µ)oσ Γ, is called the group measure space construction

associated to σ : Γ y (X ,µ).

A major theme in the area remains to classify LΓ in terms of the group Γ, and L∞(X)oΓ in terms of the

group action Γ y (X ,µ). A case of emphasis is when the von Neumann algebras are II1 factors, i.e., their

center consists only of multiples of the identity, which corresponds to the groups having infinite nontrivial

conjugacy classes (i.c.c.) and is implied by the action being free ergodic and probability measure preserving

(p.m.p), respectively. Moreover, under the later assumption, L∞(X) is a Cartan subalgebra of L∞(X)oΓ,

that is, a maximal abelian subalgebra whose normalizer generates L∞(X)oΓ.

The classification of II1 factors is governed by a strong amenable/nonamenable dichotomy. Early work in

this area culminated with Connes’ celebrated classification of amenable factors in the 1970’s [Con76a], which

implies that all II1 factors arising from countable infinite amenable groups and their ergodic p.m.p. actions

are isomorphic to the hyperfinite II1 factor. By contrast, the nonamenable case turned out to be extremely

difficult, largely remaining intractable. It was only after Popa’s discovery of deformation/rigidity theory in

the early 2000s [Pop07b] that drastic advances in classification of von Neumann algebras have been achieved

in recent years.

1.2 Background on properly proximal groups

In [Oza04], Ozawa showed that for n≥ 2, LFn satisfies solidity: if B⊂ LFn is any nonamenable von Neumann

subalgebra, then the relative commutant B′∩LFn is not diffuse (see also [Pop07c, Pet09b]). More generally,

he introduced the notion of biexact groups and showed that if Γ is biexact, then LΓ shares the same solidity

property as LFn, generalizing [Ge96].

Combining biexactness with Popa’s deformation/rigidity theory, Ozawa and Popa in [OP10a, OP10b]

showed that LΓ, for Γ = Fn, n≥ 2, and more generally for Γ weakly amenable and biexact (e.g. hyperbolic),

satisfies strong solidity, which implies the absence of Cartan subalgebras for LΓ and generalizes [Voi96]. A

further generalization showing that every ergodic p.m.p. action Fny(X ,µ) gives rise to a crossed product

with unique (up to conjugacy) Cartan subalgebra was developed in [PV14a, PV14b], reducing the classi-
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fication of such group measure space II1 factors to the orbit equivalence relations of Fny(X ,µ) [Sin55]

[Gab00].

In [BIP21], Boutonnet, Ioana and Peterson generalized biexact methods and introduced the class of prop-

erly proximal groups, which includes SLn(Z) for all n ≥ 2, and showed that if Γ is properly proximal, then

L∞(X)oΓ has a unique weakly compact (in the sense of [OP10a]) Cartan subalgebra, for every free ergodic

p.m.p. action Γy(X ,µ). Prior to [BIP21], results concerning SLn(Z), n ≥ 3 are mostly obtained through

Property (T) [Pop06c, Pop06d, Ioa11, Bou13].

Now we recall definitions of biexact and properly proximal groups and gather some examples. For details,

see [BO08, Chapter 15] and [BIP21].

Let `∞Γ be the set of uniformly bounded complex valued functions on a group Γ, and c0Γ ⊂ `∞Γ is the

closure of finitely supported functions under the uniform norm. By Prob(Γ), we mean positive functions in

`1Γ with `1-norm 1. The group Γ admits two commuting actions on `∞Γ: Lt f (·) = f (t−1·) and Rt f (·) = f (·t)

for t ∈ Γ and f ∈ `∞Γ. Set S(Γ) = { f ∈ `∞Γ | f −Rt f ∈ c0Γ, for all t ∈ Γ}, which is a unital commutative

C∗-algebra, and hence we may identify it with C(Γ̄) via Gelfand transform, where Γ̄ is the spectrum of S(Γ)

and the action ΓyLS(Γ) naturally induces an action Γy Γ̄.

We say Γ is biexact if there exists a sequence of continuous map µn : Γ̄→Prob(Γ) such that limn→∞ supx∈Γ̄ ‖µn(t.x)−

Lt µn(x)‖= 0 for any t ∈ Γ, i.e., Γy Γ̄ is a topologically amenable action.

Examples of biexact groups include amenable groups, hyperbolic groups, Z2 oSL2(Z), free products of

biexact groups and wreath products of amenable groups by biexact groups.

We say Γ is properly proximal if there does not exists a state ϕ : S(Γ)→ C such that ϕ|c0Γ = 0 and

Γ-invariant, i.e., ϕ(Lt ·) = ϕ(·) for any t ∈ Γ.

As a generalization of biexact groups, the family of properly proximal groups contains all nonamenable

biexact groups. This family also includes lattices in noncompact semisimple Lie groups, nonamenable biexact

groups, nonelementary convergence groups [BIP21], CAT(0) cubical groups, nonelementary mapping class

groups [HHL20], wreath products Λ oΓ with Λ nontrivial and Γ nonamenable [DKE22], and is stable under

measure equivalence and W∗-equivalence [IPR19]. Inner amenable groups are not properly proximal, but

this is not the only obstruction [IPR19].

1.3 Main results

This dissertation contains the study of properly proximal groups and von Neumann algebras, emphasizing

their rigidity features. We collect the main results from each chapter in the following.
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1.3.1 Chapter 2: Properly proximal von Neumann algebras

It was shown in [IPR19] that the class of properly proximal groups is also stable under W∗-equivalence, i.e.,

if Γ and Λ satisfy LΓ ∼= LΛ, then Γ is properly proximal if and only if Λ is. This suggests that the notion of

proper proximality should be able to be formulated in a purely von Neumann algebraic context. However, the

ad hoc argument given in [IPR19] does not give direct evidence on how to achieve this.

One could try an obvious approach to define proper proximality for von Neumann algebras, based on the

analogy between groups and von Neumann algebras (see [Con76b]), but [Pop87] immediately implies that

this obvious approach fails.

In [DKEP22], we overcame this difficulty by considering instead a strong completion of the compact

operators in the sense of Magajna [Mag97, Mag98, Mag00], which we view as both an operator M-bimodule

and an operator JMJ-bimodule. See Section 2.6 for the precise definition of properly proximal von Neumann

algebras.

Theorem 1.3.1 (See Theorem 2.6.4). Let Γ be a group. Then Γ is properly proximal if and only if LΓ is

properly proximal.

Apart from group von Neumann algebras of properly proximal groups, we also provided several other

examples of properly proximal von Neumann algebras in the settings of free products, crossed products, and

compact quantum groups.

We also obtain the following dichotomy for subalgebras of von Neumann algebras associated with biexact

groups.

Theorem 1.3.2 (See Theorem 2.7.1). If Γ is a biexact group, then every von Neumann subalgebra of LΓ is

either properly proximal or has an amenable direct summand.

To put this into context, Effros established in [Eff75] that if Γ is a group such that LΓ has property

(Gamma), then Γ must be inner amenable. Vaes constructed in [Vae12] examples of inner amenable groups

so that the group von Neumann algebra does not have property (Gamma). Since Ozawa’s solidity theorem

shows that every nonamenable subalgebra of LF2 does not have property (Gamma), Popa asked if it is still

true that the group von Neumann algebra of a nonamenable inner amenable group cannot embed into LF2

[Pop21]. We obtained an answer to Popa’s question as a corollary of Theorem 2.6.4 and Theorem 1.3.2.

Corollary 1.3.3. Let Γ be a nonamenable biexact group (e.g. Γ = F2) and Λ a nonamenable inner-amenable

group. Then there does not exist embeddings of LΛ ↪→ LΓ.

As a consequence of the tools we developed, we were also able to show the equivalence between the

Haagerup property defined in [Cho83], and the compact approximation property defined in [AD95] for finite
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von Neumann algebras (see also [Jol02, p. 559]). This generalizes Proposition 4.16 in [AD95], where the

equivalence was established for group von Neumann algebras by showing that, in this case, both properties

are equivalent to the Haagerup property for the group.

Theorem 1.3.4 (See Theorem 2.1.3). Let M be a finite von Neumann algebra with normal faithful trace τ .

The following conditions are equivalent:

1. M has the Haagerup property.

2. M has the compact approximation property.

3. There exists a net {φi}i of normal completely positive maps from M to M such that

(a) for all x ∈M we have limi φi(x) = x (σ -weakly);

(b) for all ξ ∈ L2M and i ∈ I, the map x 7→ φi(x)ξ is compact from the normed space M to L1M.

1.3.2 Chapter 3: Proper proximality and first `2-Betti numbers

The class of groups with positive first `2-Betti numbers has been extensively studied in the context of von

Neumann algebras [Pet09b, PS12, Ioa12a, Ioa12b, CP13, CS13, Vae13]. For a nonamenable countable group

Γ, having positive first `2-Betti number, β
(2)
1 (Γ)> 0, is equivalent to the existence of unbounded cocycle into

its left regular representation.

In [Din22], using techniques developed in [DKEP22, DKE22], the connection between first `2-Betti

numbers and proper proximality was established, under a mild technical assumption.

Theorem 1.3.5 (See Theorem 3.1.1). Let Γ be a countable exact group. If β
(2)
1 (Γ) > 0, then Γ is properly

proximal.

The approach to Theorem 3.1.1 is rather indirect in [Din22], as it is a combination of [PS12, Corollary

1.2] and the following theorem.

Theorem 1.3.6 (See Theorem 3.1.2). Let Γ be a countable group, (X0,µ0) be a diffuse standard probability

space and Γy(XΓ
0 ,µ

Γ
0 ) =: (X ,µ) be the Bernoulli action. If Γ is exact and contains a nonamenable non-

properly proximal normal subgroup, then Γy(X ,µ) is {T}-cocycle superrigid.

Another theme in [Din22] is the rigidity of Bernoulli shifts of non-properly proximal group.

Theorem 1.3.7 (See Theorem 3.1.3). Let Γ be a countable group with infinite conjugacy classes (i.c.c.),

(X0,µ0) be a diffuse standard probability space and Γy(XΓ
0 ,µ

Γ
0 ) =: (X ,µ) be the Bernoulli action. Let Λ be

a countable group and Λy(Y,ν) a free ergodic p.m.p. action such that L∞(Y )oΛ∼= (L∞(X)oΓ)t for some

5



0 < t ≤ 1. If Λ is exact and contains a nonamenable, non-properly proximal normal subgroup, then t = 1 and

ΓyX and ΛyY are conjugate.

Since proper proximality and exactness is stable under measure equivalence [IPR19, Oza07], Theo-

rem 3.1.3 also implies the following orbit equivalence superrigidity result.

Theorem 1.3.8 (See Theorem 3.1.4). Let Γ be a countable nonamenable i.c.c. group (X0,µ0) be a diffuse

standard probability space and Γy(XΓ
0 ,µ

Γ
0 ) =: (X ,µ) be the Bernoulli action. If Γ is exact and non-properly

proximal, then ΓyX is OE-superrigid, i.e., if Λy(Y,ν) is orbit equivalent to Γy(X ,µ), then these two

actions are conjugate.

As a consequence, every nonamenable exact group has at least one desirable rigidity property, depending

on whether or not it is properly proximal: either every group measure space II1 factor has at most one weakly

compact Cartan subalgebra, or else the Bernoulli shift is OE-superrigid.
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CHAPTER 2

Properly proximal von Neumann algebras

2.1 Introduction

A fundamental concept in the theory of von Neumann algebras is the notion of property (Gamma) introduced

by Murray and von Neumann [MvN43b], which, for a II1 factors, asserts the existence of nontrivial asymp-

totic central sequences. The absence of this property for the free group factor LF2 allowed Murray and von

Neumann to distinguish it from the amenable II1 factor R, giving the first examples of non-isomorphic separa-

ble II1 factors. The subsequent development of the concept played a key role in many of the groundbreaking

results advancing the theory of II1 factors, e.g., [McD69a, McD69b, Con76a, CW80]. The asymptotic central

sequence algebra M′∩Mω corresponding to a free ultrafilter ω ∈ βN\N continues to be an important tool in

the recent study of von Neumann algebras, e.g., [Pop08, Pop10, HI16, Oza16, BCI17, DV18, BMO20].

A strong refutation of property (Gamma) for LF2 was found by Ozawa in [Oza04], where he showed that

if B⊂ LF2 is any nonamenable von Neumann subalgebra, then the asymptotic commutant B′∩ (LF2)
ω is not

diffuse, i.e., it must possess a minimal projection. In particular, the relative commutant B′ ∩LF2 is also not

diffuse, i.e., LF2 is solid (see also [Pop07c, Pet09b]). The key property that Ozawa was able to exploit was

the C∗-algebraic property established by Akemann and Ostrand in [AO75] that the ∗-homomorphism

C∗
λ
F2⊗C∗ρF2 3

n

∑
i=1

ai⊗ xi 7→
n

∑
i=1

aixi ∈ B(`2F2),

although not continuous with respect to the minimal tensor product, becomes continuous once it is composed

with the quotient map onto the Calkin algebra B(`2F2)/K(`2F2).

A compactification Γ of a group Γ is said to be small at infinity if the right action of Γ on itself extends to

the trivial action on the boundary ∂Γ. Every small at infinity compactification is the equivariant image of a

universal such compactification, which can be identified (as a Γ×Γ-space) as the spectrum of the C∗-algebra

S(Γ) = { f ∈ `∞
Γ | f −Rt( f ) ∈ c0(Γ), t ∈ Γ} ⊂ `∞

Γ.

A group Γ is biexact if left action of Γ on the spectrum of S(Γ) is topologically amenable in the sense of

[AD87]. biexact groups form a robust class of groups that admit a number of different equivalent characteri-

zations (see [BO08, Chapter 15] and the references therein) and Ozawa showed that if Γ is biexact, then LΓ

shares the same solidity property as LF2.
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Solidity of a nonamenable von Neumann algebra implies, in particular, that it cannot decompose as the

tensor product of two II1 factors. Thus, Ozawa’s solidity result for LF2 generalizes the result of Ge [Ge96],

where he deduced primeness using free probability techniques. A further generalization was obtained by

Ozawa and Popa in [OP10a, OP10b], where they show that LF2 is strongly solid in the sense that the nor-

malizer of any diffuse amenable sublagebra generates another amenable subalgebra, which also generalizes

Voiculescu’s result that LF2 does not have a Cartan subalgebra [Voi96]. A further generalization showing

that every ergodic probability measure preserving (p.m.p.) action of F2 gives rise to a crossed product with

unique (up to conjugacy) Cartan subalgebra was developed in [PV14a, PV14b]

To establish strong solidity Ozawa and Popa introduced the notion of a weakly compact action Γy(A,τ)

of a group on a tracial von Neumann algebra, which requires the existence of a state ϕ on B(L2(A,τ)) such

that ϕ|A = τ , and ϕ is both A-central and Γ-invariant for the conjugation action of Γ on B(L2(A,τ)). They

then prove two separate results. First, using weak amenability for F2, they establish that if A⊂M ⊂ LF2 is an

inclusion with A ⊂M diffuse and regular, then the action of the normalizer NM(A)yA is weakly compact.

Second, they show that if NM(A)yA is weakly compact, then M must be amenable. Extending results from

[Sin11], the latter result was shown by Chifan and Sinclair to still be the case for all group von Neumann

algebras LΓ associated with a biexact group Γ [CS13].

In order to generalize Ozawa’s biexactness methods to a larger class of groups Boutonnet, Ioana and the

third author introduced in [BIP21] the notion of proper proximality for a group Γ by requiring that the C∗-

algebra S(Γ) does not have a state that it invariant under the left action of Γ. Since a topologically amenable

action has an invariant state if and only if the group is amenable, one sees that all nonamenable biexact groups

are properly proximal. The class of properly proximal groups though includes many other groups, including

nonelementary relatively hyperbolic groups, convergence groups, lattices in non-compact semi-simple Lie

groups with finite center, groups admitting a proper cocycle into a nonamenable representation, mapping

class groups, many CAT(0) groups, and wreath products Σ oΛ where Σ is nontrivial and Λ is nonamenable

[BIP21, HHL20, DE21]. Moreover, the class of properly proximal groups is closed under extensions, and

under measure-equivalence [BIP21, IPR19]. Contrariwise, natural examples of non-properly proximal groups

are given by groups that are inner amenable, i.e., for which there exists a conjugation invariant state ϕ : `∞Γ→

C satisfying ϕ|c0(Γ) = 0.

The von Neumann algebras associated with properly proximal groups share some of the rigidity prop-

erties of those associated with biexact groups. For example, if Γ is properly proximal, then LΓ does not

have property (Gamma) and LΓ does not have a diffuse regular von Neumann subalgebra A ⊂ LΓ such that

NLΓ(A)yA is weakly compact [BIP21]. Although, unlike for biexact groups, these rigidity properties do

not pass to nonamenable von Neumann subalgebras.
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It was shown in [IPR19] that the class of properly proximal groups is also stable under W ∗-equivalence,

i.e., if Γ and Λ satisfy LΓ∼= LΛ, then Γ is properly proximal if and only if Λ is. This suggests that the notion

of proper proximality should be able to be formulated in a purely von Neumann algebraic context. However,

the ad hoc argument given in [IPR19] does not give direct evidence on how to achieve this. Based on the

analogy between groups and von Neumann algebras (see [Con76b]), a naive approach would be to ask that

there does not exist an M-central state on the C∗-algebra {T ∈ B(L2M) | [T,JxJ] ∈K(L2M), for all x ∈M},

where J is the conjugation operator. However, Popa showed in [Pop87] that the above C∗-algebra coincides

with M+K(L2M) (cf. also [JP72]), and it is then easy to see that M-central states will always exist.

Another approach is suggested by Ozawa in [Oza10] where he considers KM , the space of operators

T ∈B(L2M) such that both T and T ∗ are compact when viewed as operators from M ⊂ L2M with the uniform

norm into L2M. This forms a hereditary C∗-subalgebra that contains M and JMJ in its multiplier algebra

M(KM), and one may then consider the C∗-algebra S(M) = {T ∈M(KM) | [T,JxJ] ∈KM, for all x ∈M} as

an analogue of S(Γ) in the von Neumann algebra setting. In some cases, this C∗-algebra is robust enough to

capture the notion of proper proximality. For example, it is shown in [MR17, Corollary 4.10, (iii)] that for F2,

if we view the space of continuous function on the Gromov boundary as a C∗-subalgebra of `∞F2 ⊂ B(`2F2),

then this is included in S(LF2). As a consequence it follows that S(LF2) does not have an LF2-central state.

However, for general groups it is unclear why S(Γ) (or even a suficiently large C∗-subalgebra) would embed

into S(LΓ), since even if we know that the commutator [T,JxJ] is in Ozawa’s space of compact operators for

x ∈C∗
λ
(Γ), there are no general techniques to ensure that this holds also for x ∈ LΓ.

We overcome these difficulties by considering instead a strong completion of the compact operators in

the sense of Magajna [Mag97, Mag98, Mag00], which we view as both an operator M-bimodule and an

operator JMJ-bimodule. Using the noncommutative Grothendieck inequality in a similar manner to Ozawa

in [Oza10], we show in Corollary 2.3.2 that this completion coincides with the closure K∞,1(M) of K(L2M)

with respect to the ‖ · ‖∞,1-norm on B(L2M) given by ‖T‖∞,1 = supx∈M,‖x‖≤1 ‖T x̂‖1, where here we consider

the natural inclusions M ⊂ L2M ⊂ L1M. (See also [HPP22] for some related independent work, where a

similar but slightly different closure of the compact operators is being studied.) We may then consider the

corresponding “compactification of M” as

S(M) = {T ∈ B(L2M) | [T,JxJ] ∈K∞,1(M), for all x ∈M}.

Unlike in the group setting, since K∞,1(M) is not an ideal in B(L2M), we see that S(M) is not a C∗-

subalgebra of B(L2M). However, it is still an operator system that is also an M-bimodule, and so we may

define the von Neumann algebra M to be properly proximal if there does not exist an M-central state ϕ on
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S(M) such that ϕ|M is normal. Owing to the fact that K∞,1(M) is a strong bimodule in the sense of Magajna,

it follows that an operator T ∈ B(L2M) belongs to S(M) if [T,JxJ] ∈ K∞,1(M) holds for all x in a set that

generates M as a von Neumann algebra. This allows us to pass between S(Γ) and S(LΓ) so that we may

establish in Theorem 2.6.4 the equivalence of proper proximality of a group Γ and its von Neumann algebra

LΓ. The space S(M) also gives a natural von Neumann algebraic setting to study biexactness properties, and

this topic will be taken up in a subsequent paper by a subset of the authors [DP22].

Apart from group von Neumann algebras of properly proximal groups, we also provide several other

examples of properly proximal von Neumann algebras in the settings of free products, crossed products, and

compact quantum groups. Generalizing results for group von Neumann algebras in [BIP21], we show that

properly proximal von Neumann algebras M never have property (Gamma) (Corollary 2.6.9), nor do they

admit diffuse regular subalgebras such that the normalizer action is weakly compact (Theorem 2.6.11).

Effros established in [Eff75] that if Γ is a group such that LΓ has property (Gamma), then Γ must be inner

amenable. Vaes constructed in [Vae12] examples of inner amenable groups so that the group von Neumann

algebra does not have property (Gamma). Since Ozawa’s solidity theorem shows that every nonamenable

subalgebra of LF2 does not have property (Gamma), Popa asked if it is still true that the group von Neumann

algebra of a nonamenable inner amenable group cannot embed into LF2 [Pop21]. Since by Theorem 2.6.4

the group von Neumann algebra of an inner amenable group is not properly proximal, we obtain a solution to

Popa’s problem with the following result.

Theorem 2.1.1 (See Theorem 2.7.1). If Γ is a biexact group, then every von Neumann subalgebra of LΓ is

either properly proximal or has an amenable summand.

We also introduce proper proximality for trace-preserving group actions Γy(M,τ) by requiring the non-

existence of a state ϕ on S(M) such that ϕ|M = τ and ϕ is both M-central and Γ-invariant for the conjugation

action of Γ on S(M). The notion of a properly proximal action is averse to weak compactness. Moreover, it

passes to diffuse Γ-invariant subalgebras, and for actions on separable abelian von Neumann algebras it is an

invariant of the orbit equivalence relation (see Proposition 2.8.3).

As in the setting for groups in [BIP21], we also produce versions of these results that are relative to certain

boundary pieces. (See Section 2.3 for the definition of a boundary piece in the setting of von Neumann

algebras.) Using a certain normal bidual construction related to the work of Magajna [Mag05], we are able to

show in Proposition 2.8.11 and Theorem 2.8.12 that if Γ is properly proximal, then an action Γy(M,τ) of a

countable group on a separable tracial von Neumann algebra is properly proximal if and only if the crossed

product MoΓ is properly proximal. Using similar methods, we show in Theorem 2.8.8 that a tensor product

M1⊗M2 of separable II1 factors is properly proximal if and only if M1 and M2 are properly proximal.
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We also show that proper proximality can also be deduced using Popa’s malleable deformations [Pop06b,

Pop06c, Pop06d, Pop07b, Pop08]. Gaussian actions corresponding to orthogonal representations have such

malleable deformations as noticed in [Fur07] and studied in [PS12]. Using these deformations, we show

proper proximality for Gaussian actions associated to orthogonal representations that are nonamenable in the

sense of Bekka [Bek90]. When the representation is weakly contained in the left regular representation, we

also show proper proximality for any nonamenable subequivalence relation. This then gives a generalization

of the results of Chifan and Ioana from [CI10] and Boutonnet from [Bou12], establishing, without additional

conditions, solid ergodicity (See Section 5 of [Gab10]) for Gaussian actions associated to representations that

are weakly contained in the left regular representation.

Theorem 2.1.2. Let Γ be a nonamenable group, and π : Γ→ O(H ) an orthogonal representation on a

separable real Hilbert space such that some tensor power of π is weakly contained in the left regular rep-

resentation. Then for every nonamenable subequivalence relation R of the equivalence relation associ-

ated to the Gaussian action ΓyAH , there exists an R-invariant projection p ∈ AH so that the action

NLR(pAH )y pAH is properly proximal and Rp⊥ is amenable. In particular, the equivalence relation as-

sociated to the Gaussian action ΓyAH is solidly ergodic.

As a consequence of the tools we develop, we are also able to show the equivalence between the Haagerup

property defined in [Cho83], and the compact approximation property defined in [AD95] for finite von Neu-

mann algebras (see also [Jol02, p. 559]). This generalizes Proposition 4.16 in [AD95], where the equivalence

was established for group von Neumann algebras by showing that, in this case, both properties are equivalent

to the Haagerup property for the group.

Theorem 2.1.3. Let M be a finite von Neumann algebra with normal faithful trace τ . The following condi-

tions are equivalent:

1. M has the Haagerup property, i.e., there exists a net {φi}i of normal completely positive maps from M

to M such that

(a) τ ◦φi(x∗x)≤ τ(x∗x) for all x ∈M;

(b) limi ‖φi(x)− x‖2 = 0 for all x ∈M;

(c) each φi induces a compact bounded operator on L2M.

2. M has the compact approximation property, i.e., there exists a net {φi}i of normal completely positive

maps from M to M such that

(a) for all x ∈M we have limi φi(x) = x ultraweakly;
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(b) for all ξ ∈ L2M and i ∈ I, the map x 7→ φi(x)ξ is compact from the normed space M to L2M.

3. There exists a net {φi}i of normal completely positive maps from M to M such that

(a) for all x ∈M we have limi φi(x) = x ultraweakly;

(b) for all ξ ∈ L2M and i ∈ I, the map x 7→ φi(x)ξ is compact from the normed space M to L1M.

2.2 Preliminaries

2.2.1 The extended Haagerup tensor product

If X ⊂ B(H ) is an operator space (for us, all operator spaces will be norm closed) and I,J are sets, then

we denote by MI,J(X) the set of I× J matrices having entries in X that represent bounded operators from

`2J⊗H into `2I⊗H . We write CI(X) =MI,1(X), and RJ(X) =M1,J(X), for the column and row matrices

respectively. When no confusion will arise, we will identify each matrix in MI,J(X) with the corresponding

operator that it represents, so that we view MI,J(X) as an operator subspace of B(`2J⊗H , `2I⊗H ). If

a ∈ B(H ,K ), then we let a(J) ∈ B(`2J⊗H , `2J⊗K ) be the diagonal operator a(J) = 1⊗a.

If X ⊂B(H ), and Y ⊂B(K ) are operator spaces, x∈MI,J(X), and y∈MJ,K(Y ), then we let x�y denote

the normal completely bounded operator in CBσ (B(K ,H ),MI,K(B(K ,H ))) given by (x�y)(a) = xa(J)y,

for a ∈ B(K ,H ).

We take the perspective in [Mag97] and define the extended Haagerup tensor product X ⊗eh Y to consist

of all maps of the form x�y for x ∈ RJ(X), y ∈CJ(Y ), for some set J. The extended Haagerup tensor product

is again an operator space, with the norm on Mn(X⊗eh Y ) inherited from CBσ (B(K ,H ),Mn(B(K,H )))).

If M ⊂ B(H ) and N ⊂ B(K ) are von Neumann algebras, then each element in M⊗eh N corresponds to

an M′-N′-bimodular map in CBσ (B(H )). Moreover, every M′-N′-bimodular map arises in this way [BS92,

Theorem 4.2] so that we have operator space isomorphisms

M⊗eh N =CBσ

M′−N′(B(H ))∼=CBM′−N′(K(H ),B(H )).

Note that composition then turns M⊗eh N into a Banach algebra, which agrees with the usual algebra structure

on the algebraic tensor product M⊗Nop, i.e., for a,b∈M and x,y∈N we have (a�x)◦(b�y) = (ab)�(yx).

We also have that M⊗eh N is naturally a dual Banach space where the weak∗-topology on bounded sets is

given by ultraweak convergence applied to each compact operator. Multiplication is then weak∗-continuous

in the second variable, but not in the first variable in general (see the remark before theorem 4.2 in [BS92])

due to the fact that the space of compact operators need not be preserved by maps in M⊗eh N.

12



2.2.2 Strong operator bimodules

If A and B are unital C∗-algebras, then an operator A-B-bimodule consists of unital ∗-homomorphisms π : A→

B(H ), ρ : B→ B(H ), together with operator subspace X ⊂ B(H ) such that X is a π(A)-ρ(B)-bimodule

whose bimodule structure is given by composition of operators. We write axb for the element π(a)xρ(b)

whenever a ∈ A, b ∈ B, and x ∈ X . If A = B, π = ρ , and X happens to be on operator system in B(H )

that contains π(A), then we say that X is an operator A-system (see [Pau02, p. 215]). We remark that A-

B-bimodules and operator A-systems may also be defined abstractly without referring to an explicit Hilbert

space H (see [CES87] and [Pau02, Corollary 15.13] respectively). We say that X is a dual operator A-

B-bimodule (resp. dual operator A-system) if X may be realized above as an ultraweak closed subspace of

B(H ).

If M and N are von Neumann algebras, then we say that an operator M-N-bimodule (resp. M-system) is

normal if the representations π : M→ B(H ), and ρ : Nop→ B(H ) from above may be taken to be normal

and faithful. An M-N sub-bimodule X ⊂B(H ) is strong if whenever a∈ RI(M), x∈MI,J(X), and b∈CJ(N)

for some sets I and J, then we have axb ∈ X ⊂ B(H ).

Strong bimodules were introduced by Magajna in [Mag00], generalizing the notion of a strong module

(i.e., a strong M-C bimodule), which were introduced in [ER88] and developed in [Mag97, Mag98]. We

summarize here some of Magajna’s results from [Mag97, Mag98, Mag00] that we will use involving strong

bimodules.

Strong bimodules are automatically norm closed. Moreover, if X ⊂ B(H ) is strong, then it is strong

under any other realization as a concrete normal M-N operator bimodule. If X ⊂ B(H ) is an M-N bimodule,

then denote by X st the smallest strong bimodule containing X as a sub-bimodule. Dual bimodules are always

strong, but there are many strong bimodules that are not dual, e.g., in the case when M = N = C, all closed

bimodules are strong.

If X is a normal operator M-N bimodule, then the M-N-topology on X is given by the family of semi-

norms

sρ

ω(x) = inf{ω(a∗a)1/2‖y‖ρ(b∗b)1/2},

where ω and ρ are positive normal linear functionals on M and N, respectively, and the infimum is taken over

all decompositions x = a∗yb where a ∈M, b ∈ N, and y ∈ X . It is not clear, a priori, that sρ

ω is a seminorm,

but this is indeed the case, and follows from an argument similar to the one showing that the Haagerup norm

is a norm.

If X ⊂ Y is an inclusion of normal operator M-N bimodules, then the restriction of the M-N-topology on

Y gives the M-N-topology on X . Moreover, if M and N are normally represented on B(H ), then an M-N
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sub-bimodule is closed in the M-N-topology if and only if it is a strong bimodule [Mag00, Theorem 3.10].

If M0 ⊂ M and N0 ⊂ N are ultraweakly dense C∗-subalgebras and X is an M0-N0 operator bimodule,

then we let XM0]N0 ⊂ X∗ denote the space of bounded linear functionals ϕ such that for each x ∈ X the map

M0×N0 3 (a,b) 7→ ϕ(axb) extends to a map on M×N that is separately ultraweakly continuous in a and

b. Note that XM0]N0 is a norm closed subspace of X∗. If X is a normal M-N operator bimodule, then XM]N

coincides with the linear functionals that are continuous in the M-N topology [Mag00, Theorem 3.7]. The

following proposition generalizes this fact to the situation where X can be made a bimodule in multiple ways,

e.g., when M is a II1 factor, we may want to view X = B(L2M) as both an M-M bimodule and a M′-M′

bimodule.

If X is a normal M-N operator bimodule, then we will often use the notation X ] for XM]N when the bi-

module structure is clear from the context. We remark that Magajna favors the notation X ] for the continuous

dual of X in [Mag97, Mag98, Mag00, Mag05], however no confusion should arise in the present context as

we will always denote the continuous dual by X∗.

Proposition 2.2.1. Let H be a Hilbert space and suppose M,M̃,N, Ñ ⊂ B(H ) are von Neumann algebras

such that M̃ ⊂M′ and Ñ ⊂ N′. Suppose X ⊂ B(H ) is an operator space that is both an M-N bimodule and a

M̃-Ñ bimodule. Suppose ϕ ∈ XM]N ∩X M̃]Ñ , then there exist Hilbert spaces K1,K2, normal and commuting

representations of M and M̃ on K1, and of N and Ñ on K2, vectors ξ ∈ K1, η ∈ K2, and a completely

bounded map φ : X → B(K2,K1) that is both M-N-bimodular and M̃-Ñ-bimodular, and such that for all

x ∈ X we have ϕ(x) = 〈φ(x)η ,ξ 〉.

Proof. The proof is based on [Mag98, Theorem 4.2] and [ER88, Theorem 3.4]. Set A = B(H ) and extend

ϕ to a linear functional ϕ̃ ∈A ∗ by Hahn-Banach. Since A is a C∗-algebra, we may then find a Hilbert space

L , a ∗-representation π : A → B(L ) and vectors ξ0,η0 ∈L such that ϕ̃(a) = 〈π(a)η0,ξ0〉, for all a ∈A .

We may then set L1 to be the closure of the subspace spanned by π(X)η0. Since π is a ∗-homomorphism on

M and M̃, it follows that PL1 commutes with π(M) and π(M̃), and so we obtain commuting ∗-representations

of M and M̃ on L1 by restriction.

We define π̃ : X → B(L ,L1) by π̃(x) = PL1π(x). This is then a completely bounded M-N and M̃-Ñ-

bimodular map. Moreover, if we set ξ = PL1ξ0, then we have

ϕ(x) = 〈π(x)η0,ξ0〉= 〈PL1π(x)η0,ξ0〉= 〈π̃(x)η0,ξ 〉.

Next, we let L2 be the closure of the subspace π̃(X∗)ξ , and note that, as above, PL2 commutes with

both N and Ñ and hence we obtain ∗-representations of N and Ñ on L2 by restriction. We define φ0 : X →
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B(L2,L1) by φ0(x) = π̃(x)PL2 . This is then a completely bounded M-N and M̃-Ñ-bimodular map, and if we

set η = PL2η0, then as above we have ϕ(x) = 〈φ0(x)η ,ξ 〉.

Next, we let K1 be the closure of the subspace spanned by π(M)π(M̃)ξ , and we let K2 be the closure

of the subspace spanned by π(N)π(Ñ)η . We then have that K1 is invariant under M and M̃, and hence we

obtain commuting ∗-representations by restriction. We similarly obtain commuting ∗-representations of N

and Ñ on K2. Since η ∈K2 and ξ ∈K1 if we set φ(x) = PK1φ0(x)PK2 , then φ is M-N and M̃-Ñ-bimodular

and we again have ϕ(x) = 〈φ(x)η ,ξ 〉 for all x ∈ X .

We note that since ϕ ∈ XM]N , if x ∈ X and ζ = ∑
n
j=1 π(ai)π(bi)ξ for a1, . . . ,an ∈ M, and b1, . . . ,bn ∈

M̃, then the linear functional M 3 a 7→ 〈π(a)PK1π(x)η0,ζ 〉 = ∑
n
j=1 ϕ(a∗i ab∗i x) is normal. As PK1π(X)η0

and span{π(M)π(M̃)ξ} are both dense in K1, it follows that M is normally represented on K1. A similar

argument shows that M̃ is also normally represented on K1, and that both N and Ñ are normally represented

on K2.

If we assume ϕ ∈ XM]N ∩ X M̃]Ñ is such that ‖ϕ‖ ≤ 1, and we let φ be as in the previous proposi-

tion, then an application of Paulsen’s trick (e.g., Lemma 8.1 in [Pau02]) gives a unital completely positive

(u.c.p.) C∗(M,M̃)⊕C∗(N, Ñ)-bimodular map Φ : SX → B(K1⊕K2), where SX is the operator C∗(M,M̃)⊕

C∗(N, Ñ)-system

SX =
{( a x

y∗ b
)
| a ∈C∗(M,M̃),b ∈C∗(N, Ñ),x,y ∈ X

}
.

If X is a subspace of Y ⊂ B(H ) such that Y is also both an M-N and M̃-Ñ bimodule, then we may use

Arveson’s extension theorem to extend Φ to a u.c.p. map on SY . Restricting this to the corner Y in SY then

gives the analogue of the Hahn-Banach theorem in our setting (See Proposition 4.5 in [Mag98] for another

approach). We record this result here for use later.

Proposition 2.2.2. Let H be a Hilbert space and suppose M,M̃,N, Ñ ⊂ B(H ) are von Neumann algebras

such that M̃ ⊂ M′ and Ñ ⊂ N′. Suppose Y ⊂ B(H ) is an operator space that is both an M-N bimodule

and a M̃-Ñ bimodule, and suppose that X ⊂ Y is both an M-N sub-bimodule and a M̃-Ñ sub-bimodule. If

ϕ ∈ XM]N ∩X M̃]Ñ , then there exists ψ ∈ Y M]N ∩Y M̃]Ñ with ‖ψ‖= ‖ϕ‖ such that ψ|X = ϕ .

The following descriptions of the strong completion of bimodules will be useful for us later.

Proposition 2.2.3. Let M and N be normally represented in B(H ) and let X ⊂ B(H ) be a M-N sub-

bimodule. Fix x ∈ B(H ). The following are equivalent:

1. x is in the strong M-N bimodule generated by X.

2. There exist orthogonal families of projections {ei}i∈I ⊂ M and { f j} j∈J ⊂ N with ∑i∈I ei = 1 and

∑ j∈J f j = 1, such that eix f j ∈ X for any i ∈ I and j ∈ J.
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3. If ϕ ∈ B(H )M]N is any linear functional such that ϕ|X = 0, then we also have ϕ(x) = 0.

Proof. It is easy to see that (2) =⇒ (1), and since the strong M-N bimodule generated by X is the closure in

the M-N-topology, we have that (1) and (3) are equivalent by the Hahn-Banach theorem.

To see (1) =⇒ (2), note that an M-N bimodule is strong if and only if it is a strong left M-module

and a strong right N-module, and we may obtain such families {ei}i∈I and { f j} j∈J by applying [Mag98,

Proposition 2.2] twice.

We will also need a version of the previous proposition in the setting of Proposition 2.2.1. We omit the

proof, which is similar to the proof of Proposition 2.2.3.

Proposition 2.2.4. Let H be a Hilbert space and suppose M,M̃,N, Ñ ⊂ B(H ) are von Neumann algebras

such that M̃ ⊂M′ and Ñ ⊂ N′. Suppose X ⊂ B(H ) is an operator space that is both an M-N bimodule and

a M̃-Ñ bimodule. For x ∈ B(H ), the following are equivalent:

1. x is in the smallest subspace containing X that is both a strong M-N bimodule and a strong M̃-Ñ

bimodule.

2. There exist orthogonal families of projections {ei}i∈I ⊂M, {ẽi}i∈I ⊂ M̃, { f j} j∈J ⊂ N and { f̃ j} j∈J ⊂ Ñ

which all sum to 1, such that eiẽix f̃ j f j ∈ X for any i ∈ I and j ∈ J.

3. If ϕ ∈ B(H )M]N ∩B(H )M̃]Ñ is any linear functional such that ϕ|X = 0, then we also have ϕ(x) = 0.

2.2.3 Universal representations of normal M-N bimodules

If X is a normal operator M-N-bimodule, then by a representation of X we mean an M-N-bimodular complete

contraction π : X → B(H ,K ) where M and N are normally represented in B(K ) and B(H ) respectively.

We let Rep(X) denote the space of all representations on some fixed Hilbert space of sufficiently large di-

mension. Note that direct sums of representations again give representations, and hence we may define the

universal representation of X to be πu =⊕π∈Rep(X)π .

By Proposition 2.2.1 (or in this case by [Mag00, Theorem 3.10]), the space X ] coincides with the coef-

ficient linear functionals corresponding to representations. Although the space X ] need not be an operator

M-N bimodule, it is still naturally a N-M bimodule under the action (a ·ϕ · b)(x) = ϕ(bxa). We then have

that (X ])∗ is a dual M-N bimodule. The following proposition is easily deduced.

Proposition 2.2.5. The universal representation πu induces a weak∗ homeomorphic isometric M-N bimodu-

lar mapping of (X ])∗ onto the ultraweak closure πu(X).
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We may then give (X ])∗ the normal dual operator M-N-bimodule structure coming from this isomorphism

and we note that this satisfies the universal property that if π : X → Y is an N-M bimodular complete con-

traction and Y is a dual normal operator M-N-bimodule, then there exists a unique normal M-N-bimodular

complete contraction π̃ : (X ])∗→ Y such that π̃|X = π .

If Y is a normal operator M-N bimodule containing X as a sub-bimodule, then it follows from Propo-

sition 2.2.2 (or in this case by [Mag98, Proposition 4.5]) that the identity map from X to Y extends to an

M-N-bimodular completely isometric normal map from (X ])∗ into (Y ])∗, and so we will identify (X ])∗ as a

sub-bimodule of (Y ])∗.

An alternative construction for the “bidual” is given by Magajna in [Mag05]. There he introduces the

bimodule dual of X as X \ = CBM−N(X ,B(L2N,L2M)). This is an abstract dual normal operator M′-N′-

bimodule and hence the bimodule bidual X \\ gives an abstract dual normal operator M-N-bimodule. The

following result of Magajna shows that these two notions of biduals agree.

Proposition 2.2.6 (Magajna [Mag05, Corollary 3.5(iii)]). For any normal operator M-N-bimodule X, the

identity map on X induces a weak∗ homeomorphic completely isometric M-N bimodular isomorphism X \\ ∼=

(X ])∗.

If E is a normal operator M-system, then by a representation of E we mean an M-bimodular u.c.p. map

π : E → B(H ) where M is normally represented on H . We similarly define the space Rep(E) and the

universal representation πu =⊕π∈Rep(E)π .

Proposition 2.2.7. The universal representation of a normal operator M-system E induces a weak∗ homeo-

morphic isometric M-M bimodular mapping of (E])∗ onto the ultraweak closure πu(E). In particular, (E])∗

carries the structure of a dual normal operator M-system.

Proof. To each ϕ ∈ E] with ‖ϕ‖ ≤ 1 there exists a normal state η ∈M∗,+ and an M-bimodular completely

bounded map ψ : E → B(L2(M,η)) such that ϕ(x) = 〈ψ(x)1̂, 1̂〉. Indeed, if ω,ρ ∈ M∗,+ are such that

|ϕ(a∗xb)| ≤ ω(a∗a)1/2‖x‖ρ(b∗b)1/2, then setting η = (ω(1)+ρ(1))−1(ω +ρ) we have that for each x ∈ E

the map M×M 3 (a∗,b∗) 7→ ϕ(a∗xb) extends to a bounded sesquilinear map on L2(M,η)×L2(M,η), and

hence there is a bounded operator ψ(x) ∈ B(L2(M,η)) such that ϕ(x) = 〈ψ(x)1̂, 1̂〉 for x ∈ M. The map

E 3 x 7→ ψ(x) ∈ B(L2(M,η)) is then easily seen to be M-bimodular and bounded, hence also completely

bounded by Smith’s theorem.

By Wittstock’s theorem, there then exist M-bimodular completely positive maps ψ̃i : E → B(L2(M,η)),

i = 1,2 such that ψ̃1±ℜ(ψ) and ψ̃2±ℑ(ψ) are completely positive. Moreover, if E is concretely realized in

B(H ), then by Arveson’s extension theorem we may assume that ψ and ψ̃ are defined on B(H ).
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Considering the corresponding Stinespring dilations associated to these maps, we see that ϕ is imple-

mented by vectors in the M-system universal representation πu. We therefore see that the universal represen-

tations for E as an M-system or as an M-bimodule coincide and the result follows.

By the previous proposition, we have that, as a dual normal operator M-system, (E])∗ satisfies the uni-

versal property that if π : E→ F is an M-bimodular u.c.p. map where F is a dual normal operator M-system,

then there is a unique normal M-bimodular u.c.p. map π̃ : (E])∗→ F such that π̃|E = π .

An M-C∗-algebra consists of a C∗-algebra A, together with a faithful unital ∗-homomorphism mapping M

into the multiplier algebra M(A). We say that the M-C∗-algebra is normal if M(A) is normal as an operator

M-system.

We let pnor ∈M(A)∗∗ denote the supremum of the support projections of states in M(A)∗ that restrict to

normal states on M, so that M may be viewed as a von Neumann subalgebra of pnorM(A)∗∗pnor, and we have

a canonical identification between (M(A)])∗ and the predual of pnorM(A)∗∗pnor. Equivalently, pnor ∈M∗∗ ⊂

M(A)∗∗ is the projection such that M∗∗pnor is naturally isomorphic to M and a state ϕ ∈M(A)] if and only if

ϕ|M is normal if and only if ϕ(pnor) = 1. We let qA ∈P(M(A)∗∗) denote the central projection in M(A)∗∗ that

gives the identity projection for A∗∗ ⊂M(A)∗∗. We then have that the map M 3 x 7→ pnorqAM(A)∗∗qA pnor =

pnorA∗∗pnor gives an embedding of M as a von Neumann subalgebra of pnorA∗∗pnor. We therefore may think

of (A])∗ ∼= pnorA∗∗pnor as a von Neumann algebra that contains M as a von Neumann subalgebra (see also

[BC15] where similar techniques are introduced).

If A is a normal M-C∗-algebra and B ⊂ A is a C∗-subalgebra that is an M-M bimodule such that the

natural ∗-homomorphism M→M(B) is faithful, then B is also a normal M-C∗-algebra. If we let qB denote

the support of B∗∗ in A∗∗, then qB and pnor commute and we obtain an embedding (again as a non-unital von

Neumann subalgebra) (B])∗ ∼= qB pnorA∗∗pnorqB ⊂ pnorA∗∗pnor ∼= (A])∗.

Remark 2.2.8. If A is an M-C∗-algebra, then (A])∗ is a von Neumann algebra that contains M as a von

Neumann subalgebra. However, one difference between this “normal enveloping von Neumann algebra” and

the more familiar A∗∗ is that while the canonical embedding A→ (A])∗ is a complete order isomorphism onto

its range (and hence we may think of A as an M-subsystem of (A])∗), it is not a ∗-homomorphism in general,

due to the fact that the projection pnor ∈ M(A)∗∗ need not be central. As a consequence, if qQ denotes the

support of A∗∗ in M(A)∗∗, then, in general, we have qQ(M(A)])∗qQ∩M(A) 6= A.

In light of Proposition 2.2.1, the same arguments above regarding the universal representations of nor-

mal operator M-N bimodule, normal M-systems, and normal M-C∗-algebras work in the setting where our

object is also a M̃-Ñ bimodule, normal M̃-system, and normal M̃-C∗-algebra respectively. The main exam-

ple relevant in this work is the case when M̃ = M′ ⊂ B(L2M), in which case we may consider the space
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B(L2M)M]M ∩B(L2M)M′]M′ . For use in the sequel, we end this section by recording these results.

Suppose that H is a Hilbert space and M,M̃,N, Ñ ⊂ B(H ) are von Neumann algebras such that M̃ ⊂M′

and Ñ ⊂ N′. Suppose X ⊂ B(H ) is an operator space that is both an M-N bimodule and a M̃-Ñ bimodule.

Then we may also consider the space of representations in this category, which consists of complete contrac-

tions φ : X→ B(K ), such that M,M̃,N and Ñ are normally represented in B(K ), with M̃ ⊂M′, and Ñ ⊂N′,

and such that φ is both M-N bimodular and M̃-Ñ bimodular.

Proposition 2.2.9. Let M,N,M̃, Ñ ⊂ B(H ) and X ⊂ B(H ) be as above. Then the universal representation

induces a weak∗-homeomorphic completely isometric M-N and M̃-Ñ bimodular mapping of (XM]N ∩X M̃]Ñ)∗

onto the ultraweak closure πu(X).

Moreover, if X is an operator system and contains M =N, and M̃ = Ñ, then πu(X) is a both a dual normal

M-system and a dual normal M̃-system.

Proposition 2.2.10. Let M and M̃ be von Neumann algebras and let A be a C∗-algebra together with faithful

unital ∗-homomorphisms of M and M̃ into M(A) such that M̃ ⊂M′∩M(A). Then considering the canonical

inclusions (AM]M ∩AM̃]M̃)∗,(AM]M)∗,(AM̃]M̃)∗ ⊂M(A)∗∗, we have that

(AM]M ∩AM̃]M̃)∗ = (AM]M)∗∩ (AM̃]M̃)∗ ⊂M(A)∗∗.

Also, if B⊂ A is a C∗-subalgebra such that B is both an M-bimodule and a M̃-bimodule and such that the

corresponding representations of M and M̃ into M(B) are faithful, then we have a (non unital) inclusion of

von Neumann algebras (BM]M ∩BM̃]M̃)∗ ⊂ (AM]M ∩AM̃]M̃)∗.

2.3 Relatively compact operators

If (M,τ) is a finite von Neumann algebra, H is a Hilbert space, and x ∈ B(L2M,H ), then we denote by

‖x‖∞,2 the norm of x when viewed as an operator from M ⊂ L2M into H . If H = L2(N,τ) for some finite

von Neumann algebra N, then we let ‖x‖∞,1 denote the norm of x when viewed as an operator from M ⊂ L2M

into L1N ⊃ L2N. Ozawa proved in [Oza10] that for x ∈ B(L2M,H ) we have

‖x‖∞,2 ≤ inf{‖z‖(‖c‖2
2 +‖d‖2

2)
1/2} ≤ 4‖x‖∞,2, (2.1)

where the infimum is taken over all decompositions x = z
(

JcJ
d

)
, where z ∈ B(L2M⊕L2M,H ) and c,d ∈M.

The following proposition adapts Ozawa’s argument for the case of the ‖ · ‖∞,1-norm.

19



Proposition 2.3.1. Suppose (M,τ) is a finite von Neumann algebra and x ∈ B(L2M). Then

‖x‖∞,1 ≤ inf
{(
‖a‖2

2 +‖b‖2
2
)1/2 ‖z‖

(
‖c‖2

2 +‖d‖2
2
)1/2

}
≤ 4‖x‖∞,1

where the infimum is over all z ∈M2(B(L2M)), and a,b,c,d ∈M such that x =
(

JaJ
b

)∗ z
(

JcJ
d

)
.

Proof. If x =
(

JaJ
b

)∗ z
(

JcJ
d

)
such that z ∈M2(B(L2M)), and a,b,c,d ∈M, then for all e, f ∈M we have

|〈xê, f̂ 〉|=
∣∣∣〈z
(

êc∗
d̂e

)
,
(

f̂ a∗

b̂ f

)〉∣∣∣
≤ ‖z‖

(
‖ec∗‖2

2 +‖de‖2
2
)1/2 (‖ f a∗‖2

2 +‖b f‖2
2
)1/2

≤ ‖e‖‖ f‖‖z‖
(
‖c∗‖2

2 +‖d‖2
2
)1/2 (‖a∗‖2

2 +‖b‖2
2
)1/2

.

Taking the supremum over all e, f ∈M such that ‖e‖,‖ f‖ ≤ 1 then shows that

‖x‖∞,1 ≤
(
‖a‖2

2 +‖b‖2
2
)1/2 ‖z‖

(
‖c‖2

2 +‖d‖2
2
)1/2

.

For the second inequality, consider the normal bilinear form on M×M given by ϕ(a,b) = 〈xâ, b̂〉 and

note that we have ‖x‖∞,1 = ‖ϕ‖. By the noncommutative Grothendieck Theorem, there exist unit vectors

ξ1,ξ2,η1,η2 ∈ L2M such that

|ϕ(a,b)| ≤ ‖ϕ‖
(
‖aξ1‖2

2 +‖ξ2a‖2
2
)1/2 (‖bη1‖2

2 +‖η2b‖2
2
)1/2

.

Thinking of L2M as a subspace of unbounded affiliated operators, we let p1 = χ[‖x‖4,∞)(ξ1ξ ∗1 ). We then

have

|ϕ(e, f )| ≤ |ϕ(ep⊥1 , f )+ϕ(ep1, f )|

≤ ‖ϕ‖
(
‖ep⊥1 ξ1‖2

2 +‖ξ2e‖2
2

)1/2 (
‖ f η1‖2

2 +‖η2 f‖2
2
)1/2

+‖x‖‖ep1‖2‖ f‖2

≤ ‖ϕ‖
(
‖ep⊥1 ξ1‖2

2 +‖ξ2e‖2
2 +‖x‖2‖ep1‖2

2

)1/2 (
‖ f η1‖2

2 +‖η2 f‖2
2 +‖ f‖2

2
)1/2

= ‖ϕ‖
(
‖ea0‖2

2 +‖ξ2e‖2
2
)1/2 (‖ f η̃1‖2

2 +‖η2 f‖2
2
)1/2

,

where a0 =(p⊥1 ξ1ξ ∗1 p⊥1 +‖x‖4 p1)
1/2, and η̃1 =(η1η∗1 +1)1/2. Note that ‖a0‖≤ ‖x‖2 and ‖a0‖2≤‖ξ1‖2≤ 1,

while ‖η̃1‖2
2 ≤ ‖η1‖2

2 +1 = 2.
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Similarly, if we let p2 = χ[‖x‖4,∞)(ξ
∗
2 ξ2), then we see that

|ϕ(e, f )| ≤ ‖ϕ‖
(
‖ea0‖2

2 +‖b0e‖2
2
)1/2 (‖ f η̃1‖2

2 +‖η̃2 f‖2
2
)1/2

,

where b0 = (p⊥2 ξ ∗2 ξ2 p⊥2 + ‖x‖4 p2)
1/2 satisfies ‖b0‖ ≤ ‖x‖2 and ‖b0‖2 ≤ 1, and where η̃2 = (η∗2 η2 + 1)1/2

satisfies ‖η̃2‖2 ≤
√

2.

Repeating this argument with η̃1 and η̃2, we obtain an inequality of the form

|ϕ(e, f )| ≤ ‖ϕ‖
(
‖ea‖2

2 +‖be‖2
2
)1/2 (‖ f c‖2

2 +‖d f‖2
2
)1/2

, (2.2)

where a,b,c,d ∈M are bounded with ‖a‖2,‖b‖2,‖c‖2,‖d‖2 ≤
√

2.

If we let V ⊂ L2M⊕L2M denote the closed subspace spanned by elements of the form ea⊕be, for e∈M,

and if we let W ⊂ L2M⊕ L2M denote the closed subspace spanned by elements of the form f c⊕ d f , for

f ∈ M, then from (2.2) we see that ϕ(e, f ) defines a bounded quadratic form on V ×W and we therefore

obtain a bounded operator z ∈M2(B(L2M)) with ‖z‖ ≤ ‖ϕ‖ such that for all e, f ∈M we have

ϕ(e, f ) = 〈z(ea⊕be),( f c⊕d f )〉.

Hence we have x =
(

JaJ
b

)∗ z
(

JcJ
d

)
.

Corollary 2.3.2. Let M and N be finite von Neumann algebras, and X ⊂ B(L2N,L2M) a subspace. If

T ∈ B(L2N,L2M), and {Ti}i ⊂ X is uniformly bounded such that ‖Ti−T‖∞,1 → 0, then T is in the small-

est subspace of B(L2N,L2M) that contains X and is both a strong M-N bimodule and a strong JMJ-JNJ

bimodule.

Also, if H is a Hilbert space, Y ⊂B(L2N,H ) is a subspace, T ∈B(L2M,H ), and {Ti}i⊂Y is uniformly

bounded such that ‖T −Ti‖∞,2→ 0, then T is in the smallest subspace of B(L2N,H ) that contains Y and is

both a strong right N module and a strong right JNJ module.

Proof. Note there is no loss in generality by assuming that X is an M-N bimodule, and a JMJ-JNJ bimodule.

By Proposition 2.2.1 we have

B(L2N,L2M)M]N ∩B(L2N,L2M)JMJ]JNJ = B(L2N,L2M)M]JNJ ∩B(L2N,L2M)JMJ]N .

Using this fact, we then see that Propositions 2.2.4 and 2.3.1 give the result for the case X ⊂ B(L2N,L2M).

The case Y ⊂B(L2N,H ) follows similarly by using Ozawa’s Lemma in [Oza10] instead of Proposition 2.3.1.
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Let M be a von Neumann algebra. If X is a hereditary C∗-subalgebra of B(L2M), then we denote by

M(X) the multiplier algebra in B(L2M). An M-boundary piece is a hereditary C∗-subalgebra X ⊂ B(L2M)

such that M(X)∩M and M(X)∩JMJ are ultraweakly dense in M and JMJ respectively. To avoid pathological

examples, we will always assume that X 6= {0}, so that we then have K(L2M) ⊂ X. The following are two

motivating examples for this definition.

Example 2.3.3 (See [BIP21] and Section 15.1 in [BO08]). Suppose Γ is a group and I ⊂ `∞Γ is a closed ideal

that is invariant under the left and right actions of Γ and contains c0Γ. Then XI = IB(`2Γ)I gives a boundary

piece for LΓ. Note that C∗
λ

Γ and C∗ρ Γ are contained in the multiplier algebra of IB(`2Γ)I

Example 2.3.4. Suppose B ⊂M is a von Neumann subalgebra and let eb ∈ B(L2M) denote the orthogonal

projection onto the space L2B ⊂ L2M. Then the algebraic span of operators of the form x1Jy1JT Jy2Jx2,

with x1,x2,y1,y2 ∈ M and T ∈ eBB(L2M)eB ∼= B(L2B), forms a ∗-subalgebra, and its closure then forms a

C∗-subalgebra of B(L2M), which we denote by XB. The C∗-algebra XB clearly contains M and JMJ in its

multiplier algebra, and to see that it is hereditary we just note that it can be identified with the hereditary

C∗-subalgebra of B(L2M) that is generated by all operators of the form xJyJeB with x,y ∈M.

We now fix an M-boundary piece X and let KL
X = KL

X(M) ⊂ B(L2M) denote the ‖ · ‖∞,2-closure of the

closed left ideal B(L2M)X, i.e.,

KL
X = B(L2M)X

‖·‖∞,2
.

Proposition 2.3.5. The space KL
X is a closed left ideal in B(L2M) such that M and JMJ are contained in the

space of right multipliers.

Proof. First notice that ‖ · ‖∞,2 ≤ ‖ · ‖ on B(L2M) and hence KL
X is closed. The fact that KL

X is a left ideal

follows from the inequality ‖ST‖∞,2 ≤ ‖S‖‖T‖∞,2, for any S ∈ B(L2M) and T ∈KL
X.

To see M is in the right multiplier of KL
X, let x ∈ M and T ∈ KL

X be given. Then, using Kaplansky’s

theorem, there exist sequences {Tn} ⊂ B(L2M)X and xn ⊂M(X)∩M such that ‖Tn−T‖∞,2→ 0, ‖xn‖ ≤ ‖x‖

and ‖xn− x‖2→ 0. Notice that Tnxn ∈ B(L2M)X and

‖Tnxn−T x‖∞,2 ≤ ‖(Tn−T )xn‖∞,2 +‖T (x− xn)‖∞,2

≤ ‖Tn−T‖∞,2‖x‖+‖T‖‖xn− x‖2→ 0,

and thus T x ∈KL
X. It similarly follows that JMJ is in the space of right multipliers.

22



We let KX =KX(M) denote the hereditary C∗-algebra associated to KL
X, i.e.,

KX = (KL
X)
∗ ·KL

X = (KL
X)
∗∩KL

X. (2.3)

Note that from Proposition 2.3.5 we have that M and JMJ are contained in the multiplier algebra of KX. We

let K∞,1
X =K∞,1

X (M)⊂ B(L2M) denote the closure of X in the ‖ · ‖∞,1 norm, i.e.,

K∞,1
X = X‖·‖∞,1 . (2.4)

Proposition 2.3.6. We have K∞,1
X = KX

‖·‖∞,1 , and this is a self-adjoint closed strong M-M and JMJ-JMJ

bimodule.

Proof. It is clear that X ⊂ KX and hence it suffices to show KX
‖·‖∞,1 ⊂ K∞,1

X . For each T ∈ KX
‖·‖∞,1 , there

exists {Sn}, {Rn} ⊂KL
X such that ‖S∗nRn−T‖∞,1→ 0. Furthermore, for each n we have sequences {Si

n} and

{Ri
n} in B(L2M)X that converge to Sn and Rn in ‖ · ‖∞,2, respectively. By the polarization identity, we have

(Si
n)
∗Ri

n ∈ X for each i and n. Note that for each n we have

‖(Si
n)
∗Ri

n−T‖∞,1 ≤ ‖((Si
n)
∗−S∗n)R

i
n‖∞,1 +‖S∗n(Rn

n−Rn)‖∞,1 +‖S∗nRn−T‖∞,1

≤ ‖Sn−Si
n‖∞,2‖Ri

n‖∞,2 +‖Sn‖∞,2‖Ri
n−Rn‖∞,2 +‖S∗nRn−T‖∞,1,

i.e., limi→∞ ‖(Si
n)
∗Ri

n−T‖∞,1 ≤ ‖S∗nRn−T‖∞,1. Thus for each n, we may pick i(n) such that ‖(Si(n)
n )∗Ri(n)

n −

T‖∞,1 ≤ ‖S∗nRn−T‖∞,1 +2−n and therefore limn→∞ ‖(Si(n)
n )∗Ri(n)

n −T‖∞,1 = 0.

The fact that it is closed follows from the inequality ‖·‖∞,1≤‖·‖ on B(L2M); since one also has ‖T‖∞,1 =

‖T ∗‖∞,1 for any T ∈ B(L2M), K∞,1
X is self-adjoint.

Since we have now established that K∞,1
X =KX

‖·‖∞,1 , Proposition 2.2.4 and Corollary 2.3.2 then show that

K∞,1
X =KX

M-M JMJ-JMJ
, which is a strong M-M and JMJ-JMJ bimodule.

Example 2.3.7. The space K∞,1(M) is, in general, considerably larger than K(L2M). For example, K∞,1(M)

may contain isometries. Indeed, if {pn}n∈N ⊂P(M) is an infinite partition of unity consisting of non-zero

projections, and we let V ∈ B(L2M) be an isometry from L2M onto the closed span of {pn}n ⊂ L2M, and if

we set qk = ∑
∞
n=k pn, then we have q⊥k V ∈ K(L2M) for each k ≥ 1, and hence by Proposition 2.3.6 we have

V ∈K∞,1(M).

If H is a Hilbert space, then we also let KL
X(M,H ) = B(L2M,H )X

‖·‖∞,2 . Note that by considering

polar decomposition we have T ∈KL
X(M,H ) if and only if |T | ∈KL

X(M).
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Proposition 2.3.8. Let M be a finite von Neumann algebra, X⊂B(L2M) a boundary piece, and H a Hilbert

space. If T ∈ B(L2M,H ), then the following conditions are equivalent:

1. T ∈KL
X(M,H ).

2. T ∗T ∈KX.

3. T ∗T ∈K∞,1
X .

Proof. The implications (1) =⇒ (2) =⇒ (3) are clear. To see (3) =⇒ (1), recall from the proof of Proposi-

tion 2.3.6 that K∞,1
X =KX

M-M JMJ-JMJ
. It follows from Proposition 2.2.4 that there exist sequences of projections

{pn}n ⊂P(M) and {qn}n ⊂P(JMJ) with pn→ 1 and qn→ 1 such that pnqnT ∗T qn pn ∈KX. In particular,

we then have |T |qn pn ∈KL
X (see Proposition II.5.3.2 in [Bla06]), and it then follows that |T | ∈KL

X
C−M C−JMJ

,

which coincides with KL
X by Proposition 2.2.4 and Corollary 2.3.2. By the remark before this proposition,

we then have T ∈KL
X(M,H ).

Lemma 2.3.9. Let M and N be finite von Neumann algebras and let φ : N→M be a bounded map such that

φ has a continuous extension Tφ ∈ B(L2N,L2M). Then Tφ is compact as an operator from N into L1M if and

only if Tφ is compact as an operator from N into L2M.

Proof. Suppose Tφ is compact as an operator from N into L1M. Since T ∗
φ

: M→ L1N is also compact, and

since φ : N→M is bounded, it follows that T ∗
φ

Tφ is compact as an operator from N to L1N.

Hence for any bounded sequence {xn}n∈N ⊂ N such that xn→ 0 ultraweakly we have

‖Tφ (xn)‖2
2 = 〈T ∗φ Tφ x̂n, x̂n〉 ≤ ‖T ∗φ Tφ (x̂n)‖1→ 0.

Therefore Tφ is compact as an operator from N into L2N.

Proof of Theorem 2.1.3. The implications (1) =⇒ (2) =⇒ (3) are obvious, and we will show (3) =⇒ (1).

Let {φi}i be given as in (3). By a standard convexity argument (e.g., [OP10a, Theorem 2.1]), we may assume

that φi satisfy φi(1) ≤ 1 and τ ◦ φi ≤ τ . By Kadison’s inequality, we then have that that each φi induces a

bounded operator on L2M, and by Lemma 2.3.9 each φi is compact as an operator from M to L2M and hence,

as in [Oza10], each φi is in the ‖·‖∞,2-closure of K(L2M). By Corollary 2.3.2, for each i and ε > 0 there exists

a projection pi,ε ∈P(M) with τ(pi,ε) > 1− ε such that the c.p. map ψi,ε = φi ◦Ad(pi,ε) gives a compact

operator on L2M. Letting i→∞ and ε→ 0 gives a net of c.p. maps satisfying (1). (Note that φi will converge

pointwise to the identity in ‖ · ‖2 because of the inequality ‖φi(x)− x‖2
2 ≤ 2(‖x‖2

2−ℜ〈φi(x̂), x̂〉).

In Section 2.5.3 we will give another perspective on Theorem 2.1.3 through the use of mixing Hilbert

bimodules.
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2.4 The convolution algebra associated to a von Neumann algebra

Let M and N be von Neumann algebras. We let M⊗Con Nop be the subset of M⊗eh N =CBσ

M′−N′(B(L
2N,L2M))

consisting of normal M′-N′ bimodular completely bounded maps that preserve the space of trace-class op-

erators1. If µ ∈M⊗Con Nop, then we let µ∗ ∈CBσ

M′−N′(B(L
2N,L2M)) = M⊗eh N denote the adjoint of the

operator µ when restricted to the space of trace-class operators under the usual conjugate linear pairing be-

tween B(L2N,L2M) and the space of trace-class operators in B(L2N,L2M), i.e., Tr(µ(S)T ∗)=Tr(S(µ∗(T ))∗)

for each S,T ∈ B(L2N,L2M) with S trace-class. Note that since µ is continuous and preserves the trace-class

operators, then µ also preserves the space of compact operators and hence the dual map µ∗ again preserves

the trace-class operators, thus the map M⊗Con Nop 3 µ 7→ µ∗ ∈M⊗Con Nop defines an involutive antilinear

algebra-isomorphism.

Note that the involution µ 7→ µ∗ extends the usual involution on the algebraic tensor product M⊗Nop.

We define a norm ‖ · ‖Con on M⊗Con Nop by

‖µ‖Con = max{‖µ‖M⊗ehN ,‖µ∗‖M⊗ehN}.

We denote by J both the Tomita conjugation operator for M and for N. We let J : B(L2N,L2M) →

B(L2N,L2M) denote the anti-linear isometry given by J (T ) = JT J. We then have that M⊗eh N 3 ν 7→

J νJ gives an isometric anti-isomorphism between M⊗eh N and (JMJ)⊗eh (JNJ). We may therefore

view M⊗Con Nop as subspace of the `∞-direct sum

(M⊗eh N)⊕∞ ((JMJ)⊗eh (JNJ))

under the diagonal embedding M⊗Con Nop 3 µ 7→ µ⊕J µ∗J . It is easy to check that this is a weak∗-closed

(and hence also norm closed) subspace, so that M⊗Con Nop is a dual Banach space where the weak∗-topology

on bounded sets is given by point-ultraweak convergence applied to compact operators for a net {µi}i and its

adjoint net {µ∗i }i.

Since M⊗eh N = CBσ

M′−N′(B(L
2N,L2M)) is a Banach algebra under composition, it then follows that

M⊗Con Nop is a Banach ∗-algebra. Moreover, since the maps in µ ∈M⊗Con Nop preserve the space of compact

operators, it follows that multiplication in M⊗Con Nop is separately weak∗-continuous in each variable, and

so we view M⊗Con Nop as a dual Banach ∗-algebra.

1The change in notation from N to Nop is to emphasize the fact that we will mainly consider M⊗Con Nop not as a subspace of M⊗eh N,
but rather as an algebra that contains the algebraic tensor product M⊗Nop as a subalgebra.
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2.4.1 Convolution algebras associated to finite von Neumann algebras

Suppose now that M and N are finite von Neumann algebras with normal faithful traces. Let V be a nor-

mal Banach M,N-bimodule. Following Connes [Con78] we consider the space V M\N ⊂ V ∗ consisting of

continuous linear functionals ϕ such that there exists K ≥ 0 for which we have

|ϕ(x∗ξ y)| ≤ K‖x‖2‖ξ‖‖y‖2, x ∈M, ξ ∈ V , y ∈ N. (2.5)

When no confusion will arise, we will denote V M\N simply by V \. We define the norm ‖ϕ‖\ to be the smallest

K ≥ 0 for which (2.5) holds. Note that ‖ϕ‖ ≤ ‖ϕ‖\ and it then follows that the unit ball in V \ is compact for

the weak-* topology σ(V \,V ). Thus, if we define a semi-norm on V by ‖ξ‖[ = sup
ϕ∈V \,‖ϕ‖\≤1|ϕ(ξ )|, then

with this semi-norm V has dense image in a Banach space V[ such that V \ is dual to V[.

The space V \ inherits an N,M-bimodule structure from V ∗, i.e., if ϕ ∈ V \ and x ∈ N, y ∈ M, then

(xϕy)(ξ ) = ϕ(yξ x). Since ‖xa‖2 ≤ ‖x‖‖a‖2 and ‖by‖2 ≤ ‖y‖‖b‖2 for a ∈ N, b ∈M, we then have ‖xϕy‖\ ≤

‖x‖‖ϕ‖\‖y‖ for ϕ ∈ V \, and hence also ‖xξ y‖[ ≤ ‖x‖‖ξ‖[‖y‖ for ξ ∈ V[. Thus, V[ is a Banach M,N-

bimodule and V \ is a dual Banach N,M-bimodule. Also, for fixed ϕ ∈ V \, ξ ∈ V , x∈M, and y∈N, we have

|ϕ(ξ y)| ≤ ‖ϕ‖\‖y‖2‖ξ‖, and |ϕ(xξ )| ≤ ‖ϕ‖\‖x‖2‖ξ‖ so that V \ is a normal dual Banach N,M-bimodule.

From (2.5) we see that for each ϕ ∈ V \ we obtain a map Ψϕ : V → B(L2N,L2M) such that for all ξ ∈ V

we have

〈Ψϕ(ξ )ŷ, x̂〉= ϕ(x∗ξ y).

Moreover, we see that Ψϕ is M,N-bimodular and ‖Ψϕ‖ = ‖ϕ‖\. Conversely, to every M,N-bimodular

bounded map Ψ we obtain a linear functional ϕΨ ∈ V \ by ϕΨ(ξ ) = 〈Ψ(ξ )1̂, 1̂〉. These maps are inverses

of each other so that we have an isometric isomorphism between V \ and the bimodule dual considered in

[Mag05].

V \ ∼= BM-N(V ,B(L2N,L2M)).

We may also view B(L2N,L2M) as an N,M-bimodule with the bimodule structure given by x · T · y =

Jy∗JT Jx∗J. This then induces a bimodule structure on BM-N(V ,B(L2N,L2M)) by post composition. It is

then easy to see that V \ 3 ϕ 7→Ψϕ is an N,M-bimodular map.

Moreover, for a uniformly bounded net {ϕi}i we see that ϕi→ ϕ weak∗ if and only if Ψϕi(ξ )→Ψϕ(ξ )

in the ultraweak topology for each ξ ∈ V . Thus, the map V \ 3 ϕ 7→Ψϕ ∈ BM,N(V ,B(L2N,L2M)) gives an

isomorphism of dual Banach N,M-bimodules

V \ ∼= BM-N(V ,B(L2N,L2M)).
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Note that the latter space is naturally a dual normal operator N,M-bimodule [ER88], and we endow V \ with

this operator bimodule structure.

If V is an operator M,N-bimodule, then by Smith’s theorem [Smi91] we have

BM-N(V ,B(L2N,L2M)) =CBM-N(V ,B(L2N,L2M)),

and hence we may rewrite the semi-norm ‖ · ‖[ on V as

‖ξ‖[ = sup
φ :V→B(L2N,L2M),

M−N bimodular,‖φ‖cb≤1

|〈φ(ξ )1̂, 1̂〉|. (2.6)

It then follows from Wittstock’s extension theorem that if W ⊂ V is an operator M,N-sub-bimodule, then

we have an isometric inclusion W[ ⊂ V[.

From the discussion above, we obtain a completely isometric isomorphism

M⊗eh N =CBM′-N′(K(L2N,L2M),B(L2N,L2M))∼=K(L2N,L2M)M′\N′ .

Note that K(L2N,L2M) and B(L2N,L2M) are also natural M,N-bimodules. We set

B(L2N,L2M)\J = B(L2N,L2M)M\N ∩B(L2N,L2M)M′\N′

and

K(L2N,L2M)\J =K(L2N,L2M)M\N ∩K(L2N,L2M)M′\N′ .

We endow these spaces with their natural norms coming from interpolation theory.

Restricting the isomorphism M⊗eh N ∼= K(L2N,L2M)M′\N′ from above then gives an isometric isomor-

phism

M⊗Con Nop ∼=K(L2N,L2M)\J ,

and one can check easily that Ψϕ∗ =(Ψϕ)
∗ and ϕΨ∗ =(ϕΨ)

∗ for any ϕ ∈K(L2N,L2M)\J and Ψ∈M⊗Con Nop,

where ϕ∗(·) := ϕ(J · J).

The advantage of viewing M⊗Con Nop as a subspace of the dual of K(L2N,L2M) is that we may then use

techniques for linear functionals, e.g., Jordan decomposition, when working with elements in M⊗Con Nop,

see, e.g., Lemma 2.5.4 below or [DP20] where similar techniques are developed.

Lemma 2.4.1. Let M and N be tracial von Neumann algebras and suppose we have faithful normal repre-
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sentations M ⊂ B(H ) and N ⊂ B(K ), then K(K ,H )\ is norm dense in K(K ,H )∗.

Proof. If ξ ∈H and η ∈K are unit vectors such that 〈aξ ,ξ 〉 ≤ K‖a‖1 for all 0 ≤ a ∈M, and 〈bη ,η〉 ≤

L‖b‖1 for all 0≤ b∈N, and if we take x ∈M and y∈N, then if we denote by Vξ ,η the rank-1 partial isometry

mapping η to ξ we see that the rank-1 operator xVξ ,η y corresponds to a linear functional in K(K ,H )\,

and a simple computation shows that ‖xVξ ,η y‖\ ≤ K1/2L1/2‖x‖‖y‖. The lemma is then established by simply

noting that the span of such operators is dense in the space of trace-class operators in B(K ,H ).

Lemma 2.4.2. Let M and N be tracial von Neumann algebras, suppose we have a uniformly bounded net

{xi}i ⊂M with ‖xi‖2→ 0, and a uniformly bounded net {µi}i ⊂M⊗Con Nop. If W is a normal dual operator

M-N-bimodule, then for all v ∈W we have weak∗-convergence µi ◦ (xi⊗1)(v)→ 0 and (xi⊗1)◦µi(v)→ 0.

Proof. We suppose M ⊂ B(H ), N ⊂ B(K ) and W ⊂ B(K ,H ) is a weak∗-closed M-N-bimodule.

Suppose v ∈W and ϕ ∈K(K ,H )\, then

|ϕ(µi ◦ (xi⊗1)(v))| ≤ ‖v‖‖ϕ ◦µi‖\‖xi‖2

≤ ‖v‖‖ϕ‖\‖µi‖Con‖xi‖2→ 0.

We similarly have

|ϕ((xi⊗1)◦µi(v))| ≤ ‖µi(v)‖‖ϕ‖\‖xi‖2

≤ ‖v‖‖µi‖Con‖ϕ‖\‖xi‖2→ 0.

By Lemma 2.4.1 we have that K(K ,H )\ is dense in K(K ,H )∗ and hence we have ultraweak conver-

gence µi ◦ (xi⊗1)(v)→ 0 and (x∗i ⊗1)◦µi(v)→ 0.

2.5 Mixing operator bimodules

2.5.1 A relative topology on the convolution algebra

If M and N are finite von Neumann algebras and if X⊂ B(L2M) and Y⊂ B(L2N) are boundary pieces for M

and N respectively, then we may generalize (2.3) and (2.4) as in Proposition 2.3.6 and define the spaces

KX,Y(N,M) =KX(M)B(L2N,L2M)KY(N);

K∞,1
X,Y(N,M) = XB(L2N,L2M)Y

‖·‖∞,1
=KL

X(M)∗B(L2N,L2M)KL
Y(N)

‖·‖∞,1
.
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When X and Y are the spaces of compact operators on L2M and L2N respectively we denote the space

K∞,1
X,Y(N,M) by K∞,1(N,M).

Realizing the extended Haagerup tensor product as a space of normal completely bounded operators

M⊗eh N ∼= CBσ

M′−N′(B(L
2N,L2M)) we may restrict to XB(L2N,L2M)Y to obtain an isometric embedding

into a dual operator space

M⊗eh N ⊂CBM′−N′(XB(L2N,L2M)Y,B(L2N,L2M))

⊂CB(XB(L2N,L2M)Y,B(L2N,L2M))

= ((XB(L2N,L2M)Y)⊗π B(L2N,L2M)∗)
∗

where⊗π denotes the operator space projective tensor product. We introduce the X-Y-topology on M⊗eh N as

the restriction to M⊗eh N of the weak∗-topology in CB(XB(L2N,L2M)Y,B(L2N,L2M)), so that a uniformly

bounded net {µi}i ⊂ M⊗eh N will converge to µ ∈ M⊗eh N in the X-Y-topology if and only if we have

ultraweak convergence µi(T )→ µ(T ) for each T ∈ XB(L2N,L2M)Y. In the case when M = N and X = Y

we refer to the X-topology on M⊗eh M.

Note that by the Krein-S̆mulian Theorem if A⊂M⊗eh N is convex, then A is closed in the X-Y-topology

if and only if the intersection of A with each closed ball in M⊗eh N is closed in the X-Y-topology. As a

consequence it follows that the space of bounded linear functionals in (M⊗eh N)∗ that are continuous with

respect to the X-Y-topology forms a norm closed set. From this one then deduces from Lemma 1.2(iv) in

[SZ79] that a bounded linear functional ϕ ∈ (M⊗eh N)∗ is continuous in the X-Y-topology if and only if ϕ

is continuous in the X-Y-topology when restricted to any bounded set.

If we consider the isometric embedding

M⊗Con Nop 3 µ 7→ µ⊕J µ
∗J ∈ (M⊗eh N)⊕∞ ((JMJ)⊗eh (JNJ)),

then endowing M⊗eh N and and (JMJ)⊗eh (JNJ) with their X-Y-topologies we may restrict to obtain a

topology on M⊗eh N, which we will, by abuse of terminology, also call the X-Y-topology on M⊗Con Nop.

The same analysis applies for M⊗Con Nop as for M⊗eh N, so that, in particular, a bounded linear functional

ϕ ∈ (M⊗Con Nop)∗ is continuous in the X-Y-topology if and only if ϕ is continuous in the X-Y-topology when

restricted to any bounded set.

We let P1̂ ∈ B(L2N,L2M) denote the rank-one partial isometry given by P1̂(ξ ) = 〈ξ , 1̂〉1̂. If µ ∈M⊗Con
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Nop, a ∈M and b ∈ N, then

〈µ∗(JaP1̂bJ)1̂, 1̂〉= Tr(µ∗(JaJP1̂JbJ)P1̂) = Tr(µ∗(P1̂)JbJP1̂JaJ)

= Tr(µ(aP1̂b)P1̂) = 〈1̂,µ(aP1̂b)1̂〉.

Taking spans and using weak∗-density it then follows that for all T ∈ B(L2N,L2M) we have

〈µ∗(JT J)1̂, 1̂〉= 〈1̂,µ(T )1̂〉, (2.7)

If we now have a uniformly bounded net {µi}i ⊂ M⊗Con Nop, then µi → 0 in the X-Y-topology (in

M⊗Con Nop) if and only if for all T ∈ XB(L2N,L2M)Y we have µi(T )→ 0 ultraweakly, and µ∗i (JT J)→ 0

ultraweakly. Note however, that since each µi is M′-N′ bimodular we have that µi(T )→ 0 ultraweakly

if and only if 〈µi(T )1̂, 1̂〉 → 0. However, by (2.7) we have that µ∗i (JT J)→ 0 ultraweakly if and only if

〈1̂,µi(T )1̂〉= 〈µ∗i (JT J)1̂, 1̂〉 → 0, and hence this already occurs when µi(T )→ 0 ultraweakly. Thus, we see

that µi→ 0 in the X-Y-topology in M⊗Con Nop if and only if µi→ 0 in the X-Y-topology in M⊗eh N, so that,

at least on bounded sets, the X-Y-topology on M⊗eh N restricts to the X-Y topology on M⊗Con Nop.

2.5.2 Relatively mixing bimodules

Given a dual normal operator M-N-bimodule W ⊂ B(H ) we say that a vector w ∈ W is mixing relative

to X×Y (or just mixing if X = K(L2M) and Y = K(L2N)) if the map M⊗Con Nop 3 µ 7→ µ(w) ∈ W is

continuous from the X-Y-topology to the weak∗-topology. We note that this is equivalent to the map M⊗Con

Nop 3 µ 7→ µ(w) being continuous on uniformly bounded subsets. We let WX-Y−mix denote the set of vectors

that are mixing relative to X×Y (we denote this space by Wmix in the case when X = K(L2M) and Y =

K(L2N)). It is easy to see that this is a norm closed subspace of W . We say that W is mixing relative to

X×Y if WX-Y−mix = W .

The bimodule Wmix need not be weak∗-closed in general. However, it will always be closed in the M-N-

topology, so that it is a strong operator M-N-bimodule.

Proposition 2.5.1. Let M and N be a finite von Neumann algebras, and X ⊂ B(L2M) and Y ⊂ B(L2N)

boundary pieces for M and N respectively. Suppose W ⊂ B(H ) is a dual normal operator M-N-bimodule,

then WX-Y−mix is a strong operator M-N-bimodule.

Proof. First note that since XB(L2N,L2M)Y is an (M(X)∩M)-(M(Y)∩N) bimodule it follows that WX-Y−mix

is also an (M(X)∩M)-(M(Y)∩N) bimodule.
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We now fix x ∈ M and v ∈ WX-Y−mix, then by Kaplansky’s Density Theorem there exists a uniformly

bounded net {xi}i ⊂M(X)∩M such that ‖x− xi‖2→ 0.

If {µ j} j ⊂M⊗Con Nop is uniformly bounded such that µ j→ 0 in the X-Y-topology, then by Lemma 2.4.2,

for each ϕ ∈W∗ we have

lim
i→∞

sup
j
|ϕ(µ j((x− xi)v)|= 0.

It then follows that limi→∞ ϕ(µ j(xv)) = 0, and since the net {µ j} j ⊂M⊗Con Nop was arbitrary we then have

that xv ∈ WX-Y−mix. Thus WX-Y−mix is a left M-module, and a similar argument shows that it is also a right

N-module.

We now fix v ∈W and suppose {pi}i ⊂M is an increasing sequence of projections which converge to 1

and such that piv ∈WX-Y−mix for all i. Let µ j ∈M⊗Con Nop be uniformly bounded such that µ j → 0 in the

X-Y-topology. Another application of Lemma 2.4.2 shows that for each ϕ ∈W∗ we have

lim
i→∞

sup
j
|ϕ(µ j(p⊥i v))|= 0,

and it then follows just as above that lim j→∞ ϕ(µ j(v)) = 0, so that v ∈WX−mix. By Theorem 2.1 in [Mag98]

it then follows that WX-Y−mix is a strong left M-module. The fact that WX-Y−mix is a strong right N-module

follows similarly.

Corollary 2.5.2. Under the hypotheses of the previous lemma, multiplication in M⊗Con Nop is separately

continuous in the X-Y-topology.

Proof. If µ ∈ M⊗Con Nop and {µi}i ⊂ M⊗Con Nop is uniformly bounded such that µi → 0 in the X-Y-

topology, then as B(L2N,L2M) 3 S 7→ µ(S) is a normal map it then follows that µ(µi(T ))→ 0 ultraweakly

for all T ∈ XB(L2N,L2M)Y, and hence, µ ·µi→ 0 in the X-Y-topology.

We also have that µi(T )→ 0 ultraweakly for each T ∈ B(L2N,L2M)X-Y−mix, and by the previous propo-

sition B(L2M)X−mix is an M⊗Con Mop-module, which then shows that µi(µ(T ))→ 0 ultraweakly for all

T ∈ XB(L2N,L2M)Y, hence µi ·µ → 0 in the X-Y-topology.

We recall that B(L2N,L2M)M]N denotes the space of bounded linear functionals ϕ ∈ B(L2N,L2M)∗ such

that for each T ∈ B(L2N,L2M) the map M×M 3 (a,b) 7→ ϕ(aT b) is separately normal in each variable. We

let

B(L2N,L2M)]J = B(L2N,L2M)M]N ∩B(L2N,L2M)M′]N′ .

Note that by Theorem 4.2 in [Mag98] if A is a unital C∗-algebra with M ⊂A , then we have ϕ ∈A ] if

and only if the maps Lϕ : M→A ∗, Rϕ : M→A ∗ defined by Lϕ(x)(T ) = ϕ(x∗T ), and Rϕ(x)(T ) = ϕ(T x) are
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continuous from the ultrastrong topology on M to the norm topology on A ∗. In particular, it follows that if

ϕ ∈A ], then for each T ∈A the map M2 3 (x,y) 7→ ϕ(x∗Ty) is jointly strong operator topology continuous

on bounded sets.

Lemma 2.5.3. Suppose A is a unital normal M-C∗-algebra. If ϕ ∈A ] is Hermitian with Jordan decompo-

sition ϕ = ϕ+−ϕ−, then ϕ+,ϕ− ∈A ].

Proof. Suppose first that ϕ ∈ A ]. Take xi ∈ M+ increasing with xi → 1 strongly. For all T ∈ A we then

have ϕ(x1/2
i T x1/2

i )→ ϕ(T ). Take arbitrary subnets such that ψ+, and ψ− are weak∗ limits of A 3 T 7→

ϕ+(x
1/2
i T x1/2

i ) and A 3 T 7→ ϕ−(x
1/2
i T x1/2

i ) respectively. Then ϕ = ψ+−ψ− and ‖ψ+‖+‖ψ−‖ ≤ ‖ϕ+‖+

‖ϕ−‖= ‖ϕ‖ so that we have ψ+ = ϕ+ and ψ− = ϕ− by uniqueness of Jordan decomposition. As the subnets

were arbitrary we then have ϕ+(xi)→ϕ+(1), and ϕ−(xi)→ϕ−(1). It therefore follows that ϕ+|M,ϕ−|M ∈M∗

and hence ϕ+,ϕ− ∈A ].

Recall that we may view K(L2(M,τ))\ as a subspace of B(L2(M,τ))\. Indeed, by the discussion in

Section 2.4.1, we have natural operator space isomorphisms

K(L2(M,τ))\ ∼=CBM−M(K(L2(M,τ)),B(L2(M,τ)))∼=CBσ
M−M(B(L2(M,τ)))

and B(L2(M,τ))\ ∼= CBM−M(B(L2(M,τ))). In the saem way, we may view K(L2(M,τ))\J as a subspace of

B(L2(M,τ))\J .

Lemma 2.5.4. Let (M,τ) be a tracial von Neumann algebra. Given a state ϕ ∈B(L2(M,τ))\ (resp. B(L2(M,τ))\J)

there exists a net of states µi ∈K(L2(M,τ))\ (resp. K(L2(M,τ))\J) such that µi→ϕ weak∗ and ‖µi‖\≤ 2‖ϕ‖\

(resp. ‖µi‖Con ≤ 4‖ϕ‖Con).

Proof. Given a state ϕ ∈ B(L2(M,τ))\, we may find a net of positive functionals µ0
i ∈K(L2M)∗ converging

weak∗ to ϕ , with ‖µ0
i ‖ ≤ ‖ϕ‖. Since ϕ|M is normal we have that µi|M → ϕ|M in the weak topology in

M∗ and hence by taking convex combinations we may assume that ‖µi|M −ϕ|M‖ → 0. If ai ∈ M+ is such

that µi(x) = τ(xai) for x ∈ M, then setting pi = 1[0,2‖ϕ‖\](ai) and µ̃i(·) = µi(pi · pi)/τ(piai) we have that

‖µ̃i‖\≤ 2‖ϕ‖\. Moreover, since ‖µi|M−ϕ|M‖→ 0 we have µi(pi)→ 1 so that the Cauchy-Schwarz Inequality

gives ‖µi− µ̃i‖→ 0. Hence, µ̃i→ ϕ in the weak∗-topology.

In the case when ϕ ∈ B(L2(M,τ))\J we may also assume that ‖µi|JMJ−ϕ|JMJ‖ → 0 and repeat the above

argument by considering µ̃i|JMJ to construct ˜̃µi ∈K(L2(M,τ))\J with ‖ ˜̃µ i‖Con ≤ 4‖ϕ‖Con.

Lemma 2.5.5. Let M and N be tracial von Neumann algebras. If ϕ ∈B(L2N,L2M)]J , then there is a uniformly

bounded net {µi}i ⊂K(L2N,L2M)\J such that ϕ is the weak∗ limit of {µi}i.
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Proof. We first consider the case when M = N. By considering the real and imaginary parts separately, it

suffices to consider the case when ϕ is Hermitian. Moreover, by Lemma 2.5.3 it then suffices to consider the

case when ϕ is positive. So suppose ϕ ∈ B(L2M)]J is a positive linear functional. For each ε > 0 there exist

K > 0, and a projections p ∈P(M), with τ(p),≥ 1− ε/2 such that |ϕ(pxp)| ≤ K‖x‖1 for all x ∈M.

We may similarly find a projection q∈P(JMJ) and L> 0 such that τ(q)≥ 1−ε and |ϕ(pqyqp)| ≤ L‖y‖1

for all y ∈ JMJ. Note that if x ∈M has polar decomposition x = v|x|, then by Cauchy-Schwarz we have

|ϕ(qpxpq)| ≤ ϕ(pv|x|1/2q|x|1/2v∗p)1/2
ϕ(p|x|1/2q|x|1/2 p)1/2

≤ K‖v|x|v∗‖1/2
1 ‖|x|‖

1/2
1 = K‖x‖1.

Also, note that since ϕ ∈ B(L2M)]J it follows that taking ε tending to 0, the corresponding net qpϕ pq

converges weak∗ to ϕ . Since qpϕ pq ∈ B(L2M)\J the result then follows from Lemma 2.5.4.

To prove the general case we set M̃ = M⊕N and realize K(L2N,L2M) = (1M⊕0)K(L2M̃)(0⊕1N), and

B(L2N,L2M) = (1M ⊕ 0)B(L2M̃)(0⊕ 1N). If ϕ ∈ B(L2N,L2M)M]N
J , then the map ϕ ′ defined by ϕ ′(T ) =

ϕ((1M ⊕ 0)T (0⊕ 1N)) defines an element of B(L2M̃)]J , and if µi ∈ K(L2M̃)]J are such that µi → ϕ weak∗,

then the maps µi|K(L2N,L2M) are in K(L2N,L2M)]J and converge weak∗ to ϕ .

Theorem 2.5.6. Let M and N be tracial von Neumann algebras. Suppose X⊂ B(L2M) and Y⊂ B(L2N) are

boundary pieces. Fix T ∈ B(L2N,L2M). The following conditions are equivalent:

1. T ∈K∞,1
X,Y(N,M).

2. T ∈ B(L2N,L2M)X-Y−mix.

3. T ∈KXB(L2N,L2M)KY
M−N JMJ−JNJ

.

4. ϕ(T ) = 0 whenever ϕ ∈ B(L2N,L2M)]J such that ϕ|XB(L2N,L2M)Y = 0.

Moreover, if M = N, X = Y with M,JMJ ⊂M(X), and if T ∈M(X), then the above conditions are also

equivalent to either of the following conditions:

5. ϕ(T ) = 0 for all states ϕ ∈ B(L2M)]J such that ϕ|X = 0.

6. Whenever we have a net of states µi ∈ K(L2M)\J such that {µi}i is uniformly bounded in M⊗Con Mop

and such that µi(S)→ 0 for all S ∈ X, then we have µi(T )→ 0.

Proof. The equivalence between (3) and (1) follows from Proposition 2.3.1. An application of the Hahn-

Banach theorem gives the equivalence between (3) and (4). By Proposition 2.5.1 we have that B(L2N,L2M)X-Y−mix

is a strong M-N bimodule, and it is easy to see that it is also a strong M′-N′ bimodule. Since B(L2N,L2M)X-Y−mix
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contains XB(L2N,L2M)Y it then follows from Corollary 2.3.2 that K∞,1
X,Y(N,M) = XB(L2N,L2M)Y

‖·‖∞,1 ⊂

B(L2N,L2M)X-Y−mix, which shows that (1) =⇒ (2).

To see that (2) =⇒ (4) we suppose that condition (2) is satisfied and take ϕ ∈ B(L2M)]J such that

ϕ|XB(L2N,L2M)Y = 0. By Lemma 2.5.5 there exists a uniformly bounded net {µi}i ⊂ M⊗Con Mop such that

µi → ϕ weak∗. Since ϕ|XB(L2N,L2M)Y = 0 we have that µi(S)→ 0 for all S ∈ XB(L2N,L2M)Y and hence

ϕ(T ) = limi→∞ µi(T ) = 0.

We now suppose that M = N, X=Y with M,JMJ ⊂M(X), and T ∈M(X). Clearly we have (4) =⇒ (5).

Suppose T ∈M(X) satisfies (5) and let ϕ ∈B(L2M)]J be such that ϕ|X = 0. Taking the real and imaginary part

of ϕ separately we may assume that ϕ is Hermitian. We then consider the Jordan decomposition ϕ|M(X) =

ϕ+−ϕ−. By Lemma 2.5.3 we have that ϕ+, and ϕ− each restrict to a normal state on both M and JMJ.

Since X is an ideal in M(X) it follows that (ϕ±)|X = 0. If we extend ϕ+ and ϕ− to arbitrary positive linear

functionals ψ+ and ψ− on B(L2M) respectively that satisfy ‖ψ+‖= ‖ϕ+‖ and ‖ψ−‖= ‖ϕ−‖, then we have

ψ± ∈ B(L2M)]J and hence by (5) we have ψ±(T ) = 0 showing that ϕ(T ) = ϕ+(T )−ϕ−(T ) = ψ+(T )−

ψ−(T ) = 0.

Finally, the equivalence between (5) and (6) follows from Lemma 2.5.4.

Remark 2.5.7. Given a normal operator M-N and JMJ-JNJ bimodule X , we note that the M-N closure

operation for X and JMJ-JNJ closure operation for X commute. Indeed, this follows from Proposition 2.2.3

(2).

Remark 2.5.8. From the previous theorem it follows that B(L2N,L2M)X-Y−mix defines the same subspace

whether we view B(L2N,L2M) as an M-N bimodule, or as an JMJ-JNJ bimodule.

Analogous to Proposition 2.3.8, we also have the following version for pairs of boundary pieces.

Proposition 2.5.9. Let M and N be tracial von Neumann algebras. Suppose X⊂ B(L2M) and Y⊂ B(L2N)

are boundary pieces. If T ∈ B(L2N,L2M), then the following are equivalent:

1. T ∈KX,Y(N,M).

2. T ∗T ∈KY(N) and T T ∗ ∈KX(M).

3. T ∗T ∈K∞,1
Y (N) and T T ∗ ∈K∞,1

X (M).

Proof. The implications (1) =⇒ (2) =⇒ (3) are clear. If (3) holds, then by Proposition 2.3.8 we have

T ∗T ∈ KY(N) and T T ∗ ∈ KX(M). Considering the polar decomposition T = V |T | we then have T =

|T ∗|1/2V |T |1/2 ∈KX,Y(N,M).

34



2.5.3 Mixing Hilbert bimodules

Let M and N be tracial von Neumann algebras and let H be an M-N correspondence [Con80, Pop86], i.e.,

H is a Hilbert space equipped with commuting normal representation of M and Nop, which we write as

H 3 ξ 7→ xξ y for x ∈M and y ∈ N. We recall here some facts regarding correspondences that we will need

in this section. We refer the reader to [AP18, Chapter 13] for proofs and further background.

A vector ξ ∈H is left-bounded if the map Lξ : N→H given by Lξ (x) = ξ x is bounded from ‖ ·‖2, and

hence defines a right N-modular operator in BN(L2N,H ). Moreover, if L ∈ BN(L2N,H ), then it is easy to

check that ξ = L(1̂) ∈H is left-bounded and L = Lξ .

A vector η ∈H is similarly defined to be right-bounded if M 3 x 7→ xη is bounded in ‖ · ‖2, and hence

defines a left M-modular bounded operator Rξ ∈ B(L2M,H ). A vector ξ ∈H is bounded if it is both left

and right-bounded. The space of bounded vectors is dense in H [Pop86].

If ξ ∈H is left-bounded, then we obtain a u.c.p. map θξ : M→ B(L2N) by θξ (x) = L∗
ξ

xLξ . Moreover,

since Lξ is right N-modular it follows that θξ (x) ∈ JNJ′ = N, for each y ∈ N. If ξ is a bounded vector, then

we have M 3 x 7→ θξ (x) ∈ N extends to a bounded operator Tξ in B(L2M,L2N), and we may compute this

operator explicitly as Tξ = L∗
ξ

Rξ .

The contragredient correspondence is given by the conjugate Hilbert space H equipped with the N-M

bimodule structure

y ·ξ · x = x∗ξ y∗,

for x ∈M,y ∈ N and ξ ∈H . In this case the bounded vectors for H are vectors of the form ξ where ξ ∈H

is a bounded vector, and we have T
ξ
= T ∗

ξ
.

Suppose now that H and K are M-N and N-P correspondences respectively, and let H L denote the

space of left-bounded vectors. If ξ1,ξ2 ∈H L, then L∗
ξ2

Lξ1
∈ JNJ′ ∩B(L2N) = N, and so we have a well-

defined sesquilinear form on H L⊗alg K satisfying

〈ξ1⊗η1,ξ2⊗η2〉= 〈(L∗ξ2
Lξ1

)η1,η2〉

for ξ1,ξ2 ∈H L, and η1,η2 ∈K . The separation and completion then gives a Hilbert space H ⊗N K , which

is the Connes fusion of H and K , and is naturally a M-P correspondence satisfying x(ξ⊗η)y= (xξ )⊗(ηy)

for x ∈ M, y ∈ P, ξ ∈H L, and η ∈K . If ξ ∈H and η ∈K are bounded, then the elementary tensor

ξ ⊗η ∈H ⊗N K is also bounded and we have Tξ⊗η = Tη Tξ .

In the case X=K(L2M) and Y=K(L2M) both of the conditions (1) and (4) below have been suggested as

appropriate notions of a mixing bimodule [BF11, PS12, OOT17]. We show here that, in fact, these conditions
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are equivalent.

Theorem 2.5.10. Let M and N be tracial von Neumann algebras and suppose that X ⊂ B(L2M) and Y ⊂

B(L2N) are boundary pieces for M and N respectively such that M,JMJ ⊂M(X) and N,JNJ ⊂M(Y). Let

H be an M-N correspondence. The following conditions are equivalent:

1. The set of bounded vectors ξ ∈H such that Tξ ∈ YB(L2M,L2N)X is M-N cyclic for H .

2. The dual operator M-N bimodule BN(L2N,H ) is mixing relative to X×Y.

3. Every bounded vector ξ ∈H satisfies Tξ ∈KY,X(M,N).

Moreover, in the case X=K(L2M) and Y=K(L2N) the above conditions are also equivalent to

4. For every sequence un ∈U (N) such that un→ 0 ultraweakly, and for all ξ ,η ∈H we have

lim
n→∞

sup
x∈M,‖x‖≤1

|〈xξ un,η〉|= 0. (2.8)

Proof. Given a bounded vector ξ ∈H , x,c ∈M and y,a,b ∈ N we compute

〈(xT ∗
ξ

y)âb, ĉ〉= 〈ξ yab,x∗cξ 〉= 〈(xLξ y)â,cξ b∗〉.

It then follows that for all µ ∈M⊗Con Nop we have

〈µ(T ∗
ξ
)âb, ĉ〉= 〈µ(Lξ )â,cξ b∗〉.

Since the range of µ(Lξ ) is contained in the closure of the span of vectors of the form cξ b∗ for c ∈ M

and b ∈ N it then follows that T ∗
ξ
∈ B(L2N,L2M)X-Y−mix if and only if Lξ ∈ B(L2N,H )X-Y−mix. The set

H0 := {ξ ∈H | Lξ ∈ BN(L2N,H )X-Y−mix} forms a M-N bimodule and so assuming that (1) holds we

conclude that this subspace is dense.

Suppose now that ξn ∈H0 are such that ξn → ξ ∈H with ξ a left-bounded vector. Let ϕn ∈ N∗ be

the positive linear functional defined by ϕn(a) = 〈(ξ − ξn)a,(ξ − ξn)〉. Then we have ‖ϕn‖1 → 0 and so

by passing to a subsequence we may produce an increasing sequence of projections pk ∈P(N) such that

τ(pk)→ 1 and for each fixed k we have

‖Lξ pk
−Lξn pk

‖= sup
a∈N,‖a‖2≤1

‖(ξ −ξn)pka‖= sup
a∈N,‖a‖2≤1

ϕn(pka∗apk)→ 0.
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Since ξn pk ∈H0 for each n,k ≥ 0 and since BN(L2N,H )X-Y−mix is a strong right N-module by Proposi-

tion 2.5.1, it then follows that ξ pk ∈H0 for each k ≥ 0 and also ξ ∈H0. Thus,

BN(L2N,H )X-Y−mix = {Lξ | ξ ∈H is bounded}= BN(L2N,H ).

We now suppose (2) holds, then we see from above that the T ∗
ξ
∈ B(L2N,L2M)X-Y−mix for each bounded

vector ξ . Since M,JMJ ⊂X and N,JNJ ⊂Y we then conclude that for every bounded vector ξ ∈H and ε >

0, there exist projections p∈P(M), and q∈P(N) so that τ(p),τ(q)> 1−ε and Tpξ q = p(JpJ)Tξ (JqJ)q∈

YB(L2M,L2N)X. Thus, the set of bounded vectors ξ ∈H such that Tξ ∈ YB(L2M,L2N)X is dense in H .

We have thus shown the equivalence between (1) and (2). We have also shown that, in fact, these condi-

tions imply also that the set of bounded vectors ξ ∈H such that Tξ ∈ YB(L2M,L2N)X is dense in H . In

particular, it then follows that there is a dense subset H1 ⊂H such that Tξ⊗η = T ∗η Tξ ∈ XB(L2M)X for all

ξ ,η ∈H1. Since these elementary tensors span a dense subset of H ⊗N H we see that H ⊗N H satisfies

the hypotheses of (1), so that by the equivalence between (1) and (2) it follows that if ξ ∈H is any bounded

vector, then we have T ∗
ξ

Tξ = T
ξ⊗ξ
∈ B(L2M)X−mix =K∞,1

X (M).

Considering instead H ⊗M H we see that we also have Tξ T ∗
ξ
∈K∞,1

Y (N) and by Proposition 2.5.9 it then

follows that Tξ ∈KY,X(M,N), establishing (3). That we also have (3) =⇒ (2) is clear.

We now suppose that X = K(L2M) and Y = K(L2N). Note that clearly (2) =⇒ (4) since for any

uniformly bounded sequence xn ∈M we have xn⊗ (u∗n)
op→ 0 weak∗ when viewed as an element in M⊗Con

Nop.

We now suppose that (4) holds. The result is trivially satisfied if N is completely atomic, and so by

restricting to the orthogonal projection of the completely atomic part we may assume that N is diffuse. Note

that Equation (2.8) holds also if instead of un ∈ U (N) we consider yn ∈ N contractions such that yn → 0

ultraweakly. Indeed, by the polarization identity it is enough to check this for ξ = η , and if Equation (2.8)

does not hold, then there exist c > 0 and xn ∈ M contractions such that |〈xnξ yn,ξ 〉| ≥ c. By considering

separately the real and imaginary parts of xn and yn we may assume that xn = x∗n and yn = y∗n so that y 7→

〈xξ y,ξ 〉 is a Hermitian linear functional.

We let vn ∈ {yn}′∩N be a sequence of self-adjoint unitaries such that vn(1−y2
n)

1/2→ 0 ultraweakly (note

that this is possible since {yn}′ ∩N is diffuse for each n). Setting un = yn + ivn(1− y2
n)

1/2 ∈U (N) we then

have that un→ 0 ultraweakly and |〈xnξ un,ξ 〉| ≥ |〈xnξ yn,ξ 〉| ≥ c, which would then contradict (4).

Thus, we have established that for each bounded vector ξ ∈H and for each uniformly bounded sequence
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yn ∈ N we have

lim
n→∞

sup
x∈M,‖x‖≤1

|〈xξ yn,ξ 〉|= 0,

i.e., the operator Tξ is compact as an operator from N into L1M. By Lemma 2.3.9 we then have that Tξ is

compact as an operator from N into L2M, which by [Oza10] agrees with the ‖ · ‖∞,2-closure of K(L2N,L2M)

in B(L2N,L2M). Cutting down by projections as above then shows that a dense set of bounded vectors ξ ∈H

have the property that Tξ ∈K(L2N,L2M) showing that (1) holds.

Example 2.5.11. If H is an M-N correspondence, then we let XH ⊂ B(L2M) denote the hereditary C∗-

algebra generated by operators of the form T ∗
ξ

Tη where ξ ,η ∈H are bounded vectors. We similarly let

YH ⊂ B(L2N) denote the hereditary C∗-algebra generated by operators of the form Tη T ∗
ξ

. Then XH and

YH give the smallest boundary pieces of M and N respectively so that H is mixing relative to XH ×YH .

Note that if B⊂M is a von Neumann subalgebra and we consider L2M as an M-B correspondence, then

the corresponding boundary piece XL2M is the one described in Example 2.3.4.

2.6 Properly proximal von Neumann algebras

Let M be a von Neumann algebra, X ⊂ B(L2M) a boundary piece, and suppose that V is a dual normal

M-bimodule. A point ξ ∈ V is properly proximal relative to X (or just properly proximal if X = K(L2M))

if [x,ξ ] ∈ VX−mix for all x ∈M. We denote the set of properly proximal points by VX−prox (or Vprox if X =

K(L2M)). Note that VX−mix ⊂ VX−prox, and both are closed subspaces of V . While VX−prox need not be an

M-bimodule, it is M-convex in the sense that if x1, . . . ,xn ∈M satisfy ∑
n
i=1 x∗i xi = 1, then ∑

n
i=1 x∗i ξ xi ∈ VX−prox

for all ξ ∈ VX−prox. Indeed, for all y ∈M we have

[y,
n

∑
i=1

x∗i ξ xi] =
n

∑
i=1

y[x∗i ,ξ ]xi +[y,ξ ]+
n

∑
i=1

x∗i [xi,ξ ]y ∈ VX−mix.

In practice, explicitly verifying that [x,ξ ] ∈ VX−mix for each x ∈M may be cumbersome. The following

lemma is a key tool in this respect. This should be compared with Lemma 6.7 in [IPR19].

Lemma 2.6.1. Let M be a tracial von Neumann algebra, let V be a dual normal M-bimodule, and fix ξ ∈ V .

Then {x ∈M | [x,ξ ], [x∗,ξ ] ∈ VX−mix} is a von Neumann subalgebra of M. In particular, ξ ∈ VX−prox if and

only if {x ∈M | [x∗,ξ ], [x,ξ ] ∈ VX−mix} is ultraweakly dense in M.

Proof. It is easy to check that M0 = {x ∈M | [x∗,ξ ], [x,ξ ] ∈ VX−mix} is a unital ∗-subalgebra, so we will only

show that it is ultraweakly closed. If x is in the ultraweak closure of M0, then we may take a net {xi}i ⊂M0

that converges ultraweakly to x. Since [xi,ξ ]− [x,ξ ] = (xi − x)ξ − ξ (xi − x) converges to 0 in the M-M
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topology, and since VX−mix is a strong M-M bimodule it then follows that [x,ξ ] ∈ VX−mix. We similarly have

[x∗,ξ ] ∈ VX−mix, and so x ∈M0.

We let SX(M) ⊂ B(L2M) be the set of operators that are properly proximal relative to X when we view

B(L2M) as an M-bimodule under the actions x ·T · y = Jy∗JT Jx∗J, i.e.,

SX(M) = {T ∈ B(L2M) | [T,JxJ] ∈K∞,1
X for all x ∈M}.

Note that SX(M) is an operator system that contains M. In the case when X=K(L2M) we write S(M) instead

of SK(L2M)(M).

Theorem 2.6.2. Let M be a tracial von Neumann algebra, X⊂ B(L2M) a boundary piece, and let B⊂M be

a von Neumann subalgebra. The following are equivalent:

1. There exists a B-central state ϕ on SX(M) such that ϕ|M is normal.

2. There exists a non-zero projection p∈Z (B) and a B-central state ϕ on SX(M) such that ϕ|pMp =
1

τ(p)τ .

3. There exists a non-zero projection p∈Z (B) and an Mp-bimodular u.c.p. map Φ :SX(M)→〈pMp,eBp〉.

4. If E is any normal operator M-system such that there exists a state ϕ0 ∈ (E\)X−prox with ϕ0|M = τ , then

there exists an B-central state ϕ on E such that ϕ|M is normal.

Proof. The equivalences between (1), (2), and (3) are standard. To see that (4) =⇒ (1) simply observe

that the state ϕ0(T ) = 〈T 1̂, 1̂〉 is in (SX(M)\)X−prox, which follows from the remark after Theorem 2.5.6.

Conversely, to see that (1) =⇒ (4) note that if E is a normal operator M-system and ϕ0 ∈ (E\)X−prox with

ϕ0|M = τ , then ϕ0 corresponds to an M-bimodular u.c.p. Φ0 : E → B(L2M) such that ϕ0(T ) = 〈Φ0(T )1̂, 1̂〉,

for T ∈E. Since ϕ0 is a properly proximal point it follows that the range of Φ0 is contained in SX(M). Indeed,

if we view B(L2M) as an M-M bimodule with the bimodule structure given by x ·T ·y = Jy∗JT Jx∗J, then for

T ∈ E, a,b,x ∈M, and if µi ∈M⊗Con Mop is uniformly bounded such that µi→ µ in the X-topology, then

since [x,ϕ0] ∈ (E\)X−mix we see that

〈µi(x ·φ0(T )−φ0(T ) · x)â, b̂〉= µi([x,ϕ0])(b∗Ta)→ 〈µ(x ·φ0(T )−φ0(T ) · x)â, b̂〉.

Since a,b ∈ M are arbitrary it follows that [φ0(T ),Jx∗J] = x · φ0(T )− φ0(T ) · x ∈ B(L2M)X−mix. By Theo-

rem 2.5.6 and Remark 2.5.8 it then follows that φ0(T ) ∈ SX(M) for each T ∈ E.

If we have a B-central state ϕ : SX(M)→ C with ϕ|M normal, then ϕ ◦Φ0 gives an B-central state on E

with ϕ ◦Φ0|M normal.
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We say that the inclusion B ⊂ M is properly proximal relative to X (or just properly proximal if X =

K(L2M)) if it fails to satisfy the conditions in the previous theorem. We say that M is properly proximal if

the inclusion M ⊂M is properly proximal. We remark that by condition (3) above proper proximality for M

is independent of the given trace.

Remark 2.6.3. If X and Y are boundary pieces with X ⊂ Y, then we have K∞,1
X (M) ⊂ K∞,1

Y (M) and hence

SX(M)⊂ SY(M). Thus, if B⊂M is properly proximal relative to X, then it is also properly proximal relative

to Y. In particular, if B⊂M is properly proximal, then the inclusion is properly proximal with respect to any

boundary piece. Similarly, if B⊂ Q⊂M, and B⊂M is properly proximal relative to X, then Q⊂M is also

properly proximal relative to X.

Also note that if B⊂Q⊂M and we identify L2Q= eQL2M, then eQKX(M)eQ⊂B(L2Q) gives a boundary

piece for Q. Indeed, eQKX(M)eQ is a C∗-algebra, and if 0 ≤ a ≤ b ∈ eQKX(M)eQ, then we may write

a = b1/4cb1/4 for c ∈ B(L2Q) [Bla06, II.3.2.5], and taking an approximate identity {pi}i ⊂ eQKX(M)eQ we

then have a = limi→∞ piapi ∈ eQKX(M)eQ, showing that eQKX(M)eQ is hereditary. Moreover, since KX(M)

contains both M and JMJ in its multiplier algebra we see that eQKX(M)eQ contains both Q and JQJ in its

multiplier algebra.

We then see that eQK∞,1
X (M)eQ ⊂K∞,1

eQKX(M)eQ
(Q) and it follows that eQSX(M)eQ ⊂ SeQKX(M)eQ

(Q). We

therefore see that if B ⊂ M is properly proximal relative to X, then B ⊂ Q is properly proximal relative to

eQKX(M)eQ. In particular, if B ⊂ M is properly proximal, then B ⊂ Q is also properly proximal (and B is

also properly proximal).

The same argument above shows that if p ∈ Z (M), then by identifying L2(zM) = zL2M we have that

p⊥Xp⊥ is a boundary piece for zM.

Recall from [BIP21] that if Γ is a group, then a boundary piece X for Γ is a non-empty closed Γ×Γ-

invariant subspace of βΓ\Γ. We have a bijective correspondence between boundary pieces for Γ and Γ×Γ-

invariant proper closed ideals c0Γ⊂ I ⊂ `∞Γ, which is given by I = { f ∈ `∞Γ =C(βΓ) | f|X = 0} ⊂ `∞Γ. A

group Γ is properly proximal relative to X (or relative to I) if there is no left Γ-invariant state on C(X)R(Γ) =

(`∞Γ/I)R(Γ).

We set SX (Γ) = SI(Γ) = { f ∈ `∞Γ | f −Rt f ∈ I for any t ∈ Γ}, which is a C∗-subalgebra of `∞Γ. The

group Γ acts on SX by left-translation, and Γ is properly proximal relative to X if and only if there is no

Γ-invariant state on SX (Γ).

Theorem 2.6.4. Let Γ be a group with a Γ×Γ-invariant proper closed ideal c0Γ ⊂ I ⊂ `∞Γ, and let X be

a boundary piece for LΓ. We let IX ⊂ `∞Γ the closed ideal generated by E`∞Γ(X), and we let XI denote the

LΓ-boundary piece IB(`2Γ)I
‖·‖

generated by I. The following statements are true:
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1. If LΓ is properly proximal relative to X, then Γ is properly proximal relative to IX.

2. Γ is properly proximal relative to I if and only if LΓ is properly proximal relative to XI .

Proof. First assume that Γ is not properly proximal relative to IX, i.e., there exists a Γ-left invariant state ϕ

on SIX(Γ). As E`∞Γ : B(`2Γ)→ `∞Γ is continuous from the ‖·‖∞,1-topology to the norm-topology it follows

that E`∞Γ maps K∞,1
X (LΓ) into IX, and consequently, E`∞Γ maps SX(LΓ) into SIX(Γ), since if T ∈ SX(LΓ),

then E`∞Γ(T )−Rt(E`∞Γ(T )) = E`∞Γ(T −ρtT ρ∗t ) ∈ IX, for each t ∈ Γ.

We may therefore consider the state ψ := ϕ ◦E`∞Γ : SX(LΓ)→C. Observe that for any x∈ LΓ, E`∞Γ(x) =

τ(x) and hence ψ|LΓ = τ . Moreover, note that E`∞Γ is left Γ-equivariant, i.e., Ls(E`∞Γ(T )) = E`∞Γ(λsT λ ∗s ) for

any s ∈ Γ and T ∈ SX(LΓ) and thus ψ(λsT ) = ψ(λsT λsλ
∗
s ) = ψ(T λs). Finally, using the fact ψ is normal on

LΓ and the Cauchy-Schwarz inequality, we conclude that ψ is LΓ-central.

Next, suppose LΓ is not properly proximal relative to XI and let ψ be an LΓ-central state on SXI (LΓ). We

claim that SI(Γ) ↪→ SXI (LΓ) by viewing f ∈ SI(Γ) as a multiplier M f . Indeed, for any f ∈ SI(Γ) and t ∈ Γ,

we have [M f ,ρt ] = M f−Rt ( f )ρt ∈ XI , and hence M f ∈ SXI (LΓ) by Lemma 2.6.1. Since λtM f λ ∗t = MLt ( f ) for

t ∈ Γ it follows that ψ gives a Γ-invariant state on SI(Γ). The “only if” direction of the second statement

follows from the first statement upon noticing that E`∞(IB(`2Γ)I) = I`∞ΓI = I.

We recall that an von Neumann subalgebra N ⊂M is co-amenable if there exists a conditional expectation

from 〈M,eN〉 to M (see, e.g., [MP03]).

Lemma 2.6.5. Let (M,τ) be a finite von Neumann algebra with a faithful normal trace τ , N ⊂ M a von

Neumann subalgebra and E an M-system. Suppose there exists an N central state ϕ on E such that ϕ|M = τ .

If N ⊂M is co-amenable, then there exists an M-central state ψ on E with ψ|M = τ .

Proof. As in Section 2.4.1, there exists an M-bimodular u.c.p. map Φ : E → B(L2M) such that ϕ(T ) =

〈Φ(T )1̂, 1̂〉 for any T ∈ E. Since ϕ is N-central, it is clear that Φ : E → 〈M,eN〉. Denote by E a conditional

expectation 〈M,eN〉 →M given by co-amenability, then τ ◦E ◦Φ is an M-central state on E that restricts to

τ on M.

Proposition 2.6.6. Let (M,τ) be a finite factor and N ⊂ M a co-amenable subfactor. If M is properly

proximal, then so is N.

Proof. Suppose N is not properly proximal, then there exists an N-central state ϕ on S(N) with ϕ|N = τ .

Notice that Ad(eN) : S(M)→ S(N) and hence ψ := Ad(eN)◦ϕ is an N-central state on S(M) with ψ|N = τ .

Now it follows from Proposition 2.6.5 that there exists an M-central state on S(M) and thus M is not properly

proximal.
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Proposition 2.6.7. Let M1 and M2 be diffuse tracial von Neumann algebras. Then M = M1 ∗M2 is properly

proximal.

Proof. We will show that the usual paradoxical decomposition that proves nonamenability for M1 ∗M2 also

works to show proper proximality. For i = 1,2, let Hi = L2(Mi) and H 0
i = Hi	C1̂ = M0

i 1̂
‖·‖2

, where M0
i

denotes the kernel of the trace. Recall that H = L2(M1 ∗M2) decomposes as

H = C1̂⊕
⊕
n≥1

( ⊕
i1 6=i2 6=···6=in

H 0
i1 ⊗·· ·⊗H 0

in

)
.

Set

H`(1) = C1̂⊕
⊕
n≥1

 ⊕
i1 6=i2···6=in

i1 6=1

H 0
i1 ⊗·· ·⊗H 0

in

 ,

and let P ∈ B(H ) be the orthogonal projection onto H`(1)⊥.

If z∈M0
2 , then as JzJ and Jz∗J preserve the space H`(1) we have [P,JzJ] = 0. Also, if z∈M0

1 , then as JzJ

and Jz∗J preserve the subspace H`(1)	C1̂ we have [P,JzJ] = [JzJ,ProjC1̂] is finite-rank. By Lemma 2.6.1

we then have P ∈ S(M).

Similarly, if we by Q the projection onto H`(2)⊥, where

H`(2) = C1̂⊕
⊕
n≥1

 ⊕
i1 6=i2···6=in

i1 6=2

H 0
i1 ⊗·· ·⊗H 0

in

 ,

then Q ∈ S(M). Since M2 is diffuse, we may choose orthogonal trace-zero unitaries u1,u2 ∈U (M2) so that

we then have u∗1Pu1 +u∗2Pu2 ≤ Q. Similarly we may choose a trace-zero unitary v ∈U (M1) and obtain that

v∗Qv≤ P.

If there were an M-central state ϕ on S(M), we would then have 2ϕ(P) ≤ ϕ(Q) ≤ ϕ(P) and hence

ϕ(P+Q) = 0. Since 1−P−Q is the projection onto C1̂ and ϕ is M-central we have ϕ(1−P−Q) = 0,

which then gives a contradiction.

Theorem 2.6.8. Let M be a finite von Neumann algebra, X ⊂ B(L2M) an M-boundary piece and let G ⊂

U (M) be a subgroup. Suppose there exists a state ϕ ∈ B(L2M)∗ such that

1. ϕ restricts to the canonical traces on M and JMJ.

2. ϕ ◦Ad(u) = ϕ ◦Ad(Ju∗J) for all u ∈ G .

3. ϕ|X = 0,
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then ϕ|SX(M) is G ′′-central, so that the inclusion G ′′ ⊂M is not properly proximal.

Proof. Note that since ϕ|M = τ is normal, the set of elements x ∈ M such that [x,ϕ|SX(M)] = 0 forms a von

Neumann subalgebra of M, thus it suffices to show that G is contained in this set. Also, as ϕ ∈ B(L2M)M]M
J

and ϕ|X = 0 we have ϕ|K∞,1
X (M)

= 0.

If T ∈ SX(M) and u ∈ G , then (Ju∗J)T (JuJ)−T = [Ju∗J,T ](JuJ) ∈K∞,1
X (M). Therefore,

ϕ ◦Ad(u)(T ) = ϕ ◦Ad(Ju∗J)(T ) = ϕ(T ).

Corollary 2.6.9. Let M be a tracial von Neumann algebra with property (Gamma). Then M is not properly

proximal.

Proof. Suppose M has property (Gamma). Let un ∈U (M) such that un→ 0 ultraweakly and ‖[x,un]‖2→ 0

for all x ∈M. Let ϕ be any weak∗-limit point of the states B(L2M) 3 T 7→ 〈T ûn, ûn〉. Then it is easy to see

that ϕ satisfies the hypotheses of Theorem 2.6.8, for G = U (M) and X=K(L2M).

Lemma 2.6.10. Let M be a finite von Neumann algebra and Q ⊂M a regular von Neumann subalgebra. If

un ∈U (M) is such that ‖EQ(aunb)‖2→ 0 for all a,b,∈M, then for all S,T ∈B(L2M) of the form aJbJeQJcJd

with a,b,c,d ∈M we have ‖S∗unT‖∞,1→ 0.

Proof. Suppose {un}n ⊂U (M) is given as above. Since ‖T xJyJ‖∞,1 ≤ ‖T‖∞,1‖x‖‖y‖, it is enough to check

that ‖S∗unT‖∞,1→ 0 when S and T are each of the form aJbJeQ, with a,b ∈M.

Also, note that if a,b,c,d ∈M, then for x ∈M we have

‖eQaJbJxJcJdeQ‖∞,1 = sup
y,z∈(Q)1

|τ(axdyc∗b∗z)| ≤ ‖bc‖2‖axd‖2.

It therefore follows that by taking spans and using density in ‖ ·‖2, to prove the lemma it suffices to show that

‖S∗unT‖∞,1→ 0 when S and T are each of the form eQaJbJ, where a ∈M and b ∈NM(Q). Finally, note that

for b ∈NM(Q) we have eQJbJ = JbJbeQb∗, and from this we then see that it suffices to consider the case

when S and T are each of the form eQa for a ∈M. This is easily verified, for if a1,a2 ∈M, then

‖eQa∗1una2eQ‖∞,1 = ‖EQ(a∗1unca)‖1→ 0.
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For the next theorem, recall from Example 2.3.4 that if Q ⊂ M is a von Neumann subalgebra, then

we denote by XQ the M-boundary piece consisting of the norm closed span of all operators of the from

x1Jy1JT Jy2Jx2, with x1,x2,y1,y2 ∈M and T ∈ eQB(L2M)eQ.

Theorem 2.6.11. Let M be a finite von Neumann algebra, and Q ⊂M a regular von Neumann subalgebra

such that M is properly proximal relative to the M-boundary piece XQ. If P⊂M is a weakly compact regular

von Neumann subalgebra, then P ≺M Q. In particular, if M is properly proximal, then M has no diffuse

weakly compact regular von Neumann subalgebras.

Proof. By the weak compactness of P ⊂ M, there exists a state ϕ : B(L2M)→ C satisfying the following

properties:

(i) ϕ is the canonical normal trace on M and JMJ;

(ii) ϕ(xT ) = ϕ(T x) for all T ∈ B(L2M), x ∈ P;

(iii) ϕ ◦Ad(u)(T ) = ϕ ◦Ad(Ju∗J)(T ) for all T ∈ B(L2M) and u ∈NM(P).

If P 6≺M Q, then by Lemma 2.6.10 for each T ∈ B(L2M) of the form a∗Jb∗JeQJbJa with a,b ∈M there

exists a sequence {un}n ⊂U (P) such that ‖T ∗u∗munT‖∞,1,‖T ∗u∗numT‖∞,1 < 2−n whenever n > m, and such

that ‖T û∗n‖2 < 2−n for each n≥ 1. We then have

‖ 1
N

N

∑
n=1

u∗nTun‖2
∞,2 ≤

1
N2

N

∑
n,m=1

‖u∗mTumu∗nTun‖∞,1

≤ 2
N2 ∑

1≤m<n≤N
2−n +

1
N2

N

∑
n=1
‖u∗nT 2un‖∞,1

≤ 2
N
+
‖T‖2

N
→ 0.

Since ϕ is continuous in the ‖ · ‖∞,2-norm on bounded sets it then follows from (ii) that

ϕ(T ) = lim
N→∞

1
N

N

∑
n=1

ϕ(u∗nTun) = 0.

If we now have a,b ∈M and T ∈ eQB(L2M)eQ with T ≥ 0, then

ϕ(a∗Jb∗JT JbJa)≤ ‖T‖ϕ(a∗Jb∗JeAJbJa) = 0

and hence ϕ(a∗Jb∗JT JbJa) = 0. By polarization it then follows that ϕ(aJbJT JcJd) = 0 for all a,b,c,d ∈M

and T ∈ eQB(L2M)eQ. Since the span of such elements is norm dense in XQ it follows that ϕ|XQ = 0, and

hence M is not properly proximal relative to XQ by Theorem 2.6.8.

44



2.6.1 Proper proximality relative to the amenable boundary piece

We see from Theorem 2.6.4 that a group Γ is properly proximal if and only if the group von Neumann algebra

LΓ is properly proximal. In this section give an application of the development of boundary pieces for von

Neumann algebras by showing that this also holds for proper proximality relative to a canonical “amenable”

boundary piece.

Let Γ be a group, and let π : Γ → U (H ) be a universal representation that is weakly contained in

the left regular representation, i.e., π is the restriction of the universal representation of C∗
λ

Γ. Associated

to this representation is a boundary piece Xamen as described in [BIP21], where a net (ti)i has a limit in

Xamen ⊂ βΓ if and only if π(ti)→ 0 ultraweakly, i.e., ti→ 0 in the weak-topology in C∗
λ

Γ. Alternatively, we

can view the corresponding ideal Iamen ⊂ `∞Γ as the ideal generated by the set Br(Γ) of all matrix coefficients

ϕξ ,η(t) = 〈π(t)ξ ,η〉 for ξ ,η ∈H . Note that since weak containment is preserved under tensor products

it follows from Fell’s absorption principle that Br(Γ) is an ideal in the Fourier-Stieltjes Algebra B(Γ). In

particular, Br(Γ) is a self-adjoint subalgebra of `∞Γ, and so f ∈ Iamen if and only if | f | ≤ g for some g∈ Br(Γ).

If Γ is a nonamenable group, then the following lemma shows that we often have c0Γ ( Iamen ( `∞Γ.

Lemma 2.6.12. Suppose Σ < Γ is a subgroup. Then Σ is amenable if and only if 1Σ ∈ Iamen.

Proof. If Σ is amenable, then the quasi-regular representation `2(Γ/Σ) is weakly contained in the left regular

representation and 1Σ is a matrix coefficient. Conversely, if 1Σ ∈ Iamen, then there exists ϕ ∈ Br(Γ), say

ϕ(t) = 〈π(t)ξ ,η〉 so that 1Σ ≤ g, where g is some element in Br(Γ) with ‖g−ϕ‖∞ < 1/2. Hence for all t ∈ Σ

we have ℜ(〈π(t)ξ ,η〉) ≥ 1/2. If we let ξ0 denote the minimal norm element in the closed convex hull of

{π(t)ξ}t∈Σ, it then follows that ξ0 is a Σ-invariant vector and is non-zero since ℜ(〈ξ0,η〉)≥ 1/2. It therefore

follows that the trivial representation for Σ is weakly contained in π ≺ λ and hence Σ is amenable.

We now fix a tracial von Neumann algebra M, and by analogy with above we consider a universal M-M

correspondence H that is weakly contained in the coarse correspondence L2M⊗L2M. Note that we may

assume that as an M-M correspondence we have H ∼= H and we then have a boundary piece Xamen = XH

as defined in Example 2.5.11

Similar to Lemma 2.6.12, we have the following lemma.

Lemma 2.6.13. Let M be a tracial von Neumann algebra and A⊂M a von Neumann subalgebra such that A

does not have an amenable direct summand, and G ⊂U (A) a subgroup that generates A as a von Neumann

algebra. Then there exists a net {ui}i ⊂ G such that ui⊗uop
i → 0 in the Xamen-topology.

Proof. Fix a universal M-M correspondence H that is weakly contained in the coarse correspondence. Note

that just as in the case for groups the span B0 of operators of the form Tξ for some bounded vector ξ ∈H
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forms a ∗-subalgebra of B(L2M). Also, M and JMJ are contained in the multiplier algebra of B0 in B(L2M).

Thus if we denote by B = B0, then we have Xamen = BB(L2M)B. In particular, a net {ui}i ⊂ G satisfies

ui ⊗ uop
i → 0 in the Xamen-topology if and only if uiTξ1

STξ2
u∗i → 0 ultraweakly for any S ∈ B(L2M) and

ξ1,ξ2 ∈H bounded vectors. Moreover, by the polarization identity we see that this is if and only if for

each bounded vector ξ ∈H , S ∈ B(L2M), and a ∈M we have ‖STξ JaJû∗i ‖2
2→ 0, and for this it suffices to

consider only the case when S = 1.

Therefore, if no such net of unitaries existed, then there would exist bounded vectors ξ1, . . . ,ξn ∈H ,

a1, . . . ,an ∈M and c > 0 such that for all u ∈ G we would have ∑
n
k=1 ‖Tξk

JakJû‖2
2 ≥ c. We let ξ =⊕n

k=1ξk ∈

⊕n
k=1H ⊗M H and we let ξ̃ =⊕n

k=1a∗kξkak. We also let C denote the closed convex set generated by vectors

of the form u∗ξ u, for u ∈ G . Then for each u ∈ G we have 〈u∗ξ u, ξ̃ 〉 = ∑
n
k=1 ‖Tξk

JakJû‖2
2 ≥ c, and hence

for any η ∈ C we have 〈η , ξ̃ 〉 ≥ c > 0. Hence, if we take η ∈ C to be the vector of minimal norm, then

η is a non-zero vector that is invariant under conjugation by G . Since G generates A it then follows that η

is a non-zero A-central vector. Since ⊕n
k=1H ⊗M H is weakly contained in the coarse correspondence this

would then show that Ap is amenable where p ∈P(Z (A)) is the non-zero support projection for ξ .

Theorem 2.6.14. Let Γ be a discrete group, then Iamen ⊂ `∞Γ is the closed ideal generated by E`∞Γ(Xamen)

and Xamen ⊂ B(L2(LΓ)) contains the boundary piece generated by Iamen.

Proof. Let H be a universal M-M correspondence that is weakly contained in the coarse correspondence,

and let ξ ,η ∈H be bounded vector. Then H ⊗M H is also weakly contained in the coarse correspondence.

In particular if we consider the representation π : Γ→U (H ⊗M H ) given by conjugation, then π is weakly

contained in the conjugation action associated to the coarse correspondence L2M⊗L2M, which is easily seen

to be a multiple of the left regular representation. For t ∈ Γ we compute

E`∞Γ(T ∗ξ Tη)(t) = E`∞Γ(Tη⊗ξ
)(t) = 〈T

η⊗ξ
δt ,δt〉= 〈u∗t (η⊗ξ )ut ,η⊗ξ 〉.

Since π ≺ λ we then have E`∞Γ(T ∗ξ Tη) ∈ Iamen, and it then follows that E`∞Γ(Xamen)⊂ Iamen.

On the other hand, if π : Γ→ U (H ) is a representation that is weakly contained in the left regular

representation, then we may consider the LΓ-LΓ correspondence `2Γ⊗H where the first copy of LΓ acts

as λt ⊗π(t) (which is conjugate to λt ⊗ 1 by Fell’s absorption principle), and the second copy of LΓ as as

ρt ⊗1. As is well known, if π ≺ λ , then `2Γ⊗H is weakly contained in the coarse correspondence. Also,

if ξ ∈H , then it is easy to check that δe⊗ ξ is a bounded vector and Tδe⊗ξ is the diagonal multiplication

operator corresponding to Γ 3 t 7→ 〈π(t)ξ ,ξ 〉. It then follows that Iamen ⊂ Xamen.

Moreover, if ϕ(t)= 〈π(t)ξ ,ξ 〉 and Mϕ denotes the diagonal multiplication operator, then since E`∞(Mϕ)=
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ϕ we see that Iamen is, in fact, equal to E`∞Γ(Xamen).

Corollary 2.6.15. Let Γ be a discrete group, then LΓ is properly proximal relative to Xamen if and only if Γ

is properly proximal relative to Iamen.

Proof. This follows from the previous theorem, together with Theorem 2.6.4.

If Γ is properly proximal, then clearly Γ is properly proximal relative to Iamen, but also if Γ has a normal

amenable subgroup ΣCΓ such that Γ/Σ is properly proximal, then it follows from [BIP21] that Γ is also

properly proximal relative to Iamen. Examples of groups and von Neumann algebras that are not properly

proximal relative to the amenable boundary piece are infinite direct products of nonamenable groups or

infinite tensor products of nonamenable II1 factors, which follows from the following proposition.

Proposition 2.6.16. Suppose M is a tracial von Neumann algebra and Bn ⊂ M is a decreasing sequence

of von Neumann subalgebras such that each Bn has no amenable summand and such that ∪n(B′n ∩M) is

ultraweakly dense in M. Then M is not properly proximal relative to Xamen.

Proof. This is similar to the proof of Corollary 2.6.9. Given any asymptotically central net {ui}i ⊂ U (M)

we may consider a state ϕ on SXamen(M) which is a weak∗-limit point of the vector states SXamen(M) 3 T 7→

〈T ûi, ûi〉. Since each Bn has no amenable summand, it follows from Lemma 2.6.13 that we may find an

asymptotically central net {ui}i ⊂U (M) so that ϕ vanishes on Xamen, and it then follows that ϕ satisfies the

hypotheses of Theorem 2.6.8.

2.7 Biexact groups and properly proximal von Neumann algebras

Throughout this section we fix a group Γ and we fix a trace-preserving action ΓyB of Γ on a tracial von

Neumann algebra B.

If A is a C∗-algebra and ΓyA, then we denote by Aor Γ the reduced C∗-crossed product, and by Ao f Γ

the full C∗-crossed product.

Theorem 2.7.1. Suppose Γ is biexact and B is abelian. Then for every von Neumann subalgebra P⊂ BoΓ,

either the inclusion P⊂ BoΓ is properly proximal relative to XB or else P has an amenable direct summand.

Proof. Suppose the inclusion P ⊂ BoΓ is not properly proximal relative to XB, and let φ : SXB(BoΓ)→

〈p(BoΓ)p,ePp〉 be a p(BoΓ)p-bimodular u.c.p. map, where p ∈Z (P) is a non-zero central projection.

If we consider the Γ-equivariant diagonal embedding `∞Γ⊂B(`2Γ)⊂B(L2B)⊗B(`2Γ), then we see that

`∞Γ commutes with B, and that c0Γ is mapped to XB. Restricting to S(Γ) then gives a Γ-equivariant em-

bedding into B′∩SXB(BoΓ). We therefore obtain a ∗-homomorphism (B⊗min S(Γ))o f Γ→ B(L2B⊗`2Γ)
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whose image is contained in SXB(BoΓ). Composing this ∗-homomorphism with the u.c.p. map φ then gives

a u.c.p. map φ̃ : (B⊗min S(Γ))o f Γ→ 〈p(BoΓ)p,ePp〉 such that φ̃(t) = put p for all t ∈ Γ.

Since Γ is biexact, the action ΓyS(Γ) is topologically amenable, and since B is abelian the action

ΓyB⊗min S(Γ) is then also topologically amenable. Hence, (B⊗min S(Γ))o f Γ = (B⊗min S(Γ))or Γ is a

nuclear C∗-algebra.

We set ϕ(·) := 1
τ(p) 〈φ̃(·)p̂, p̂〉 and note that for x ∈ Bor Γ we have ϕ(x) = 1

τ(p)τ(pxp). Since Bor Γ is

ultraweakly dense in BoΓ an argument similar to Proposition 3.1 in [BC15] then gives a representation πϕ :

(B⊗minS(Γ))or Γ→B(Hϕ), a state ϕ̃ ∈B(Hϕ)∗ with ϕ = ϕ̃ ◦πϕ , and a projection q∈ πϕ((B⊗minS(Γ))or

Γ)′′ with ϕ̃(q)= 1 such that there is a normal unital ∗-homomorphism ι : BoΓ ↪→ qπϕ((B⊗minS(Γ))or Γ)′′q.

Since (B⊗min S(Γ))or Γ is nuclear, we have that πϕ((B⊗min S(Γ))or Γ)′′ is injective, and so there is a

u.c.p. map ι̃ : 〈BoΓ,eB〉 → qπϕ((B⊗min S(Γ))or Γ)′′q that extends ι . Notice that ψ := ϕ̃ ◦ ι̃ is then a Pp-

central state on 〈BoΓ,eB〉 and ψ(x) = 1
τ(p)τ(pxp) for all x∈ BoΓ. By Theorem 2.1 in [OP10a] we conclude

that Pp⊕C(1− p) is amenable relative to B, and since B is abelian we then have that Pp is amenable.

2.8 Properly proximal actions and crossed products

Let M be a separable finite von Neumann with normal faithful trace τ and let Γ be a group that acts on

M by trace-preserving automorphisms. Note that the action Γyα (M,τ) is unitarily implemented by the

unitaries α0
t (x̂) = α̂t(x). Conjugation by these unitaries then implements an action of Γ on B(L2(M,τ)),

which preserves the space S(M).

If X⊂ B(L2M) is a boundary piece such that conjugation by unitaries in the Koopman representation of

Γ preserves X, then the action of Γ on B(L2M) will also preserve SX(M). We say that the action ΓyM is

properly proximal relative to X if there does not exist a non-zero Γ-invariant projection p ∈Z (M), such that

ΓyMp is weakly compact, and such that there does not exist a Γ-invariant M-central state on SX(M) that

vanishes on K∞,1
X (M) and is normal when restricted to M.

Note that the same proof as in Corollary 2.6.9 shows that if ΓyM is properly proximal, then (MoΓ)′∩

Mω cannot be diffuse. In particular, if M is abelian and the action is ergodic, then the the action ΓyM is

strongly ergodic. Also note that if ΓyZ (M) is ergodic, then the trace τ is the unique Γ-invariant M-central

normal state on M.

The definition of proper proximality for actions is slightly more technical than for von Neumann algebras.

This is done to accommodate the proof of Lemma 2.8.5 below. We will show in Proposition 2.8.2 that proper

proximality for the trivial action is equivalent to proper proximality for the von Neumann algebra.

Note that if M is abelian and if ϕ is a state on SX(M) that restricts to the trace on M, then ϕ vanishes on

K∞,1
X (M) if and only if ϕ vanishes on X. Indeed, if T ∈K∞,1

X (M), then for each ε > 0 there exists a projection
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p ∈P(M) with τ(p) > 1− ε such that p(JpJ)T (JpJ)p ∈ X. Since M is abelian we have JpJ = p and by

Cauchy-Schwarz ϕ(T )≤ 2ε‖T‖+ϕ(pT p). Since ε > 0 is arbitrary this then shows that if ϕ vanishes on X,

then it must also vanish on K∞,1
X (M). Thus, in the case when M is abelian, the following proposition can give

an easier criterion to check whether or not the action is properly proximal.

Proposition 2.8.1. Let (M,τ) be a finite von Neumann algebra, suppose Γy(M,τ) is a trace-preserving

action, and X⊂ B(L2M) is a Γ-invariant boundary piece for M. If there exists a Γ-invariant, M-central state

ϕ : SX(M)→ C such that ϕ|M is normal and ϕ|X 6= 0, then there exists a non-zero Γ-invariant projection

p ∈Z (M) so that ΓyMp is weakly compact.

Proof. First notice that since SX(M) = SKX(M), we may assume X = KX and thus M ⊂ M(X). Let ϕ :

SX(M)→ C be a Γ-invariant, M-central state that satisfies ϕ|M = τ and does not vanish on X. Take a Γ-

approximate unit {Ai}i ⊂ X that is quasi-central in M(X). Since M is contained in the multiplier of X and

since {Ai}i is quasi-central in M(X), we obtain a non-zero Γ-invariant and M-central positive linear functional

ϕ̃ on B(L2M) with ϕ̃|M normal by setting

ϕ̃(·) = lim
i→ω

ϕ(A1/2
i ·A1/2

i ),

for some free ultrafilter ω . Since ϕ̃|M is Γ-invariant, if we let p be the support of ϕ̃|M , then p is Γ-invariant,

and ϕ̃|Mp is faithful, so that ΓyMp is weakly compact.

Proposition 2.8.2. Let M be a tracial von Neumann algebra, and X⊂ B(L2M) a boundary piece. Then M is

not properly proximal relative to X if and only if there either exists a central projection p ∈Z (M), such that

Mp is amenable, or else such that there exists an M-central state ψ : SX(M)→ C such that ψ|M is normal

and ψ|K∞,1
X (M)

= 0.

Proof. Suppose M is not properly proximal relative to X and that M has no amenable direct summand. Let

ϕ : SX(M)→ C be an M-central state such that ϕ|M is normal. A simple standard argument shows that we

may then produce a new M-central state (which we still denote by ϕ) and a central projection p ∈ Z (M)

such that ϕ(x) = 1
τ(p)τ(xp) for x ∈M. Since M has no amenable direct summand, Proposition 2.8.1 shows

that ϕ|X 6= 0.

Extend ϕ to a state, still denoted by ϕ , on B(L2M). Since ϕ|Z (Mp) =
1

τ(p)τ by the Dixmier property we

may produce a net of u.c.p. maps αi : B(L2M)→ B(L2M) that are convex combinations of conjugation by

unitaries in JMJ such that limi→∞ |ϕ ◦αi(x)− 1
τ(p)τ(x)| → 0 for each x ∈ JMJp. We may then let ϕ̃ be a

weak∗-limit point of {ϕ ◦αi}i. Since each αi is M-bimodular and preserves SX(M) (see the remark at the

beginning of Section 2.6), it follows that ϕ̃|SX(M) is again M-central. Also, since each αi preserves X it follows
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that ϕ̃ again vanishes on X. Since ϕ̃ restricts to the canonical traces on both Mp and JMJp it then follows

from continuity that ϕ̃ also vanishes on K∞,1
X (M).

It was shown in [IPR19] that proper proximality for a group Γ is an invariant for the orbit equivalence

relation associated to any free probability measure-preserving action. Here we show a counterpart for proper

proximality of an action.

Proposition 2.8.3. Let Γyα (M,τ) be a trace-preserving action of Γ on a separable finite von Neumann

algebra M with a normal faithful trace τ . Suppose X ⊂ B(L2(M,τ)) is a Γ-boundary piece. Then ΓyM is

properly proximal relative to X if and only if NMoΓ(M)yM is properly proximal relative to X. In particular,

proper proximality for a free probability measure-preserving action is an an invariant of the orbit equivalence

relation.

Proof. Since ΓyM is weakly compact if and only if NMoΓ(M)yM is weakly compact [OP10a, Proposition

3.4], we may assume that there is no Γ-invariant non-zero projection p ∈Z (M) such that ΓyMz is weakly

compact.

Suppose ΓyM is not properly proximal relative to X and let ϕ be a Γ-equivariant and M-central state

on SX(M) with ϕ|M normal and ϕ|K∞,1
X (M)

= 0. We claim that ϕ is NMoΓ(M)-equivariant. Indeed, take

any u ∈ NMoΓ(M) and by [Dye59] there exists a partition of unity {pt}t∈Γ ⊂ P(Z (M)) and unitaries

{vt}t∈Γ ⊂U (M) so that {αt−1(pt)}t∈Γ also forms a partition of unity and u = ∑t∈Γ ptvtut . Let α0
u ∈ B(L2M)

be a unitary given by α0
u (x̂) = ûxu∗. Notice that α0

u = ∑t∈Γ ptvtJvtJα0
t . For F ⊂ Γ finite we also set α0

u,F =

∑t∈F ptvtJvtJα0
t . We may extend ϕ to B(L2M), still denoted by ϕ , and compute that for any T ∈ B(L2M)

and F ⊂ Γ finite

|ϕ(α0
u T (α0

u )
∗)−ϕ(α0

u,F T (α0
u,F)

∗)| ≤ |ϕ((α0
u −α

0
u,F)T (α

0
u )
∗)|+ |ϕ(α0

u,F T (α0
u −α

0
u,F)

∗|

≤ |ϕ((α0
u −α

0
u,F)(α

0
u −α

0
u,F)

∗)|1/2|ϕ(α0
u T ∗T (α0

u )
∗)|1/2

+ |ϕ(α0
u,F T T ∗(α0

u,F)
∗)|1/2|ϕ((α0

u −α
0
u,F)(α

0
u −α

0
u,F)

∗)|1/2

≤ 2‖T‖ϕ(∑
t 6∈F

pt)
1/2.

Notice that for S ∈ SX(M), we have α0
u,F S(α0

u,F)
∗ = (∑t∈F pt)α

0
u S(α0

u )
∗(∑t∈F pt) ∈ SX(M) and since

ϕ|SX(M) is M-central we have

ϕ(α0
u,F S(α0

u,F)
∗) = ∑

t∈F
ϕ(ptvtJvtJα

0
t S(α0

t )
∗Jv∗t Jvt) = ∑

t∈F
ϕ(ptvtα

0
t S(α0

t )
∗v∗t )+ϕ(Kt)

= ∑
t∈F

ϕ(α0
t αt−1(pt)S(α0

t )
∗)+ϕ(Kt) = ϕ(∑

t∈F
αt−1(pt)S)+ϕ(∑

t∈F
Kt),
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where Kt = ptvt [JvtJ,α0
t S(α0

t )
∗]Jv∗t Jvt ∈K∞,1

X (M). Since ϕ vanishes on K∞,1
X (M) we then have

|ϕ(S)−ϕ(αuSα
∗
u )| ≤ 2‖S‖ϕ(∑

t 6∈F
pt)

1/2 +‖S‖ϕ(1−∑
t∈F

αt−1(pt))
1/2 = 3‖S‖ϕ(∑

t 6∈F
pt)

1/2.

Since F ⊂Γ was an arbitrary finite set and ϕ|M is normal we conclude that ϕ|SX(M) is NMoΓ(M)-invariant.

The following lemma is a simple application of the Hahn-Banach Theorem.

Lemma 2.8.4. Let E be an operator system. Suppose Γyα E is an action of Γ on E by complete order

isomorphisms. If E does not admit a Γ-invariant state, then there exist F ⊂ Γ finite, {Tt}t∈F ⊂ E, and

T0 ∈ E+ such that ‖1+T0 +∑t∈F(Tt −αt(Tt))‖< 1/4.

If X ⊂ B(L2M) is a boundary piece, then we set KX(M)]J = KX(M)M]M ∩KX(M)JMJ]JMJ . Recall from

Proposition 2.2.10 that (B(L2M)]J)
∗ is a von Neumann algebra containing M and JMJ as von Neumann sub-

algebras, and (KX(M)]J)
∗ is a corner of this von Neumann algebra with the support projection of (KX(M)]J)

∗

commuting with both M and JMJ. The following technical lemma is adapted from Theorem 4.3 in [BIP21].

Lemma 2.8.5. Let M be a separable finite von Neumann algebra with normal faithful trace τ . Suppose that

Γyα M is trace-preserving action by a group Γ such that ΓyZ (M) is ergodic and let X ⊂ B(L2M) be a

Γ-boundary piece

Then ΓyM is properly proximal relative to X if and only if there is no M-central Γ-invariant state ϕ on

S̃X(M) :=
{

T ∈
(
B(L2M)]J

)∗
| [T,a] ∈

(
KX(M)]J

)∗
for all a ∈ JMJ

}

such that ϕ|M = τ .

Proof. First note that as SX(M) = SKX(M) and S̃X(M) = S̃KX(M) we may assume that X=KX. In particular,

we may assume that both M and JMJ are contained in the multiplier algebra of X. Also, note that by

considering the natural map from B(L2M) into (B(L2M)]J)
∗ we get Γ-equivariant M-bimodular u.c.p. maps

B(L2M)→
(
KX(M)]J

)∗
, and SX(M)→ S̃X(M). Thus, if there exists an M-central Γ-invariant state ϕ on

S̃X(M) such that ϕ|M = τ , then either ϕ
|
(
KX(M)

]
J

)∗ 6= 0, in which case restricting to B(L2M) shows that ΓyM

is weakly compact [OP10a, Proposition 3.2] (and hence not properly proximal), or else ϕ
|
(
KX(M)

]
J

)∗ = 0, in

which case restricting ϕ to SX(M) shows that ΓyM is not properly proximal.

We now show the converse. So suppose that S̃X(M) has no M-central Γ-invariant state that restricts to the

trace on M. Set G = NMoΓ(M) and continue to denote by α the trace-preserving action of G on M given

by conjugation. Since ΓyZ (M) is ergodic it follows from [Dye63] that the trace is the unique G -invariant

state on M, and hence there exists no G -invariant state on S̃X(M).
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Let M0 ⊂M be an ultraweakly dense ∗-subalgebra that is generated, as an algebra, by a countable set of

contractions S0 = {x0 = 1,x1, . . .}. By Lemma 2.8.4 there exists a finite set F ⊂ G , {Tg}g∈F ⊂ S̃X(M), and

T0 ∈ S̃X(M)+, so that ‖1+T0+∑g∈F(Tg−αg(Tg))‖< 1/4. By enlarging F (possibly with repeated elements)

we may assume ‖Tg‖ ≤ 1 for each g ∈ F .

We let I denote the set of all pairs (A,κ) where A⊂ B(L2M)]J is a finite set and κ > 0. We define a partial

ordering on I by (A,κ)≺ (A′,κ ′) if A⊂ A′ and κ ′ ≤ κ .

For each Tg, we may find a net {T i
g}i∈I ⊂ B(L2M) whose weak∗ limit is Tg; moreover, by Goldstein’s

theorem, we may assume ‖T i
g‖ ≤ 1 for all i ∈ I. Since an operator T ∈

(
B(L2M)

]
J

)∗
is a positive contraction

if and only if ϕ(T ) ∈ [0,1] for all states ϕ ∈ B(L2M)
]
J , and since the set of positive contractions is convex, it

then follows from the Hahn-Banach theorem that any positive contraction in
(
B(L2M)

]
J

)∗
is in the ultraweak

closure of positive contractions in B(L2M). We may therefore also find a net of positive operators {T i
0}i∈I ⊂

B(L2M) so that ‖T i
0‖ ≤ ‖T0‖, and T i

0 → T0 weak∗.

We also choose a net {Si}i∈I ∈ B(L2M) such that ‖Si‖< 1/4, for each i ∈ I, and Si→ 1+T0+∑g∈F(Tg−

αg(Tg)) weak∗.

For any given g ∈ {0} ∪ F and n ∈ N, we have [Tg,JxnJ] ∈
(
(KX)

]
J

)∗
and so we may choose a net

{Ki
g,n}i∈I ⊂ KX such that limi→∞ Ki

g,n− [T i
g ,JxnJ] = 0 weak∗. Furthermore, since B(L2M)

]
J is the space of

linear functionals that are continuous for both the M-M and JMJ-JMJ-topologies we may pass to convex

combinations and assume that there exists a net {en,g
i }i∈I ,⊂P(M) such that en,g

i → 1 strongly, and

lim
i→∞
‖en,g

i Jen,g
i J(Ki

g,n− [T i
g ,JxnJ])Jen,g

i Jen,g
i ‖= 0. (2.9)

Since we also have that 1+ T i
0 +∑g∈F(T i

g −αg(T i
g))− Si converges weak∗ to 0, we may assume that, in

addition to (2.9), we also have

∥∥∥∥∥en,g
i Jen,g

i J

(
1+T i

0 + ∑
g∈F

(T i
g−αg(T i

g))−Si

)
Jen,g

i Jen,g
i

∥∥∥∥∥→ 0. (2.10)

We fix ε > 0 to be chosen later. For each n ∈ N, we may then choose i(n) ∈ I such that setting fn =

∧g∈F,m≤nem,g
i(n), we have τ( fn)> 1− ε2−n−1, and

∥∥∥ fnJ fnJ
(

Ki(n)
g,m − [T i(n)

g ,JxmJ]
)

J fnJ fn

∥∥∥< 2−n, (2.11)
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for all m≤ n and g ∈ F , and also

∥∥∥∥∥ fnJ fnJ

(
1+T i(n)

0 + ∑
g∈F

(T i(n)
g −αg(T

i(n)
g ))−Si(n)

)
J fnJ fn

∥∥∥∥∥< 2−n/16. (2.12)

Setting pn = ∧k≥n fk we then have that {pn}n is an increasing sequence, and τ(pn)> 1− ε2−n, for all n≥ 1.

By Lemma 13.7 in [Dav88] there exists δn > 0 so that when K ∈ X+, and z ∈ M(X) are contractions

satisfying ‖[K,z]‖< δn, then we have ‖[K1/2,z]‖< 2−n/16(6|F |+4+‖T0‖)< 2−n.

If we consider the unital C∗-subalgebra B generated by

{Ki(n)
g,m ,JxnJ,ak, pn,JqnJ | n≥ 1,g ∈ F,m≤ n},

then B is a separable C∗-algebra and B∩X is a closed ideal. It then follows from [Arv77] that there exists an

increasing sequence {Fn}n≥1 ⊂ X+∩B such that that the following conditions are satisfied:

(a) ‖FnKi(n+1)
g,m −Ki(n+1)

g,m ‖< 2−n for all g ∈ {0}∪F and m≤ n+1;

(b) ‖[Fn,JxmJ]‖< δn/2 for m≤ n;

(c) ‖Fn−αg(Fn)‖< δn/2 for all g ∈ F ;

(d) ‖[Fn, pm]‖,‖[Fn,JpmJ]‖ ≤ δn/2 for all m≤ n.

Set E1 = F1/2
1 , En = (Fn−Fn−1)

1/2 for n ≥ 2, and define T 0
g = ∑n EnT i(n)

g En for g ∈ {0}∪F , where the

sum is SOT convergent as ‖T i
g‖ ≤ ‖Tg‖ for each g. We claim that T 0

g ∈ SX(M). Since K∞,1
X (M) is a strong

JMJ-JMJ bimodule it suffices to show that [T 0
g ,JxmJ] ∈K∞,1

X (M) for any given xm ∈ S0. We compute

[T 0
g ,JxmJ] =∑

n
EnT i(n)

g [En,JxmJ]+∑
n
[En,JxmJ]T i(n)

g En

+∑
n

En[T
i(n)

g ,JxmJ]En.

(2.13)

The finite sums in the summations ∑n EnT i(n)
k [En,JxmJ] and ∑n[En,JxmJ]T i(n)

g En belong to X since X is hered-

itary. The summations ∑n EnT i(n)
g [En,JxmJ] and ∑n[En,JxmJ]T i(n)

g En are norm convergent since ‖[En,JxmJ]‖<

2−n for sufficiently large n and hence they also belong to X.

Using a similar argument with (2.11) and (d) we deduce

p`Jp`J
(

∑
n

EnKi(n)
g,m En−∑

n
En[T

i(n)
g ,JxmJ]En

)
Jp`Jp` ∈ X,
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for any fixed `≥ 1, and hence

(
∑
n

EnKi(n)
g,m En−∑

n
En[T

i(n)
g ,JxmJ]En

)
∈K∞,1

X . (2.14)

On the other hand, since E2
n = Fn−Fn−1, we have from (a) that ‖EnKi(n)

g,m En‖ < 2−n+1 for large enough

n and hence ∑n EnKi(n)
g,m En is also norm convergent, and thus contained in X as well. This then shows that

[T 0
g ,JxmJ] ∈ K∞,1

X (M), for all g ∈ {0}∪F , and m ≥ 0, verifying the claim that T 0
g ∈ SX(M). Note that we

also have T 0
0 ∈ (SX(M))+ since T 0

0 is the SOT-limit of positive operators.

We define S = ∑n EnSi(n)En. From (2.12), (c) and (d) we have

∥∥∥∥∥p1Jp1J

(
1+T 0

0 + ∑
g∈F

(T 0
g −αg(T 0

g ))−S

)
Jp1Jp1

∥∥∥∥∥
≤ 2 ∑

g∈F
∑
n
‖En−αg(En)‖+2

(
∑
n
‖[p1,En]‖+∑

n
‖[Jp1J,En]‖

)
(2+‖T0‖+2|F |)

+‖∑
n

En p1Jp1J(1+T i(n)
0 + ∑

g∈F
(T i(n)

g −αg(T
i(n)

g ))−Si(n))Jp1Jp1En‖

≤ 1/16+‖∑
n

En p1Jp1J

(
1+T i(n)

0 + ∑
g∈F

(T i(n)
g −αg(T

i(n)
g ))−Si(n)

)
Jp1Jp1En‖ ≤ 1/8.

Note that since En ≥ 0 and ∑n E2
n = 1, the map φ : `∞(B(L2M))→B(L2M) given by φ((zn)) = ∑n EnznEn

is unital completely positive. In particular, we have that φ is a contraction and it follows that ‖S‖ ≤

supn ‖Si(n)‖ ≤ 1/4. Thus, from the previous inequalities we conclude that

∥∥∥∥∥p1Jp1J

(
1+T 0

0 + ∑
g∈F

(T 0
g −αt(T 0

g ))

)
Jp1Jp1

∥∥∥∥∥< 3/8. (2.15)

Since τ(p1) ≥ 1− ε , it follows easily by considering the disintegration into factors that there exist a

central projection z ≤ z(p1), with τ(z) > 1− 2ε , and two subprojections q2,q3 ≤ z with q2 + q3 = z such

that q2 and q3 are both Murray-von Neumann subequivalent to p1. Take partial isometries v2,v3 such that

v∗2v2,v∗3v3 ≤ p1 and v2v∗2 = q2, v3v∗3 = q3. We define the u.c.p. map φ : B(L2M)→ B(L2M) by φ(T ) =

Jv2JT Jv∗2J + Jv3JT Jv∗3J + z⊥T z⊥. Note that φ maps SX(M) into itself, and for all T ∈ SX(M) we have

φ(T )−T ∈K∞,1
X (M).

It follows from (2.15) that

∥∥∥∥∥p1z

(
1+φ(T 0

0 )+ ∑
g∈F

(φ(T 0
g )−φ(αg(T 0

g )))

)
zp1

∥∥∥∥∥< 3/4. (2.16)
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If we had a Γ-invariant state ϕ on SX(M) such that ϕ|M = τ and ϕ|K∞,1
X (M)

= 0, then from (2.16), the

Cauchy-Schwarz inequality, and the fact that φ(T )−T ∈K∞,1
X (M) for each T ∈ SX(M), we would then have

1−3ε ≤ τ(p1z) = ϕ(p1z)

≤ 3/4+ϕ

(
p1z

(
φ(T 0

0 )+ ∑
g∈F

(φ(T 0
g )−φ(αg(T 0

g )))

)
zp1

)

= 3/4+ϕ

(
p1z

(
T 0

0 + ∑
g∈F

(T 0
g −αg(T 0

g ))

)
p1z

)

≤ 3/4+2|F |(1−ϕ(p1z))≤ 3/4+6|F |ε.

Thus, we obtain a contradiction by choosing ε > 0 so that (3+6|F |)ε < 1/4.

The following slight variant of of the previous lemma will be of more use in the sequel.

Lemma 2.8.6. Using the same notation as in the previous lemma, the action ΓyM is properly proximal if

and only if ΓyM is not weakly compact and there is no M-central Γ-invariant state ϕ on S̃X(M) such that

ϕ|M = τ and ϕ
|
(
KX(M)

]
J

)∗ = 0.

Proof. Using the previous lemma, suppose ϕ : S̃X(M)→C is an M-central Γ-invariant state such that ϕ|M = τ .

By considering the natural M and JMJ-bimodular u.c.p. map from B(L2M) into
(
KX(M)]J

)∗
we see that if

ϕ does not vanish on
(
KX(M)]J

)∗
, then we get a state on B(L2M) that is Γ-invariant, M-central, and normal

on M, which shows that ΓyM is weakly compact by Proposition 3.2 in [OP10a].

Lemma 2.8.7. Let M be a finite von Neumann algebra and B⊂M a von Neumann subalgera. Let eB : L2M→

L2B denote the orthogonal projection. Then eBK∞,1(M)eB ⊂K∞,1(B), and eBS(M)eB ⊂ S(B).

Proof. For any T ∈K∞,1(M), denote by {Tn}n∈N ⊂K(L2M) a sequence that converges to T in ‖·‖∞,1. Notice

that

‖eB(T −Tn)eB‖∞,1 = sup
a,b∈(B)1

〈eB(T −Tn)eBâ,b〉 ≤ ‖T −Tn‖∞,1,

and we conclude that eBTeB ∈K∞,1(B). Since JBJ commutes with eB, we also have eBS(M)eB ⊂ S(B).

Theorem 2.8.8. Let M1 and M2 be separable finite von Neumann algebras and suppose we have trace-

preserving actions ΓyMi. Then the action ΓyM1⊗M2 is properly proximal if and only if the action ΓyMi

is properly proximal for each i = 1,2.

Proof. If the action ΓyM1⊗M2 is weakly compact, then so is ΓyMi, for each i. We may therefore restrict

to the case when ΓyM is not weakly compact. Also, if Z (Mi)
Γ is diffuse for some i, then the same is
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true for Z (M1⊗M2)
Γ, and the result is easy. We may therefore also restrict to the case when Z (Mi)

Γ is

completely atomic for each i = 1,2. It is easy to see that a direct sum of trace-preserving actions is properly

proximal if and only if each summand is properly proximal, and hence by restricting to each atom we may

further reduce to the case when ΓyZ(Mi) is ergodic for each i = 1,2.

Suppose ΓyM is not properly proximal. By Lemma 2.8.6 there is an M-central Γ-invariant state ϕ on

S̃(M) with ϕ|M = τ and ϕ|(K∞,1(M)
M]M
J )∗

= 0. Let Ai ∈ K(L2M1) ⊂ B(L2M1) be an increasing quasi-central

approximate unit. We consider the von Neumann algebra (B(L2M)M]M
J )∗ and let A ∈ (B(L2M)M]M

J )∗ be the

weak∗-limit of the increasing net Ai⊗1. We then define an M2-bimodular Γ-equivariant completely positive

map Φ : S(M2)→ (B(L2M)M]M
J )∗ by Φ(T ) = A1/2(1⊗T )A1/2.

Note that for x1 ∈M1 we have

[Φ(T ),Jx1J] = lim
i
[Ai,Jx1J]⊗T = 0,

and for x2 ∈M2 we have

[Φ(T ),Jx2J] = lim
i

Ai⊗ [T,Jx2J] ∈ (K∞,1(M)M]M
J )∗.

Since (K∞,1(M)M]M
J )∗ is a strong JMJ-bimodule, we have [Φ(T ),JxJ]∈ (K∞,1(M)M]M

J )∗ for x∈M in general.

Therefore we have Φ : S(M2)→ S̃(M). If ϕ(A) 6= 0, then composing Φ with ϕ gives an M2-central Γ-

invariant positive linear functional on S(M2) that restricts to ϕ(A)τ on M2. As we have Φ : K∞,1(M2)→

(K∞,1(M)M]M
J )∗ this then shows that ΓyM2 is not properly proximal.

If we let B j ∈ K(L2M2) ⊂ B(L2M2) be an increasing quasi-central approximate unit and if we let B ∈

(B(L2M)M]M
J )∗ be a weak∗-limit of the increasing net 1⊗B j, then just as above if ϕ(B) 6= 0 it would then

follow that ΓyM1 is not properly proximal.

We now suppose ϕ(A) = ϕ(B) = 0 and consider the M1-bimodular Γ-equivariant u.c.p. map Ψ : S(M1)→

(B(L2M)M]M
J )∗ given by Ψ(T ) = (1−A)1/2(T ⊗1)(1−A)1/2. Similar to the calculation above, we have that

[Ψ(T ),JxJ] = 0 for all x∈M1⊗alg M2 and hence [Ψ(T ),JxJ] = 0 for all x∈M. Therefore, Ψ(T )∈ S̃(M), and

since ϕ(A) = 0 it then follows that ϕ ◦Ψ defines an M1-central Γ-equivariant state on S(M1) that restricts to

the trace on M1. Moreover, since ϕ(B) = 0 we have that ϕ ◦Ψ|K∞,1(M1)
= 0 and hence ΓyM1 is not properly

proximal.

Conversely, suppose ΓyM1 is not properly proximal. Let ϕ : S(M1)→ C be an M1-central Γ-invariant

state satisfying ϕ|M1 = τ and ϕ|K∞,1(M1)
= 0
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We consider the u.c.p. map

Ade1 : B(L2(M1⊗M2))→ B(L2(M1))

given by Ade1(T ) = e1Te1 where e1 : L2(M1⊗M2)→ L2(M1) is the orthogonal projection. By Lemma 2.8.7

Ade1 maps S(M1⊗M2) into S(M1) and maps K∞,1(M1⊗M2) into K∞,1(M1). We obtain a state ψ :S(M1⊗M2)→

C by setting ψ = ϕ ◦Ade1 .

Note that ψ|M = τ ◦EM1 = τ . Also note that since Ade1 is M1-bimodular and Γ-equivariant we see that

ψ is M1-central. If u ∈ U (M2), then we have e1uJuJ = e1, and since ϕ|K∞,1(M1)
= 0 it follows that for

T ∈ S(M1⊗M2) we have

ψ(uT ) = ϕ(e1uTe1) = ϕ(e1(uJuJ)T (Ju∗J)e1) = ϕ(e1T (Ju∗J)e1)

= ϕ(e1T (Ju∗J)(uJuJ)e1) = ψ(Tu).

Hence, M2 is also in the centralizer of ψ , so that the centralizer of ψ contains the entirety of M1⊗M2 =

W ∗(M1,M2). Since ψ|K∞,1(M1⊗M2)
= 0 this then shows that ΓyM1⊗M2 is not properly proximal.

Remark 2.8.9. Let M be a properly proximal separable II1 factor. Then the amplification Mt is also properly

proximal for any t > 0. Indeed, it follows from the previous theorem that M⊗M ∼= Mt⊗M1/t is properly

proximal and thus Mt is also properly proximal. Also, if N ⊂M is a finite index subfactor in a separable II1

factor M, and if N is properly proximal, then so is 〈M,eN〉 since it is an amplification of N. Combining with

Proposition 2.6.6, we then see that M is properly proximal as well.

Theorem 2.8.10. Let Γy(X ,µ) be a probability measure preserving action, and let π : (X ,µ)→ (Y,ν) be

a factor map with (Y,ν) diffuse. If Γy(X ,µ) is properly proximal, then so is Γy(Y,ν).

Proof. Suppose Γy(X ,µ) is properly proximal. We set M = L∞(X ,µ) and M1 = L∞(Y,ν), and we view

M1 ⊂ M via the embedding π∗( f ) = f ◦π . If we consider the map Ade1 : B(L2M)→ B(L2(M1)) as in the

second half of the proof of Theorem 2.8.8, then we see from the proof of Theorem 2.8.8 that the only property

used to show that ΓyM1 is properly proximal is that M =W ∗(M1,M′1∩M), which obviously holds here since

M is abelian.

Proposition 2.8.11. Suppose Γyα (M,τ) is a trace-preserving action on a finite von Neumann algebra. If

MoΓ is properly proximal, then the action ΓyM is properly proximal.

Proof. This is also similar to the second half of the proof of Theorem 2.8.8. Suppose ΓyM is not properly

proximal, and let ϕ : S(M)→ C be a Γ-invariant M-central state such that ϕ|M is normal and ϕ|K∞,1(M) = 0.
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Consider the u.c.p. map AdeM : B(L2(M o Γ))→ B(L2M) given by AdeM (T ) = eMTeM , where eM :

L2M⊗`2Γ→ L2M is the orthogonal projection. By Lemma 2.8.7 we have AdeM : S(MoΓ)→ S(M) and and

AdeM : K∞,1(MoΓ)→K∞,1(M). We then consider the state ψ = ϕ ◦AdeM on S(MoΓ).

Note that ψ|M = ϕ ◦EM is normal and ψ is M-central since AdeM is M-bimodular. For any t ∈ Γ, denote

by ut ∈U (MoΓ) and α0
t ∈U (B(L2M)) the corresponding unitaries. Notice that eMutJutJ = utJutJeM and

utJutJ|L2M = α0
t . Since ϕ|K∞,1(M) = 0, it follows that for any T ∈ S(MoΓ) we have

ψ(utT ) = ϕ(eMutTeM) = ϕ(eM(utJutJ)T (JutJ)∗eM) = ϕ(α0
t eMT (JutJ)∗eM)

= ϕ(eMT (JutJ)∗eMα
0
t ) = ϕ(eMT (JutJ)∗utJutJeM) = ψ(Tut).

Therefore, M oΓ is contained in the centralizer of ψ . Since ψ|K∞,1(MoΓ) = 0 this then shows that M oΓ is

not properly proximal.

We note here that non-strong ergodicity and the existence of weakly compact factors are not the only

obstructions for an action proper proximality. For d ≥ 3 the group SLd(Z)n (Z[ 1
p ])

d is not properly prox-

imal by [IPR19], and since SLd(Z) is properly proximal it then follows from Theorem 2.8.12 that the dual

action SLd(Z)y ̂(Z[ 1
p ])

d is not properly proximal. However, this action has stable spectral gap (and hence is

strongly ergodic and has no weakly compact diffuse factor) since it is a weak mixing action of a property (T)

group.

We also mention that proper proximality of MoΓ does not imply that Γ is properly proximal, as Λ oΓ is

always properly proximal for nontrivial Λ and nonamenable Γ [DE21].

Theorem 2.8.12. Let Γyα (M,τ) be a trace-preserving action of a countable group Γ on a separable finite

von Neumann algebra M with a normal faithful trace τ . If Γy(M,τ) and Γ are both properly proximal, then

MoΓ is properly proximal.

Proof. This is similar to the first half of the proof of Theorem 2.8.8. We first note that if Z (M)Γ is diffuse,

then the result is easy. As above we may then restrict to the case when Z (M)Γ is completely atomic, and

then by considering atoms we may restrict to the case when ΓyZ (M) is ergodic.

Suppose then that ΓyZ (M) is ergodic and MoΓ is not properly proximal, then by Lemma 2.8.6 there

exists an M-central Γ-invariant state ϕ on S̃(M) such that ϕ|M = τ and ϕ|(K∞,1(MoΓ)
]
J)
∗ = 0.

Let Ai ∈ c0(Γ) ⊂ B(`2Γ) be an increasing approximate unit that is almost Γ-invariant. Let A denote the

weak∗-limit of the increasing net 1⊗Ai when viewed inside of
(
B(L2M⊗`2Γ)]J

)∗
, where we identify L2(Mo

Γ) with L2M⊗`2Γ by mapping x̂ut to x̂⊗δt for each x ∈M and t ∈ Γ. Note that under this identification we

have that M is represented as M⊗1, and if x∈M, then JxJ is represented by the operator ∑t∈Γ JMαt(x)JM⊗Pt
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where Pt denotes the rank-one projection onto Cδt ⊂ `2Γ. In particular, we see that M and JMJ both commute

with C⊗ `∞Γ.

We then consider the u.c.p. map Φ : B(L2M)→
(
B(L2M⊗`2Γ)]J

)∗
given by Φ(T ) = A1/2(T ⊗ 1)A1/2.

Since Ai ∈ c0(Γ) it then follows that Φ is both M and JMJ-bimodular. Also since Ai is almost Γ-invariant

it follows that Φ is Γ-equivariant, where the action on
(
B(L2M⊗`2Γ)]J

)∗
is given by Ad(ut). We also have

that the range of Φ maps into the subspace of invariant operators under the action of Ad(1⊗ρt). Hence, it

follows that the restriction of Φ to S(M) gives a M-bimodular Γ-equivariant u.c.p. map into S(MoΓ).

If ϕ(A) 6= 0, then considering ϕ ◦Φ we obtain an M-central Γ-invariant positive linear functional on S(M)

that restricts to ϕ(A)τ on M. Moreover, since ϕ|(K∞,1(MoΓ)
]
J)
∗ = 0 we then have that ϕ ◦Φ|K∞,1(M) = 0, which

shows that ΓyM is not properly proximal.

Otherwise, if ϕ(A) = 0, then we may consider the Γ-equivariant u.c.p. map Ψ : `∞Γ→
(
B(L2M⊗`2Γ)]J

)∗
given by Ψ( f ) = 1⊗ (1−An)

1/2M f (1−An)
1/2. As above, we see that the restriction of Ψ to S(Γ) maps into

S(M oΓ), and then the state ϕ ◦Ψ defines a Γ-invariant state on S(Γ), which shows that Γ is not properly

proximal.

2.9 Proper proximality and deformation/rigidity theory

In this section we show how proper proximality for finite von Neumann algebras naturally fits in to the realm

of Popa’s deformation/rigidity theory (see [Pop07b]). We focus on two main sources of deformations. Mal-

leable deformations in the sense of Popa [Pop06b], and u.c.p. semigroups arising from closable derivations

[Sau90, DL92].

2.9.1 Proper proximality via malleable deformations

The following result shows how one can obtain proper proximality via Popa’s malleable deformations. Mal-

leable deformations arise in a number of different contexts in the theory of von Neumann algebras. We refer

the reader to [dSHHS21], and the references therein, for recent results regarding malleable deformations.

Proposition 2.9.1. Let ΓyM be a trace-preserving action on a separable finite von Neumann algebra,

that preserves a boundary piece X ⊂ B(L2M) and such that ΓyZ (M) is ergodic. Let ΓyM̃ be another

trace-preserving action on a finite von Neumann algebra and suppose we have a tracial embedding M ⊂ M̃,

such that the action of Γ on M̃ extends the action on M. Suppose {αn}n≥1 ⊂ Aut(M̃) is a sequence of

trace-preserving Γ-equivariant automorphisms such that ‖αn(x)− x‖2 → 0 for all x ∈ M. If EM ◦ αn ∈

KL
X(M,L2M) for any n≥ 1, and if ΓyM is not properly proximal relative to X, then there exists a Γ-invariant

M-central state on (JMJ)′∩B(L2M̃	L2M) that restricts to the trace on M, where Γ acts on B(L2M̃	L2M)

by conjugation with the Koopman representation.
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Proof. We let Vn denote the isometry from L2M to L2M̃ given by Vn(x̂) = α̂n(x) for x ∈ M. We also let

φn : B(L2M̃)→ B(L2M) be the Γ-equivariant u.c.p. map given by φn(T ) =V ∗n TVn, for T ∈ B(L2M̃).

If x ∈ M, then we have ‖xVn −Vnx‖∞,2 = supa∈(M)1
‖xαn(a)−αn(xa)‖2 ≤ ‖x−αn(x)‖2. It therefore

follows that for all x ∈M and T ∈ B(L2M̃) we have

‖φn(T x)−φn(T )x‖∞,1,‖φn(xT )− xφn(T )‖∞,1 ≤ ‖T‖‖x−αn(x)‖2. (2.17)

We similarly have

‖φn(T JxJ)−φn(T )JxJ‖∞,1,‖φn(JxJT )− JxJφn(T )‖∞,1 ≤ ‖T‖‖x−αn(x)‖2. (2.18)

We view each φn as a u.c.p. map into the von Neumann algebra (B(L2M)]J)
∗ and let φ : B(L2M̃)→

(B(L2M)]J)
∗ denote a point ultraweak limit point of {φn}n. From (2.17) and (2.18) we have that φ is bimodular

with respect to both M and JMJ. Moreover, since eM ◦αn ∈KL
X(M,L2M) it follows that φn(eM) ∈K∞,1

X (M)

for each n≥ 1 and hence φ(eM) ∈ (KX(M)]J)
∗.

If ΓyM were not properly proximal relative to X, then by Lemma 2.8.6, there exists a Γ-invariant M-

central state ϕ on S̃X(M) with ϕ|M = τ and such that ϕ vanishes on (KX(M)]J)
∗. Since φ is JMJ-bimodular

it follows that φ : JMJ′ ∩B(L2M̃)→ S̃X(M). Since φ is M-bimodular and Γ-equivariant it follows that

ϕ ◦φ is M-central and Γ-invariant, and we also see that ϕ ◦φ|M = τ . And since ϕ vanishes on (KX(M)]J)
∗ and

φ(eM)∈ (KX(M)]J)
∗ it then follows that the state ϕ ◦φ ◦Ad(e⊥M) verifies the conclusion of the proposition.

As an application of the previous proposition, we give here examples of properly proximal actions stem-

ming from Gaussian processes associated to an orthogonal representations. See, e.g., [KL16] for some details

on Gaussian actions. Let H be a real Hilbert space, the Gaussian process gives a tracial abelian von Neumann

algebra AH , together with an isometry S : H → L2
R(AH ) so that orthogonal vectors are sent to independent

Gaussian random variables, and so that the spectral projections of vectors in the range of S generate AH as a

von Neumann algebra.

In this case, the complexification of the isometry S extends to a unitary operator from the symmetric

Fock space S(H ) = CΩ⊕
⊕

∞
n=1(H ⊗C)�n into L2(AH ). If H = H1⊕H2, then conjugation by the

unitary implementing the canonical isomorphism S(H1⊕H2)∼=S(H1)⊗S(H2) implements a canonical

isomorphism AH1⊕H2
∼= AH1⊗AH2 .

If V : K →H is an isometry, then we obtain an isometry VS : S(K )→ S(H ) on the level of the

symmetric Fock spaces, and conjugation by this isometry gives an embedding of von Neumann algebras

Ad(VS) : AK → AH . If V were a co-isometry the conjugation by VS implements instead a conditional
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expectation from AH to AK . In particular, if U ∈ O(H ) is an orthogonal operator, then we obtain a

trace-preserving ∗-isomorphism αU = Ad(US) ∈ Aut(AH ). If π : Γ→ O(H ) is an orthogonal represen-

tation, then the Gaussian action associated to π is given by Γ 3 t 7→ απ(t) ∈ Aut(AH ). The correspond-

ing Koopman representation is then canonically isomorphic to the symmetric Fock space representation

πS : Γ→U (S(H )).

Every contraction A : K →H can be written as the composition of an isometry V : K →L followed

by a co-isometry W : L → H so that conjugation by AS : S(K ) → S(H ) implements a u.c.p. map

φA : B(L2AH )→ B(L2AK ), which maps AH into AK . Note that the association A 7→ φA is continuous as a

map from the space of contractions endowed with the strong operator topology into the space of u.c.p. maps

endowed with the topology of point-ultraweak convergence.

If A is self-adjoint this can be realized explicitly by considering the orthogonal matrix on H ⊕H given

by Ã =

 A −
√

1−A2

√
1−A2 A

, so that A =V ∗ÃV , where V ξ = ξ ⊕0, for ξ ∈H .

We recall that an orthogonal representation π : Γ→ O(H ) is amenable in the sense of Bekka [Bek90]

if there exists a state ϕ on B(H ⊗C) that is invariant under the action given by conjugation by π(t). If

π is a nonamenable representation, then neither is π ⊗ ρ for any representation ρ [Bek90, Corollary 5.4].

In particular, if π is a nonamenable representation, then neither is the restriction of πS to S(H )	CΩ ∼=

H ⊗S(H ) as it is isomorphic to π⊗πS.

Theorem 2.9.2. Let π : Γ→ O(H ) be a nonamenable representation on a separable real Hilbert space,

then the associated Gaussian action Γyαπ AH is properly proximal.

Proof. Note that since π is a nonamenable representation we have that ΓyAH is ergodic (see, e.g., [PS12]).

Denote by Pk the orthogonal projection from L2AH onto CΩ⊕
⊕k

n=1(H ⊗C)�n for each k ≥ 1 and set P0

to be the projection onto CΩ. Consider the hereditary C∗-algebra XF ⊂ B(L2AH ) generated by {Pk}k≥0 in

B(L2AH ), i.e., T ∈ XF if and only if limk→∞ ‖T −T Pk‖= limk→∞ ‖T −PkT‖= 0.

To see hat XF is a boundary piece it suffices to show that the multiplier algebra contains any von Neu-

mann subalgebra of the form ARξ where ξ ∈H \ {0}. Considering the canonical isomorphisms S(H ) ∼=

S(Rξ )⊗S(H 	Rξ ) and AH
∼= ARξ ⊗AH 	Rξ we may decompose Pk as Pk = ∑

k
j=0 Q j⊗Rk− j ≤ Qk⊗ 1

where Q j denotes the projection onto CΩ⊕
⊕ j

n=1(Rξ ⊗C)�n and Rk− j denotes the projection onto ((H 	

Rξ )⊗C)�k− j.

Since {Q j} j≥0 gives an increasing family of finite rank projections such that ∨ jQ j = idS(Rξ ) we see that

for each a∈ ARξ , j≥ 0, and ε > 0 there exists k > j so that ‖Q jaQ⊥k− j‖< ε . If i≤ j we have (1⊗R j−i)P⊥k =
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Q⊥k− j+i⊗R j−i and hence

‖Pj(a⊗1)P⊥k ‖= max
0≤i≤ j

‖QiaQ⊥k− j+i‖ ≤ ‖Q jaQ⊥k− j‖< ε.

From this fact it is then easy to see that (a⊗ 1) ∈ M(XF), and so we indeed have ARξ ⊂ M(XF) for each

ξ ∈H \{0}.

For t ≥ 0 we consider the orthogonal matrix

cos(πt/2) −sin(πt/2)

sin(πt/2) cos(πt/2)

 ∈ O(H ⊕H ) and let αt ∈

Aut(AH ⊕H ) be the associated automorphism.

Note that αt commutes with the action of Γ on AH , and that limt→0 ‖x−αt(x)‖2 = 0 for each x ∈ AH .

We may compute E ◦αt explicitly as E ◦αt = P0 +∑
∞
n=1 cosn(πt/2)(Pn − Pn−1), so that E ◦αt ∈ XF for

each 0 < t < 1. Using the isomorphism L2(AH ⊕H )∼= L2(AH )⊗L2(AH )∼=S(H )⊗S(H ) we obtain an

isomorphism of AH -modules L2(AH ⊕H )	L2(AH ⊕0)∼= L2(AH ⊕0)⊗(S(H )	CΩ). So that we have an

isomorphism

A′H ∩B(L2(AH ⊕H )	L2(AH ⊕0))∼= AH ⊗B(S(H )	CΩ),

where Γ acts on the latter space by απ(t)⊗Ad(π(t)S). If we had a Γ-invariant state on AH ⊗B(S(H )	

CΩ), then restricting it to B(S(H )	CΩ) would show that the restriction of the representation πS to

S(H )	CΩ is amenable, which would then imply that π is an amenable representation, giving a contradic-

tion. Thus, we conclude that there is no Γ-invariant state on AH ⊗B(S(H )	CΩ) and it then follows from

Proposition 2.9.1 that ΓyAH is properly proximal relative to XF .

We now take a Γ-almost invariant approximate identity An ∈ K(H ) with ‖An‖ < 1 for each n ≥ 0, and

let αÃn
be the automorphisms of AH ⊕H as given above. As in the proof of Proposition 2.9.1 we let Vn :

L2(AH )→ L2(AH ⊕H ) be given by Vn(x̂) = α̂Ãn
(x), for x ∈ AH . We also denote by φn : B(L2(AH ⊕H ))→

B(L2(AH )) the u.c.p. map φn(T ) =V ∗n TVn, for T ∈ B(L2(AH ⊕H )).

We view each φn as a u.c.p. map into the von Neumann algebra (XF
]
J)
∗, which we view as a corner of

(B(L2(AH ))]J)
∗. We then let φ : B(L2(AH ⊕H ))→ (XF

]
J)
∗ be a point ultraweak cluster point of these maps.

Since An→ 1 in the strong operator topology it follows that ‖αÃn
(x)− x‖2→ 0 for each x ∈ AH ⊕H . Also,

since each An is compact, and since ‖An‖ < 1, it follows that AS
n ∈ K(S(H )) and the same computation

as above then shows that EAH ⊕0 ◦αÃn
∈ K(L2M). The proof of Proposition 2.9.1 then shows that φ is AH -

bimodular and satisfies φ(eAH ⊕0) ∈ (K(M)]J)
∗.

If we take t ∈ Γ, then as ‖π(t)Anπ(t−1)−An‖→ 0 we have that limn→∞ ‖(απ(t)⊕π(t)Vn−Vnαπ(t))Pk‖= 0
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for each k ≥ 1, and hence for each T ∈ B(L2(AH ⊕H )) we have

lim
n→∞
‖Pk(απ(t)φn(T )απ(t−1)−φn(απ(t)⊕π(t)T απ(t−1)⊕π(t−1)))Pk‖= 0.

Since {Pk}k gives an approximate identity for XF it then follows by passing to a limit that φ is Γ-equivariant.

Suppose now that ΓyAH is not properly proximal, then by Lemma 2.8.5 there exists an AH -central

and Γ-invariant state ϕ on S̃(M). We may further assume it vanishes on ((K∞,1
AH

)])∗. As ΓyAH is properly

proximal relative to XF we must then have that ϕ is supported on ((XF)
]
J)
∗, but then by considering the

composition of ϕ with the restriction of φ to A′H ∩B(L2(AH ⊕H )	L2(AH ⊕0)) we obtain a Γ-invariant state

on this space, which would give a contradiction, as noted above.

Proof of Theorem 2.1.2. From the proof of Theorems 2.9.1 and 2.9.2 we show, in fact, that if π : Γ→O(H )

is an orthogonal representation, then there are AH -bimodular Γ-equivariant maps ψ : AH ⊗B(S(H )	

CΩ) → S̃XF (AH ) and φ : AH ⊗B(S(H )	CΩ) → ((XF)
]
J)
∗ ∩ S̃(AH ). If R is a subequivalence re-

lation of the orbit equivalence relation associated to the action ΓyAH , then just as above, if the ac-

tion NLR(AH )yAH is not properly proximal, then we would obtain a NLR(AH )-invariant state ϕ on

AH ⊗B(S(H )	CΩ) such that ϕ|AH
is normal with support p∈AΓ

H . Under the isomorphism NLR(AH )/U (AH )∼=

[R], where [R] denotes the full group of the equivalence relation we then see that ϕ is [R]-invariant for the

natural action of [R] on AH ⊗B(S(H )	CΩ).

By a standard argument using Day’s trick (e.g., as in [Bek90]) this would then give a net of vectors

ξi ∈ L2(AH )⊗HS(S(H )	CΩ) such that 〈aξi,ξi〉 = 1
τ(p)τ(ap) for a ∈ AH and such that {ξi}i is asymp-

totically [R]-invariant. If π ≺ λ , then this, in turn, gives an asymptotically [R]-invariant net of vectors in

L2(AH )⊗`2Γ, which would show that Rp is an amenable equivalence relation [ADR00, Theorem 6.1.4]. A

simple maximality argument then gives the result.

More generally, if some tensor power π⊗k satisfies π⊗k ≺ λ , then by considering self-tensor powers of

the net {ξi}i it would again follow that Rp is an amenable equivalence relation.

2.9.2 Proper proximality via closable derivations

Let M be a tracial von Neumann algebra and H an M-M correspondence that has a real structure, i.e., there

exists an antilinear isometry J : H →H such that J (xξ y) = y∗J (ξ )x∗ for all x,y ∈ M, ξ ∈H . A

closable real derivation is an unbounded closable linear map δ : L2M→H , such that the domain D(δ ) is

an ultraweakly dense unital ∗-subalgebra of M ⊂ L2M, and such that δ preserves the real structure (δ (x∗) =
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J (δ (x)) for x ∈ D(δ )) and satisfies Leibniz’s formula

δ (xy) = xδ (y)+δ (x)y x,y ∈ D(δ ).

A result of Davies and Lindsay in [DL92] shows that D(δ )∩M is then again a ∗-subalgebra and δ |D(δ )∩M

again gives a closable real derivation. We recycle the following notation from [Pet09b, OP10b]

∆ = δ
∗
δ , ζα =

(
α

α +∆

)1/2

, δ̃α =
1√
α

δ ◦ζα , ∆̃α =
1√
α

∆
1/2 ◦ζα , θα = 1− ∆̃α .

We note that from [Sau90, Sau99] (cf. [Pet09b]) we have that ζα and θα are τ-symmetric u.c.p. maps.

For x,y ∈ D(δ )∩M we set

Γ(x∗,y) = ∆
1/2(x∗)y+ x∗∆1/2(y)−∆

1/2(x∗y),

and recall from [OP10b, p. 850] that we have

‖Γ(x∗,y)‖2 ≤ 4‖x‖1/2‖δ (x)‖1/2‖y‖1/2‖δ (y)‖1/2. (2.19)

We also recall [OP10b, Lemma 4.1] (cf. [Pet09b, Lemma 3.3]) that for x,a ∈M we have the following

approximate bimodularity property

‖ζα(x)δ̃α(a)− δ̃α(xa)‖ ≤ 10‖a‖‖x‖1/2‖δ̃α(x)‖1/2, (2.20)

and

‖δ̃α(a)ζα(x)− δ̃α(ax)‖ ≤ 10‖a‖‖x‖1/2‖δ̃α(x)‖1/2. (2.21)

If x∈M is contained in the domain D(δ )∩M, then we have the following estimate, allowing us to replace

the term ζα(x) from (2.20) and (2.21) with x.

Lemma 2.9.3. For x ∈M∩D(δ ), a ∈M, and α > 1 we have

‖xδ̃α(a)− δ̃α(xa)‖ ≤ α
−1/4(2‖δ (x)‖1/2 +6‖x‖1/2)‖δ (x)‖1/2‖a‖.

and

‖δ̃α(a)x− δ̃α(ax)‖ ≤ α
−1/4(2‖δ (x)‖1/2 +6‖x‖1/2)‖δ (x)‖1/2‖a‖.
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Proof. We follow the strategy from [Pet09b] and [OP10b]. We have

xδ̃α(a) = α
−1/2

δ (xζα(a))−α
−1/2

δ (x)ζα(a) =: A1−A2.

Note that ‖A2‖ ≤ α−1/2‖δ (x)‖‖a‖. Let δ =V ∆1/2 be the polar decomposition. Then, one has

V ∗A1 = x∆̃α(a) +α
−1/2

∆
1/2(x)ζα(a) −α

1/2
Γ(x,ζα(a))

=: B1 +B2 −B3.

We have ‖B2‖2 ≤ α−1/2‖δ (x)‖‖a‖, and by (2.19) we have ‖B3‖2 ≤ 4α−1/4‖a‖‖x‖1/2‖δ (x)‖1/2. We have

B1 − ∆̃α(xa) = xθα(a)− θα(xa), and since θα is a τ-symmetric u.c.p. map, we may use the Stinespring

representation θα(y) =W ∗π(y)W to estimate

‖xθα(a)−θα(xa)‖2
2 = ‖θα(a∗x∗)−θα(a∗)x∗‖2

2

= ‖W ∗π(a∗)(π(x∗)W −Wπ(x∗))1̂‖2
2

≤ ‖a‖2‖(π(x∗)W −Wπ(x∗))1̂‖2
2

= 2‖a‖2
τ((x−θα(x))x∗)

≤ 2‖a‖2‖x‖‖x−θα(x)‖2

= 2‖a‖2‖x‖‖δ̃α(x)‖ ≤ 2α
−1/2‖a‖2‖x‖‖δ (x)‖.

Combining these estimates gives the first part of the lemma, and the second part follows since δ is a real

derivation.

We now show that the argument in Proposition 2.9.1 above can be adapted to deformations associated to

closable derivations.

Proposition 2.9.4. Let M be a finite factor, H an M-M correspondence with a real structure, and δ :

L2M →H a closable real derivation. Let A denote the C∗-algebra generated by D(δ )∩M and suppose

that (Mop)′ ∩B(H ) has no A-central state ψ such that ψ|A = τ . If X ⊂ B(L2M) is a boundary piece and

ζα ∈KL
X(M,L2M) for each α > 0, then M is properly proximal relative to X.

Proof. For α > 0 let Vα : L2M→ L2M⊕H denote the map given by Vα(x̂) = ζα(x)⊕ δ̃α(x). For x ∈M we

compute

‖Vα(x̂)‖2 = τ(ρα(x)x∗)+
1
α

τ(∆◦ρα(x)x∗) = ‖x‖2
2,
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where ρα = α

α+∆
. Hence Vα is an isometry. By Lemmas 3.5 in [OP10b] and from (2.20) above we have

‖Vα x−ζα(x)Vα‖2
∞,2 = sup

‖a‖≤1
‖ζα(xa)−ζα(x)ζα(a)‖2

2 +‖δ̃α(xa)−ζα(x)δ̃α(a)‖2

≤ 4‖x‖‖x−ζα(x)‖2 +100‖a‖‖δ̃α(x)‖ (2.22)

≤ 104‖x‖‖δ̃α(x)‖,

where the last inequality follows from the fact that 1−
√

t ≤
√

1− t for 0 ≤ t ≤ 1 as in [OP10b, p. 850]. It

similarly follows that

‖Vα JxJ− (J⊕J )ζα(x)(J⊕J )Vα‖2
∞,2 ≤ 104‖x‖‖δ̃α(x)‖. (2.23)

Moreover, if x ∈ D(δ )∩M, then we may use instead Lemma 2.9.3 to conclude that for α ≥ 1 we have

‖Vα x− xVα‖∞,2 ≤ α
−1/4(2‖δ (x)‖1/2 +8‖x‖1/2)‖δ (x)‖1/2. (2.24)

As in the proof of Proposition 2.9.1 we define u.c.p. maps φα : B(L2M⊕H )→ B(L2M) by φα(T ) =

V ∗α TVα , and we let φ : B(L2M ⊕H ) → (B(L2M)]J)
∗ be a point ultraweak limit point of {φα}α . If we

denote by e the orthogonal projection from L2M⊕H down to L2M, then by hypothesis we have eVα = ζα ∈

KL
X(M,L2M) and hence φ(e) ∈ ((K∞,1

X (M))]J)
∗.

If M is not properly proximal relative to X, then by Lemma 2.8.6, there exists an M-central state ϕ on

S̃X(M) with ϕ|M = τ is normal and such that ϕ vanishes on ((K∞,1
X (M))]J)

∗.

For T ∈ (Mop)′ ∩ B(L2M ⊕H ) and x ∈ M we have that [φ(T ),JxJ] is an ultraweak limit point of

[φα(T ),JxJ] and from (2.23) we see that this is an ultraweak limit point of φα([T,(J⊕J )ζα(x)(J⊕J )]) =

0. Therefore we see that φ maps into S̃(M) ⊂ S̃X(M). Also, by (2.24) we see that φ is bimodular for the

C∗-closure A of D(δ )∩M. Thus, ϕ ◦φ ◦Ad(e⊥) gives an A-central state on (Mop)′∩B(L2M⊕H ).

We remark that since ζα is positive as an operator on L2M we have that ζα ∈KL
X(M,L2M) if and only if

ζα ∈KX(M), and this is if and only if α

α+∆
∈KX(M).

The details of the following example for which the previous proposition applies can be found in [Pet09a]

(cf. also [CP13]). Suppose Γ is a group, π : Γ→ O(K ) is an orthogonal representation, and c : Γ→K

is a 1-cocycle. Then K ⊗`2Γ is naturally an LΓ-correspondence and we obtain a closable real derivation

δ :CΓ→K ⊗`2Γ by setting δ (ut)= c(t)⊗δt for t ∈Γ. It is then not hard to see that (LΓop)′∩B(K ⊗`2Γ)=

B(K )⊗LΓ has a C∗
λ

Γ-central state if and only if π is an amenable representation in the sense of Bekka. This

then gives another way to show proper proximality for group von Neumann algebras associated with groups
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that have property (HH) from [OP10b].

The following lemma will allow us to apply Proposition 2.9.4 when the M-M correspondence H is

weakly contained in the coarse correspondence.

Lemma 2.9.5. Let M be a finite factor, H an M-M correspondence with a real structure that is weakly

contained in the coarse correspondence and suppose δ : L2M→H is a closable real derivation with A =

D(δ )∩M. If (Mop)′∩B(H ) has an A-central state ψ such that ψ|A = τ , then M is amenable.

Proof. As M-M correspondences we have L2((Mop)′ ∩B(H )) ∼= H ⊗M H [Sau83, Proposition 3.1] and

so if there existed an A-central state on (Mop)′ ∩B(H ) that restricts to the trace on A, then by Day’s trick

[Con76b] there would exist a net of unit vectors {ξi}i⊂H ⊗M H such that ‖[a,ξi]‖→ 0 and 〈aξi,ξi〉→ τ(a)

for each a ∈ A.

If a1, . . . ,an ∈ A, and b1, . . . ,bn ∈ A, we then have

‖
n

∑
k=1

akb∗k‖2 = lim
i→∞
‖(

n

∑
k=1

akb∗k)ξi‖

= lim
i→∞
‖

n

∑
k=1

akξib∗k‖

≤ ‖
n

∑
k=1

ak⊗ JbkJ‖B(L2M⊗L2M)

→‖
n

∑
k=1

ak⊗ JbkJ‖B(L2M⊗L2M)

where the inequality follows since H ⊗M H is weakly contained in the coarse correspondence.

If we now take unitaries u1, . . . ,un ∈M, then for α > 0 we have ζα(u1), . . . ,ζα(un)∈D(δ )∩M and hence

‖
n

∑
k=1

ζα(uk)ζα(u∗k)‖2 ≤ ‖
n

∑
k=1

ζα(uk)⊗ Jζα(uk)J‖B(L2M⊗L2M)

≤ ‖
n

∑
k=1

uk⊗ JukJ‖B(L2M⊗L2M).

Since ζα(x)→ x strongly as α → ∞, we then conclude that

n = lim
α→∞
‖

n

∑
k=1

ζα(uk)ζα(u∗k)‖2 ≤ ‖
n

∑
k=1

uk⊗ JukJ‖B(L2M⊗L2M),

and hence M is amenable by [Con76a].

We refer to [Cas21], and the references therein, for background and our notation for free orthogonal

quantum groups.
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Corollary 2.9.6. If N ≥ 3, then the von Neumann algebra L∞(O+
N ) associated to the free orthogonal quantum

group O+
N is properly proximal.

Proof. By [Cas21, Section 7.1] (cf. [FV15]) there exists a L∞(O+
N )-L∞(O+

N ) correspondence H with a real

structure that is weakly contained in the coarse corrspondence, and a closable real derivation δ : L∞(O+
N )→

H so that α

α+δ ∗δ
is compact as an L2-operator for each α > 0. The result then follows from Lemma 2.9.5

and Proposition 2.9.4.
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CHAPTER 3

Proper proximality and first `2-Betti numbers

3.1 Introduction

The group measure space construction associates to every probability measure preserving (p.m.p.) action

Γy(X ,µ) of a countable group Γ, a finite von Neumann algebra M = L∞(X)oΓ [MvN36]. If the action

is free and ergodic, then M is a II1 factor and L∞(X) is a Cartan subalgebra. During the last two decades,

Popa’s deformation/rigidity theory has led to spectacular progress in the classification and structural results

of II1 factors (see surveys [Pop07b, Vae10, Ioa18]). In particular, several large families of group measure

space II1 factors L∞(X)oΓ have been shown to have a unique Cartan subalgebra, up to unitary conjugacy

[OP10a, OP10b, CS13, CSU13, PV14a, PV14b, BIP21]. Such unique Cartan subalgebra results play a crucial

role in the classification of group measure space II1 factors, as they allow one to reduce the classification of

the factors L∞(X)oΓ, up to isomorphism, to the classification of the corresponding actions ΓyX , up to orbit

equivalence [Sin55, FM77].

Partially motivated by this question, Boutonnet, Ioana and Peterson introduce the the notion of properly

proximal groups in [BIP21], and they show that, among other results, L∞(X)oΓ has a unique weakly compact

Cartan subalgebra, up to unitary conjugacy, provided Γ is properly proximal and ΓyX is a free ergodic p.m.p

action. Properly proximal groups form a robust family, which includes lattices in noncompact semisimple Lie

groups, nonamenable biexact groups, nonelementary convergence groups [BIP21], CAT(0) cubical groups,

nonelementary mapping class groups [HHL20], wreath products Λ oΓ with Λ nontrivial and Γ nonamenable

[DKE22], and is stable under measure equivalence and W∗-equivalence [IPR19], while as shown in [IPR19],

inner amenability is not the only obstruction to proper proximality. Notably, [BIP21] demonstrates the first

W∗-strong rigidity result for SLn(Z) with n≥ 3.

Another class of groups whose associated II1 factors have been extensively studied is the class of groups

with positive first `2-Betti numbers [Pet09b, PS12, Ioa12a, Ioa12b, CP13, CS13, Vae13]. For a nonamenable

countable group Γ, having positive first `2-Betti number, β
(2)
1 (Γ) > 0, is equivalent to the existence of un-

bounded cocycle into its left regular representation. Popa and Vaes conjecture that L∞(X)oΓ has a unique

Cartan subalgebra, up to unitary conjugacy, for any free ergodic p.m.p. action ΓyX given β
(2)
1 (Γ) > 0 (see

also [Ioa18, Probelm I]). In their breakthrough work [PV14a], Popa and Vaes verify this conjecture if Γ is, in

addition, weakly amenable.

In this paper, we establish the connection between first `2-Betti numbers and proper proximality, under a
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mild technical assumption.

Theorem 3.1.1. Let Γ be a countable exact group. If β
(2)
1 (Γ)> 0, then Γ is properly proximal.

One concrete class of groups that satisfy the assumption of Theorem 3.1.1 is the class of one relator

groups with at least 3 generators [Gue02, DL07], which was not known to be properly proximal before.

Since weak amenability implies exactness (see e.g. [Kir95, Proposition 2] and [Oza07]), Theorem 3.1.1

together with [BIP21, Theorem 1.5] implies that for a weakly amenable group Γ with β
(2)
1 (Γ)> 0, LΓ has no

Cartan subalgebras and L∞(X)oΓ has a unique Cartan subalgebra, up unitary conjugacy, for any action free

ergodic p.m.p. Γy(X ,µ), which recovers the result in [PV14a] concerning groups with positive first `2-Betti

numbers. Although it should be noted that [BIP21, Theorem 1.5] follows the same general strategy as laid

out in [PV14a].

Our approach to Theorem 3.1.1 is rather indirect. In fact, we first obtain the following cocycle superrigid-

ity result for non-properly proximal groups, from which Theorem 3.1.1 follows in combination with [PS12,

Corollary 1.2].

Theorem 3.1.2. Let Γ be a countable group, (X0,µ0) be a diffuse standard probability space and Γy(XΓ
0 ,µ

Γ
0 )=:

(X ,µ) be the Bernoulli action. If Γ is exact and contains a nonamenable non-properly proximal wq-normal

subgroup, then Γy(X ,µ) is {T}-cocycle superrigid, i.e., any 1-cocycle w : Γ×X → T is cohomologus to a

homomorphism.

Another theme that we explore is the rigidity of Bernoulli shifts of non-properly proximal group. Much of

the work is heavily inspired by Popa’s pioneering work on Bernoulli shifts of rigid groups [Pop06c, Pop06d,

Pop07a].

Theorem 3.1.3. Let Γ be a countable group with infinite conjugacy classes (i.c.c.), (X0,µ0) be a diffuse

standard probability space and Γy(XΓ
0 ,µ

Γ
0 ) =: (X ,µ) be the Bernoulli action. Let Λ be a countable group

and Λy(Y,ν) a free ergodic p.m.p. action such that L∞(Y )oΛ ∼= (L∞(X)oΓ)t for some 0 < t ≤ 1. If Λ

is exact and contains a nonamenable, non-properly proximal normal subgroup, then t = 1 and ΓyX and

ΛyY are conjugate.

In particular, it follows that the fundamental group of L∞(X)oΓ is trivial if Γ is a countable, nonamenable,

i.c.c., exact and non-properly proximal group and ΓyX is the Bernoulli action. Furthermore, since proper

proximality and exactness are stable under measure equivalence [IPR19, Oza07], Theorem 3.1.3 also implies

the following OE-superrigidity result.

Theorem 3.1.4. Let Γ be a countable nonamenable i.c.c. group (X0,µ0) be a diffuse standard probability

space and Γy(XΓ
0 ,µ

Γ
0 ) =: (X ,µ) be the Bernoulli action. If Γ is exact and non-properly proximal, then
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ΓyX is OE-superrigid, i.e., if a free ergodic p.m.p. action Λy(Y,ν) is orbit equivalent to Γy(X ,µ), then

these two actions are conjugate.

As a consequence, every countable nonamenable i.c.c. exact group has at least one desirable rigidity

property, depending on whether or not it is properly proximal: either every group measure space II1 factor

has at most one weakly compact Cartan subalgebra, or else Bernoulli shifts are OE-superrigid.

All the above theorems are derived from the following von Neumann algebraic statement.

Theorem 3.1.5. Let Γ be a countable group, (X0,µ0) be a diffuse standard probability space and Γy(XΓ
0 ,µ

Γ
0 )=:

(X ,µ) be the Bernoulli action. Suppose Γ is exact and N ⊂M := L∞(X)oΓ is a von Neumann subalgebra

that has no amenable and no properly proximal direct summand. Then there exists a s-malleable deformation

{αt}t∈R on M such that αt → idN uniformly on the unit ball of N, as t→ 0.

Here, the s-malleable deformation is in the sense of Popa [Pop06a, Pop06c] and this specific deformation

is the one associated with Gaussian actions [Fur07] (see Section 3.4 for details). Proper proximality is for

von Neumann algebras, in the sense of [DKEP22]. We note that Theorem 3.1.2 follows from Theorem 3.1.5

together with Popa’s seminal work on cocycle superrigidity [Pop07a, Pop08], and Theorem 3.1.3 is a com-

bination of Theorem 3.1.5 and with Popa’s conjugacy criterion for Bernoulli actions [Pop06d]. Exactness of

groups is crucial to our proof as we exploit the fact that Z oΓ is biexact relative to Γ, provided Γ is exact.

Let us finish with some comparisons between our results and some existing results on inner-amenable

groups. The family of exact, non-properly proximal groups is strictly larger than the family of exact, inner-

amenable groups, due to [IPR19], [DTDW20] and [GHW05], as well as the permanence properties of exact-

ness of groups (see e.g. [BO08, Section 5.1]). Moreover, exactness and proper proximality are both stable

under measure equivalence and W∗-equivalence [Oza07, IPR19], while inner-amenability is not preserved

under measure equivalence [DTDW20] and is not known to be stable under W∗-equivalence. Therefore, The-

orem 3.1.2 can be seen as a generalization of [TD20, Theorem 11] in the case of T-valued cocycles associated

with Bernoulli shifts of exact groups. And under the mild assumption on exactness, Theorem 3.1.1 general-

izes [Dri22, Corollary F] and Theorem 3.1.5 extends [Dri22, Theorem E] in the case of wreath products.

Comments on the proofs. Let us outline the proof of Theorem 3.1.5, which uses the recently developed

notion of proper proximality in [BIP21, IPR19, DKEP22] and Popa’s deformation/rigidity theory. The proof

is divided into three steps. First we observe in Proposition 3.2.3 that for any von Neumann subalgebra N in

L(Z oΓ), with Γ exact, if N has no amenable direct summand, then it must be properly proximal relative to LΓ

in the sense of [DKEP22]. This is a direct adaptation of [DKEP22, Theorem 7.1], since Z oΓ is biexact relative

to Γ [BO08, Proposition 15.3.6]. Next in Section 3.3, we use techniques from [DKE22], which extends the

idea in [DKE21, Lemma 3.3] to the von Neumann algebra setting. Continuing in the above setting with
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N properly proximal relative to LΓ, we show that N either has a properly proximal direct summand or is

amenable relative to LΓ inside L(Z oΓ). In this step, the notion of normal bidual developed in [DKEP22,

Section 2] is extensively used. Lastly, using a technique from [Ioa15], we conclude in Section 3.4 that if

N ⊂ L(Z oΓ) is amenable relative to LΓ, then N must be rigid with respect to the s-malleable deformation

{αt} associated with L(Z oΓ). Altogether, we obtain that if N ⊂ L(Z oΓ) has no amenable or properly proximal

direct summand, then N must be αt -rigid.

3.2 Preliminaries

3.2.1 Popa’s intertwining-by-bimodules

Theorem 3.2.1 ([Pop06c]). Let (M,τ) be a tracial von Neumann algebra and P ⊂ pMp,Q ⊂ M be von

Neumann subalgebras. Then the following are equivalent:

1. There exist projections p0 ∈ P,q0 ∈ Q, a ∗-homomorphism θ : p0Pp0→ q0Qq0 and a non-zero partial

isometry v ∈ q0Mp0 such that θ(x)v = vx, for all x ∈ p0Pp0.

2. There is no sequence un ∈U (P) satisfying ‖EQ(x∗uny)‖2→ 0, for all x,y ∈ pM.

If one of these equivalent conditions holds, we write P≺M Q.

3.2.2 Relative amenability

Let P⊂M and Q⊆M be a von Neumann subalgebras. Following [OP10a], we say that P is amenable relative

to Q inside M if there exists a sequence ξn ∈ L2(〈M,eQ〉) such that 〈xξn,ξn〉 → τ(x), for every x ∈ M, and

‖yξn− ξny‖2→ 0, for every y ∈ P, or equivalently if there exists a P-central state on 〈M,eQ〉 that is normal

when restricted to M and faithful on Z (P′∩M).

3.2.3 Mixing subalgebras of finite von Neumann algebras.

Let M be a finite von Neumann algebra and N ⊂M a von Neumann subalgebra. Recall the inclusion N ⊂M

is mixing if L2(M	N) is mixing as an N-N bimodule, i.e., for any sequence un ∈ U (N) converging to 0

weakly, one has ‖EN(xuny)‖2 → 0 for any x,y ∈ M	N. When M and N are both diffuse, we may replace

sequence of unitaries with any uniformly bounded sequence in N converging to 0 weakly by the proof of (4)

=⇒ (1) in [DKEP22, Theorem 5.9].

Examples of mixing subalgebras include LΛ⊂ LΓ, where Λ< Γ is almost malnormal i.e., |tΛt−1∩Λ|<∞

for any t ∈ Γ\Λ (see e.g. [Bou14, Appendix A]).

3.2.4 Proper proximality

We recall the notion of properly proximal von Neumann algebras from [DKEP22].
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3.2.4.1 Boundary pieces

Given M a finite von Neumann algebra, an M-boundary piece X is a hereditary C∗-subalgebra of B(L2M)

such that M(X)∩M ⊂M and M(X)∩ JMJ ⊂ JMJ are weakly dense, where M(X) is the multiplier of X. To

avoid pathological examples, we will always assume that X 6= {0} and it follows that K(L2M) ⊂ X for any

M-boundary piece X.

Let M be a finite von Neumann algebra and X an M-boundary piece. Denote by KL
X(M) ⊂ B(L2M)

the ‖ · ‖∞,2-closure of the norm closed left ideal B(L2M)X, where ‖T‖∞,2 = supa∈(M)1
‖T â‖2 for any T ∈

B(L2M), and set KX(M) = (KL
X(M))∗ ∩KL

X(M) to be the hereditary C∗-subalgebra generated by KL
X(M).

The multiplier algebra of KX(M) contains both M and JMJ and we denote by K∞,1
X (M) the ‖ · ‖∞,1-closure

of KX(M), where ‖T‖∞,1 = supa,b∈(M)1
〈T â, b̂〉 for T ∈ B(L2M), and K∞,1

X (M) coincides with X‖·‖∞,1 . And

denote by SX(M) the following operator system that contains M,

SX(M) = {T ∈ B(L2M) | [T,x] ∈K∞,1
X (M), for any x ∈ JMJ}.

When X=K(L2M), we omit X in the above notations for simplicity.

Let N ⊂M be a von Neuman subalgebra. We say N ⊂M is properly proximal relative to X if there does

not exist any N-central state ϕ on SX(M) such that ϕ|M is normal. And we say M is properly proximal if

M ⊂M properly proximal relative to K(L2M). By [DKEP22, Theorem 6.2], a group Γ is properly proximal

in the sense of [BIP21] if and only if LΓ is properly proximal.

One particular type of boundary pieces arise from subalgebras. Let N ⊂M be a von Neumann subalgebra

and we may associate with N an M-boundary piece XN , which is the hereditary C∗-subalgebra of B(L2M)

generated by xJyJeN for x,y ∈M, where eN ∈ B(L2M) is the orthogonal projection from L2M onto L2N.

Remark 3.2.2. Let Γ be a group that is not properly proximal, then LΓ has no properly proximal direct

summand. Indeed, suppose z∈Z (LΓ) in a nonzero central projection such that zLΓ is not properly proximal,

i.e., there exists a zLΓ-central state ϕ : S(zLΓ)→C that is normal on zLΓ. We may consider the Γ-equivariant

embedding i : S(Γ)→ S(LΓ) and E :=Ad(z) : S(LΓ)→ S(zLΓ) [DKEP22, Section 6]. Then ϕ ◦E ◦ i : S(Γ)→

C is then a Γ-invariant state, showing Γ is not properly proximal. A similar argument shows that if Γ is

nonamenable, then LΓ has no amenable direct summand.

Recall that a group Γ is biexact relative to a subgroup Λ < Γ if the left action of Γ on SΛ(Γ) = { f ∈ `∞Γ |

f −Rt f ∈ c0(Γ,{Λ})} is topologically amenable, where c0(Γ,{Λ}) is functions on Γ that converge to 0 when

t ∈ Γ escapes subsets of Γ that are small relative to Λ (See [BO08, Chapter 15] for the precise definition).

We remark that this is equivalent to ΓySI(Γ) is amenable. Indeed, since we may embed `∞Γ ↪→ I∗∗ in a
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Γ-equivariant way, we have Γy I∗∗⊕ (SI(Γ)/I)∗∗ = SI(Γ)
∗∗ is amenable, and it follows that ΓySI(Γ) is an

amenable action [BEW19, Proposition 2.7].

The following is an easy adaptation of [DKEP22, Theorem 7.1]. For completeness, we include the proof.

Proposition 3.2.3. Suppose a group Γ is biexact relative to a subgroup Λ < Γ. Then for every von Neumann

subalgebra N ⊂ LΓ, either the inclusion N ⊂ LΓ is properly proximal relative to XLΛ or else N has an

amenable direct summand.

Proof. Suppose the inclusion N ⊂ LΓ is not properly proximal relative to XLΛ, and let φ : SXLΛ
(LΓ)→

〈p(LΓ)p,eN p〉 be a p(LΓ)p-bimodular u.c.p. map, where p ∈Z (N) is a non-zero central projection.

If we consider the Γ-equivariant diagonal embedding `∞Γ ⊂ B(`2Γ), we see that c0(Γ,{Λ}) is mapped

to XLΛ. Restricting to SΛ(Γ) then gives a Γ-equivariant embedding into SXLΛ
(LΓ). We therefore obtain

a ∗-homomorphism SΛ(Γ)o f Γ → B(`2Γ) whose image is contained in SXLΛ
(LΓ). Composing this ∗-

homomorphism with the u.c.p. map φ then gives a u.c.p. map φ̃ : SΛ(Γ)o f Γ→ 〈p(LΓ)p,eN p〉 such that

φ̃(t) = put p for all t ∈ Γ.

Since Γ is biexact relative to Λ, the action ΓySΛ(Γ) is topologically amenable. Hence, SΛ(Γ)o f Γ =

SΛ(Γ)or Γ is a nuclear C∗-algebra. We set ϕ(·) := 1
τ(p) 〈φ̃(·)p̂, p̂〉 and note that for x ∈C∗r Γ we have ϕ(x) =

1
τ(p)τ(pxp). Since C∗r Γ is weakly dense in LΓ an argument similar to Proposition 3.1 in [BC15] then gives

a representation πϕ : SΛ(Γ)or Γ→ B(Hϕ), a state ϕ̃ ∈ B(Hϕ)∗ with ϕ = ϕ̃ ◦ πϕ , and a projection q ∈

πϕ(SΛ(Γ)or Γ)′′ with ϕ̃(q) = 1 such that there is a normal unital ∗-homomorphism i : LΓ ↪→ qπϕ(SΛ(Γ)or

Γ)′′q.

Since SΛ(Γ)or Γ is nuclear, we have that πϕ(SΛ(Γ)or Γ)′′ is injective, and so there is a u.c.p. map

ĩ : B(`2Γ)→ qπϕ(SΛ(Γ)or Γ)′′q that extends i. Notice that ψ := ϕ̃ ◦ ĩ is then an N p-central state on B(`2Γ)

and ψ(x) = 1
τ(p)τ(pxp) for x ∈ LΓ. Therefore, N p is amenable.

3.2.4.2 A bidual characterization

Next we collect some basics of the normal bidual from [DKEP22, Section 2].

Given a finite von Neumann algebra M and a C∗-subalgebra A ⊂ B(L2M) such that M and JMJ are

contained in the multiplier algebra M(A), we recall that AM]M (resp. AJMJ]JMJ) denotes the space of ϕ ∈ A∗

such that for each T ∈ A the map M×M 3 (a,b) 7→ ϕ(aT b) (resp. JMJ × JMJ 3 (a,b) 7→ ϕ(aT b)) is

separately normal in each variable. When there is no confusion about the von Neumann algebra that we are

referring to, we will denote AM]M by A] and AM]M ∩AJMJ]JMJ by A]
J .

We may view (A]
J)
∗ as a von Neumann algebra as follows. Denote by pnor ∈ M(A)∗∗ the supremum

of support projections of states in M(A)∗ that restrict to normal states on M and JMJ, so that M and JMJ
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may be viewed as unital von Neumann subalgebras of pnorM(A)∗∗pnor, which is canonically identified with

(M(A)]J)
∗. Let qA ∈P(M(A)∗∗) be the central projection such that qA(M(A)∗∗) = A∗∗ and we may then

identify (A]
J)
∗ with pnorqAM(A)∗∗pnor = pnorA∗∗pnor. Furthermore, if B ⊂ A is another C∗-subalgebra with

M, JMJ ⊂M(B), we may identify (B]
J)
∗ with qB pnorA∗∗pnorqB, which is a non-unital subalgebra of (A]

J)
∗.

If we denote by ι : M(A)→M(A)∗∗ the canonical embedding, we may then view M(A) as an operator

subsystem of (M(A)]J)
∗ through the isometric u.c.p. map ιnor : M(A) 3 T → pnorι(T )pnor ∈ (M(A)]J)

∗, and

the its restriction to A gives a natural embedding of A⊂ (A]
J)
∗ as an operator system.

It is worth noting that ιnor and ι are different in a few ways. On one hand, ι : M(A)→M(A)∗∗ is a

∗-homomorphism while ιnor : M(A)→ (M(A)]J)
∗ is a u.c.p. map; on the other hand, ιnor gives rise to normal

faithful representations when restricted to M and JMJ, but ι|M and ι|JMJ are not normal in general.

The following is a bidual characterization of properly proximal.

Lemma 3.2.4. [DKEP22, Lemma 8.5] Let M be a separable tracial von Neumann algebra with an M-

boundary piece X. Then M is properly proximal relative to X if and only if there is no M-central state ϕ

on

S̃X(M) :=
{

T ∈
(
B(L2M)]J

)∗
| [T,a] ∈

(
KX(M)]J

)∗
for all a ∈ JMJ

}
such that ϕ|M is normal.

When X=K(L2M), we will abbreviate X for simplicity. It is worth noting that S̃X(M) is a von Neumann

algebra which contains M as a von Neumann subalgebra, while SX(M) is only an operator system. Following

the above discussion, we note that S̃X(M) may be identified with

S̃X(M) = {T ∈ pnorB(L2M)∗∗pnor | [T,a] ∈ qX
(
M(KX(M))

)∗∗qX, for any a ∈ JMJ},

where qX is the identity of (KX(M)]J)
∗ ⊂ (M(KX(M))]J)

∗. If we set qK = qK(L2M) to be the identity of

(K(L2M)]J)
∗ ⊂ (B(L2M)]J)

∗, then using the above description of S̃X(M), we have q⊥X S̃X(M)q⊥X ⊂ q⊥KS̃(M), as

qX commutes with M and JMJ.

Lemma 3.2.5. Let M be a separable tracial von Neumann algebra. Suppose M has no properly proximal

direct summand, then there exists an M-central state ϕ on S̃(M) such that ϕ|M is faithful and normal.

Proof. First we show that there exists an M-central state ϕ on S̃(M) such that ϕ|Z (M) is faithful. Consider

a pair (ϕ, p), where ϕ ∈ S̃(M)∗ is an M-central state such that ϕ|M is normal and p ∈ Z (M) is support

projection of ϕ . And we may order such pairs by the order on Z (M), i.e., (ϕ1, p1) ≤ (ϕ2, p2) if p1 ≤ p2.

If {(ϕi, pi)}i∈I is a chain, then we may find a subsequence pi(n) such that limn pi(n) = ∨i∈I pi, and ϕ0(·) =
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∑n≥1 2−nϕi(n)(pi(n) · pi(n)) then is an M-central state on S̃(M) such that ϕ0|M is normal and ∨i∈I pi is the

support of ϕ0. Suppose (ϕ, p) is a maximal element and q = p⊥ > 0. Denote by Eq : Ad(q) : B(L2M)→

B(L2(qM)) and one checks that (Eq)
∗ maps B(L2(qM))]J to B(L2M)]J . Therefore dualizing Eq yeilds a u.c.p.

map Ẽq : (B(L2M)]J)
∗→ (B(L2(qM))]J)

∗, and (Ẽq)|S̃(M)
: S̃(M)→ S̃(qM). Since qM is not properly proximal,

there exists a state ψ ∈ S̃(qM)∗ that is qM-central and ψ|qM is normal. Set ϕ ′(T ) = ϕ(pT p)+ψ(Ẽq(qT q)),

which is an M-central state on S̃(M) that is normal on M with support strictly larger than p, which is a

contradiction.

Now suppose ϕ is such a state with ϕ|Z (M) faithful, and ϕ(p) = 0 for some p∈P(M), then we may write

the central support z(p) = ∑
∞
i=1 viv∗i , where vi ∈M are partial isometries such that v∗i vi ≤ p. Since ϕ is normal

and tracial on M, we have ϕ(z(p)) = ∑
∞
i=1 ϕ(viv∗i )≤ ∑

∞
i=1 ϕ(p) = 0, which shows that p≤ z(p) = 0.

3.3 From non-proper proximality to relative amenability

In this section, we connect non-proper proximality with relative amenability using the following result.

Proposition 3.3.1. Let Γ be a nonamenable countable group and Λ < Γ an infinite almost malnormal sub-

group. Let M = LΓ, X = XLΛ the M-boundary piece associated with LΛ, and N ⊂ M a von Neumann

subalgebra. Suppose N ⊂ M is properly proximal relative to X. If N does not have any properly proximal

direct summand, then N is amenable relative to LΛ inside M.

The above proposition, which grew out of discussions with Srivatsav Kunnawalkam Elayavalli. A more

general version appears in [DKE22] and we only present the form that is sufficient for our purpose. Before

proceeding to the proof, we collect a few auxiliary lemmas.

3.3.1 Boundary pieces in the bidual

Let M be a finite von Neumann algebra, X an M-boundary piece, N ⊂ M a von Neumann subalgebra and

E := Ad(eN) : B(L2M)→ B(L2N). Notice that (E∗)|B(L2M)
]
J

: B(L2M)]J → B(L2N)]J since E is a normal

conditional expectation when restricted to M and JMJ, and a state ϕ ∈ B(L2M)∗ lies in B(L2M)]J if and only

if ϕ|M and ϕ|JMJ are normal. Thus we may consider the u.c.p. map

Ẽ := (E∗
|B(L2M)

]
J
)∗ :
(
B(L2M)]J

)∗
→
(
B(L2N)]J

)∗
.

Lemma 3.3.2. Using the above notations, we have Ẽ|S̃(M)
: S̃(M)→ S̃(N).

Proof. First observe that Ẽ is weak∗ continuous and E :K(L2M)→K(L2N). It follows that Ẽ maps (K(L2M)]J)
∗

to (K(L2N)]J)
∗. Furthermore, since Ẽ|JNJ = E|JNJ = idJNJ , we have Ẽ([T,x]) = [Ẽ(T ),x] for any x ∈ JNJ and

T ∈ (B(L2M)]J)
∗. The statement follows from the definition of S̃(M).
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Recall from Section 3.2.4.2 that ι : KX(M)→KX(M)∗∗ is the canonical embedding, pnor ∈ B(L2M)∗∗ is

the projection such that pnorKX(M)∗∗pnor = (KX(M)]J)
∗ and the embedding ιnor : KX(M)→ (KX(M)]J)

∗ is

given by ιnor = Ad(pnor)◦ ι .

Lemma 3.3.3. Let M be a finite von Neumann algebra and X an M-boundary piece. Let X0 ⊂ KX(M) be

a C∗-subalgebra and {en}n∈I an approximate unit of X0. If X0 ⊂ K∞,1
X (M) is dense in ‖ · ‖∞,1 and ι(en)

commutes with pnor for each n ∈ I, then limn ιnor(en) ∈ (KX(M)]J)
∗ is the identity, where the limit is in the

weak∗ topology.

Proof. Since ιnor(KX(M)) ⊂ (KX(M)]J)
∗ is weak∗ dense and functionals in KX(M)]J are continuous in ‖ ·

‖∞,1 topology by [DKEP22, Proposition 3.1], we have ιnor(X0) ⊂ (KX(M)]J)
∗ is also weak∗ dense. Let

e = limn ιnor(en) ∈ (KX(M)]J)
∗ be a weak∗ limit point and for any T ∈ X0, we have

eιnor(T ) = lim
n

pnorι(en)ι(T )pnor = lim
n

pnorι(enT )pnor = ιnor(T ),

and similarly ιnor(T )e = ιnor(T ). By density of ιnor(X0) ⊂ (KX(M)]J)
∗, we conclude that e is the identity in

(KX(M)]J)
∗.

Lemma 3.3.4. Let M be a finite von Neumann algebra and B ⊂ M a von Neumann subalgebra. Let eB ∈

B(L2M) be the orthogonal projection onto L2B. Then ι(eB) ∈ B(L2M)∗∗ commutes with pnor.

Proof. Suppose B(L2M)∗∗ ⊂ B(H ) and notice that ξ ∈H is in the range of pnor if and only if M 3 x→

〈ι(x)ξ ,ξ 〉 and JMJ 3 x→ 〈ι(x)ξ ,ξ 〉 are normal. For ξ ∈ pnorH , we have ϕ(x) := 〈ι(x)ι(eB)ξ , ι(eB)ξ 〉 =

〈ι(EB(x))ξ ,ξ 〉 is also normal for x ∈M and JMJ, which implies that ι(eB)pnor = pnorι(eB)pnor. It follows

that ι(eB) and pnor commutes.

Lemma 3.3.5. Let Γ be a group and Λ < Γ a subgroup. Let M = LΓ, B = LΛ and X=XB. Denote by {tk}k∈K

a representative of Γ/Λ, i.e., Γ = tk∈KtkΛ and uk := λtk ∈ LΓ the canonical unitaries. For each finite subset

F ⊂ K, let eF =
∨

k,`∈F ukJu`JeBJu∗`Ju∗k . Then limF ιnor(eF) ∈ (KX(M)]J)
∗ is the identity.

Proof. Denote by X0 ⊂ B(L2M) the hereditary C∗-subalgebra generated by xJyJeN for x,y ∈ C∗r (Γ). It is

clear that X0 is an M-boundary piece and by hereditariness we have eF ∈ X0 for each F .

First we show that K∞,1
X0

(M) = K∞,1
X (M), where K∞,1

X0
(M) is obtained from X0 in the way described in

Section 3.2.4.1. Notice that B(L2M)X0 ⊂ KL
X(M) is dense in ‖ · ‖∞,2. Indeed, for any contractions T ∈

B(L2M) and x,y∈ LΓ, we may find a net of contractions Ti ∈B(L2M)X0 such that Ti→ TeNxJyJ in ‖·‖∞,2, as

it follows directly from [DKEP22, Proposition 3.1], the non-commutative Egorov theorem and the Kaplansky
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density theorem. It then follows that KX0(M)⊂K∞,1
X (M) is dense in ‖ · ‖∞,1 and hence X0

∞,1
=K∞,1

X0
(M) =

K∞,1
X (M) by [DKEP22, Proposition 3.6].

Next we show that {eF}F forms an approximate unit of X0. Indeed, every element in X0 can be written

as a norm limit of linear spans consisting of elements of the from x1Jy1JT Jy2Jx2, where xi,yi ∈ C∗r (Γ)

and T ∈ B(L2B). Write each xi,yi as summations of ukλt , t ∈ Λ, it suffices to check eF(ukJu`JeB) and

(eBJu`Juk)eF agree with ukJu`JeB and eBJu`Juk when F is large enough, respectively, which follows easily

from the construction of eF .

By Lemma 3.3.4, it is easy to check that ι(eF) commutes with pnor for every F . And it follows from

Lemma 3.3.3 that limF ιnor(eF) ∈ (KX(M)]J)
∗ is the identity.

Lemma 3.3.6. Let Γ be a group and Λ < Γ a subgroup. Denote by qK ∈ (K(L2M)]J)
∗ the identity, M = LΓ

and B = LΛ. Then pt,s = q⊥Kιnor(λtρseBρ∗s λ ∗t ) ∈ (B(L2M)]J)
∗ is a projection for t,s ∈ Γ. Moreover, if Λ < Γ

is almost malnormal, then pt,s pt ′,s′ = 0 if t 6= t ′ or s 6= s′.

Proof. Since pnor commutes with ι(M) and ι(JMJ) and qK ∈ (B(L2M)]J)
∗ is a central projection, together

with Lemma 3.3.4, we see that pt,s is a projection.

Note that pt,s pt ′,s′ = q⊥Kpnorι(ProjtΛs∩t ′Λs′)pnor, where ProjtΛs∩t ′Λs′ denotes the orthogonal projection onto

the sp{tΛs∩ t ′Λs′}, which is finite dimensional if t 6= t ′ or s 6= s′ by the almost malnormality of Λ < Γ. And

it follows that pt,s pt ′,s′ = 0.

3.3.2 Proof of Proposition 3.3.1

Proof. Since N has no properly proximal direct summand, there exists an N-central state µ on S̃(N) such that

µ|N is normal and faithful by Lemma 3.2.5.

Let E := Ad(eN) : B(L2M)→ B(L2N) and for the corresponding bidual Ẽ :
(
B(L2M)]J

)∗→ (B(L2N)]J
)∗,

we have a u.c.p. map Ẽ|S̃(M) : S̃(M)→ S̃(N) by Lemma 3.3.2. Thus ϕ = µ ◦ Ẽ|S̃(M) : S̃(M)→ C defines

a N-central state that is faithful and normal on M. Let qK ∈
(
K(L2M)]J

)∗, and qX ∈
(
KX(M)]J

)∗ be the

corresponding identities in these von Neumann algebras. Note that qK ≤ qX and qX commutes with M and

JMJ.

First we analyze the support of ϕ . Observe that ϕ(q⊥K) = 1. Indeed, if ϕ(qK)> 0, i.e., ϕ does not vanish

on (K(L2M)]J)
∗, then we may restrict ϕ to B(L2M), which embeds into (K(L2M)]J)

∗ as a normal operator

M-system [DKEP22, Section 8], and this shows that N would have an amenable direct summand. We also

have ϕ(qX) = 1, since if ϕ(q⊥X)> 0, we would then have an N-central state

1
ϕ(q⊥X)

ϕ ◦Ad(q⊥X) : S̃X(M)→ C,
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whose restriction to M is normal. This contradicts the assumption that N ⊂M is properly proximal relative

to X, since SX(M) embeds unitally into S̃X(M) through ιnor in Section 3.3.1. Therefore we conclude that

ϕ(qXq⊥K) = 1.

Let B := LΛ⊂M and eB : L2M→ L2B the orthogonal projection.

Claim. There exists a u.c.p. map φ : 〈M,eB〉 → q⊥KqXS̃(M)qX such that φ(x) = q⊥KqXx for any x ∈M.

This claim clearly implies that N is amenable relative to B inside M, as ν = ϕ ◦ φ ∈ 〈M,eB〉∗ is an N-

central state, which is a normal faithful state when restricted to M.

Proof of claim. Recall from Section 3.2.4.2 that we may embed B(L2M) into (B(L2M)]J)
∗ through the

u.c.p. map ιnor, which is given by ιnor = Ad(pnor) ◦ ι , where ι : B(L2M)→ B(L2M)∗∗ is the canonical ∗-

homomorphism into the universal envelope, and pnor is the projection in B(L2M)∗∗ such that pnorB(L2M)∗∗pnor =

(B(L2M)]J)
∗. We have that (ιnor)|M and (ιnor)|JMJ are faithful normal representations of M and JMJ, respec-

tively, and to eliminate possible confusion, we will denote by ιnor(M) and ιnor(JMJ) the copies of M and

JMJ in (B(L2M)]J)
∗. Restricting ιnor to C∗-subalgebra A ⊂ B(L2M) satisfying M,JMJ ⊂M(A) give rise

to the embedding of A into (A]
J)
∗. Furthermore, although ιnor is not a ∗-homomorphism, by Lemma 3.3.4,

spMeBM is in the multiplicative domain of ιnor.

Denote by {tk}k≥0⊂Γ a representative of the cosets Γ/Λ with t0 being the identity of Γ, i.e., Γ=
⊔

k≥0 tkΛ,

and uk := λtk ∈U (LΓ). We will construct the map φ in the following steps.

Step 1. For each n≥ 0, consider the u.c.p. map ψn : 〈M,eB〉→ 〈M,eB〉 given by ψn(x)= (∑k≤n ukeBu∗k)x(∑`≤n u`eBu∗`),

and notice that ψn maps 〈M,eB〉 into the ∗-subalgebra A0 := sp{ukaeBu∗` | a ∈ B,k, `≥ 0}.

Step 2. By Lemma 3.3.6, we have {ιnor(JukJeBJu∗kJ)}k≥0 ⊂ (B(L2M)]J)
∗ are pairwise orthogonal pro-

jections. Set e = ∑k≥0 ιnor(JukJeBJu∗kJ) ∈ (B(L2M)]J)
∗ and notice that e is independent of the choice of the

representative Γ/Λ. Put φ0 : A0→ q⊥K(B(L2M)]J)
∗ to be φ0(uraeBu∗`) = q⊥Kιnor(ura)eιnor(u∗`)

It is easy to see that φ0 is well-defined. We then check that φ0 is a ∗-homomorphism. For any x ∈M, we

claim that

q⊥Keιnor(x)e = q⊥Kιnor(EB(x))e. (3.1)

Indeed,

q⊥Keιnor(x)e

=q⊥K ∑
k,`≥0

ιnor
(
(JukJeBJu∗kJ)x(Ju`JeBJu∗`J)

)
=q⊥Kιnor(EB(x)) ∑

k≥0
ιnor(JukJeBJu∗kJ)+ ∑

k 6=`

ιnor
(
(JukJeBJu∗kJ)x(Ju`JeBJu∗`J)

)
.

Since Λ < Γ is almost malnormal which implies that L2(M	B) is a mixing B-bimodule, one may check that

(JukJeBJu∗kJ)(x−EB(x))(Ju`JeBJu∗`J)∈B(L2M) is a compact operator from M to L2M if ` 6= k. We also have
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(JukJeBJu∗kJ)EB(x)(Ju`JeBJu∗`J) = 0 if ` 6= k, and it follows that ∑k 6=` q⊥Kιnor(JukJeBJu∗kJxJu`JeBJu∗`J) = 0.

It then follows from (3.1) that φ0 is a ∗-homomorphism.

We also show φ0 is norm continuous. Set ∑
d
i=1 ukiaieBu∗`i

∈ A0, and note that we may assume ki 6=

k j and `i 6= ` j for i 6= j. Consider Pk = q⊥K ∑
d
i=1 ιnor(Projt`i Λt−1

k
) and Qk = q⊥K ∑

d
i=1 ιnor(Projtki Λt−1

k
), where

Projt`i Λt−1
k
∈ B(`2Γ) is the orthogonal projection onto the subspace sp{δt | t ∈ t`iΛt−1

k }
‖·‖

, i.e., Projt`i Λt−1
k

=

JukJu`ieBu∗`i
Ju∗kJ. By Lemma 3.3.6, we have Pk and Qk are a projections and PkPr = QkQr = 0 if k 6= r. More-

over, note that for each i, ιnor(eBu∗`i
Ju∗kJ)Pk = q⊥Kιnor(eBu∗`i

Ju∗kJ) and ιnor(eBu∗ki
Ju∗kJ)Qk = q⊥Kιnor(eBu∗ki

Ju∗kJ).

Let H be the Hilbert space where (B(L2M)]J)
∗ is represented on. For ξ ,η ∈ (H )1, we compute

|〈φ0(
d

∑
i=1

ukiaieBu∗`i
)ξ ,η〉| ≤ ∑

k≥0
|

d

∑
i=1
〈q⊥Kιnor(eBu∗`i

Ju∗kJ)ξ , ιnor(JukJukieBai)
∗
η〉|

= ∑
k≥0
|

d

∑
i=1
〈ιnor(eBu∗`i

Ju∗kJ)Pkξ , ιnor(JukJukieBai)
∗Qkη〉|

≤ ∑
k≥0
‖ιnor(JukJ(

d

∑
i=1

ukiaieBu∗`i
)Ju∗kJ)‖‖Pkξ‖‖Qkη‖

≤ ‖
d

∑
i=1

ukiaieBu∗`i
‖(∑

k≥0
‖Pkξ‖2)1/2(∑

k≥0
‖Qkη‖2)1/2

≤ ‖
d

∑
i=1

ukiaieBu∗`i
‖,

where the last inequality follows from the orthogonality of {Pk} and {Qk}.

Lastly, notice that φ0 maps A0 into q⊥KS̃(M). In fact, for any s ∈ Γ, we have

ιnor(ρs)eιnor(ρ
∗
s ) = ∑

k≥0
ιnor(J(λsuk)JeBJ(λsuk)

∗J) = e,

as
⊔

k≥0 stkΛ j = Γ, and it follows that φ0(A0) commutes with ιnor(JMJ).

Therefore, we conclude that φ0 is a norm continuous ∗-homomorphism from A0 to q⊥KS̃(M) and hence

extends to the C∗-algebra A := A0
‖·‖.

Step 3. For each n≥ 0, set φn := φ0 ◦ψn : 〈M,eB〉→ q⊥KS̃(M), which is c.p. and subunital by construction.

We may then pick φ ∈CB(〈M,eB〉,q⊥KS̃(M)) a weak∗ limit point of {φn}n, which exists as q⊥KS̃(M) is a von

Neumann algebra.

We claim that

Ad(qX)◦φ : 〈M,eB〉 → q⊥KqXS̃(M)qX

is an M-bimodular u.c.p. map, which amounts to showing φ(x) = q⊥KqXιnor(x) for any x ∈M.
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In fact, for any x ∈M, we have

φ(x) = lim
n→∞

φ0

(
∑

0≤k,`≤n
(ukEB(u∗kxu`)eBu∗`)

)
=q⊥K lim

n→∞
∑

0≤k,`≤n
ιnor(ukEB(u∗kxu`))eιnor(u∗`)

=q⊥K lim
n→∞

∑
0≤k,`≤n

(
ιnor(uk)eιnor(u∗k)

)
ιnor(x)

(
ιnor(u`)eιnor(u∗`)

)
,

where the last equation follows from (3.1). Finally, note that by Lemma 3.3.6 {pk}k≥0 is a family of pairwise

orthogonal projections, where

pk := q⊥Kιnor(uk)eιnor(u∗k) = q⊥K ∑
r≥0

ιnor(JurJukeBu∗kJu∗r J),

and ∑k≥0 pk = ∑k,r≥0 q⊥Kιnor(JurJukeBu∗kJu∗r J) = q⊥KqX by Lemma 3.3.5. Therefore, we conclude that φ(x) =

q⊥KqXιnor(x), as desired.

3.4 From relative amenability to rigidity

In this section, we show that for von Neumann algebras arising from Gaussian actions, the associated s-

malleable deformations converge uniformly on subalgebras that are amenable relative to the acting group,

provided that the orthogonal representations are weakly contained in the left regular.

First we recall the construction of Gaussian actions and the associated s-malleable deformations [Fur07,

PS12]. See e.g., [KL16] for details on Gaussian actions.

Let H be a real Hilbert space, the Gaussian process gives a tracial abelian von Neumann algebra AH ,

together with an isometry S : H → L2
R(AH ) so that orthogonal vectors are sent to independent Gaussian

random variables, and so that the spectral projections of vectors in the range of S generate AH as a von

Neumann algebra.

In this case, the complexification of the isometry S extends to a unitary operator from the symmetric

Fock space S(H ) = CΩ⊕
⊕

∞
n=1(H ⊗C)�n into L2(AH ). If H = H1⊕H2, then conjugation by the

unitary implementing the canonical isomorphism S(H1⊕H2)∼=S(H1)⊗S(H2) implements a canonical

isomorphism AH1⊕H2
∼= AH1⊗AH2 .

If V : K →H is an isometry, then we obtain an isometry VS : S(K )→ S(H ) on the level of the

symmetric Fock spaces, and conjugation by this isometry gives an embedding of von Neumann algebras

Ad(VS) : AK → AH . If V were a co-isometry the conjugation by VS implements instead a conditional

expectation from AH to AK . In particular, if U ∈ O(H ) is an orthogonal operator, then we obtain a trace-
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preserving ∗-isomorphism σU = Ad(US) ∈ Aut(AH ). If π : Γ→ O(H ) is an orthogonal representation,

then the Gaussian action associated to π , denoted by σπ , is given by Γ 3 t 7→ σπ(t) ∈ Aut(AH ). When π is

the left regular representation, the Gaussian action coincides with the Bernoulli action with diffuse base.

Now let π : Γ→ O(H ) be a fixed orthogonal representation of a countable group Γ and Γyσπ AH the

associated Gaussian action. We recall the construction of the s-malleable deformation from [PS12].

Consider orthogonal matrices

V =

1 0

0 −1

 ∈ O(H ⊕H ) and Ut =

cos(πt/2) −sin(πt/2)

sin(πt/2) cos(πt/2)

 ∈ O(H ⊕H ),

for t ∈ R. Let αt = σUt and β = σV be the associated automorphisms of AH ⊕H
∼= AH ⊗AH , and both

extend to Aut((AH ⊗AH )oσπ⊗σπ
Γ), still denoted by αt and β , as V and Ut commute with (π ⊕ π)(Γ)

and σπ⊕π = σπ ⊗ σπ . And αt and β form a s-malleable deformation in the sense of Popa [Pop06c] for

M := AH oσπ
Γ inside M̃ := (AH ⊗AH )oσπ⊗σπ

Γ.

The following is an abstraction of [Ioa15, Corollary 2.12]. Nevertheless we include the proof for com-

pleteness.

Lemma 3.4.1. Let (M,τ) be a tracial von Neumann algebra, B⊂M and N⊂ pMp von Neumann subalgebras

with p ∈P(M). Suppose there exist another tracial von Neumann algebra (M̃, τ̃) such that M ⊂ M̃ and

τ̃|M = τ , and a net of trace preserving automorphisms {θt}t∈R ⊂ Aut(M̃) such that θt |B ∈ Aut(B), and such

that θt |M → idM in the point-‖ · ‖2 topology, as t → 0. If N is amenable relative to B inside M, the for any

0 < δ ≤ 1, one of the following is true.

1. There exists tδ > 0 such that infu∈U (N) ‖EM(θtδ (u))‖2 > (1−δ )‖p‖2.

2. There exists a net {ηk} ⊂K ⊥, where K is the closure of MeBM̃ inside L2(〈M̃,eB〉), such that ‖xηk−

ηkx‖2→ 0 for all x ∈ N, limsupk ‖yηk‖2 ≤ 2‖y‖2 for all y ∈ pMp and limsupk ‖pηk‖2 > 0.

Proof. Since N is amenable relative to B, there exists a net {ξn}n∈I ∈ L2(p〈M,eB〉p) such that ‖xξn−ξnx‖2→

0 for all x ∈ N and 〈yξn,ξn〉, 〈ξny,ξn〉 → τ(y) for all y ∈ pMp by [OP10a]. We may extend αt to an automor-

phism on 〈M̃,eB〉 as αt leaves B globally fixed. Denote by e the orthogonal projection from L2(〈M̃,eB〉) to

K .

Claim. For any x ∈ N, y ∈ M̃, t ∈ R, we have

1. limn ‖yαt(ξn)‖2
2 = τ(y∗yαt(p))≤ ‖y‖2

2 and limn ‖αt(ξn)y‖2
2 = τ(yy∗αt(p))≤ ‖y‖2

2.

2. limsupn ‖y(eαt(ξn))‖2 ≤ ‖y‖2.
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3. limsupn ‖xαt(ξn)−αt(ξn)x‖2 ≤ 2‖αt(x)− x‖2.

Proof of the claim. (1) Note that since ξn ∈ pK , we have

‖yαt(ξn)‖2
2 = 〈α−1

t (y∗y)ξn,ξn〉= 〈EM(α−1
t (y∗y))pξn, pξn〉 → τ(pEM(α−1

t (y∗y))p) = τ(y∗yαt(p)),

and the second one follows similarly.

(2) Observe that (M̃	M)K ⊥K , and hence

‖yeαt(ξn)‖2
2 = 〈y∗yeαt(ξn),eαt(ξn)〉= 〈EM(y∗y)eαt(ξn),eαt(ξn)〉

=〈eEM(y∗y)1/2
αt(ξn),eEM(y∗y)1/2

αt(ξn)〉 ≤ ‖EM(y∗y)1/2
αt(ξn)‖2

2,

and ‖EM(y∗y)1/2αt(ξn)‖2 ≤ ‖EM(y∗y)1/2‖2 = ‖y‖2 by (1).

(3) Compute

‖xαt(ξn)−αt(ξn)x‖2 ≤ ‖(x−αt(x))αt(ξn)‖2 +‖αt(ξn)(x−αt(x))‖2 +‖xξn−ξnx‖2.

�

For each pair of (t,n) with t > 0 and n ∈N, let ηt,n = αt(ξn)−eαt(ξn). Fix a 0 < δ ≤ 1 and consider the

following two cases.

Case 1. There exists t > 0 such that limsupn ‖ηt,n‖2 < δ‖p‖2/2.

Case 2. For all t > 0, limsupn ‖ηt,n‖2 ≥ δ‖p‖2/2.

In Case 1, fix x ∈U (N) and compute

‖EM(αt(x))αt(ξn)‖2 ≥ ‖eEM(αt(x))αt(ξn)‖2 = ‖eαt(x)eαt(ξn)‖2 ≥ ‖eαt(x)αt(ξn)‖2−‖ηt,n‖2

≥ ‖e(αt(ξn)αt(x))‖2−‖xξn−ξnx‖2−‖ηt,n‖2,

and

‖e(αt(ξn)αt(x))‖2 = ‖e(αt(ξn))αt(x)‖2 ≥ ‖αt(ξn)αt(x)‖2−‖ηt,n‖2 = ‖ξnx‖2−‖ηt,n‖2.

Altogether, we conclude that for any x ∈U (N),

‖EM(αt(x))‖2 ≥ lim
n
‖EM(αt(x))αt(ξn)‖2 ≥ liminf

n
(‖ξnx‖2−2‖ηt,n‖2−‖xξn−ξnx‖2)

= ‖p‖2−2limsup
n
‖ηt,n‖2− limsup

n
‖xξn−ξnx‖2 > (1−δ )‖p‖2.

In Case 2, let k = (X ,Y,ε) be a triple such that X ⊂ N, Y ⊂ pMp are finite subsets and ε > 0. Then we
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may find 0 < tk ≤ 1 such that ‖x−αtk(x)‖2 < ε/2 for all x∈ X and ‖αtk(p)− p‖2 < (1−
√

1−δ 2/4)‖p‖2/2.

Observe that for any x ∈ X

‖xηtk,n−ηtk,nx‖2 = ‖(1− e)(xαtk(ξn)−αtk(ξn)x)‖2 ≤ ‖xαtk(ξn)−αtk(ξn)x‖2,

and by (3)

limsup
n
‖xαtk(ξn)−αtk(ξn)x‖2 ≤ 2‖x−αtk(x)‖2 < ε.

For y ∈ Y , by (1) and (2) we have

‖yηtk,n‖2 ≤ ‖yαtk(ξn)‖2 +‖yeαtk(ξn)‖2 ≤ 2‖y‖2.

Furthermore, from (1) we also have

limsup
n
‖pηtk,n‖ ≥ limsup

n
(‖pαtk(ξn)‖2−‖eαtk(ξn)‖2) = ‖pαtk(p)‖2− liminf

n
‖eαtk(ξn)‖2,

and

liminf
n
‖eαtk(ξn)‖2

2 = liminf
n

(‖αtk(ξn)‖2
2−‖ηtk,n‖

2
2) = lim

n
‖ξn‖2

2− limsup
n
‖ηtk,n‖

2
2 ≤ (1−δ

2/4)‖p‖2
2.

It follows that

limsup
n
‖pηtk,n‖ ≥ ‖pαtk(p)‖2−

√
1−δ 2/4‖p‖2

≥ ‖p‖2−‖p−αtk(p)‖2−
√

1−δ 2/4‖p‖2

> (1−
√

1−δ 2/4)‖p‖2/2.

Altogether, we may find some n ∈ I such that by putting ηk = ηtk,n we have

1. ‖xηk−ηkx‖2 ≤ ε for all x ∈ X ,

2. ‖yηk‖2 ≤ 2‖y‖2 + ε for all y ∈ Y ,

3. ‖pηk‖ ≥ (1−
√

1−δ 2/4)‖p‖2/2.

Proposition 3.4.2. Let Γ be a nonamenable group and π : Γ→ O(H ) be a orthogonal representation such

that π ≺ λ . Denote by Γyσπ AH the associated Gaussian action and M = AH oσπ
Γ. Suppose N ⊂ pMp is

a von Neumann subalgebra, for some p∈P(M), with no amenable direct summand, such that N is amenable
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relative to LΓ inside M. Then we have αt → idN uniformly on the unit ball of N as t → 0, where αt is the

s-malleable deformation described above.

Proof. Let M̃ = (AH ⊗AH )oσπ⊗σπ
Γ and αt , β ∈Aut(M̃) be as above. Suppose there exists some 0 < δ ≤ 1

such that case (1) of Lemma 3.4.1 does not hold. Then we have that there exists {ηk} ∈K ⊥ as in the second

case of Lemma 3.4.1. Note that the M-M bimodule L2(〈M̃,eLΓ〉)	K is isomorphic to L2(M̃	M)⊗LΓ L2M̃.

It is shown in [Bou12, Lemma 3.3] that L2(M̃	M) is weakly contained in the coarse M-M bimodule as

π ≺ λ , and hence we have

L2(〈M̃,eLΓ〉)	K ≺ L2M⊗ (L2M⊗LΓ L2M̃)≺ L2M⊗L2M,

as M-M bimodules. It follows that there exists a u.c.p. map

φ : B(L2M)→ B(L2(〈M̃,eLΓ〉)	K )∩ (Mop)′,

such that φ|M = idM . Therefore, we obtain a state ϕ on B(L2M) given by

ϕ(·) = lim
k
‖pηk‖−2

2 〈φ(·)pηk, pηk〉,

which is N-central and restricts to a normal state on pMp. This contradicts the assumption that N has no

amenable direct summands.

Therefore, we have that limt→0 infu∈U (N) ‖EM(αt(u))‖2 = ‖p‖2. It follows that supu∈U (N) ‖αt(u)−

EM(αt(u))‖2→ 0 as t→ 0 and hence αt → id uniformly on (N)1 by Popa’s transversality inequality [Pop08,

Lemma 2.1].

Corollary 3.4.3. Let M, p ∈P(M) and N ⊂ pMp be as in Proposition 3.4.2. Denote Q = NpMp(N)′′. If π

is mixing, then Q≺M LΓ. Moreover, if Γ is an i.c.c. group, then there exists u ∈U (M) such that u∗Qu⊂ LΓ.

Proof. Since AH is abelian, N is diffuse and Q is type II1, the assertion Q ≺M LΓ follows directly from

[Bou12, Theroem 3.4] and Proposition 3.4.2. And the proof for the moreover part is contained in [Bou13,

Proposition 2.3].

3.5 Proofs of main theorems

Now we are ready to prove Theorem 3.1.5 and its corollaries.

Proof. First we may realize M as L(Z oΓ) and note that Z oΓ is biexact relative to Γ [BO08, Corollary 15.3.9].

By Proposition 3.2.3 we have that N ⊂M is properly proximal relative to XLΓ as N has no amenable direct
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summand, where XLΓ is the M-boundary piece associated with LΓ. Moreover, since Γ < Z o Γ is almost

malnormal and N has no properly proximal direct summand, we have N is amenable relative to LΓ inside M

by Proposition 3.3.1. The rest follows from Proposition 3.4.2 by setting π = λ .

Proof of Theorem 3.1.2. Let σ : ΓyX be the Bernoulli action, M =L∞(X)oσ Γ. Set M̃ =(L∞(X)⊗L∞(X))oσ̃

Γ, where σ̃ = σ ⊗σ . If we denote by σt ∈U (L2(X)) for each t ∈ Γ the unitary that implements the action

σ , then we have M ⊂ M̃ is generated by canonical unitaries {ut = σ̃t ⊗ λt | t ∈ Γ} and L∞(X)⊗C, where

σ̃t = σt ⊗σt .

Let Γ0 < Γ be a nonamenable wq-normal subgroup that is not properly proximal. If ω : Γ×X→ T is a 1-

cocycle associated with σ , then for each t ∈ Γ, we may consider ωt ∈U (L∞(X)) given by ωt(x) = ω(t, t−1x)

and L̃(Γ0) := {ũt := ωtut | t ∈ Γ0}′′ ⊂M, which is a von Neumann subalgebra isomorphic to L(Γ0).

Since L̃(Γ0) ∼= L(Γ0) has no amenable and no properly proximal direct summand by Remark 3.2.2, it

follows from Theorem 3.1.5 that αt converges to identity uniformly on the unit ball of L̃(Γ0). The result

follows from [Pop07a].

Proof of Theorem 3.1.1. This is an immediate result of Theorem 3.1.2 and [PS12, Theorem 1.1].

Proof of Theorem 3.1.3. Since Λ is exact, we have L∞(Y )or Λ is an exact C∗-algebra (e.g. [BO08, Theorem

10.2.9]) and it follows that (L∞(X)o Γ)t ∼= L∞(Y )oΛ is a weakly exact von Neumann algebra [Kir95].

Since weak exactness is stable under amplifications and passes to von Neumann subalgebras (with normal

conditional expectations) [BO08, Corollary 14.1.5], we have LΓ is weakly exact, which implies Γ is exact

[Oza07].

Let M = L∞(X)oΓ, N = L∞(Y )oΛ and Λ0CΛ be the nonamenable normal subgroup that is not properly

proximal. Since N ∼=Mt , we may denote by θ : N1/t→M a ∗-isomorphism, and identify N1/t with pMn(N)p,

where n = d1/te, p = diag(1, . . . ,1, p0) ∈Mn(N) and p0 ∈ L(Λ0) with τN(p0) = 1/t−b1/tc.

Note that by Remark 3.2.2, θ(pMn(L(Λ0))p)⊂M satisfies the assumption of Theorem 3.1.5, and hence

by Corollary 3.4.3 we may find some u ∈U (M) such that α(pMn(LΛ)p)⊂ LΓ, where α := Ad(u)◦θ . Set

e = diag(1,0, . . . ,0) ∈Mn(LΛ) and we have α(LΛ) = α(eMn(LΛ)e) ⊂ qLΓq, where q = α(e) ∈ LΓ and

τM(q) = τN1/t (e) = t.

It then follows from Popa’s conjugacy criterion for Bernoulli actions [Pop06d, Theorem 0.7] (see also

[Ioa11, Theorem 6.3]) that t = 1 and there exist a unitary v ∈M, a character η ∈ Λ and a group isomorphism

δ : Λ→ Γ such that α(L∞(Y )) = vL∞(X)v∗ and α(λt) = η(t)vλδ (t)v∗ for any t ∈ Λ.

Proof of Theorem 3.1.4. A direct consequence of Theorem 3.1.3, [IPR19] and [Oza07].
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[SZ79] Şerban Strătilă and László Zsidó, Lectures on von Neumann algebras, Editura Academiei,
Bucharest; Abacus Press, Tunbridge Wells, 1979, Revision of the 1975 original, Translated
from the Romanian by Silviu Teleman.

[TD20] Robin D. Tucker-Drob, Invariant means and the structure of inner amenable groups, Duke Math.
J. 169 (2020), no. 13, 2571–2628. MR 4142752

[Vae10] Stefaan Vaes, Rigidity for von Neumann algebras and their invariants, Proceedings of the Inter-
national Congress of Mathematicians. Volume III, Hindustan Book Agency, New Delhi, 2010,
pp. 1624–1650.

[Vae12] , An inner amenable group whose von Neumann algebra does not have property Gamma,
Acta Math. 208 (2012), no. 2, 389–394.

[Vae13] , One-cohomology and the uniqueness of the group measure space decomposition of a
II1 factor, Math. Ann. 355 (2013), no. 2, 661–696. MR 3010143

[vN40] J. v. Neumann, On rings of operators. iii, Annals of Mathematics 41 (1940), no. 1, 94–161.

[Voi96] D. Voiculescu, The analogues of entropy and of Fisher’s information measure in free probability
theory. III. The absence of Cartan subalgebras, Geom. Funct. Anal. 6 (1996), no. 1, 172–199.

92


