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CHAPTER 1

Introduction

1.1 Motivation

Public perception of an object represents the way people think about it or the impres-

sion people have of it. Societal concern refers to the social events that have the potential

to generate significant socio-political impact and produce social hazards [2]. Public per-

ception of social events and societal concerns reflects social norms and values, including

privacy protection and ethical awareness. For instance, studies [3, 4] have shown that

the public is concerned about the possible privacy violation and familial disruption from

Direct-to-Consumer Genetic Testing (DTC-GT). In a survey of 4,272 US adults [5], 33%

of respondents opposed DNA testing companies sharing customers’ genetic data with law

enforcement.

Gaining intuition into the public’s perception of societal concerns is critical for policy-

makers in public decision-making [6, 7]. First, public perception profoundly impacts all

aspects of social life, such as health and living habits. In a survey designed by Callaghan

and colleagues [8], they found that US rural residents are significantly less likely to partic-

ipate in COVID-19-related preventive health behaviors (e.g., worn a mask, avoided dining

at restaurants). Second, public perception provides information needed to “address organi-

zational and service issues” [9]. For example, opinion polls have been used to learn public

views on social security legislation, people’s knowledge of public affairs and government

machinery [10], and various socio-political events [11]. Third, public perception reflects

public needs and expectations. For instance, studies have shown that mining pubic percep-

tion in the face of natural disasters can aid in post-disaster management, health resource

allocation, and government decision-making [12, 13].

Today, public perception plays an increasingly important role in public policy decision-
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making and government resource allocation. In 2016, public opinion drove the “Brexit

vote”, which resulted in the withdrawal of the United Kingdom from the European Union.

In 2019, the rising global climate movement prompted governments to take action against

climate change. In 2020, about 20 million people participated in the protests in the United

States against police brutality and calling for social justice and racial equality. However,

researchers [6, 14] found that public perception was not well received or weighted by pol-

icymakers in the decision-making process. Gilens and colleagues [14] demonstrated that

economic elites were more influential than average citizens in government policy-making.

Dieckmann and colleagues [6] showed that public perception of social and cultural impacts

was often not well understood and expressed during decision-making. Considering the im-

portance of public perception in socio-political events, there is a need for better analysis

and understanding of public perception of societal concerns.

Traditional studies on public perception have mainly relied upon formal surveys. How-

ever, certain flaws in the survey approach limited the insights provided by these studies.

First, surveys often suffer from a limited number of respondents, which might lead to a

sampling bias (e.g., undercoverage bias) [15]. Furthermore, the collected response might

be shaped by question designers or hindsight bias instead of revealing the respondents’ true

opinion [16]. Finally, surveys are limited in their ability to shed light on the matter because

they are time-consuming, and the findings (as well as the policies made upon them) can

become stale in the face of the rapid evolvement of the situation.

The rise of social media provides a new research direction for public perception anal-

ysis. With the rapid development of mobile communication and the Internet, people are

sharing and discussing their views, opinions, and experiences on all kinds of topics on so-

cial platforms. For example, Twitter is one of the largest social platforms in the US, with

over 200 million daily active users [17]. Another notable platform is Reddit, an online con-

tent rating and discussion site where users can create different subreddits based on specific

topics of interest, with over 2 billion comments posted in 2020 [18]. The large amount
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of user-generated data has been relied upon to study different aspects of human life, in-

cluding health and wellness [19]. For instance, Liu and Yin [20] analyzed the association

between weight loss progress and Reddit users’ online interactions; Klein and colleagues

[21] utilized Twitter data to identify potential cases of COVID-19 in the United States. It is

natural to hypothesize that this large and diverse collection of user-generated data provides

opportunities to investigate public perceptions of various societal concerns.

In this dissertation, we aim to investigate how to utilize user-generated data to under-

stand public perception of societal concerns. We select three representative social events as

our research goals. In particular, we want to answer the following questions: What are the

patterns and privacy risks of medical research cohort membership disclosure? Why are ge-

netic testing consumers sharing face images and testing results online? What is the public

sentiment on COVID-19-related topics, and are there any differences between urban and

rural residents? These three questions cover a number of topics, including privacy, ethics,

health, politics, and the economy. The third question also investigates the shift of public

opinion of different population groups during the pandemic.

1.2 Research Aims

Figure 1.1 summarizes the three aims and associated natural language processing ap-

proaches of this dissertation. Our investigation revolves around two core questions: 1)

Given the societal concern of interest, what are the topics of public concern, and 2) what

is the public sentiment about the societal concern and related topics. We initiate our study

by identifying the key topics related to the targeted societal concern. This is because the

public’s interest in societal concerns is typically not limited to the issue itself but includes

its origin, impact, and other aspects. For instance, in the study about DTC-GT online fo-

rum, we observed that users in the forum were interested in a wide range of related topics,

including ancestry composition, kinship and family finding, and genetic testing algorithms.

After identifying relevant issues, we proceed to analyze public sentiment about these is-
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sues. For example, in our study of COVID-19 and related topics, we inferred that US

rural Twitter users had a negative sentiment towards COVID-19 prevention strategies and

vaccinations.

Figure 1.1: The summary of three aims investigated in this dissertation.

We unfold our investigation by solving the two core questions on three different societal

concerns using data collected from two social platforms. There is a progressive relation-

ship between the three aims regarding study size and research objective. The three aims

gradually evolve from small to large, single to diverse. The first aim focuses on a single

topic. In the second aim, we further study the public perception of multiple topics related

to a social issue. Finally, in the third aim, we finalize the investigation by analyzing public

perceptions of different population groups on multiple topics. Moreover, we believe the

users of our system can readily reuse our approach in the third aim to investigate other

societal concerns without additional data collection or model training. It has the potential

to serve as a one-stop solution for public perception analysis on any issue of interest in a

given time period.
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The progressive relationship between the three aims is also reflected in the applied com-

putational approaches. In the first aim, we relied upon online data streaming and filtering

to identify the topic of interest, and analyze opinion with a rule-based sentiment analysis

system. In the second aim, we utilize topic modeling techniques for topic identification

and employ statistical inference to obtain statistically significant results. Finally, in the

third aim, we apply a combination of clustering, text classification, word embedding, and

statistical inference to study the shift of public perception of COVID-19 and related topics

during the pandemic. We present detailed computational approaches, including data col-

lection, topic modeling, word embedding modeling, and inference, when describing each

individual research aim.

Aim 1: Biomedical research cohort membership disclosure on social media

The first research aim originated from a real case of membership disclosure leading

to identity re-identification. Based on demographic data provided by a study cohort par-

ticipant in an anonymous news interview, we successfully identified this participant in the

study cohort from the cohort database. Even though this finding is by chance, we were

worried about the phenomenon of online cohort membership disclosure and the potential

privacy risks. This is because membership disclosure can jeopardize the privacy of the par-

ticipants themselves, the reputation of the projects, sponsors, and the research enterprise.

To investigate the dangers of self-disclosure behavior, we gathered and analyzed 4,020

tweets, and uncovered over 100 tweets disclosing the individuals’ memberships in over 15

programs. Through sentiment analysis, we found that 39 out of 86 (45.3%) self-disclosed

users have a positive attitude towards joined research project. The terms “proud”, “inter-

est”, and “love” were communicated by multiple self-disclosers. The personal information

reported in the profiles of the social media users increased the risk of identification, which

increases the likelihood that an attacker could link to their record in a de-identified dataset

about the cohort, leading to further privacy intrusions, such as the re-identification of ge-

nomic information. A program may disclose participants’ membership when they introduce
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volunteers and share their stories to the public as a way to increase program influence and

recruit more participants. These stories may contain personal information and sensitive

health information about the volunteer.

Aim 2: Analysing association between personal information sharing and online

attention received by DTC-GT consumers

Our first aim focus on membership disclosure behavior, a particular case of online self-

information disclosure. Our second goal is to gain a deeper understanding of the more

general phenomenon of self-disclosure. One representative research object to studying

self-information disclosure is the online information sharing of DTC-GT consumers, as

we observed that DTC-GT users are increasingly posting full-face images with their DTC-

GT results on social platforms. Compared to membership disclosure, DTC-GT consumers

shared much more detailed personal information, including genetic testing results, pheno-

typic traits, family history, and personal images. Investigating online posts of DTC-GT

consumers also helps us gain intuition into public perception of DTC-GT, the associated

benefits and concerns.

In this study, we investigated the trend in face image and testing result sharing behav-

ior in the r/23andme subreddit to obtain insight into potential underlying motivations. Our

findings show that such behavior began in September 2019 and experienced rapid growth,

with over 849 face-revealing posts by early 2020. Furthermore, our study suggests that

posts including a face received, statistically significant more comments and higher karma

scores than other posts. Topic modeling revealed that posts that included face images were

primarily about sharing and discussing ancestry composition and sharing family reunion

photos with relatives discovered via DTC-GT. These findings validate our hypothesis that

posting a personal image is associated with receiving more online attention, which is con-

sistent with previous findings that people appear to be willing to give up their privacy (i.e.,

their personal images) in exchange for a benefit (i.e., attention from others).

Aim 3: Examining rural and urban sentiment difference in COVID-19 related
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topics on Twitter

Our Aims 1 and 2 studied two specific groups: research cohort participants and genetic-

testing consumers. However, to fully understand public perception of societal concerns, a

topic that has wider and deeper implications for the entire population group is needed. As

the COVID-19 pandemic has persisted for over two years, more than 600 million people

around the world have been infected with COVID-19 with notable disparities. The COVID-

19 epidemic has profoundly affected all aspects of our human life. In this respect, we

investigate US Twitter users’ perception of COVID-19 and related topics in the third aim.

The investigation combines word embedding models with clustering strategies to identify

topics closely related to COVID-19, and relied upon the similarity between topic hashtags

and opinion adjectives to infer the sentiment with respect to the identified topics.

In this study, we introduced a novel approach to characterize the public’s sentiment

about COVID-19 and related topics. By applying topic recognition and subsequent sen-

timent analysis, we discovered a clear difference between US urban and rural users in

their sentiment about COVID-19 prevention strategies, misinformation, politicians, and

the economy. While these findings might not be representative of the sentiment of the

American public more broadly, we believe that such investigations could help policymak-

ers obtain a more comprehensive understanding of the sentiment difference between urban

and rural areas on COVID-19 and related topics, so that more targeted deployment of epi-

demic prevention efforts can be made. Finally, we wish to highlight that our approach is

not limited to COVID-19, and it can readily be extended to other topics of interest without

additional data collection or model training.

1.3 Dissertation Structure

The remainder of this dissertation is organized as follows. We survey the related works

in Chapter 2. The details of the aforementioned research aims are presented in Chapters 3,

4, and 5, following the convention of introduction, related work, data and method, results,
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and discussion. Specifically, in Chapter 3, we investigate the behavior of membership self-

disclosure and discuss the consequences. In Chapter 4, we analyze the association between

face image sharing and online attention received by DTC-GT consumers. In Chapter 5,

we present the solution for a multiple-group, multiple-target sentiment analysis system and

discuss urban and rural sentiment difference on COVID-19 related topics. We conclude the

dissertation in Chapter 6 by summarizing the main contributions and discussing limitations

and future investigations. Our work has been published in AMIA [22, 23], and JMIR-

Infodemology [24].
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CHAPTER 2

Literature Review

As stated in chapter 1, our investigation consists of two steps: 1) topic identification

and 2) sentiment inference. These two steps correspond to two fields in natural language

processing: topic modeling and sentiment analysis. In this chapter, we survey the recent

studies in these fields. Additionally, as we rely upon word embedding models in the third

aim, we also review the applications of word embedding models related to our study.

2.1 Topic Modeling

Topic modeling refers to the process of inferring the concept (topic) of a document. For

a given document, the goal of topic modeling is to generate a probability distribution of the

document over k topics. The generated topic distribution can be viewed as a vector rep-

resentation of the document, which often serves as an input feature for downstream tasks

such as text classification. Traditional topic modeling approaches are based on TF-IDF

[25] and singular value decomposition (SVD), where the TF-IDF matrix is decomposed

by SVD to learn the latent topic distribution [26]. Modern topic modeling takes a “gener-

ative probabilistic approach” [27], which provides a different view for topic modeling: a

document is a mixture of topics. The words are generated from the topic with probability,

and the goal of topic modeling is to identify latent topics. In this subsection, we focus on

probabilistic topic models.

2.1.1 Latent Dirichlet Allocation

Latent Dirichlet allocation (LDA) [28] is one of the most cited generative probabilistic

topic modeling method. It treats document as a mixture of latent topics, the words are

generated from the topic with probability. Both the distribution of topics in a document

θ and the distribution of words in a topic φ follow Dirichlet-categorical distribution. The
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priors α and β in these two Dirichlet functions are set to numbers much less than 1, to

generate sparse words/topics distributions. These settings follow the intuition that each

document has a small number of topics where each topic has few words associated with it.

Despite the success of LDA in many fields [27, 29, 30], this method still suffers from

some drawbacks. First, the LDA model treats each topic independently without consid-

ering the correlation among topics. For example, to model papers in a computer science

conference, publications in NLP topic would have a higher correlation with publications

in the Computer Vision (CV) field than the ones in Human-Computer Interaction (HCI)

field. Failing to consider such topic correlation would result in poor topic modeling qual-

ity, reflected in a high model perplexity [31, 32]. Second, LDA treats each document in-

dependently without considering the correlation between documents. Each document has

several features, such as the author, the date, and the published platform (e.g., journals).

The correlation among documents can be expressed by common authors, chronological or-

der, same platform, etc. Failing to represent document correlation not only affects topic

modeling quality but also adds extra effort to analyze topic modeling results: researchers

need to perform a post-hoc analysis to study the association between the topic and the doc-

ument feature of interest. Third, LDA has limited performance in short text topic modeling,

such as social media post analysis. This is because LDA relies upon document-level word

co-occurrence to infer latent topics, but social media posts are short and noisy, resulting in

insufficient word co-occurrence information [33].

2.1.2 Correlated Topic Model

Blei and Lafferty [31] proposed Correlated Topic Model (CTM) to take into account

topic correlation. In CTM, the Dirichlet distribution for topic prevalence is replaced by a

logistic normal distribution transformed from a multivariate normal random variable [32].

If there are k topics, then the covariate matrix in the multivariate normal distribution has a

size of k× k, where each entry represents a topic-to-topic correlation. The logistic normal
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serves as a softmax function: converts the k-sized variable sampled from multivariate nor-

mal into a vector of probabilities. Although CTM only models the correlation between two

topics at most, it outperforms LDA in the quality of generated topics [31, 32].

2.1.3 Structural Topic Model

Structural Topic Model (STM) [34] improves CTM by incorporating the aforemen-

tioned document-level correlation. It assumes that both topic and word distributions are

conditioned on document meta features (e.g., author, date). Suppose there are m docu-

ment meta features and k topics, STM models document level information with a m× k

document-topic correlation matrix. The document vector d is the multiplication of 1× k

document meta vector and m× k document-topic correlation matrix [35]. Similar to CTM,

distribution over topics (topic prevalence) is modeled as a logistic normal distribution,

where the mean is the document vector d, and the covariate matrix is the same as in CTM.

The distribution over words (topic content) is a multinomial logit of three deviation fea-

tures: topic, document-level covariates, and topic-covariate interaction [34, 35]. One ad-

ditional feature of STM is that it allows adding continuous meta data (such as time) as

covariates to the system, enabling more flexible analysis [36]. In summary, STM allows

researchers to compare the difference in topics between different document groups (author,

partisan affiliation) and track the temporal trend of topics.

We relied upon LDA and STM in long document topic modeling: DTC-GT Reddit

post analysis [24] and Gene-edited babies Reddit post analysis [37], respectively. Given

the drawback of LDA in short document processing, we adopted a different approach in

our COVID-19 Twitter analysis (aim 3): topic identification through Twitter hashtag vector

clustering. The hashtag vectors are obtained from a Twitter word embedding model, which

utilizes word co-occurrence information in a neighborhood instead of the whole document

to learn the semantics between words.
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2.2 Word Embedding

How to model words mathematically is a fundamental problem in NLP. Conventional

NLP methods convert each word into a feature vector through one-hot encoding [38]. But

this approach has several drawbacks: 1) one-hot encoding suffers from data sparsity; 2) new

words that do not appear in the training corpus can not be well handled, and 3) the feature

vector does not possess any semantic meaning. Word embedding solved these problems

by representing words using a continuous vector that stores semantic and syntactic mean-

ings. According to [39], the family of word embedding models can be divided into two

groups,context-counting models and context-predicting models. In this section, we briefly

review several highly cited word embedding models in these two approaches, common

model evaluation methods, and applications of word embedding models.

2.2.1 Word Embedding Models

Context-Predicting Models Skip-gram model [40] trains word embedding by predict-

ing context words around the target word. Given the target word wt and window size c, the

goal is to maximize the log probability ∑−c≤ j≤+c, j ̸=0 log(P(wt+ j|wt)) . Here, P(wt+ j|wt)

is defined using the softmax function. However, the training speed of the skip-gram is slow

since the softmax function needs to go through all the words in the vocabulary (||V ||) to

get P(wt+ j|wt). Mikolov and colleagues [41] then proposed negative sampling to approx-

imate the softmax function. Negative sampling compares the training sample with only K

randomly selected negative samples using logistic regression, thus the time complexity is

reduced from O(V ) to O(K).

One problem with the skip-gram model is that rare words might not be well trained,

even with the help of sub-sampling the frequent words. Fasttext [42] extends on skip-gram

by adding subword (or character-level) information into the model. The intuition is that

character-level information can improve vector representations as “many word formations

follow rules” [42]. In fasttext, a word is represented by its character n-grams. A word vector
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is the sum of the vectors of its n-grams. Experiments showed that fasttext outperformed

skip-gram in syntactic analogy tasks but not semantic analogy ones [42].

Context-Counting Model Predicting models utilize word co-occurrence information

in a local context window. On the other hand, counting models assume that the statistics of

word occurrences in the corpus is the core of generating good word representations. Glove

[43] combines global occurrence matrix with local content window and claims that Glove

outperformed skip-gram in various tasks. But Lai and colleagues [44] demonstrated that

this claim could be mostly attributed to the different number of training iterations, where

[43] compared a twenty-five-iterations Glove model to a one-iteration skip-gram model. In

practice, Levy and colleagues [45] found that the performance difference between the two

algorithms is insignificant.

Sentiment-Specific Word Embedding Word embedding models learn both syntactic

and semantic information from the corpus. However, for some tasks, not both types of in-

formation are necessary. As Tang and colleagues [46] pointed out, the syntactic information

in word embedding vectors can be problematic for sentiment analysis tasks. For instance,

the vectors of word good and bad have high similarity due to their similar syntactic struc-

ture, but sentiment analysis task can not benefit from this similarity as the two words have

opposite sentiments. Tang and colleagues [46] proposed Sentiment-Specific Word Embed-

ding (SSWE) to focus on learning the sentiment information of words. Given the vector

representation of n adjacent words, the training objective function aims to minimize the

cross entropy loss of the predicted sentiment polarity. To acquire the sentiment-annotated

training corpus, the authors collected 10 million tweets with positive and negative emoti-

cons. Experiments showed that SSWE outperformed top system [47] in SemEval-2013

Twitter sentiment classification track.

Predicting sentiment polarity improves the performance of SSWE on sentiment-related

tasks, but it also limits the generalization ability of SSWE, making it less suitable for

semantic- or syntactic-related tasks. In our approach, we utilize annotated sentiment in-
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formation in the inference step and keep the model training the same as in [41]. Thus our

learned embedding can be applied in both sentiment analysis and semantic analysis.

2.2.2 Word Embedding Model Evaluations

Given the different choices in modeling algorithms and in hyper-parameter selection,

several word embedding model evaluation methods have been proposed. Lai and colleagues

[44] grouped evaluation methods based on the usage of the embedding vector: embedding

as semantic properties for similarity or analogy test, embedding as features for downstream

tasks, and embedding as the initialization of neural networks. The first group also referred

to as “intrinsic evaluators” and the remaining two groups are referred to as “extrinsic eval-

uators” [48].

Intrinsic Evaluators Word similarity tasks aim to evaluate the model by comparing

the correlation of word vectors with similarity scores of words judged by humans. The

intuition behind it is that a well-trained model will learn the latent semantic information

of words, and the semantic similarity of word pairs can be measured by the correlation

of word vectors (e.g., cosine similarity). The main problem with this evaluator is that the

concept of similarity is often confused with relatedness [49]. The word Trump and Biden

are highly related, but it does not mean these two persons are similar.

Word analogy task was proposed by Mikolov and colleagues [50], which utilized the

vector geometry to find the target word in an analogous pair. The authors introduced two

types of analogy tasks: syntactic task and semantic task. Despite the fact that word analogy

also suffers from the subjective problem, it serves as a good benchmark test for many

applications [48].

Extrinsic Evaluators Intrinsic evaluators measure word similarity by the correlation

between word vectors [51], but studies have found that this evaluation might not represent

the model performance in extrinsic tasks [52]. In this regard, several extrinsic evaluators

have been proposed for different downstream tasks: part-of-speech (POS) tagging, Named-
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entity recognition (NER) [38], and sentiment analysis [53]. In extrinsic tasks, the word

vectors serve as input for the subsequent models, which can be a shallow neural network

[54], or a machine learning classifier (e.g., logistic regression).

With different embedding algorithms and various evaluators available, how to select

the desired model might be a “happiness trouble”. However, several studies have shown

that the performance of different word embedding models is similar to each other [45, 55].

Levy and colleagues [45] demonstrated that model performance improvement is acquired

through hyper-parameter tuning, instead of changing embedding algorithms. Thus, in our

analysis, we chose only one word embedding algorithm, but designed two evaluation tasks

to tune hyper-parameters.

2.2.3 Word Embedding Applications

Word embedding often serves as input for different NLP tasks like document cluster-

ing, classification, and named entity recognition. This type of “extrinsic usage” has been

well surveyed [56]. This subsection focuses on the “intrinsic usage” usage of the word

embedding model.

Stereotypes Bolukbasi and colleagues [57] revealed gender stereotypes in the word

embedding model trained on Google News articles. They proposed a debiasing algorithm

to remove gender stereotypes from the model by removing the gender subspace components

from the original word vector. Later research showed that language model inherits human

stereotype (bias) from English training corpus in race [58], gender [59] and other aspects

[60]. The same phenomenon exists in different languages [61], even in textbooks [62].

Even though there are unwanted biases in the word embedding model, Garg and col-

leagues [55] showed that the correlation of word embedding vectors could be used to quan-

tify historical trends and social change. They studied how gender stereotypes evolved in

the US in the past 100 years. They found that women’s bias in word embedding models

positively correlated with women’s occupation percentage in various occupations (e.g., en-

15



gineer, nurse, dancer). In addition, by studying the correlation between women’s group

vector and vectors of adjectives, they found that the women’s movement in the 1960s and

1970s dramatically changed how people describe women.

Diachronic Semantic Shift Several studies investigated the temporal changes in se-

mantic meanings using word embedding models [63]. The main difficulty in measuring

semantic shift is how to compare word vectors across different models trained with dif-

ferent corpora. To maintain the stability of temporal word embedding models, Kim and

colleagues [64] trained models in an incremental updating manner. The authors used the

model at time t as the starting point for training the model at time t + 1. Other solutions

[65, 66] tried to project diachronic models to the same space, by finding a linear transfor-

mation of vectors of some “anchor” terms at different times. Kulkarni and colleagues [65]

used the k-nearest neighbors of the target word as anchors for model alignment, whereas

Zhang and colleagues [66] applied the transformation globally through a set of predefined

semantic-stable terms. Bamler and colleagues [67] modified the word embedding objective

to force the alignment during the training process to avoid post-training alignment. Eger

and colleagues [68] studied the semantic change of words using time-series word embed-

ding models. Under the assumption that most of the words are semantic-stable, Eger and

colleagues measured semantic shift using a vector of similarity scores between the target

word and common words among the corpus. The intuition behind this approach is that the

semantic information of a target word can be obtained by comparing it with other words.

Inspired by the work of Garg and colleagues [55], we hypothesize that correlation be-

tween the target word vector and adjective vectors reveals the sentiment towards the target.

Moreover, following the assumption in the work of Eger and colleagues [68], we mea-

sure the sentiment information of a target word by comparing it with a set of sentiment-

annotated adjectives.
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2.3 COVID-19 Sentiment Analysis on Social Platforms

In this section, we review sentiment analysis studies on COVID-19 and related topics.

Depending on the subject, we divide the related research into four categories: COVID-19

general, face mask, vaccine, and others.

COVID-19 General Jelodar and colleagues [69] built a Long short-term memory (LSTM)

classifier to detect the sentiment of comments in COVID-19 related subreddits. By com-

bining topic modeling (LDA) with sentiment analysis, they studied the shift of public at-

titudes towards various COVID-19 related topics. The authors identified over 90 topics

from 563,079 comments. A human interpretation was employed to better understand the

generated topics. Chandrasekaran and colleagues [70] studied the change in public sen-

timent towards COVID-19 related topics using Twitter. Relying on the topic modeling

approach LDA and sentiment analysis tool VADER (abbreviation for Valence Aware Dic-

tionary for sEntiment Reasoning) [71], the authors found that the public has a negative

attitude towards topics like cases update, racism, and political impact. At the same time,

they observed that sentiment on the economic impact, the healthcare industry, and COVID-

19 prevention and treatment shifted from negative to positive. Through LDA and VADER,

Wang and colleagues [72] compared public sentiment differences towards COVID-19 be-

tween California and New York Twitter users. They found that popular topics in California

and New York states are similar. At the same time, tweets posted in California had stronger

negative sentiment than tweets posted in New York. Jang and colleagues [73] compared the

temporal trend of sentiment towards COVID-19 in the United States and Canada via Twit-

ter. The authors obtained 60 opinion terms through aspect-based sentiment extraction [74]

and aligned the trend of sentiment with Google mobility data. Valdez and colleagues [75]

studied US mental health status during COVID-19 by aligning the sentiment of COVID-19

tweets with Twitter users’ timeline data. The authors applied Pruned Exact Linear Time

(PELT) change-point detection [76] to identify significant changes in Twitter users’ senti-

ment. The results suggested that the decrease in timeline sentiment may indicate decreased
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social well-being. In contrast, the increase in COVID topical sentiment may be caused by a

priming effect. Miao and colleagues [77] applied data augmentation technique to monitor

public opinion on COVID-19 intervention measures, as data augmentation excels in vari-

ous natural language processing tasks [78]. Xue and colleagues [79] applied NRC Emotion

Lexicon [80] to analyze Twitter users’ eight types of emotions towards COVID-19 related

topics. Garcia and Berton [81] analyzed the sentiment of COVID-19 tweets in English

and Portuguese via CrystalFeel [82], which combined affective lexicon features and word

embedding to classify the emotion behind the sentence.

Face Mask Al-Ramahi and colleagues [83] found a strong positive correlation between

the volume of tweets against face-mask mandates and the number of new COVID-19 cases.

Yeung and colleagues [84] applied the LDA + VADER pipeline to study public sentiment

towards mask usage. They expanded their analysis by combining sentiment analysis results

with users’ demographic information. They inferred users’ demographics (age, gender,

ethnicity) from their Twitter profile (text description and image avatar) and inferred users’

political affiliation based on political candidates followed by the user. Through offline

change point detection and tweets/policy news review, the authors found that Republicans

had a sentiment shift after Trump’s face mask tweet posted on July 20, 2020.

Vaccine Sattar and colleagues [85] analyzed Twitter users’ sentiment toward COVID-

19 vaccines produced by different companies. Through sentiment analysis tools TextBlob

and VADER, they found that about 20%−25% of vaccine-related tweets showed a positive

sentiment, while about 10% of tweets had a negative sentiment. Their investigation of

the sentiment about other safety measures had similar results. Muric and colleagues [86]

collected tweets containing anti-vaccine hashtags to study the news source being used to

promote the spread of anti-vaccine messages and anti-vaxxers’ political leaning.

Others Dr. Jiebo Luo studied the impact of COVID-19 on social life in various aspects

using social media, like hoarding behavior [87], monitoring depression [88], and college

students’ reaction to school closing [89]. The general steps of these studies are: first,
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collect social media messages between opposing groups (i.e., hoarding vs. anti-hoarding,

college students vs. general public) through hashtag searching, user profile analysis, or a

classifier based on a user’s Twitter timeline. Next, apply topic analysis to explore latent

topics of collected tweets and use sentiment analysis (LIWC or VADER) to detect user

attitudes. Finally, comparing the sentiment differences between opposing groups among

latent topics.

In summary, sentiment analysis approaches adopted in the aforementioned studies can

be divided into two groups: 1) rule-based analysis and 2) machine learning classification.

Rule-based approaches [70, 84, 85, 90, 91] use pre-built, lexicon- and rule-based sentiment

analysis applications, such as TextBlob and VADER, to directly infer sentiment in tweets.

However, the rule-based approach fails to leverage the contextual information in a corpus,

which varies by corpus. By contrast, machine learning approaches [69, 79, 83, 88, 92, 93]

can infer implicit semantic and contextual information. Yet these methods are hindered by

the need for a non-trivial amount of data annotation and training.

Aiming for an accurate and ‘labor-inexpensive’ sentiment analysis solution, we propose

a novel approach for public sentiment analysis in our third aim. Our method analyzes

sentiment on a (population) group level, which combines lexicon and semantic information

to quantify public sentiment with respect to the specific population of interest.
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CHAPTER 3

Analyzing Research Cohort Membership Disclosure on Twitter

In this chapter, we analyze the phenomenon of research cohort membership informa-

tion disclosure on social platforms. First, we discuss the privacy risks and consequences

of membership disclosure, and review existing membership inference attacks. Next, we

present a novel attack that utilizes phenotypic summary statistics of a medical dataset

for membership inference, and evaluate the power of the attack on four research cohort

datasets. Our result suggested that it is plausible that sharing phenomic summary statis-

tics may be accomplished with an acceptable level of privacy risk. Although the harm of

the attack might be controllable, cohort participants may disclose membership information

by themselves. This is because cohort participants are self-disclosing their membership

and discussing their participating experience on publicly accessible social platforms, such

as Twitter. Through Tweets classification and sentiment analysis, we uncovered over 100

tweets disclosing the individuals’ memberships in over 15 programs, in which 71 tweets

expressed a neutral or positive sentiment about participation. Our investigation showed

that self-disclosure on social media could reveal participants’ membership in research co-

horts, and such activity might lead to the leakage of a person’s identity, genomic, and other

sensitive health information.

3.1 Introduction

To accelerate research and improve health care outcomes, various programs are gather-

ing health-related information from individuals to build large cohorts [94–96]. The primary

objective of these programs at the early stage is to collect a wide range of data from their

participants, including genomic, phenomic (via surveys and electronic medical records),

and demographic information [97, 98]. The data are then made accessible to researchers

to explore hypotheses, study associations, and develop new approaches to manage one’s
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health [99, 100]. One common nature of these programs is that they are large and getting

larger with respect to the number of participants and the size of collected data. One ex-

ample of such a program is the Personal Genome Project (PGP), which was launched by

Harvard researchers to improve the personalization of medicine [97]. This program has

collected more than 10,000 genomes of participants from a variety of countries [101]. The

100,000 Genomes Project serves as another example, which has collected the genomes

of one hundred thousand British participants to improve research on rare diseases [102].

And, to investigate how genetic predisposition and environmental exposure contribute to

disease development, UK Biobank is now generating whole genome sequencing data on

over 500,000 individuals [103].

Figure 3.1: Biomedical research cohorts.

These programs aim to make data widely available, an endeavor that is realized by shar-

ing data with trusted researchers and, at times, with the public [95]. However, the sharing

of individual-level health data raises privacy concerns. This is because participants might

consent to making their genome and health data available to researchers (or to the public),

but not revealing their identity, which can result in unexpected economic or reputational

loss [104]. As such, the majority of large cohort programs adopt strategies to protect their

participants’ identity [105], for example, through the application of de-identification rou-

tines.
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Yet, there are concerns about the degree to which protection can be sufficiently realized

in the age of big data. This is because there are various ways in which privacy may be

compromised in such systems. For instance, there have been a number of re-identification

attacks designed to leverage a wide range of data types [22, 106]. In 2013, Sweeney and

colleagues [107] re-identified the names of more than 40% of the PGP participants by

linking demographic data (ZIP code, gender, and date of birth) of de-identified records to

the voter registration lists, the attack is demonstrated in Figure 3.2.

Figure 3.2: Demonstration of Sweeney’s linkage attack.

Though these attacks often require a non-trivial amount of time, effort, and money to

realize in a manner that would be considered detrimental to a program [108], there are

several developments that are enhancing the opportunities for penetrating the privacy of

individuals in such environments. The first is that participants are increasingly becoming

partners in the research environment. The second, and partially an artifact of the first, is that

participants are using social platforms to discuss their experiences in the research domain

on a widely accessible scale [109, 110]. The third is that the research programs themselves

may encourage volunteers to tell their stories publicly, with the goal of encouraging people

to join the study. Revealing such information makes it evident that the social media sharer

is a member of the cohort. This makes it easier for would-be attackers to identify the
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sharer in the resource. This can be specifically accomplished by using the sharer’s personal

information that might be revealed on social media, as well as demographics that might be

accessible through information brokers, to link the sharer to their record in the program’s

de-identified dataset [111]. The attack process is illustrated in Figure 3.3. While some

individuals may feel comfortable revealing certain information about themselves (e.g., a

family history of heart disease), they may not be comfortable revealing their whole genome.

As such, this behavior potentially jeopardizes the privacy of the participants themselves, as

well as the reputation of the project.

Figure 3.3: Leveraging membership disclosure for linkage attack.

To study the plausibility of an attack, we investigate the frequency of membership dis-

closure on social media. To do so, we selected a number of research studies from the

Database of Genotypes and Phenotypes (dbGap) at NIH and Wikipedia Cohort Study Cat-

egory [112]. We then set out to ascertain if any membership disclosure transpired in a pop-

ular social media platform, Twitter. To do so, we gathered over 100,000 tweets related to

these cohorts and selected approximately 4,000 that contained keywords (e.g., participant,

join, volunteer) indicative of potential disclosure. As will be illustrated below, we discov-

ered membership disclosure tweets that revealed the participation of over 100 individuals.

We inspected Twitter profiles for these individuals, which indicated demographics, health

conditions, and occupations that might be leveraged to link to an individual’s de-identified

record. All of the mentioned information provides an opportunity to find the users’ record

in the study cohort and uncover additional information that has yet to be revealed in an
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identified manner, such as the participant’s genome or potentially stigmatizing health in-

formation.

This investigation also reveals several patterns. First, we show that membership-related

tweets often contain certain types of words (e.g., join, participant, and volunteer). Second,

over 80% membership disclosed participants have a non-negative attitude towards the pro-

gram they are involved in. Sentiment analysis shows that most of these participants are

happy to be a part of the cohort, which might be the incentive for some participants to re-

veal information about themselves. Third, longer lasting and larger cohort studies usually

have more membership leakage on Twitter. We note that this is a hypothetical study only

and we did not actually re-identify these individuals in the cohorts they claim to be a mem-

ber of. Nonetheless, our results show that posts on social media can reveal participants’

membership in research cohorts and such activity might lead to the leakage of a person’s

identity, genomic and other sensitive health information.

3.2 Related Work

3.2.1 Attacks Against De-identified Medical Dataset

In this section, we briefly review identity disclosure and membership detection attacks

against de-deidentified medical dataset. Over time, there have been a variety of attacks

perpetrated against de-identified medical and genomic data that have indicated the poten-

tial for privacy violations. Generally speaking, there are different classes of privacy attacks

that have been realized, two of which are worth noting for context. The first type of at-

tack [113] corresponds to identity disclosure. In this attack, the adversary aims to infer

a person’s identity (e.g., personal name) from de-identified records. One common tech-

nique employed in such an attack is linkage, where a de-identified record is related to

some identified clinical records through features they commonly share, often referred to as

quasi-identifiers [111, 114]. This style of attack has been applied to exploit uniqueness in

genomic sequences [115], but also the combination of an individual’s demographics [116],
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sets of health care facilities they visited [117], laboratory test results they received [118],

and diagnoses they were billed for [114]. It should be recognized, however, a linkage attack

requires datasets to be disclosed in a manner that reveal individual-level data.

To protect the privacy of the participants, various programs aim to release summary

statistics about certain factors about the participants in the study only. Often, these fac-

tors correspond to the rates at which certain genomic variables, such as specific alleles,

were observed in the study, or in subpopulations of the study (e.g., a Caucasian or African

American race). Yet, it has been shown that sharing summary statistics can still lead to

privacy concerns [113]. Specifically, it was discovered that if someone has access to allele

frequencies for 1) the study pool, 2) some reference population, and 3) the genomic vari-

ants of a targeted individual, then, under the right conditions, it can be predicted with some

certainty if the target is the member of the pool. This type of attack, named as membership

detection, is executed by comparing the similarity of the target individual’s alleles to the

rates at which such alleles manifest in the pool and reference (which serves as an indica-

tion of a random background of individuals from which the biased pool could have been

selected), such that when the target is sufficiently similar to the pool, their membership

may be disclosed. This attack, which was first posited by Homer and colleagues [119], was

so surprising and successful that it prompted the NIH, as well as the Welcome Trust, to

remove all genomic summary statistics from the public domain.

Several attacks has been proposed for the presence detection through genomic sum-

mary data. For instance, in the seminal work of Homer and colleagues, they measure the

similarity in terms of the rate at which minor alleles are realized [119]. In the work of

Gymrek and colleagues, the similarity measure relies on the distance in terms of short

tandem repeats (STRs) on the Y chromosome [120]. By contrast, the attack postulated

by Sankararaman and colleagues [121] relies less on a similarity measure and more on a

probabilistic model, which specifically corresponds to a likelihood ratio test based on if

a targeted individual is more likely to be in, than out, of a study pool. Bustamante and
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colleagues [122] demonstrate a similar membership detection attack, which was applied to

the Beacon platform of the Global Alliance for Genomics and Health, based on a likeli-

hood ratio test that needs only the genomic presence data. Countermeasures for this attack,

such as systematically hiding parts of the genome have been proposed[123, 124]. Wan and

colleagues[108] demonstrate a way to find the optimal strategy to mitigate the privacy risk

of such a membership detection attack based on game theoretic analyses using real world

datasets include SPHINX and 1000Genomes.

To date, the membership attack has focused on genomic data only. While associa-

tion studies have evolved to perform genome-wide scans, they have evolved to incorporate

phenome- wide scans [125]. This is notable because it expands the scope of data sharing,

as well as the privacy attack surface. In this respect, one must question the extent to which

making summary phenome statistics available allow for presence detection attacks as well.

In this chapter, we propose a new perspective of the membership attack, whereby we use a

targeted individual’s phenotypic information to detect their membership in a dataset. This

attack diverges from previous investigations in several notable ways. First, phenotypic and

genomic data are different both in terms of quality and quantity. While a person harbors on

the order of 10 million basic genomic variants (e.g., single nucleotide polymorphisms or

short tandem repeats), the typical structured phenomic information drawn from the clinical

domain corresponds to no more than 1000 possible variants (and often orders of magni-

tude less). Second, we add controls to the feature space, such that we test what happens

when the attacker only has partial knowledge about the targeted individual, which is a more

likely occurrence in the phenotypic than genotypic scenario[116]. Third, we perform our

analysis using several different datasets to create a generalizable result, which is atypical

in investigations that focused on genomic data in prior studies.
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3.2.2 Personal Health Information Disclosure

The personal health information that has been disclosed on social media has been lever-

aged to study health-related behaviors [19, 109, 126]. In spite of the great potential research

value, there still exist many concerns regarding the sharing of personal health status or

negative health risk behaviors in online environments [127]. For example, Morgan and col-

leagues [128] showed that one-third of investigated college students reported having posted

a picture depicting substance use on social media platforms. Sharing such information will

not only trigger privacy concerns about the disclosers themselves (e.g., damage to reputa-

tion), but may have the potential to influence other people’s behavior. For instance, it was

observed that discussions about prescription abuse over Twitter may aggravate substance

abuse [129, 130].

Additionally, it should be noted that people share their own information as well as that

of other people in online environments. It has been shown that individuals disclose infor-

mation about a wide range of acquaintances, ranging from family members to friends to

high profile persons in the media [19, 131]. For example, Christofides and colleagues [132]

illustrated how undergraduate Facebook users posted personal information (e.g., dates of

birth and email addresses) in their profiles, but also shared photos of their friends perform-

ing potentially sensitive acts (e.g., drinking alcohol at parties).

Our work differs from the aforementioned studies in that we focus on the privacy issues

regarding the membership of participants in biomedical research programs on social me-

dia. Specifically, we study self-disclosures made by the program participants themselves,

as well as investigate the disclosures made by the organizations who own and have respon-

sibility to protect the participants’ data. In doing so, our research contributes to the health

information privacy field by highlighting a new type of privacy risk: the cohort membership

leakage through social media.
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3.3 Membership Detection using Summary Statistics

In this section, we present the membership detection attack through phenotypic sum-

mary statistics. We use a targeted individual’s phenotype information and statistical sum-

mary data about a given dataset to detect if the targeted individual is in the dataset or not.

We collect data from SPHINX, Vanderbilt University Medical Center (VUMC), Northwest-

ern University (NW) and Kaiser Permanente Washington Health Research Institute (KPW)

to perform this analysis. Specifically, we use SPHINX as the pool dataset, and the other

three datasets as references. Based on these datasets, we performed a systematic series of

controlled experiments to assess the risk of phenotypic membership detection. We show

that this attack is possible and can achieve a relatively accurate result (over 80% precision

and recall) under certain conditions. However, at the same time, we find that the strength

of this attack can be controlled and is likely mitigated by natural phenomena. In particular,

this is because the attack is dependent upon the adversary’s knowledge about the target

and reference dataset. And, as we illustrate, the attack weakens as we limit the amount of

phenotypic information available to the adversary, as well as when the size of the reference

dataset grows. A particularly notable finding is that when the number of phenotypic fea-

tures available to the attacker is no greater than 6 (a plausible number of features available

to an adversary[116]), the recall and precision of this attack is below 13%.

3.3.1 De-identified Phenotypic Datasets

eMERGE-PGx dataset The eMERGE-Pharmacogenetics (PGx) [133] dataset con-

tains the genetic sequencing and phenotype data (demographics, medications, and ICD-9,

PheWAS codes and CPT codes) of 8,173 subjects. These subjects are from 9 different

eMERGE-PGx sites: Children’s Hospital of Philadelphia (CHOP), Cincinnati Children’s

Hospital Medical Center (CCHMC), Geisinger Health System (GHS), Kaiser Permanente

Washington with University of Washington (KPW), Marshfield Clinic, Mayo Clinic, the

Icahn School of Medicine at Mount Sinai, Northwestern University (NW), and Vander-

28



bilt University Medical Center (VUMC). In particular, this dataset provides the individual

records of each subject. In each record, a list of phenome-wide association study (Phe-

WAS) codes is generated from the subject’s phenotypic information [125]. A complete

PheWAS code has 5 digits including the root code (i.e., the first 3 digits) and child code

(i.e., the last 2 digits). Some of the PheWAS codes in the dataset only contained the root

code, while others contained the root and child codes. For consistency, we rolled up every

5 digit code to its 3 digit form. For example, after the roll-up, a subject with PheWAS codes

008.51, 008.52, and 008.60 will be represented by a single code: 008. A total number of

579 PheWAS root codes appeared in the dataset at least once. The prevalence of each 3-

digit PheWAS code was computed based on the individual level records. Here, prevalence

is defined as the proportion of patients that were assigned the code. After preprocessing,

the data consisted of the prevalence of 579 PheWAS codes.

VUMC SD Dataset The VUMC Synthetic Derivative (SD) dataset contains de-identified

individual level records of over 2 million subjects [134]. These subjects are the set of pa-

tients that received any medical care at VUMC. 11.0% of the participants in eMERGE-PGx

are sampled from the VUMC. For each subject, this dataset contains a list of ICD-9 codes

derived from the electronic medical record. The SD is a set of records that is no longer

linked to the identified medical record from which it is derived and has been altered to the

point it no longer closely resembles the original record. We map each ICD9 codes to a 3

digit PheWAS code and compute the prevalence of each PheWAS code in the VUMC SD

population. After preprocessing, we obtained the prevalence of 564 PheWAS codes and the

individual-level data of 2,155,348 subjects.

KPW and NW Datasets The KPW and NW datasets contain the aggregated statistics

of ICD-9 codes of 2,446,230 patients that received care from Kaiser Permanente Wash-

ington (KPW) and 1,602,402 patients Northwestern University Memorial Hospital (NW).

12.1% and 8.9% of participants in eMERGE-PGx are sampled from KPW and NW respec-

tively. For this study, we rely on the counts of patients who received each ICD-9 code.
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Based on the ICD-9 PheWAS mapping, we compute the count of each 3-digit PheWAS

code as the sum of the count of each ICD-9 code that is mapped to the PheWAS code. This

preprocessing provided the prevalence of 452 PheWAS codes for subjects from KPW, as

well as NW. Table 3.7 provides a summary of the datasets.

3.3.2 Membership Detection based on Likelihood Ratio (LR) test

Based on this data, we now provide intuition into the attack. Given the set of PheWAS

codes a subject has been assigned, along with the prevalence of PheWAS codes in the pool

and the reference, we can make a prediction about if the target is in the pool (or reference)

based on a likelihood ratio (LR) test. Formally, we represent each individual as a set of

PheWAS codes in a binary vector x = (x0,x1, . . . ,xn), where xi = 1 if the subject has the ith

PheWAS code and 0 otherwise. We then compute the LR score as:

ln
P(x|pool)
P(x|re f )

= lnP(x|pool)− lnP(x|re f ) (3.1)

where P(x|pool) and P(x|re f ) is the probability that a subject x is in the pool and

re f erence, respectively, given their PheWAS codes prevalences.

We represent the prevalence of the ith PheWAS code in the pool and reference as

P(pool, i) and P(re f , i), respectively. We can derive P(x|pool) and P(x|re f ), where:

P(x|pool) = ∏
i

P(pool, i)xi(1−P(pool, i))1−xi (3.2)

P(x|re f ) = ∏
i

P(re f , i)xi(1−P(re f , i))1−xi (3.3)

And, we can represent the LR score in terms of P(pool, i) and P(re f , i):

ln
P(x|pool)
P(x|re f )

= ∑
i

xi lnP(pool, i)+(1− xi) ln(1−P(pool, i))

− xi lnP(re f , i)− (1− xi) ln(1−P(re f , i)) (3.4)
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Now, given a predefined threshold θ , we predict that the subject is in the pool if their LR

score is above the threshold. Otherwise, we predict that the individual is in the reference.

Performance measures We use standard measures to measure the performance of the

attack. Recall is the fraction of correctly predicted pool subjects over the size of the pool. It

measures the completeness of our prediction. Precision is the fraction of correctly predicted

pool subjects over all subjects we predicted as in the pool. It measures the relevance of our

prediction. Accuracy is the fraction of all the correctly predicted subjects over all subjects

in the pool and reference. It measures the prediction accuracy for both the pool and the

reference. In this attack, since we care more about the subjects’ presence in the pool,

but not the reference, accuracy is not as important of a measure as others in practice, but

we report it for completeness. The F1 score is the harmonic average of the precision and

recall and is the primary privacy measure employed by our experiments. Let T P be the

number of correctly predicted pool subjects, FP be the number of subjects predicted in the

pool by mistake, T N be the number of correctly predicted reference subjects, P be the size

of pool and N be the size of reference shown in, then recall = T P
P , precision = T P

T P+FP ,

F1 score = 2 precision×recall
precision+recall and accuracy = T P+T N

P+N .

3.3.3 Experiments and Results

To perform our experiments, we set the eMERGE-PGx dataset as the pool and use

VUMC SD, KPW and NW as the reference populations. We first investigated the extent to

which a targeted individual can be detected in the eMERGE-PGx pool of 8,173 individuals.

To perform this analysis, we randomly sampled a subset of subjects from the VUMC SD to

form the reference set. We simulated scenarios with three different ratios of the pool and

reference sample size: 1:1, 1:25, 1:250. As such, the reference set sizes for each scenario is

8,173, 204,325, and 2,155,348 (all subjects in VUMC SD). The details of the experimental

setup are reported in Table 3.1.

In each setting, for each subject in the union of the pool and the reference, we compute
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Table 3.1: Design of the experiments that assess the influence of the prior probability of a
targeted individual being in the pool.

Scenario Pool Size Reference Size Proportion (pool:reference)

a 8,173 8,173 1:1
b 8,173 204,325 1:25
c 8,173 2,155,348 (all subjects) 1:250

the LR test score. We make one of two claims based on the score: i) the subject is in the

pool or ii) the subject is in the reference. We say that a false positive occurs when we claim

the subject is in the pool, but they were really in the reference. We repeated the experiment

10 times, each time randomly sampling a portion of records from VUMC SD. The average

precision, recall and accuracy of the 10 runs at 20 different threshold levels are shown

in Figure 3.4. In Figure 3.4, the pool:reference sample proportion decreases from left to

right. Recall and Precision are shown in the first row and Accuracy and F1 are shown in the

second row.

For every threshold θ , we compute the variance of recall and precision at 10 runs, and

report the average variance of recall and precision. For Figure 3.4.a, the average variance

of recall is 4× 10−6, the average variance of precision is 2× 10−5. For Figure 3.4.b, the

average variance of recall is 1×10−7, the average variance of precision is 1×10−3. These

results imply that average performance of our attack is highly stable in the context of these

experiments.

There are several notable findings that are illustrated in Figure 3.4. First, it can be

seen that the most successful attack setting is realized when the pool and reference are of

equal size, as shown in Figure 3.4.a. In this case, the recall, precision, and F1 score are all

maximized when the threshold is θ =−20 (recall = 0.839; precision = 0.828; F1 = 0.833).

This means that, at this threshold, we correctly detected the presence of more than 80% of

the subjects with a false positive rate of approximately 18%.

Second, as shown in Figures 3.4.a and 3.4.b, it can be seen that the precision changes
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Figure 3.4: The performance of the phenotypic presence detection attack as a function of
threshold θ with different pool:reference sample proportion.

significantly with changes in the pool to reference proportion. In particular, as the size

of the reference grows, the initial precision value drops from 0.5 to 0.04 and eventually

falls to 0.004. This is due to the change in the prior probability that a target is in the pool.

When the attacker chooses the lowest threshold (θ ≈−50), they will predict every subject

as a member of the pool because every record has a score that is greater or equal to the

lowest score. It can be seen that, as the ratio changes from 1:1, 1:25 to 1:250, the prior

probability of being in the pool decreases and, as a result, the attack performance at the

lowest threshold worsens. Moreover, we can see that the shape of the precision rate (as

a function of the proportion) changes as well. Specifically, it shifts from a concave to a

convex function. This happens because, as we increase the size of reference, more subjects

in the reference appear to be similar to those in the pool. As the number of false positives

grows, the precision decreases. Eventually, when the threshold is raised to a sufficiently

high level, the precision becomes 1, which occurs at the point when only a few true positive

samples remain.

Third, the F1 score decreases as we increase the size of reference. This is expected
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because the precision is decreasing. However, it should be recognized that the decrease in

the precision and the increase in the size of the reference population are not changing at

the same rate. As we increase the population size from 8,000 to 2.2 million people, the

highest F1 score drops by 75% of its initial value. We further recognize that as the size

of reference increases, the threshold for the best overall performance (i.e., the highest F1

score) increases as well. This is an artifact of the decrease in precision. This observation

suggests that, when the size of the reference population is large, the adversary should rely

upon a larger threshold value.

Fourth, as can be seen in Figure 3.4.b and Figure 3.4.c, the precision has a small gap

at θ around 300. This happened because of the large size of the reference population (i.e.,

2.2 million people). In this case, the probability that it contains several subjects that look

like they came from the pool is relatively high. As a result, these subjects remain in the

predicted pool until θ is sufficiently large, which occurs when θ is approximately 300. This

probability reduces as the reference population becomes smaller. By comparing Figures 1.b

and 1.c, it can be seen that the red line (which corresponds to the precision) in 1.b is much

smoother than the one in 1.c.

In summary, the findings from this experiment indicate that, as we increase the size of

the reference population, the power of the attack decreases. This is primarily due to the fact

that the prior probability of a target being in the pool will decrease. Notably, this finding

is in alignment with the findings of Heatherly and colleagues [135], which indicated that a

larger population can offer better privacy protection than a smaller one.

eMERGE-PGx vs KPW and eMERGE-PGx vs NW Next, we conducted a similar set

of experiments with the three reference datasets based on summary statistics: eMERGE-

PGx vs. KPW, eMERGE-PGx vs. NW, and eMERGE-PGx vs. VUMC SD. In these exper-

iments, we set eMERGE-PGx as the pool. For the purpose of generalizability, we randomly

generate a set of subjects, with PheWAS codes. We represent these as x = (x1,x2, . . . ,xn),

where xi = 1 is the ith PheWAS code in the record. We assume that each xi is independently
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randomly distributed and P(xi = 1) is the prevalence of the PheWAS code in the dataset.

For each dataset, we generate 204,325 subjects, such that the proportion between the pool

and reference is 1:25.

We compute the LR test score for the union of all the subjects in eMERGE-PGx and

the simulated datasets. To mitigate the impact of the randomness, we generated 10 ran-

dom datasets of a given size for each reference. The average precision, recall, accuracy

and F1 score are shown for the VUMC SD, KPW and NW reference datasets in Figures

3.5.a, 3.5.b, and 3.5.c, respectively. All of the variances for the recall and precision for

three experiments are smaller than 1× 10−6. Again, this result implies that the average

performance from the experiments is likely to be stable.

Figure 3.5: The performance of the attack as a function of the threshold θ with three
different reference populations.

It can be seen that NW has the highest F1 score (0.87), followed by KPW (0.85), and

then VUMC SD (0.83). The difference in the three highest F1 scores is not that large.

However, we note that this might be an artifact of using simulated data in these experiments.

eMERGE-PGx vs VUMC SD using a Subset of PheWAS Codes The previous ex-

periments are based on the assumption that the adversary knows the presence and absence

of all the PheWAS codes for all the subjects. Thus, in this experiment, we assessed the
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performance of the LR test in a scenario when the adversary’s knowledge is limited to only

a subset of the PheWAS codes for a targeted individual. This is a more realistic scenario

because it is unlikely that an attacker will know everything about everyone[116]. In this

experiment, we use eMERGE-PGx as the pool and all subjects from the VUMC SD as the

reference. We conducted two sets of experiments. The first experiment relies on 5 PheWAS

codes, the second experiment relies on 55 PheWAS codes. We compare these results with

the earlier experiment that permitted the adversary to leverage all 557 PheWAS codes.

We performed 10 runs for each experiment. In each run, we used a set of randomly

selected PheWAS code to compute the LR test score. The average results for the runs

are depicted in Figure 3.6, where the number of PheWAS codes used in each experiment

decreases from left to right. For Figure 3.6.b, where the adversary has 55 PheWAS codes,

the average variance of recall is 7×10−4, and the average variance of precision is 0.019 .

For Figure 3.6.c, where the adversary has 5 PheWAS codes, the average variance of recall

is 0.018, and the average variance of precision is 0.026. It can be seen that as the number

of features decreases, the range of the LR score decreases as well. Specifically, the range

for the threshold shrinks from [-100, 500] to [-5, 15].

Figure 3.6: The performance of the attack as a function of threshold θ and the number of
phenotypic features available to the adversary.
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These results indicate that, as the number of features decreases, the precision, recall

and the F1 also decrease. When the adversary has 55 PheWAS codes, they can achieve a

19.8% recall and 14.1% precision, with a maximum F1 score of 16.5%. However, when

the adversary only has access to 5 features, the maximum F1 score is 9.4%, with 7.6%

recall and 12.4% precision. This suggests that when the attacker has limited knowledge

about the targeted individual, detecting their membership in the pool becomes much more

difficult. While 10% predictive power may seem large, this suggests that the adversary’s

success is, on average, similar to the risk tolerance often recommended by federal agencies

and other various policies in practice[116]. This is notable because it further suggests

that amendment to the summary statistics may not be necessary to make the data publicly

accessible.

3.4 Membership Disclosure on Twitter

In the previous section, we evaluated the power of membership detection attack through

summary statistics and showed that the risk is acceptable under appropriate protection.

However, the activities of participants and research program sponsors, particularly on social

media, might reveal an individual’s membership in a study, making it easier to recognize

participants’ records and uncover the information they have yet to disclose. This behavior

can jeopardize the privacy of the participants themselves, the reputation of the projects,

sponsors, and the research enterprise. To investigate the dangers of self-disclosure behavior,

we gathered and analyzed 4,020 tweets, and uncovered over 100 tweets disclosing the

individuals’ memberships in over 15 programs.

3.4.1 Study Cohorts Selection

We selected study cohorts from the database of Genotypes and Phenotypes (dbGap) and

Wikipedia cohort studies category [112]. dbGaP was developed to archive and distribute

the data and results from studies that have investigated the interaction of genotype and

phenotype in humans. It contains 483 biomedical research studies. By contrast, Wikipedia
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provided a convenient list of long lasting cohort studies, such as the 1970 British Cohort

Study [136]. To make our investigation more general, we chose as many different types of

studies as possible. The selected cohorts are diverse in three aspects: objective, time, and

population.

Objective. We selected cohorts to focus both on a specific disease, such as Type 1 Dia-

betes Genetics Consortium [137], as well as a particular demographic, such as the Nurses’

Health Study [138] or gender with in the Million Women Study [139].

Time. Cohort studies are not a new phenomenon. Some of the cohorts considered have

a long history. For instance, the Framingham Heart Study [140] began in 1948. Still, some

of the studies are relatively new, for example, the Qatar BioBank [141] was launched in

2012. Additionally, we selected studies to have a wide range in duration. Certain longitu-

dinal studies have lasted for decades, while some achieved their objectives in a short period

and thus were quite limited in length.

Population. The selected cohorts have a varying number of participants. There are

multiple cohorts with relatively small sizes, such as the International HapMap Project

[142], which collected human genomes from 1,000 participants. By contrast, several co-

horts contain hundreds of thousands of participants, such as the 100,000 Genomes Project.

3.4.2 Data Collection and Data Analysis

We partition our search procedure into two steps. Here we provide a high-level overview

of the process. The first step is data collection. In this step, we find all of the possible tweets

related to the selected cohorts. The second step is data filtering. In this step, we choose a

portion of the tweets from step one and manually review these tweets to find the participants

of studies. We then perform sentiment and frequency analysis on the tweets that disclose

membership in a biomedical research study. The workflow is summarized in Figure 3.7.

Data Collection. To collect tweets related to the selected cohorts, we use the names

(and abbreviations) of the 77 studies as search keywords and collect all related tweets with
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Figure 3.7: The framework for research cohort membership discovery.

a python crawler. By doing so, we obtained 139,529 tweets. Manually reviewing all of

the tweets to find those revealing an individual’s participation information would be quite

time consuming and error-prone. Since this is a pilot study, and our goal is to demonstrate

the possibility of membership disclosure instead of finding all such tweets, we narrowed

the scope of our search based on our knowledge to a portion of the tweets that are most

likely to contain information about membership disclosures. When we manually reviewed

some of the collected tweets, we found that most of the self-disclosed tweets exhibited the

following pattern: “I joined xxx research project today!”, “I am a participant of the xxx

program.” or “Now I became a volunteer of the xxx study.”

Data Filtering. We filtered the tweets with the following keywords: participant, par-

ticipate, join, and volunteer, and discarded the remainder of the tweets. It should be rec-

ognized that this search method does not guarantee completeness. We lose tweets about

disclosure that lack such search terms. For example, “I sent my test sample to xxx project

today.” is not caught by the filter. This step yielded 12,698 tweets. For most of the projects,

there are fewer than 500 tweets with the keywords of interest. Thus, we manually reviewed

all of these tweets to find those that reveal membership disclosure. For cohorts with more

than 500 tweets, we randomly select 500 for manual review. Details about the number of
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tweets collected for each cohort are provided in Table 3.2. For brevity, we depict the top 50

cohorts that returned the most tweets. Information on all 77 cohorts is available on Github1.

Sentiment and Frequency Analysis. The previous step yielded 4,020 tweets. We

manually reviewed these tweets, and labeled the tweets containing membership disclosure

information. We performed sentiment and frequency analysis on the target tweets posted

by project participants. We first removed all the links, hashtags and @ characters from the

tweets. We then fed the preprocessed tweets into TextBlob (version 0.15.3) for sentiment

analysis. TextBlob is a python package for natural language processing (NLP). For each

tweet, TextBlob generates a sentiment score in the range from [−1,+1], where -1 means

extremely negative and +1 stands for extremely positive. Next, we partitioned the tweets

into words through a process of normalization and tokenization (which partitions a tweet

into a set of words), lemmatized (which transforms a word from its original form to its base

form; e.g., walks becomes walk) all the words using python NLP package nltk (version

3.3). For the lemmatized words, we removed stop words (e.g. i, ia, in ,the). Since we used

cohort names to collect all the tweets, we also dropped all of the words in cohort names,

such as “study”, “project”, “health” and “genome”. We then counted the frequency for the

remaining words.

3.4.3 Results

Table 3.2 reports the number of tweets collected, filtered and reviewed for 77 selected

cohorts. Each of the first six cohorts in Table 3.2 has more than 10,000 related tweets,

which in total accounts for 70% of the total collected tweets. All of the cohorts in the

top 25% have over 1,000 tweets. The number of tweets collected from these 19 cohorts

accounts for 91.8% of all the tweets. There are 26 cohorts with fewer than 100 related

tweets. The distribution of tweets filtered by the selected keywords is roughly the same as

the distribution of the total collected tweets. The set of cohorts in the top 6 occupied 87.5%

of the filtered tweets and the top 19 cohorts generated 97.6% of filtered tweets. In general,
1https://github.com/yongtai123/Biomedical-Research-Cohort-Membership-Disclosure
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Table 3.2: Number of tweets collected, filtered, and reviewed for 77 cohorts.

Study Cohort All Tweets Tweets Filtered Tweets Reviewed
1 UK Biobank 24,056 4,265 500
2 100000 Genomes Prjoect (Genomics England) 22,217 1,735 500
3 UK 10K 14,999 515 500
4 LifeLines 14,600 74 74
5 All of Us Research Program 12,263 4,163 500
6 National Children Study 10,640 357 357
7 Human Longevity 4,478 45 45
8 Qatar Biobank 3,585 296 296
9 Australian Longitudinal Study on Women’s Health 3,555 136 136
10 Research Program on Genes, Environment and Health 2,769 6 6
11 Personal Genome Project 2,655 436 436
12 Raine Study 2,538 72 72
13 Generation Scotland 2,283 106 106
14 Coronary Artery Risk Development in Young Adults Study 1,616 11 11
15 Nun Study 1,275 19 19
16 Millennium Cohort Study 1,195 42 42
17 Million Women Study 1,182 17 17
18 Socio-Economic Panel 1,152 64 64
19 Avon Longitudinal Study of Parents and Children 1,005 43 43
20 Young Lives 919 36 36
21 LifeGene 850 3 3
22 Seven Countries Study 833 3 3
23 Atherosclerosis Risk in Communities 708 2 2
24 English Longitudinal Study of Ageing 673 6 6
25 Black Women’s Health Study 619 22 22
26 International Cancer Genome Consortium 601 20 20
27 1970 British Cohort Study (BCS70) 600 26 26
28 Whitehall Study 575 10 10
29 Nurses’ Health Study 565 29 29
30 Alameda County Study 353 1 1
31 Seattle 500 Study 339 2 2
32 National Child Development Study 299 26 26
33 Framingham Heart Study 290 14 14
34 Religious Orders Study 249 17 17
35 The Irish Longitudinal Study on Ageing 216 7 7
36 Women’s Interagency HIV Study 184 3 3
37 Adventist Health Studies 166 1 1
38 Study of Mathematically Precocious Youth 160 4 4
39 Newcastle 85+ Study 148 7 7
40 Great Smoky Mountains Study 129 2 2
41 International Rare Diseases Research Consortium 128 4 4
42 UK Households Longitudinal Study 126 1 1
43 Multicenter AIDS Cohort Study 119 3 3
44 National Survey of Health & Development 116 2 2
45 British Birth Cohort Studies 113 0 0
46 BioBank Japan 103 0 0
47 MalariaGEN 103 5 5
48 Taiwan Biobank 102 2 2
49 COSMOS Cohort Study 100 0 0
50 Normative Aging Study 100 1 1

... ... ... ...
Summary 139,529 12,698 4,020
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the research programs with larger volume and longer time span have to had more tweets.

In particular, programs involving government support often fall into this category.

Table 3.3: A summary of the cohort and membership coverage from tweets discovered to
reveal participation.

Self-
Tweets Tweets Disclosed Disclosed Disclosed

Study Cohort Reviewed Disclosed Tweets Tweets Individuals
1 Personal Genome Project 436 26 26 0 26
2 100,000 Genomes Project (Genomics England) 500 16 9 7 18
3 Black Women’s Health Study 22 12 12 0 12
4 Raine Study 72 11 0 11 14
5 UK Biobank 500 10 10 0 10
6 All of Us Research Program 500 10 10 0 10
7 Qatar Biobank 296 5 4 1 4
8 Nurses’ Health Study 29 4 4 0 4
9 Australian Longitudinal Study on Women’s Health 136 3 3 0 3
10 1970 British Cohort Study (BCS70) 26 3 3 0 3
11 Framingham Heart Study 14 2 0 2 2
12 Millennium Cohort Study 42 2 2 0 2
13 Million Women study 17 2 2 0 2
14 National Child Development Study 26 2 1 1 3
15 Human Longevity 45 1 0 1 1

Summary 109 86 23 114

Among the 4,020 selected tweets, we found 109 that communicated membership dis-

closure. The results of this investigation are shown in Table 3.3. These tweets come from

15 of the cohorts (19.5%). They reveal the membership of more than 115 participants. We

present some examples of disclosure tweets in Table 3.4. We replaced the person and cohort

names with xxx and rewrite the sentences to mitigate the risk of revealing the program and

participants. In Table 3.4, 86 of these tweets (78.9%) were posted by cohort participants. In

these cases, participants’ leaked either their own or their friends’ membership information

when they talked about their experience with some cohort study. This discovery confirms

the findings of [143] and [131], where it was observed that individual’s self-disclosure on

social media may reveal other people’s sensitive information. The remaining 23 tweets

(21.1%) come from the program’s official account or researcher/organizer of the study.

In these cases, the participants’ information was revealed because the program shared a

volunteer’s story.

We discuss self-disclosed and program-disclosed tweets separately in the following sec-
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Table 3.4: Examples of membership disclosure tweets.

Type Tweet
1. Proud to be a participant in this: https://url/abcd
2. I like how xxx program never forget my birthday. Thanks @xx

Self- 3. I joined xxx project because ..., I won’t never share anyone else’s DNA.
Disclosed 4. I am both a researcher and a participant of the xxx project.

1. It’s great to see Mr.xxx and his parents sharing their story about receiving
a test result from the xxx research https://url/abcd

Program 2. In this video, meet participant Ms.xxx and her father, xxx, who talked
Disclosed about why taking part is important to them https://url/abcd

3. It’s awesome that @xxx continue to contribute to the Program!
4. XXX, who has heart disease, talks about her participation in xxx study .

tions.

Self-disclosed tweets. Self-disclosure tweets refer to the tweets posted by cohort par-

ticipants. These tweets usually have a similar style, such as “I joined/participated in the xxx

study” or “I am a participant/volunteer of the xxx program.” Some users wrote an addi-

tional sentence to explain why they joined the program or how they feel about it. An anal-

ysis of the sentiment of self-disclosed tweets revealed that 71 of the 86 users (82.5%) have

a neutral or positive attitude about their participation while 39 of the tweets (45.3%) have

a sentiment score greater than 0. Such a positive attitude shows that most self-disclosed

volunteers are happy with the program they participate in and their disclosures on social

media express their support or compliment for the program rather than criticism. Words

like proud and love often appears in these tweets. Table 3.5 provides the frequency of the

26 most common words.

At the same time, a small portion of the tweets suggests a negative emotion. For exam-

ple: “I’ve been a participant for two years, but have not had any feedback.” The distribution

of the sentiment score is shown in Figure 3.8. Self-disclosure tweets usually only reveal

the user’s membership; however, at times they may involve their family or close friends. In

such cases, one or more of the users’ family members may have a rare disease (e.g., a child

who experiences a congenital heart attack) and they joined the research project together to
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Table 3.5: The most frequent words in 86 self-disclosure tweets.

word count word count word count
participant 26 invite 6 would 4
participate 23 love 5 well 4
join 20 since 5 remember 4
get 9 data 5 today 4
proud 7 one 5 great 4
interest 6 share 5 learn 4
years 6 look 4 think 4
volunteer 6 member 4

find out why and how to treat it.

Program-disclosed tweets. At times, the programs post about volunteers’ participation

experiences on social media as a way to promote the program and attract the public to join.

Most of these tweets reveal a volunteer’s membership often with health information, along

with a link to, or a video about, the volunteer’s story. Volunteers talk about why they joined

the program, as well as what they gained from entering the program. This approach may

be useful in attracting people to join the program, but this activity also increases the risk of

the volunteer to re-identification.

Disclosure tweets are more likely to be associated with larger cohorts. As shown

in Table 3.6, the cohorts with membership disclosure tweets cover more than 10,000 par-

ticipants. The studies that began more recently tend to have more members active on the

Internet, such that they appear to discuss their involvement more often. Some of the tweets

posted by participants in long term studies showed that these participants have a stable

relationship with the program. These users specifically shared their long term participant

experience and feelings about the program. The word “years” appears six times in 32

tweets.

Tweets can contain search keywords but lack user membership information. 3,901

of the 4,020 (97.3%) selected tweets do not contain user participant information. Program-

related accounts posted most of these tweets and tended to follow one of two patterns. The
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Figure 3.8: Sentiment analysis of 86 self-disclosed tweets.

first is to call for volunteers: “Come and join the xxx research program.” The second is

a thank you message to their participants: “xxx participants finished sequencing! Thank

you, everyone, for taking part in our research!”. On the other hand, tweets posted by users

revealed their interest or concern about the program. For example: “I am interested in join

the xxx study, but I am worried about my privacy.” In general, it was observed that people

are willing to join cohort studies and make their contribution, but a concern of privacy

protection is an impediment. For example, 16 tweets talked about the participants’ email

address disclosure problem of Personal Genome Project UK.

Potential Risk of Membership Disclosure. Based on this analysis, we partitioned the

risk of membership disclosure into three types: membership disclosure, identity disclosure

and attribute disclosure. Here, we will discuss these privacy threats and illustrate how they

relate to the specific population we studied.
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Table 3.6: Year launched, number of participants and the number of tweets disclosed for
the 15 cohorts.

Study Cohort Disclosing Tweets Year Launched Participants
1 Personal Genome Project 26 2005 10,000
2 100,000 Genomes Project (Genomics England) 16 2012 100,000
3 Black Women’s Health Study 12 1995 59,000
4 Raine Study 11 1989 2,868
5 UK Biobank 10 2007 500,000
6 All of Us Research Program 10 2017 20,000
7 Qatar Biobank 5 2012 20,000
8 Nurses’ Health Study 4 1976 280,000
9 Australian Longitudinal Study on Women’s Health (ALSWH) 3 1996 57,000
10 1970 British Cohort Study (BCS70) 3 1970 17,000
11 Framingham Heart Study 2 1971 14,000
12 Millennium Cohort Study 2 1991 200,000
13 Million Women Study 2 1996 1,319,475
14 National Child Development Study 2 1958 17,415
15 Human Longevity 1 2013 N/A

Summary 109

The problems induced by membership disclosure are best illustrated with several ex-

amples. First, imagine that a volunteer has disclosed his/her membership in some research

program. An attacker collects the volunteer’s demographic information (e.g., residential

geographical area, gender, and date of birth) from the social network (e.g., the user’s Twit-

ter profile) and links this information to the de-identified participants’ records published

by the research program. If a unique linkage to a record transpires, then the attacker has

achieved an identity disclosure [111]. If multiple records are linked to the user, but they

share the same (or similar) sensitive attribute value(s), then a successful attribute disclo-

sure attack [144] has been perpetrated. Even if their values for the sensitive attribute are

different, the attacker can guess the right one with some confidence. By contrast, previ-

ous high-profile attacks are limited in that they need to make assumptions about whether

a targeted individual is indeed in a dataset. Thus, their claimed attacking powers need to

be discounted by the prior probability that a targeted individual has been selected from a

broader population [145]. In our scenario, the attacker is confident that the targeted in-

dividual is in the dataset. As a consequence, the discovery of membership significantly

increases the likelihood of a successful attack. This attack adds significant power to all the

previous attacks, which include the following:
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1. Membership Disclosure. As noted earlier, the action of disclosing one’s membership

leaks some of the users’ sensitive information. For instance, a project may be disease-

specific, such that all of the participants have the same diagnosis. Similarly, some of the

users join a study because they, or their relatives, have a rare disease. When they post such

information online, their health information is leaked as well.

2. Identity Disclosure. By sharing membership and other personal information over so-

cial media, users can be identified. This can be accomplished by collecting self-disclosed

users’ personal information from their profile, such as their real name, race, gender, resi-

dence, education level, and occupation. To illustrate this issue, we randomly selected ten

users and inspected their Twitter profile. It was found that nine out of ten users revealed

their real face as their avatar, eight shared their location to a specific city, seven talked about

their occupation or education level in their biography, six used their real name as their ac-

count name and two users made their date of birth public. With such information on hand,

an attacker could find the person through a people search website, such as Intelius.com or

InstantCheckMate.com. Moreover, program-disclosed individuals are more readily identi-

fiable because the story shared by programs often contains detailed information about the

storyteller. In this case, we learn the volunteer’s personal information from the story, as

well as their health information.

Figure 3.9: Demographics obtained from the Twitter profiles of 10 randomly selected self-
disclosure accounts.
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3. Attribute Disclosure. Research programs may publish their data to the public or share

it with researchers in a de-identified fashion. However, if a malicious attacker has access

to the cohort data, along with additional information about the self-disclosing participant

(collected from the user’s social media profile), then the attacker can use such information

as quasi-identifiers to link to the participant’s record in the cohort database. As mentioned

earlier, Sweeney and colleagues [107] showed that they could identify more than 40%

PGP participants using their ZIP code, gender, and date of birth, and obtain participants’

sensitive information, such as medical conditions and DNA sequence.

3.5 Discussion

3.5.1 Principle Findings

This investigation illustrates that an individual’s membership in a biomedical research

study can be disclosed in social media in several ways. We uncovered tweets that revealed

the membership over 100 participants in 15 research programs. Approximately 80% of the

tweets correspond to user self-disclosure, while the remaining correspond to disclosures

made by the program organizer. We found that 39 out of 86 (45.3%) self-disclosed users

have a positive attitude towards joined research project. The terms “proud”, “interest”, and

“love” were communicated by multiple self-disclosers. The personal information reported

in the profiles of the social media users increased the risk of identification, which increases

the likelihood that an attacker could link to their record in a de-identified dataset about

the cohort, leading to further privacy intrusions, such as the re-identification of genomic

information. A program may disclose participants membership when they introduce vol-

unteer and share their story to the public as a way to increase program influence and recruit

more participants. These stories may contain personal information and sensitive health

information about the volunteer.
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3.5.2 Limitations

Despite the findings of this study, there are limitations to this investigation we wish to

highlight, as we believe they provide opportunities for improvement and extension.

First, in the membership detection attack using PheWAS data, we assumed that the

prevalence of each PheWAS code is independent of other codes. However, this is unlikely

to be the case in practice, such that the LR test employed by the attacker may not be as

accurate as suggested. Moreover, if a targeted individual lacked an indication of a certain

diagnosis, we assumed they did not have it. Yet, in reality, a lack of a diagnosis may not be

definitive, such that the model may need to focus only on positively documented diagnoses

and neglect those that fail to be indicated. In the standard LR test setting, the pool should

be a part of the reference set (i.e., it is anticipated that the pool is a biased selection from

the reference population). But in the data we collected, eMERGE-PGx is not a subset of

others. However, the magnitude of eMERGE-PGx is relatively small (only 0.4% of all

patients who visited the VUMC), such that it is safe to assume that the affiliation between

the pool and reference will have minimal impact on the result of this investigation. In our

experiment, we cycle over an entire range of all LR scores to find the best threshold. But

in practice, the attacker is unaware of which threshold is the best one. This will reduce the

feasibility of the attack.

Moreover, our search procedure in investigating the membership disclosure is some-

what ad hoc, such that we failed to detect some tweets about membership disclosure that

lack certain words (e.g., participant or volunteer). We studied disclosure behavior only on

Twitter, but the same problem may exist in other social platforms, such as Facebook and

Instagram. A comprehensive study on additional popular social platforms is needed. The

current tweet identification process requires a final manual review, but it is likely that, with

enough instances of disclosure, an automated approach for discovery of such tweets could

be developed. At the same time, we believe that if automated approaches can be designed

to detect such disclosures, they may also be oriented to assist individuals and program
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managers to recognize when disclosure is happening inadvertently. It may be that such de-

tection and reflection of the potential risks of such actions may change decisions to reveal

such information, and at least lead to more informed decision making.

3.5.3 Conclusion

Mitigating the risk of membership disclosure is not an easy problem to solve. At the end

of this chapter, we wish to offer several possible strategies that may warrant consideration.

First, given this threat, research programs could inform participants about the risk of mem-

bership disclosure and make it clear that if self-disclosures are made that their privacy may

not be guaranteed. At the same time, research programs should inform participants of such

threats when asking whether they can share information about participants (e.g., through

stories). Alternatively, the program could consider sharing stories without mentioning the

volunteer’s real name or quasi-identifiable information.
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Table 3.7: A summary of the datasets studied in the membership detection investigation.

Individual-level Sample Proportion
Dataset Population Num. PheWAS Codes Summary Statistics Records in eMERGE-PGx

eMERGE-PGx 8,173 579 Yes Yes -
VUMC SD 2,155,348 564 Yes Yes 11.0%
KPW 2,446,230 452 Yes No 12.1%
NW 1,602,402 452 Yes No 8.9%
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CHAPTER 4

Understanding Online Sharing of Genetic Testing Results on Reddit

In this chapter, we study the behavior of sharing direct-to-consumer genetic testing

results in an online environment. Initially, genetic testing consumer shared their testing

results anonymously, but more recently, they have included face images when discussing

their results. Various studies have shown that sharing images on social media tends to elicit

more replies. However, users who do this forgo their privacy. When these images truth-

fully represent a user, they have the potential to disclose that user’s identity. We investigate

the face image sharing behavior of direct-to-consumer genetic testing users in an online

environment to determine if there exists an association between face image sharing and the

attention received from other users. Specifically, we collected over 15,000 posts from the

r/23andme subreddit, published between 2012 and 2020. Face image posting began in late

2019 and grew rapidly, with over 800 individuals revealing their faces by early 2020. The

topics in posts including a face were primarily about sharing, discussing ancestry compo-

sition, or sharing family reunion photos with relatives discovered via direct-to-consumer

genetic testing. On average, posts including a face image received 60% (5/8) more com-

ments and had karma scores 2.4 times higher than other posts.

4.1 Introduction

The cost of genome sequencing has steadily decreased over time [146], which, in

turn, has enabled the emergence of publicly consumable direct-to-consumer genetic testing

(DTC-GT) services [147]. DTC-GT allows consumers to learn about their own genetic in-

formation without an initial consultation with a healthcare provider. The number of people

who have participated in DTC-GT has increased dramatically, growing from 12 million in

January 2018 to 26 million in January 2019 [148]. As of late 2021, the two largest DTC-

GT companies, AncestryDNA and 23andme, had amassed over 20 million and 12 million
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clients respectively [149]. Recent studies indicated that people pursue DTC-GT for vari-

ous reasons, but primarily to learn about their ancestry and to discover or confirm kinship

[4, 150].

As DTC-GT services have grown in popularity, consumers have increasingly relied

upon online social platforms to discuss and share their test results (though not always the

raw genome sequences) [16]. One particularly notable platform is Reddit, an online content

rating and discussion site where users can create different subreddits based on specific

topics of interest. r/23andme is one of the most popular subreddits related to DTC-GT, with

more than 81,400 subscribers as of May 2022. In r/23andme, users discuss a wide range

of topics related to genetic testing, including testing services, test results, explanations

and interpretations, and stories about what happened after undergoing testing (e.g., health-

related decisions) [16].

Figure 4.1: An example of a face image posted on the r/23andme subreddit: report together
with a face image and testing results.

When r/23andme users share their results for discussion, instead of simply typing

text, some users attach a screenshot of their DTC-GT result page (e.g., the ancestry com-
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position). Since Reddit is a virtual online community where users generally rely upon

pseudonyms for communication, such screenshots of results typically do not contain a

user’s real name. Therefore, even when users share and discuss their DNA test results,

this subreddit has historically been a community with a culture of anonymity.

However, in 2019, r/23andme users began attaching personal images to their posts. Fig-

ure 4.1 presents such an example with a screenshot of the user’s DTC-GT result page on

the left and the full-face image of this user on the right. The actual face and name are

obscured; however, the data exist in the public domain. This image sharing movement

towards revealing one’s face directly affects personal privacy [151, 152]. Although these

posts used pseudonyms, face image posting in online environments constitutes a knowing

decision to give up one’s privacy. For example, other users may utilize these face images

to determine a user’s identity, relying, in part, on the rapid development and deployment

of modern face recognition [153] and identity detection systems [154]. This is a concern

because identity disclosure may lead to various negative consequences for individuals, in-

cluding identity theft [155], discrimination [156], and threats to one’s safety [157]. Since

Reddit is a public platform, a user’s posts and face images are readily accessible, making

an identity disclosure attack feasible with little cost [158].

Though users may be aware that revealing one’s face likely compromises their privacy,

it is unclear why they choose to do so. Various investigations into behavioral psychology

and economics show that some people waive their privacy rights in exchange for a service

that they value [159]. Thus, we hypothesize that r/23andme users may receive more atten-

tion by publishing more personal or revealing information. This is supported by the findings

in other social platforms as well. For instance, Tweets with photos can boost retweets by

35% [160], Instagram photos with faces are 38% more likely to receive likes and 32% more

likely to receive comments [161]. However, unlike Twitter or Instagram, the DTC-GT fo-

rum provides an anonymous environment for users to share and discuss sensitive personal

genetic information. Therefore, it is worth investigating whether the same privacy-service
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exchange hypothesis holds in this forum. To formally test our hypothesis, we investigate

the following questions:

RQ1: What are the topics communicated in the natural language of posts with face

images?

RQ2: Is face image posting associated with the attention that a post receives?

To address these questions, we first collected posts from the r/23andme subreddit and

categorized them into three types: post with text only, post with face images, and post with

images not containing a face. Then, we measured the temporal posting trends regarding the

type of post. Next, we applied topic modeling to compare the difference of primary topics

associated with three types of posts. Finally, we performed a regression analysis to infer

the association between the attention that a post receives, in terms of votes, comments, and

the type of the post, and whether the post contained a face image.

4.2 Related Work

Natural language processing techniques have been applied to various healthcare appli-

cations [162]. Considering healthcare-related social media studies as an example, Liu and

colleagues [20] analyzed the association between weight loss progress and Reddit users’

online interactions; Klein and colleagues [21] relied upon Twitter data to identify potential

cases of COVID-19 in the United States; and Ni and colleagues [37] compared the attitudes

of users of four different social platforms towards #GeneEditedBabies. For DTC-GT, most

of the investigations focus on consumer motivation [163], health implications [164], and

ethical implications [165], but only a handful of them have considered the disclosure of

test reports over social platforms [151, 166]. Most previous studies using social media data

focused solely on mining knowledge from the text. In this chapter, by taking image post-

ing into consideration, we assess the behavior of personal image sharing on this DTC-GT

forum.

In this chapter, we analyzes the association between face image sharing and attention
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achieved in an online setting, the latter of which may incentivize users to sacrifice their pri-

vacy in exchange for the benefit of a social response. This observation, however, does not

imply that attention is undesirable in all cases, as several studies have shown that social en-

gagement is beneficial to an individual’s physical and mental health. For instance, in a large

online breast cancer forum, Yin and colleagues [167] found that the volume of online inter-

change is positively associated with patient treatment adherence. Pan and colleagues [168]

found that receiving replies can benefit online participants in depression forums. Naslund

and colleagues [169] analyzed the benefits and risks of using social media as a potentially

viable intervention platform for offering support to persons with mental disorders. Thus,

the perceived benefits an individual receives from a service typically outweighs the per-

ceived privacy risks in the near term. but given that privacy concerns tend to be realized at

a later point in time [170], Reddit may wish to consider warning users about the potential

negative consequences of their actions.

4.3 Data and Methods

Figure 4.2 provides an overview of the research pipeline, which consists of two pri-

mary steps. The first step involves data collection and categorization, where we collected

the posts on the r/23andme subreddit and extracted those with a face image using face

recognition software. The second step focuses on analysis. Specifically, we first conducted

an exploratory analysis to investigate the temporal posting trends and then leveraged topic

modeling to infer the themes communicated in these posts. Finally, we performed a regres-

sion analysis to determine whether including a face image in a post was associated with

the attention it received. In this chapter, we characterized attention by the number of com-

ments and the karma score that a post received from other online users. The karma score

in Reddit is defined as the number of upvotes minus the number of downvotes, indicating

the popularity of a post.
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Figure 4.2: An overview of the research workflow for posts in the r/23andme subreddit.

4.3.1 Data Collection and Categorization

To collect data from the r/23andme subreddit, we first gathered the IDs of all posts

(i.e., submissions) and comments using pushshift.io. We then applied the Python Reddit

Application Programming Interface (API) Wrapper package (version 6.3.1) to extract data

from the Reddit for each ID. Specifically, we collected all posts and comments published

on r/23andme between December 31, 2012, and January 31, 2020. Each collected post

contains the following information: 1) author identifier, 2) post title, 3) post text body, 4)

image URL (if there is an image in the post), 5) comments on the post, 6) publication date,

and 7) karma scores of the post and affiliated comments.

We downloaded the images for the posts containing an image URL and applied the

face-recognition Python package (version 1.3.0) [171] to classify images into 1) images

with a face and 2) images without a face (i.e., faceless images). To assess the accuracy

of the face detection algorithm, we randomly selected 100 images from each group and

manually examined the quality of classification. We found that seven faceless images were

classified as face images, indicating a false positive rate of 7% (7/100), while two face

images were classified as faceless images, indicating a false negative rate of 2% (2/100).

To achieve 100% precision, we manually reviewed all the images in the face group and
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relabeled the misclassified images. Due to a high true positive rate of 98% (98/100) and

the large volume of the faceless images (3,865), we did not perform a manual review step

for the set of faceless images. As such, we categorized all of the collected posts into three

types: 1) text-only posts; 2) posts with faceless images; and 3) posts with faces (e.g., Figure

4.1), which resulted in three types of users.

4.3.2 Data Analysis

To describe face image posting behavior, we compared the face posts with the other

two types of posts along three perspectives: 1) posting temporal trend, 2) post theme, and

3) the attention that a post received from other users, in terms of the number of comments

and karma score.

Topic Analysis. To examine the thematic differences between the three post types, we

applied topic modeling [172] to the post title instead of to the post body. This is because

41.1% (6404/15596) of the post had an emtpy text body. We first tokenized the data and

removed all punctuation. Next, we lemmatized words into their base forms (e.g., “walks”

becomes “walk”) using the nltk Python package (version 3.3). We also replaced personal

pronouns, such as “we”, “she”, and “they”, with the symbol “-PRON-”, and the numbers

with the word “datum”. We then applied Latent Dirichlet Allocation (LDA) [28], as im-

plemented in the gensim Python package (version 3.8.1), to extract topics. Since LDA

is an unsupervised learning model, we calibrated the number of topics for the optimal

model based on coherence score, which measures the pairwise word semantic similarity

in a topic. To do so, we ran LDA models with 2 to 20 topics (using a step size of 2) on

the set of lemmatized words and selected the topic number that achieved the largest co-

herence score. Finally, to demonstrate the quality of topic modeling, we used t-distributed

stochastic neighbor embedding (t-SNE) [173] to cluster topics and display the results in a

two-dimensional representation.

Regression Analysis. We investigated two types of associations. First, we considered
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the association between a faceless image post and the attention it received. Second, we

considered the association between a face post and the attention it received. We used the

number of comments and the karma score to measure the attention of a post. Since these

numbers are non-negative count variables, we applied a negative binomial regression to

infer the association [174].

Given that posts published earlier may be read by more readers and, thus, induce more

comments and votes, we included the number of days a post had been published as a control

variable. In addition, posts on different topics might receive different levels of attention.

To reduce the effects of post topic, we incorporated the topic distribution of each post as

an additional set of control variables. During model fitting, we dropped one topic (T4, see

below) to address collinearity.

Moreover, user activity might affect the popularity of their posts. For example, posts

from active users may receive more attention. To reduce the impact of user activity, we in-

corporated the number of posts and the number of comments of each user as an additional

set of control variables. We utilized the implementation of negative binomial regression in

statsmodels Python package (version 0.11.1) to fit models for the karma score and the num-

ber of comments, separately. We reported the features that achieved statistical significance

at the .001 level.

4.4 Results

We collected 15,596 posts and 188,843 comments, which were published by 20,883

users, between December 31, 2012 and January 31, 2020. Among the collected posts,

24.8% (3818 / 15596) posts contained faceless images, while 5.4% (849 / 15596) of the

posts contained face images.

4.4.1 Exploratory Analysis

Temporal Trend. In Figure 4.3, the graph to the left depicts the temporal post trend

on a monthly basis. It can be seen that the r/23andme subreddit exhibited relatively low
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activity until 2017, after which time the number of monthly posts grew rapidly. Image

posts (with and without a face) became popular after 2018. The graph to the right of Figure

4.3 shows the quarterly growth rate of the number of posts. The green dotted line indicates

that, since 2019, the number of face posts exhibited a rapid increase, with a growth rate

that surpassed the growth rate of all posts (represented by the blue line) and image posts

(represented by the orange dashed line). Notably, we find that posting rates for all three

type of posts increased rapidly after 23andme’s major promotions (Amazon Prime Day and

Black Friday), which is consistent with the findings of Yin et al [16].

Figure 4.3: Smoothed temporal trends of three type of posts: number of posts published
per month (left); and quarterly growth rate of number of posts (right).

Attention to Posts. In Figure 4.4, the left graph depicts boxplots for the number of

comments per post for each post type. Face posts received the most comments, followed

by posts not containing a face. The median number of comments for text-only posts was

6, but the median increased to 9 for posts with faceless images and 13 for posts with face

images. The right graph in Figure 4.4 shows the karma score by post types. The face posts

received the highest median karma score of 34, followed by faceless posts, which had a

median karma score of 13. By contrast, the median karma score for text posts was only 4.

One-way ANOVA tests for comments and karma scores indicated that the differences are

statistically significant (P < .001). For presentation purposes, we removed posts with more

than 80 comments or karma scores greater than 150 ( 3% of the data) in Figure 4.4.

User Activity. We measured the user activity in terms of the number of posts and
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Figure 4.4: Attention of three types of posts: number of comments per post (left); and
Karma score per post (right).

comments. 26.8% (2442 / 9114) of the users posted faceless images, while 8.5% (774 /

9114) of the users posted face images. In Figure 4.5, the left graph shows that the median

number of posts for all three user types was 1. However, the third quartile of users who

posted images (with or without a face) was 2. This suggested that, on average, authors

who posted images (with or without a face) had more posts than authors who posted text

only. The right graph in Figure 4.5 depicts the number of comments posted for each author

type. The users who posted face images wrote the most comments, with a median of 8.

The median dropped to 6 for users who posted images not containing faces. For users who

posted text only, the median number of comments was substantially lower at 3. The results

of one-way ANOVA tests for the number of posts and the number of comments showed

that the differences are statistically significant (P < .001). For presentation purpose, we

removed users published more than 10 posts or 50 comments from figures, accounting for

4.4% of the total number of users in Figure 4.5.

4.4.2 Topic Analysis

To decide the number of topics within the post corpus, we ran LDA models with 2 to

20 topics using a step size of 2. Figure 4.6 illustrates the change in coherence score as a

function of the number of topics. We selected 10 as the number of topics, as it achieved the

highest coherence score (0.391).
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Figure 4.5: Number of posts per user (left) ; and number of comments per user (right) for
three types of users: users who post text only, users who post a faceless image, and users
who post a face image.

Table 4.1 shows the 10 inferred topics, their most relevant words and the topic distri-

bution. The most relevant words were ranked based on their marginal distribution within

a topic and displayed in descending order. The topic distribution was calculated as the

percentage of posts belong to the topic. Based on the relevant words and posts with the

highest probability for each topic, we further grouped the 10 topics into three categories:

1) Ancestry Composition; 2) Kinship and Family Discovery; and 3) General Questions

about Genetic Testing.

Figure 4.8 displays the distribution of the three post categories and 10 topics in a

2D t-SNE scatterplot. Instead of showing all the posts in one figure, we selected 10%

(1,587/15,596) of the most relevant posts to their dominant topics (the topic with the largest

proportion). All the selected posts achieved a relevance score (the relevance between the

post and its dominant topic) higher than 0.155. In general, the 10 clusters in Figure 4.8 are

well separated, but cluster T5 and cluster T6 were close to each other, which suggests these

two topics have a high degree of similarity.

Ancestry Composition included four topics: T1, T2, T3, and T4. Posts in this category

focused on the presentation and discussion of the ancestry composition testing results. The

four topics captured the ancestry information, which communicate a user’s race, continen-

tal origin, and nationality. The following posts are examples of this category:
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Category Topic ID 20 Most Relevant Terms Topic
Distribution

Ancestry
Composition

T1

European, -PRON-, result, Italian, Irish, British,
surprise, Jewish, white, Chinese, broadly, bit, eastern,
Ashkenazi, surprised, Scandinavian, give, eye, lot,
surprising

11.6%

T2

-PRON-, ancestry, German, guess, French, make,
post, heritage, year, ethnicity, grandmother, common,
grandparent, explain, mega-thread, feel, polish,
Canadian, confused, wrong

7.9%

T3

result, -PRON-, expect, finally, back, ancestor,
interesting, pretty, AncestryDNA, bear, confidence,
recent, location, Filipino, cool, guy, live, thought,
Finnish, big

9.1%

T4

American, Asian, African, native, Mexican, people,
south, percentage, region, Neanderthal, gene, high,
part, Spanish, unassigned, east, north, variant, trace,
add

10.6%

Kinship and
Family
Discovery

T5
-PRON-, family, today, close, tree, understand, worth,
info, don, trait, history, link, happen, picture, excited,
love, list, connection, inherit, risk

6.5%

T6
–PRON-, find, dad, half, mom, father, cousin, mother,
side, sister, adopt, brother, great, sibling, grandfather,
full, grandma, biological, aunt, figure

9.2%

General
Questions

T7
kit, long, time, extraction, wait, timeline, genetic, day,
receive, sample, analysis, week, testing, step, send,
batch, fail, information, work, stick

14.2%

T8

-andme, ancestry, datum, health, raw, accurate,
GEDmatch, MyHeritage, good, DNA, upload, compare,
site, comparison, land, data, service, difference,
WeGene, interpret

11.0%

T9

DNA, test, relative, question, parent, report, share,
-PRON-, phase, show, generation, relate, computation,
person, unexpected, noise, mystery, relationship,
account, number

9.7%

T10

result, update, beta, haplogroup, match, maternal,
change, paternal, chromosome, map, mixed, chip,
Puerto Rican, Korean, lose, comment, late, original,
Romanian

10.2%

Table 4.1: The topics inferred from r/23andme subreddit.
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Figure 4.6: Coherence score as a function of the number of topics.

1. “So I’m a lot less British than I thought, and a lot more Swiss.” (T1)

2. “Any guesses on my friend’s ethnicity? He thinks he’s French/German, English,

and maybe some Slavic.” (T2)

3. “Born and raised in Manila, grew up thinking I was 100% Filipino. A bit shocked

at my results.” (T3)

4. “Found out I am East Asian and Native American but I have northern Asian and

Native American so high.” (T4)

Kinship Finding and Family Discovery was communicated in T5 and T6. Specifically,

T5 communicated the discovery of ancestors and distinct relatives, where it can be seen

that “family” and “history” were often used. In T6, words such as “find”, “dad”, and “sib-

64



lings” showed that this topic focused on the findings of immediate family members. The

following examples highlight this observation:

1. “My cousin did the DNA test and connected us to our great grandmother’s fam-

ily!” (T5)

2. “Found out I have about a dozen cousins I didn’t know about.” (T6)

3. “On my account apparently my mom and her twin sister are both my moms.” (T6)

General questions related to DTC-GT were communicated in Topics T7, T8, T9, and

T10 discussed related to DTC-GT. Specifically, the posts in T2 mainly asked about testing

service progress. Words such as “time” and “wait” were highly weighted in this topic. The

posts in T7 were mainly about the comparison between DTC-GT companies. There were

mentions of companies, such as “MyHeritage”, “23andme” and “WeGene”. Topic T8 cov-

ered posts about understanding, or questions about, the test result report. The posts in T10

mainly discussed the upgrade of the genetic testing algorithm and the subsequent changes

in testing results. Words such as “beta”, “update” and “change” were highly weighted.

Relevant examples include:

1. “Is my kit moving slow? It took 2 weeks to be marked as “arrived” after tracking

showed it was delivered.” (T7)

2. “23andMe vs WEGENE - uploaded 23andMe raw data to WEGENE and here are

the differences.” (T8)

3. “What is a likely relationship if the shared DNA is 1610 centimorgans across 80

segments?” (T9)

4. “Beta update v5.2 should now be available to all earlier chip (pre-V5) users, when

opting into the Beta program” (T10)

Figure 4.7 presents the topic distribution for each type of posts. In this figure, topics are
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arranged according to categories, where ∗ indicates that the pairwise differences between

the three post types for the topic are statistically significant according to a one-way ANOVA

with post-hoc Tukey HSD tests, P < .001. The one-way ANOVA tests showed that there

are statistically significant differences between the means of the three post types for all

10 topics (P < .001). From the figure, it can be seen that face posts are more likely to

communicate Ancestry Composition (topics T1, T2, T3, and T4) and Kinship and Family

Discovery (topics T5 and T6), while text posts are more likely to ask General Questions

(topics T7, T8, and T9). For T10, a topic about 23andMe algorithm upgrade, it can be seen

that faceless image posts are more likely to communicate this topic, followed by text posts

and then face image posts. This may be because users tended to post screenshots of the

results before and after the algorithm upgrade for easy comparison.

Figure 4.7: The prevalence of topics in each post type.

4.4.3 Regression Analysis

Table 4.2 summarizes the results of the negative binomial regressions. The two re-

gressions Rimage→comment and Rimage→score indicate the association between the number of
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comments, karma score, and whether the post contained (faceless or face) images. Image

posting exhibited statistically significant positive associations with both dependent vari-

ables, which suggests that image posts received more attention than text-only posts.

Table 4.2: Results of the regression analysis relating post type to comments and karma
score.

Negative
Binomial

Regression

Dependent
Variable

Independent
Variable β Z std P-value

Rimage→comment
Number of
Comments Posting Image .152 6.41 .024 1.43×10−10

Rimage→score Karma Score Posting Image .618 12.35 .050 4.70×10−35

R f ace→comment
Number of
Comments

Posting Face
Image .451 10.21 .044 1.85×10−24

R f ace→score Karma Score
Posting Face

Image .760 9.64 .079 5.65×10−22

In R f ace→comment and R f ace→score tests, we selected 4,717 image posts and assessed the

association between the number of comments, karma score and whether the image con-

tained a face. Face image posting exhibited statistically significant positive associations

with both dependent variables, which indicates that face posts received more attention than

faceless posts. When comparing the Rimage→comment and R f ace→comment tests, it was ob-

served that posting a face image achieved a more positive impact on receiving comments.

A similar result was obtaned when comparing the Rimage→score and R f ace→score tests.

In addition, there were two notable findings with respect to the control variables. First,

the (log transformed) number of published days exhibited a negative association in the

Rimage→comment and Rimage→score tests ( βimage→comment = −.09 , βimage→score = −.26,P <

.001). Second, topic T8 (comparison of DTC-GT companies comparison) had a nega-

tive association in all four tests ( Pimage→comment, f ace→comment < .001, Pimage→score = .003,
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Pf ace→score = .013), while topic T7 (testing service progress) showed a negative association

in the Rimage→score, R f ace→score, and R f ace→comment tests (Pimage→score < .001, Pf ace→score =

.003,Pf ace→comment = .041). The negative association between T7, T8 and face posting

further justifies our previous finding: the topics in posts including a face were less likely

to correspond to a general question about DTC-GT. We report the coefficient, z-score and

p-value for for Rimage→comment and Rimage→score in Table 4.3, and report the same set of

statistics for tests R f ace→comment and R f ace→score in Table 4.4.

Table 4.3: Summary of negative binomial regression results between posting image and the
number of comments and karma scores.

Dependent Variable Num. Comments Karma Score

coef. Z-score P-value coef. Z-score P-value

Independent Variable
Image / No Image 0.152 6.412 <.001 0.619 12.353 <.001

Control Variables
T1. European Ancestry 0.039 0.902 .966 3.364 1.763 .078
T2. German Ancestry 3.053 3.124 .002 6.497 3.139 .002
T3. Ancestor -1.871 -1.900 .057 2.469 1.187 .235
T5. Family Tree -1.463 -1.466 .143 11.137 5.286 <.001
T6. Find Dad / Sibling 1.848 2.300 .021 17.460 10.271 <.001
T7. Kit Wait Time -1.192 -1.549 .121 -10.986 -6.741 <.001
T8. DTC-GT Companies -8.986 -10.799 <.001 -5.280 -3.023 .003
T9. Questions -5.632 -6.267 <.001 -6.781 -3.580 <.001
T10. Result Update -8.307 -9.039 <.001 -5.946 -3.072 .002
Days Published (log10) -0.090 -10.147 <.001 -0.263 -14.121 <.001

4.5 Discussion

4.5.1 Principle Findings

There are several notable findings from this investigation. First, consistent with pre-

vious studies in other social platforms [161, 175], we observed that posts with faces in
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Table 4.4: Summary of negative binomial regression results between posting face image
and the number of comments and karma scores.

Dependent Variable Num. Comments Karma Score

coef. Z-score P-value coef. Z-score P-value

Independent Variable
Face / No Face 0.450 10.207 <.001 0.7569 9.636 <.001

Control Variables
T1. European Ancestry -2.469 -2.335 .02 -2.984 -1.592 .111
T2. German Ancestry -2.353 -1.983 .047 -1.698 -0.806 .420
T3. Ancestor -2.7928 -2.331 .020 1.347 0.635 .525
T5. Family Tree -0.318 -0.239 .811 7.6907 3.260 .001
T6. Find Dad / Sibling 0.214 0.200 .839 10.429 5.563 <.001
T7. Kit Wait Time -2.344 -2.044 .041 -6.094 -2.997 .003
T8. DTC-GT Companies -5.717 -4.563 .001 -5.4673 -2.474 .013
T9. Questions 0.090 0.061 .951 6.453 2.452 .014
T10. Result Update -6.000 -5.018 <.001 -7.133 -3.374 .001
Days Published (log10) -0.0364 -2.589 .010 -0.037 -1.495 .135

the r/23andme subreddit receive more attention than other posts. It is possible that the

increase in attention drives the disclosure of personal information in such online environ-

ments. However, it should be noted that our investigation is not causal, and this is only a

conjecture at this time. Regardless of the motivation for face image posting, it is evident

that this behavior is growing rapidly within this subreddit.

Second, the 10 inferred topics from the titles of r/23andme posts appeared to fall into

three categories. The posts in the first category, which covered four out of 10 topics, fo-

cus on discussing users’ ancestry composition. Notably, the topics in this category were

associated with a higher rate of image and face image posting. It was further observed that

users invoke their face images as proof (or a counterexample) of the genetic testing results.

Posts about kinship and family member discovery exhibit a moderate rate of face image

sharing. When inspecting posts in this category, posts such as “finally find my half-sister”,
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with a group photo attached as a reunion, were more prevalent than in other categories. Fi-

nally, posts asking general questions about genetic testing, which focused on comparisons

between DTC-GT companies, the progress of testing result delivery, and the upgrade of

testing algorithm, exhibited the lowest rate of image sharing.

Third, counter to our expectation, it was found that the number of days a post was pub-

lished was negatively associated with a post’s attention. One possible explanation for this

result is that Reddit archives posts older than 6 months and no longer allows commenting

to archived posts. Thus, the number of comments and votes were limited for earlier posted

posts. We further noticed that the topics about general questions were negatively correlated

with a post’s attention.

4.5.2 Limitations

Despite these findings, there are certain limitations to this work, which we believe serve

as opportunities for future research. First, the face recognition package had an estimated

2% false negative rate, which means there may be about 76 (2%×3865) face images labeled

as faceless images. These misclassified images might influence the accuracy of our result,

although not the direction. Second, most topics inferred from topic modeling appear to

be interpretable and intuitive; however, the message conveyed in topic T10 is difficult to

interpret. As shown in Table 4.1, the sample words of T10 convey different kinds of infor-

mation, “Puerto Rican” and “Korean” are related to ancestry composition, whereas “late”

and “lost” are evidence of asking about delivery progress. In this respect, newer topic mod-

eling techniques [176–178] or language model-based topic modeling (e.g., top2vec and

BERTopic) may provide better intuition into the semantics of the posts on social platforms.

Importantly, however, the quality of individual topics had little effect on our main conclu-

sion. Since the regression analysis (using the topic distribution as control variables, Table

4.2.) and ANOVA test (without topic distribution, Figure 4.7.) yielded the same finding

– a statistically significant association between face image sharing on r/23andme and user
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engagement.

4.5.3 Conclusion

DTC-GT users are increasingly posting full face images with their DTC-GT results on

social platforms. In this chapter, we investigated the trend in this behavior in the r/23andme

subreddit to obtain insight into its potential motivation. Our findings show that such behav-

ior began in September 2019 and experienced rapid growth, with over 849 face-revealing

posts by early 2020. Furthermore, our investigation suggests that posts including a face

received, on average, 60% (5/8) more comments and 2.4 times higher karma scores than

other posts. Posts that included face-images were primarily about sharing and discussing

ancestry composition and sharing family reunion photos with relatives discovered via DTC-

GT. These findings verify our hypothesis that posting a personal image is associated with

receiving more online attention, which is consistent with previous findings that people ap-

pear to be willing to give up their privacy (i.e., personal image) in exchange for a benefit

(i.e., attention from others). Based on this analysis, platform organizers and/or moderators

could inform users about the risk of posting face images in a direct, explicit manner and

make it clear that users’ privacy may be compromised if personal images are disclosed.
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Figure 4.8: t-SNE clustering result of 1,587 selected posts in 10 topics, the markers represent posts. The relevance between selected
posts and their dominant topic is greater than 0.155.
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CHAPTER 5

Examining Rural and Urban Sentiment Difference in COVID-19 Related Topics on

Twitter

In this chapter, we focus on a topic that affects the general population: public sentiment

about COVID-19 and related topics. In this investigation, we combined word embedding

models with clustering strategies to identify topics closely related to COVID-19, and relied

upon the similarity between topic hashtags and opinion adjectives to infer the sentiment

with respect to the identified topics. We discovered a significant difference between US

urban and rural users in their sentiment about COVID-19 prevention strategies, misinfor-

mation, politicians, and the economy.

5.1 Introduction

The COVID-19 pandemic has persisted for over two years. By August 2022, more than

93 million people in the United States (US) were infected with COVID-19 with notable

disparites [179]. In particular, the death rate in rural areas (325/100,000) has been sig-

nificantly higher than in urban areas (248/100,000) [179, 180], a disparity that highlights

the need to improve practices in prevention and control [181]. However, the path to im-

proving the situation in rural environments is not clear, as urban and rural residents have

different sentiments and attitudes towards many COVID-19 related topics. For example, it

has been shown that rural residents are less concerned about the coronavirus [182], and are

less willing to engage in COVID-19 related prevention behaviors [8, 183]. Moreover, po-

litical polarization influences the public’s attitude and reaction to the COVID-19 pandemic

[90, 184]. In this respect, it is evident that a more comprehensive investigation into the

differences of opinion and sentiment between urban and rural residents about COVID-19

and related topics is needed.

To date, there have been several studies into the differences between urban and rural
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sentiment about COVID-19 [8, 182, 184, 185]. However, these studies have mainly relied

upon formal surveys, which are limited in their ability to shed light on the matter because

they are time consuming and the findings (as well as the policies made upon them) can

become stale in the face of the rapid evolvement of the situation [15]. Social media plat-

forms have enabled people to report on their experiences and express their perspectives on

COVID-19 on a wide scale. The data generated through social media have been relied upon

to study various aspects of health and wellness [19, 23, 24, 37, 186], such that it is natural

to hypothesize that this large and diverse collection of user-generated data provides oppor-

tunities to investigate the differences between urban and rural sentiments. In this chapter,

we focus on the study of public sentiment on COVID-19 related topics using data from

Twitter, one of the largest social platforms in the US, with over 200 million daily active

users [17].

5.2 Related Work

While topic extraction and sentiment analysis are typical natural language processing

tasks, prior research on learning sentiments about COVID-19 from social media has been

limited in several ways. First, prior studies [70, 187] have relied on topic modeling tech-

niques, such as LDA [28], to identify relevant topics from the collected social media data.

However, such methods rely on document-level word co-occurrences to infer a topic dis-

tribution [33], which leads to poor topic extraction performance for noisy short text data

[188]. Second, most studies applied either predefined rules [70, 84, 85, 90, 91], such as

VADER [71] or machine learning models to infer sentiment from tweets. While the rule-

based approaches fails to leverage the contextual information in a specific corpus, which

varies by corpus, machine learning approaches [69, 79, 83, 88, 92] are hindered by their

need for a non-trivial amount of label annotation and training.

Even if the labeling process can be expedited, to initiate a study with social media data,

it is necessary to collect online posts with the topic of interest. The majority of previous
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studies in this area applied keyword filtering to collect COVID-19 related tweets [81, 189,

190]. However, keyword filtering is hindered by an incompleteness problem that can lead

to biased investigations. For example, in one vaccination opinion study [191], all of the

keywords contained the prefix “vaccin-”, which neglected all tweets that used the word

“vax”. At the same time, societal response to the pandemic is constantly evolving, with

new keywords being generated at different stages. It is unlikely that one would be aware

of all appropriate keywords at any point in time. For instance, in the COVID-19-TweetIDs

dataset [192], the word “vaccine” was not added to keyword list until November 2021 -

one year after vaccines received US Food and Drug Administration (FDA) emergency use

authorization.

In this chapter, we introduce a novel approach for COVID-19 sentiment analysis. This

approach begins by collecting tweets without any pre-defined keywords. To identify topics

from the brief amount of text in a tweet, the approach utilizes word embedding models and

clustering approach to extract topics related to COVID-19. The new approach combines

lexicons and semantic information to quantify public sentiment with respect to a specific

population of interest regarding COVID-19 and related topics, such as prevention, vaccina-

tion and politics.

5.3 Data and Methods

Figure 5.1 depicts the data processing and research pipeline for this investigation. It

consists of three primary steps: 1) tweet collection, 2) model training and 3) sentiment

analysis. The collection step involves the gathering of tweets and a designation of their

urban-rural status. The model training step involves the training of multiple word2vec

models based on geospatial and timing information. The sentiment analysis step consists

of COVID-19 topic clustering and multi-dimensional sentiment analysis with opinion ad-

jectives.
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Figure 5.1: An illustration of the research pipeline.

5.3.1 Data Collection

We used Tweepy (version 3.8) to collect 407 million geo-tagged tweets posted in the

contiguous US through the Twitter API streaming function between May 2020 and January

2022. A geo-tagged tweet contains location information in the form of either 1) a specific

latitude and longitude or 2) a Twitter place text field. For tweets with the place field, we

applied geocoding with the geopy python package (version 2.2) to obtain the latitude and

longitude, which were then translated into 5-digit ZIP codes. We did not apply keyword

filtering during collection, such that it is expected that the tweets are an unbiased sample

of all publicly accessible US geo-tagged tweets.

Urban and Rural Tweets Classification We mapped each ZIP code into its respective

urban or rural area according to its Rural-Urban Commuting Area (RUCA) coding [193].

RUCA codes classify US ZIP codes and census tracts into ten levels based on commuting

information. For example, Level 1 stands for a major metropolitan area, while level 10

represents an isolated rural area. These levels can be further grouped into four tiers [194,

195]: Urban core (level 1), Suburban (level 2 - 3), Large rural (level 4-6), and Small-

town/Rural (level 7 - 10). In this investigation, we focused on the urban core and the

small-town/rural, as we anticipated more notable differences would be found at this level.
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Preprocessing We removed non-English tweets using the Tweet’s lang attribute and

the langdetect language detection package (version 1.0.9). For each remaining tweet, we

removed URLs, handlers, and the leading “RT”. We dropped punctuations and converted

all text into lowercase. We then removed tweets with less than three words from the data

corpus.

5.3.2 Word Embedding

We trained word embedding models using the skip-gram negative sampling approach

implemented in the genism python package (version 4.1.2). We set the vector dimension

size to 200 and applied a window size of 5. To learn the monthly sentiment changes of

urban and rural users on a monthly basis, we trained word2vec models using the monthly

corpus, with ten epochs. For models trained using tweets across months, we went through

the corpus five times for efficiency. Parameter tuning was accomplished through word

analogy tests. We obtained the word embedding model all-tweets-w2v from all of the

tweets. Two separate models, urban-w2v and rural-w2v, were generated using all of the

tweets from Urban core and Small-town/Rural respectively.

5.3.3 COVID-19 Hashtag Selection

Twitter users often apply hashtags to label their tweets by topic or theme [196]. Thus,

we relied on the hashtags to describe and infer topics about COVID-19. We utilized the

word embedding model all-tweets-w2v to find and cluster hashtags related to COVID-19.

The relevance of a hashtag to COVID-19 was measured through a similarity compari-

son between the given hashtag vector and the vectors for the three most common hashtags

in the collected data: #covid19, #covid, and #coronavirus. We defined the relevance score

as the maximum of the three cosine similarity values. We selected all hashtags with a rel-

evance score over a certain relevance threshold and a frequency greater than 50 from the

all-tweets-w2v model. These hashtags were then subject to an automated clustering pro-

cess. The relevance threshold is crucial to our analysis. A larger threshold will lead to
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a small set of hashtags, resulting in an undersampling of all related hashtags, whereas a

smaller threshold will include non-COVID-19 related hashtags. To determine an appropri-

ate relevance threshold, we instructed five human annotators to review hashtags with sim-

ilarity scores above a threshold and the corresponding clustering quality to judge whether

hashtags under the current threshold are related to COVID-19.

Specifically, we relied on two rounds of human evaluation to determine the relevance

threshold from a candidate list of [0.4, 0.45, 0.5, and 0.55]. The first round of human

evaluation focused on the “recall” or the quantity of collected hashtags, the aim was to

find more COVID-19 related hashtags, this round was accomplished by one annotator. For

each threshold t, we first defined a score range, [t, t+0.05). Then we asked the annotator to

check the 100 randomly selected hashtags with a relevance score in the given score range

and label whether the hashtags are related to COVID-19.

The second round of human evaluation focused on the “precision”, or the quality of

collected hashtags. For each threshold, we collected all relevance hashtags and clustered

them into various clusters. Then, we asked five annotators to review the generated clusters,

and to judge 1) whether a given cluster is related to COVID-19, and 2) the quality of

the given cluster in terms of the similarity of hashtags within the cluster. Each cluster was

judged by three annotators independently. The questionnaire is shown in the textbox below.
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Each table contains all clusters generated from the given hashtags and the top ten

hashtags (sorted by counts) for each cluster. For each cluster, please answer the

following two questions with provided dropdown list:

Q1. Based on the hashtags, is this cluster related to covid-19?

Possible Answers: Yes/Maybe/No

If the answer to question 1 is Yes or Maybe, please continue to answer question 2:

Q2. What is the quality of the cluster? (i.e., are all ten hashtags related to a certain

topic? Or are the ten hashtags related to different topics?)

Possible Answers: Good / OK / Bad (corresponding scores: 2/1/0)

5.3.4 Topic Extraction with Hashtag Clustering

We applied UMAP [197] on the vector representation of COVID-19 related hashtags to

perform dimensionality reduction and mitigate the impact of an high dimensional system

[198]. Clustering was accomplished via HDBSCAN [199]. We performed a grid search

on UMAP and HDBSCAN to find the clustering model with the highest relative validity

score, a fast approximation of the Density-Based Cluster Validity (DBCV) [200] to evaluate

density-based and arbitrarily-shaped clusters. The resulting clusters represent topics related

to COVID-19. We define the topic vector as the weighted average of hashtags vectors

in the cluster, where the weight is proportional to the count of the hashtag in the corpus.

This definition references the general usage of word embedding in document representation

[201]. All experiments were performed with the UMAP (version 0.5.2), hdbscan (version

0.8.28) and sklearn (version 1.0.2) python packages.
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5.3.5 Opinion Adjectives in SentiWordNet

Opinion adjectives have been adopted to analyze stereotypes through the geometry of

word embedding vectors [55, 58]. For example, the vector for the adjective arrogant is

close to the vector for men while the vector for elegant is close to the vector for women

[55]. For this investigation, we relied on the annotated adjectives in SentiWordNet 3.0

[202] to quantify people’s sentiment about COVID-19 topics.

In SentiWordNet 3.0, each adjective, say a, has multiple meanings, and each meaning

has a pos(a) and neg(a) score. For example, the word “unable” has three meanings, unable

(#1), unable (#2), and unable (#3). The numbers are ordered based on the frequency of use.

The most common meaning (#1) is “not having the necessary means or skill or know-how”,

and the other two meanings (#2, #3) are “lacking necessary physical or mental ability” and

“lacking in power or forcefulness”. These three meanings have different sentiment scores.

For instance, unable (#1) has a positive score of 0.0 and a negative score of 0.75, whereas

unable (#2) has scores of 0.0 and 0.375, respectively. In this investigation, we only focused

on the pos(a) and neg(a) scores of single SynsetTerm with the most common meaning

a(#1). The pos(a)+ neg(a) score distribution for all adjectives in SentiWordNet3.0 are

shown in Figure 5.2.

As shown in Figure 5.2, there are two groups of adjectives: the adjectives with pos(a)+

neg(a)≥ 0.5 and the adjectives with pos(a)+neg(a)< 0.5. We considered the adjectives

with pos(a) + neg(a) ≥ 0.5 as “sentiment-rich” adjectives and kept them in the further

sentiment analysis.

5.3.6 Sentiment Analysis with Opinion Adjectives

We assumed that adjectives that are more often used to describe a hashtag will have a

higher similarity score with respect to the hashtag than those that are infrequently used. In

this regard, the difference in the usages of adjectives between urban and rural users can be

measured via the difference in the hashtag-adjective similarity scores between urban and
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Figure 5.2: The pos(a) + neg(a) score distribution for all adjectives (a) in SentiWordNet3.0.

rural word embedding models. For instance, the adjectives mostly used by urban users to

describe a COVID-19 topic can be learned from the comparison between the topic vector

to the adjectives in the urban-w2v model. Similarly, the preference of adjectives for rural

users can be obtained from rural-w2v model. To ensure a fair comparison between urban

and rural areas, we retained adjectives that appeared in both urban-w2v and rural-w2v for

sentiment calculation.

We combined the topic-adjective similarity score with the sentiment score for adjectives

to learn the sentiment for a topic of interest. Formally, given an adjective collection A, the

sentiment score of an adjective a in A, represented as sent (a), is defined as pos(a)−neg(a).

The raw sentiment score about a target t in the word2vec model is defined as follows,

sentraw(t) = ∑
a∈A

sim(a, t)× sent(a) (5.1)

where sim(a, t) refers to the cosine similarity between the vector for adjective a and the
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vector for target t.

To enable a comparison between two sentiment system, we normalized the raw senti-

ment score of topics in each model according to their z-score,

sentnor(t) =
sentraw(t)−avg(S)

std(S)
(5.2)

where S defines a baseline hashtag set that contains 1000 randomly sampled hashtags.

It should be recognized that we normalized urban and rural sentiment score using two dif-

ferent baseline sets, in which hashtags are randomly selected from their own respective

vocabularies. The raw sentiment scores for the baseline hashtags were relied upon to esti-

mate the mean avg(S) and standard deviation std(S). The resulting normalized sentiment

score reflects the magnitude of positive or negative sentiment, which we apply to compare

the differences in urban and rural sentiments.

We utilized a topic vector to represent all of the hashtags in a topic. This approach

calculates the sentiment about a topic; however, it cannot estimate the variance across

sentiments (i.e., the sentiment difference for various hashtags). Thus, for each topic, we

sampled 25% of the hashtags without replacement according to their weights (i.e., propor-

tional to their counts). We then averaged the vectors for these hashtags to obtain a sampled

topic vector. The sentiment score for the sampled topic vector is calculated as described

earlier. This process was repeated ten times to obtain a set of scores, which were used to

compute the average sentiments and their variance.

5.4 Results

5.4.1 Word Embedding Hyperparameter Tuning

The hyperparameters of the word2vec models that were tuned in this study are the

vector size, window size, and the number of iterations. These hyperparameters were se-

lected based on a previous study of word2vec [203]. We used one month of collected

tweets (2021-05) as the text corpus to train different word embedding models by using grid
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search. Then, a word analogy test was performed to select the appropriate parameters for

further word embedding model training.

For the word analogy test, we followed the work of Mikolov et al. [40] The test ac-

curacy of different parameter settings are shown in Table 5.1. To obtain a more intuitive

comparison of the 14 tests, we depicted the accuracy change in Figure 5.3. In Figure 5.3,

the first row in x-axis shows the window size, the second row shows the number of trained

iterations, the third raw shows the selected vector size. The y-axis represents the analogy

test accuracy.

Figure 5.3: Word analogy test accuracy for 14 different parameter settings.

As shown in Figure 5.3, increasing vector size had the most remarkable improvement

in test accuracy among the three candidate hyperparameter values. Thus, the vector dimen-

sion was set to 200, a common choice in Twitter word embedding training [43]. As for

window size, we limited the maximum window size to 5. This is because the average num-

ber of words per tweet in our collected data was 10.44; setting a window size to greater
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than 5 implies that the vector of the current word depends on a word from the words in

another tweet, which is unreasonable. Based on experiments result, we set the window size

to 5. Finally, a comparison of experiments with vector size of 200 (the rightmost six dots

in Figure 5.3) showed that training the corpus more than ten times had limited improve-

ments, the gain of the accuracy was quite small after the hyperparameters of (5, 10, 200).

Considering the model training time, we set the number of iterations to 10 for the monthly

corpus.

Table 5.1: Results of word analogy tests.

Experiment ID Vector size Window size Num. of iterations Accuracy

1 50 3 5 34.60%
2 50 3 10 37.01%
3 50 5 5 36.21%
4 50 5 10 38.02%
5 100 3 5 47.75%
6 100 3 10 49.54%
7 100 5 5 48.36%
8 100 5 10 50.72%
9 200 3 5 54.01%

10 200 3 10 55.84%
11 200 5 5 56.07%
12 200 5 10 57.33%
13 200 5 15 57.57%
14 200 5 20 57.98%

5.4.2 Urban and Rural Tweets Distribution

Figure 5.4 depicts the number of tweets collected in the US, where blue represents

Urban core areas and red represents small-town/rural areas. A darker color means that

there were a higher number of tweets in that area. As can be seen, the figure generally

matches the urban rural classification scheme in the US [204]. Table 5.2 provides summary

statistics for the three word embedding models trained using all of the tweets.
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Figure 5.4: Number of tweets collected in US urban core and small-town/rural ZIP codes.

5.4.3 Human Evaluation Results of Hashtag Relevance Thresholds

As discussed in the Method section, we relied on human evaluation to determine the

relevance threshold from a candidate list of [0.4, 0.45, 0.5, 0.55]. The result of first round

human evaluation, the “recall” round, are shown in Table 5.3.

From Table 5.3, it can be seen that there are still some COVID-19 relevant hashtags

below threshold 0.55, setting a threshold equal to or higher than 0.55 will result in an

incomplete collection of COVID-19 relevant hashtags. Therefore, in the second round of

human evaluation, we removed 0.55 from the threshold candidates.

Our second round of human evaluation focused on the quality of hashtag clusters. For

clusters related to COVID-19 (clusters with an answer yes or maybe for question 1), we re-

port reviewers’ Kappa agreement on question 1 and averaged cluster quality score (question

2) in Table 5.4.

Since threshold 0.5 resulted in the highest kappa agreement score and the highest qual-

ity score, we selected 0.5 as the relevance threshold for the further analysis.
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Table 5.2: Training data for the word embedding models. (RUCA: Rural-Urban Commut-
ing Area).

RUCA Tier All Tweets Urban Core Small-town/Rural

Number of tweets 407 million 350 million 18 million

Words per tweet 10.47 10.44 10.54

Hashtags per tweet 0.18 0.18 0.17

Word2vec model all-tweets-w2v urban-w2v rural-w2v

Table 5.3: Number of COVID-19 related hashtags in 100 random samples at different
threshold level, labeled by one annotator.

ID Threshold Score range COVID-19
hashtags

Example hashtags

1 0.55 [0.55, 0.59) > 70 faucihero, unmaskamerica

2 0.5 [0.50, 0.55) 40 ∼ 50 firefauci, quarentinelife

3 0.45 [0.45, 0.50) 10 ∼ 20 maskupnola, backtoschool2020

4 0.4 [0.40, 0.45) < 5 coronavirussicilia,
backtobusiness

5.4.4 Topic Clustering

We collected 2,666 COVID-19 related hashtags, which clustered into 30 distinct topics.

After a manual review of the clusters, we found that 20 of the topics were closely related

to COVID-19 in US. The other 10 less relevant topics included those related to social

justice (e.g., the George Floyd events), news about the Middle East and COVID-19 in

other countries (e.g., Canada, India, and Mexico). Figure 5.5 presents a 2D representation

of the word embedding vectors for the clustered hashtags in 20 COVID-19 related topics.

Based on closeness of the topic hashtags, we further grouped the topics into four categories:

Misinformation, Prevention and Treatment, Economy, and News and Politics. For example,

topics belonging to the Misinformation category, including, Covidiots, China virus, and

plandemic, all appear in the upper left corner. Topics about News and Politics are grouped
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Table 5.4: Human evaluation of hashtag cluster quality.

Id Threshold Fleiss’ kappa of Q1 on
COVID-19 related clusters

Average clusters’ quality score
(Q2)

1 0.50 0.364 1.545
2 0.45 0.253 1.487

3 0.40 0.340 1.483

together in the upper right corner. The topics of Prevention and Treatment and Economy

also exhibit a similar grouping pattern. Certain topics, namely COVID-19, Health, and

School, do not fall into the four categories.

Table 5.5 shows the number of hashtags, the 10 most tweeted hashtags and a manu-

ally assigned label for each of the 20 topics. The topics are presented in descending order

according to the number of unique hashtags they hold. The hashtags are presented in de-

scending order according to their frequency. It can be seen that the Mandates, Health and

Vaccine topics are affiliated with the most user-generated hashtags, which highlights the

users’ concerns about COVID-19 prevention and its impact on health.

Figure 5.6 shows the trends in volume and relevance for COVID-19 for the selected

topics and categories. The black line in Figure 5.6 indicates the number of monthly new

COVID-19 cases in the US, where EUA stands for emergency use authorization. Specifi-

cally, Figure 5.6A shows the volume of tweets for a topic (number of tweets that contain at

least one of the topic hashtags), while Figure 5.6B shows the relevance of topics to COVID-

19. There are several notable observations that are worth highlighting here. First, there is

an overall declining trend in COVID-19 related tweets. Secondly, the most tweeted topic

changes overtime. For instance, prior to February 2021, the most tweeted topic was Man-

dates. Afterwards, Vaccines became the most tweeted, as well as the most relevant topic,

with monthly discussions peaking in April 2021. This trend is positively correlated with

the changes in the number of vaccinated people in the US. Third, for topics in the News and
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Figure 5.5: A 2D representation of UMAP clustering results of 20 topics. Each point
represents a distinct hashtag.

Politics category, we found that the changes in topic Trump, both in volume and COVID-19

relevance, are aligned with progress in the 2020 presidential election. The relevance of the

Donald Trump topic to COVID-19 reached its highest level in October 2020, after which it

gradually diminished. Finally, we observed that before 2022, the trend of Misinformation

category generally matched with the change in the number of COVID-19 new cases. Yet,

after 2022, there was a decline in both the volume and relevance scores across all but one

topic (Vaccine), although the number of new COVID-19 cases peaked in January.

5.4.5 Urban versus Rural Sentiment

Figure 5.7 depicts the normalized urban and rural sentiments about COVID-19 related

topics. In Figure 5.7, the category ID for each topic is shown to the left of the topic name.
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Figure 5.6: The monthly trend in volume (A) and relevance to COVID-19 (B) for selected
topics and categories.

The error bar indicates +/− one standard deviation of the sentiment. The three additional

topics at the bottom (separated by the dotted lines) are displayed to provide readers with

some intuition into the degree of positivity (negativity) represented by the sentiment score.

The raw P-values of Welch’s t-tests are shown in the right column, where the bold text

indicates a statistically significant difference (P < .05/20) after Bonferroni correction. We

normalized urban and rural scores using their baseline hashtag set. For urban-w2v, the

mean raw sentiment score (prior to normalization) was -4.58 with a standard deviation of

5.84. For rural-w2v, the mean raw sentiment score was -11.02, with a standard deviation

of 7.43.

As shown in Figure 5.7, both urban and rural users exhibited negative sentiments for

the majority of COVID-19 related topics. The only topic with a positive sentiment was

Essential Worker. Both urban and rural users communicated weak negative sentiments
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Table 5.5: The 20 COVID-19 topics inferred from collected tweets.

Category Topic
Label

10 Most Frequent Hashtags Unique
Hashtags

COVID19 covid19, coronavirus, covid, covid 19, pan-
demic, covid-19, corona, covid 19, omicron,
covid–19

79

#1
Misinfor-

mation

Open
America

europenamericanow, nomasks, vaccineman-
date, maskmandate, nomask, donotcomply,
reopenamerica, vaccinepassport, vaccinepass-
ports, maskmandates

73

Covidiots covidiots, antivaxxers, idiots, moron, covidid-
iots, stupidity, morons, antimaskers, antivaxxer,
antivax

30

China
Virus

chinavirus, billgates, ccpvirus, wuhanvirus,
wuhan, chinaliedpeopledied, chinesevirus, chi-
naliedandpeopledied, agenda21, wuhancoron-
avirus

30

Dr. Fauci fauci, drfauci, firefauci, faucithefraud, antho-
nyfauci, fauciliedpeopledied, fauciemails, fau-
cilied, faucifraud, birx

22

Plandemic plandemic, hoax, scamdemic, factsnotfear,
covidhoax, fearmongering, kungflu, scam-
demic2020, fearporn, coronahoax

20

HCQ hydroxychloroquine, ivermectin, cnntownhall,
remdesivir, hcq, regeneron, hydroxycloroquine,
trumpvaccine, hydroxycholoroquine, dexam-
ethasone

16

#2
Prevention

and
Treatment

Mandates wearamask, 2020, staysafe, maskup, stay-
home, socialdistancing, quarantine, quaran-
tinelife, mask, lockdown

397

Vaccine covidvaccine, vaccine, science, getvaccinated,
vaccinated, pfizer, moderna, getvaccinatednow,
vaccineswork, covid19vaccine

198

Essential
Worker

essentialworkers, nurses, healthcareheroes,
inthistogether, healthcareworkers, front-
lineworkers, frontlineheroes, healthcareworker,
frontliners, frontlines

27
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#3
Economy

Stimulus
Check

stimuluscheck, stimulus, unemployment,
heroesact, americanrescueplan, stimuluspack-
age, covidrelief, caresact, covidreliefbill,
stimulusbill

28

Economy economy, housing, homelessness, unemployed,
markets, debt, economic, evictionmoratorium,
jobsreport, housingcrisis

26

#4
News and
Politics

Ron
DeSantis

deathsantis, desantis, rondesantis, gregab-
bott, deathdesantis, desantisfailedflorida, flori-
dacovidepicenter, harriscounty, floriduh, desan-
tisvariant

58

Trump
Virus

trumpvirus, trumpknew, trumpliesameri-
cansdie, trumpfailedamerica, trumphasno-
plan, trumpliedpeopledied, trumpisanidiot,
trumpownseverydeath, trumpgate, trumplies-
peopledie

31

News foxnews, news, cnn, breakingnews, journalism,
nytimes, abcnews, nyt, newyorktimes, nbcnews

31

Andrew
Cuomo

cuomo, deblasio, killercuomo, andrewcuomo,
governor, chriscuomo, fredo, cuomokilled-
grandma, cuomocoverup, governorcuomo

21

Donald
Trump

trump, donaldtrump, potus, whitehouse,
realdonaldtrump, presidenttrump, pence,
mikepence, potus45, donaldtrumpjr

14

Fake
News

fakenews, lies, factcheck, propaganda, mis-
information, conspiracytheory, disinformation,
mainstreammedia, factchecking, bantiktok

14

Health health, cancer, anxiety, depression, pub-
lichealth, hiv, diabetes, medicine, doctor,
breastcancer

219

Reopen
School

schools, schoolsreopening, schoolreopening,
lausd, stayinformed, reopeningschools, nycdoe,
publicschools, virtualuntilsafe, dpa

17

(in [-1, 0]) for the Mandates, Vaccine and Health topics. By contrast, there was a strong

negative sentiment (around -2) for topics about News, Politics, and Misinformation for both

groups.

For topics related to COVID-19 prevention (i.e., Vaccine and Mandates), it was ob-
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served that rural users exhibited a stronger negative sentiment than urban users. For top-

ics related to misinformation and conspiracy theory, it was observed that urban users ex-

pressed a much stronger negative feeling about the Covidiots and Fake news topics, while

rural users tended to use adjectives with stronger negative sentiment when discussing Open

America, plandemic, and Dr. Fauci. For Politics related topics, we observed a clear polit-

ical divide when comparing the urban and rural users for their sentiment toward political

figures. Urban users talked about Donald Trump and Ron DeSantis - two Republicans -

with stronger negative sentiment, while rural users were more likely to criticize Andrew

Cuomo - a Democrat. The urban vs. rural sentiment differences in prevention and politics

related topics are statistically significant (P < .001 with Bonferroni correction).

To gain further intuition into the degree of positivity (negativity) represented by the

sentiment score, Figure 5.7 also includes three additional topics for comparison: Christmas,

Thanksgiving and Election 2020. Among the three topics, Christmas and Thanksgiving

have positive sentiments, ranging from 0.5 to 0.8, whereas the topic Election 2020 has a

negative sentiment of around -0.5.

5.4.6 Topic Sentiment Temporal Trend

The temporal trend with respect to topic sentiment was characterized as change in

monthly sentiment change. However, some topics and their hashtags only appeared in

a certain month. For example, in our collected rural tweets, the hashtags about Reopen

School topic only appeared in July and August 2020, which indicates that there are no

monthly sentiment changes for this topic. As a result, we removed the 11 topics with in-

sufficient hashtags or similar urban and rural sentiment trends here. Figure 5.8 depicts the

trend in the monthly sentiment for the nine remaining topics. The monthly sentiment for

all 20 topics was presented in Figure 5.9.

In Figure 5.8, each month was depicted on the x-axis. The center of a dot represents

the sentiment value of the topic, where the size of the dot reflects the ratio of the volume of
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Figure 5.7: Overall normalized urban and rural sentiment towards COVID-19 and selected
20 topics.
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topic’s current month’s tweets to the sum of the topic’s tweets for all months. The trendlines

correspond to a locally weighted linear regression for Urban Core and Small-town/Rural.

As shown in Figure 5.8, in general, both urban and rural Twitter users’ attitudes about

COVID-19 gradually became more negative. One of the exceptions, shown in the first row

of Figure 5.8, was the Economy topic, for which urban users appeared to transition from a

negative to a positive sentiment. A possible reason for this change is that the US economic

recovery initiated in late 2021 [205]. The second row of Figure 5.8 shows the sentiment

trend about three celebrities. For the topic about Dr.Fauci, December 2020 was a water-

shed moment in the public’s attitudes about him, when he accepted the offer to become the

chief medical advisor to the president in the Biden administration. For politicians, Rural

users’ sentiment towards Donald Trump and Ron DeSantis is consistently higher than that

of urban users. The temporal trends for sentiment about prevention-related topics are de-

picted in the third row of Figure 5.8, where urban and rural users show a similar, gradually

declining trend towards Vaccine and Mandates. While rural users had a relatively stable

sentiment towards the topic of Essential workers, urban users’ sentiment slowly became

negative.

5.5 Discussion

5.5.1 Principle Findings

We believe that the approach for learning public sentiment introduced in this chapter

has several benefits over prior methods. First, by combining the word embedding models

with sentiment-rich opinion adjective lexicons, users of this approach can conduct senti-

ment analysis in the learned semantic vector space. This allows users to directly infer the

sentiment of a population group towards a topic. In comparison to tweet-level sentiment

analysis, one advantage of this approach is that it does not require to identify COVID-19

related tweets by using either keyword filters or machine learning classifiers, which is more

robust to the noise (e.g., misspellings, synonyms and abbreviations) within the online data.
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Figure 5.8: Monthly urban and rural sentiment regarding COVID-19 related topics.
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Second, unlike commonly used topic modeling techniques, such as LDA, the new method

utilizes word embedding vector clustering to identify hashtags and topics of public interest,

which works well on tweets, the large amount of noisy short text data. Third, while our

approach was tailored to applied in the sentiment analysis of COVID-19, we believe that

the trained word embedding models can be directly used for sentiment analysis of other so-

cial events, without the hassle of a new round of data collection and labeling. For instance,

our data collection period covers the time of the 2020 presidential election, thus the trained

model can be directly used for election-related sentiment analysis. Another possible appli-

cation of this model would be to build a topic extraction and sentiment analysis platform,

where users can input any event of interest to obtain related topics and to infer public’s

sentiments about this event in rural or urban areas. Our learned word embedding models

are publicly available on GitHub [206].

At the same time, there are several notable findings from this investigation. First,

we observed that urban and rural users clearly harbor different sentiment about certain

COVID-19 related topics. In particular, urban users exhibited a stronger negative senti-

ment about Covidiots, China Virus, Economy and Fake news. By contrast, rural users

show a stronger negative sentiment towards Plandemic, Dr.Fauci, and prevention strategies

(Vaccine and Mandates). These findings, are consistent with those of prior investigations

[8, 182]. Callaghan and colleagues [8] found that rural residents are less likely to “partic-

ipate in several COVID-19-related preventive health behaviors”, Chauhan and colleagues

[182] observed that rural residents are less concerned about the coronavirus. Moreover,

we observed a clear political divide between urban and rural users through the sentiment

analysis of three politicians. For instance, during the time window covered of this study,

urban users viewed Andrew Cuomo more favorably than Donald Trump and Ron DeSantis,

while vice versa could be said for rural users. These findings are also consistent with stud-

ies on political polarization [207]. All of these provide evidence that, with our proposed

model, social media data can be effectively leveraged to gain timely insight into the public

96



understanding and/or sentiment to hot social events.

5.5.2 Limitations

There are also several limitations to this study, which we believe serve as opportunities

for future research. First, we relied on tweet’s place attribute to obtain user’s geolocation,

and to infer user’s urban/rural information. This step is not 100% accurate, as there are

several “non-formatted” places in the collected tweets. The “non-formatted” place can be

ambiguous, such as “McDonalds”, or too general, such as “Iowa, USA”. Through manual

review of 200 random sampled tweets, we found 19 (10%) tweets with “non-formatted”

place attribute. The geocoding result of the “non-formatted” place attribute may make our

result less significant than the true urban vs. rural difference. Second, to quantify the

sentiment of a particular group, our method requires training a word embedding model for

that group. Our method is less effective if the goal is to compare multiple social groups with

different demographics. The issue may be resolved with the assistance of word embedding

geometry [208]: performing sentiment analysis on the subspace of the aspect of interest.

5.5.3 Conclusion

In this study, we introduced a novel approach to characterize the public’s sentiment

about COVID-19 and related topics. By applying topic recognition and a subsequent senti-

ment analysis, we discovered a clear difference between urban and rural users in their senti-

ment about COVID-19 prevention strategies, misinformation, politicians and the economy.

While these findings might not be representative of the sentiment of the American public

more broadly, we believe that such investigations could help policymakers obtain a more

comprehensive understanding of the sentiment differences between urban and rural areas

on COVID-19 and related topics, so that more targeted deployment of epidemic preven-

tion efforts can be made. Finally, we wish to highlight that our approach is not limited to

COVID-19 and it can readily be extended to other topics of interest without additional data

collection or model training.
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Figure 5.9: Monthly urban and rural sentiment regarding 20 COVID-19 related topics.
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CHAPTER 6

Conclusion

6.1 Summary

This dissertation investigates how to utilize user-generated data to understand public

perception of societal concerns. Our investigation revolves around two core questions: 1)

Given the societal concern of interest, what are the topics of public concern, and 2) what

is the public sentiment about the societal concern and related topics. These questions are

answered through three related, but computational distinct, tasks.

First, we investigate the behavior of online research cohort membership disclosure. We

gathered and analyzed 4,020 tweets and uncovered over 100 tweets disclosing the indi-

viduals’ memberships in over 15 medical research programs. Through sentiment analysis,

we learned that 45.3% of self-disclosed users have a positive attitude towards the joined

research project. Our investigation showed that self-disclosure on social media can reveal

participants’ membership in research cohorts, and such activity might lead to the leakage

of a person’s identity, genomic, and other sensitive health information.

In the second task, to gain a deeper understanding of the self-disclosure behavior, we

investigated the face image sharing trend in a Direct-to-Consumer genetic testing forum.

Through topic modeling and statistical inference on over 15,000 Reddit posts, we found

that posts including a face received 60% more comments and had karma scores (upvotes

– downvotes) 2.4 times higher than other posts. The topics in posts including a face were

primarily about sharing, discussing ancestry composition, or sharing family reunion photos.

The association between face image posting and a greater level of attention suggests that

people are forgoing their privacy in exchange for attention from others. To mitigate this

risk, platform organizers and moderators could inform users about the risk of posting face

images in a direct, explicit manner to make it clear that their privacy may be compromised
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if personal images are shared.

In the final part of this dissertation, we focus on a topic that affects the general pop-

ulation: public sentiment about COVID-19 and related topics. In this investigation, we

combined word embedding models with clustering strategies to identify topics closely re-

lated to COVID-19, and relied upon the similarity between topic hashtags and opinion

adjectives to infer the sentiment with respect to the identified topics. We discovered a sig-

nificant difference between US urban and rural users in their sentiment about COVID-19

prevention strategies, misinformation, politicians, and the economy. This investigation pro-

vides a more comprehensive assessment of the differences in sentiment between urban and

rural areas, which, provide intuition into the challenges of geographically-targeted deploy-

ment of epidemic prevention and management efforts. The sentiment analysis approach is

notable in that it can readily be extended to other topics of interest without additional data

collection or model training.

6.2 Future Investigations

Despite the findings in this investigation, there are certain limitations to this work,

which pose as next steps for research.

First, to quantify the sentiment of a particular group, our word-embedding based sen-

timent analysis approach requires training a word embedding model for that group. This

method is less effective if the goal is to compare multiple social groups with different de-

mographics. For example, if the user want to compare the sentiment difference between

male and female Twitter users, they need to train two separate word embedding models,

one with tweets posted by male and the other one with tweets posted by female. The issue

may be resolved with the assistance of word embedding geometry[208], by finding a set of

male-female concept pairs (e.g., boy-girl, man-women) and project the adjective vectors to

the subspace consists of the vectors of male-female concept pairs. This approach can be

extended to support the sentiment analysis of a combination of different social groups. For
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instance, if the user is interested in the sentiment difference between urban male group and

rural female group, we can do so by finding two group of concept pairs: male-female and

urban-rural, and then project the word embedding system to the subspace consists of the

two groups of vector pairs.

Figure 6.1: Stance and sentiment distribution of SemEval 2016 Task 6a dataset, image from
the work of ALDayel and Magdy [1].

Second, our investigation relied upon sentiment analysis to gain intuition into public

perception. However, it should be noted that the result of sentiment analysis may differ

from the public perception occasionally. This is because people express their opinion to-

ward a target using various tones with different sentiments. For example, one may use

either a straight-forward negative sentiment, a conservative neutral sentiment, or even a

sarcastic positive sentiment to express an opposing stance towards a target. This entangle-

ment between stance and sentiment makes it harder to learn the true opinion. Figure 6.1

below, from the work of ALDayel and Magdy [1], illustrates the complicated relationship
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between sentiment and stance. Error analysis of stance detection models [1, 93] showed

that the performance of models often suffers from sentiment entangles. The model can be

disguised by the sentence’s sentiment and generates a wrong stance.

There are several research directions on uncovering perception from sentences using

sentiment information. Disentangle learning [209] can be utilized to remove sentiment

distraction from stance detection. While studies in multi-task learning (MTL) [210–212]

have shown that training related tasks, such as sentiment and stance detection, together can

have better performance than separate, single-task training.
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