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CHAPTER I

Introduction

I.1 Motivation

The vision of an ”automated” future has enraptured researchers, hobbyists, and corporations for decades.

In recent years, the growth in the number and diversity of semi and fully-autonomous systems, has allowed

us to re-imagine the ways we organize our cities, communicate, and move around. Underpinning these

advancements has been the stunning progress in Artificial Intelligence (AI), where the success of models

such as artificial neural networks has allowed for technologies including Amazon’s Alexa, Apple’s Siri, and

DeepMind’s AlphaGo to flourish and enter everyday conversation [5]. AI has been lauded as one of the most

influential and disruptive set of methodologies of our era, and its applications within the autonomous domain

has the potential to bring forth unprecedented benefits for society as a whole.

As with most disruptive technologies, societal acceptance of autonomous systems hinges on an ability to

engender trust in the underlying technology. Unfortunately, in recent years, there has been a steady decline in

trust within this space. As Mueller et al. put it, this decline can be attributed to ”the steady drumbeat of news

stories of AI failures that range from the humorous to tragic” [6]. Rebuilding confidence in these systems will

require holistic analyses of their design and their interactions with the world, particularly within the realm

of safety. The following document focuses on the safety dimension of this challenge, recognizing that the

development of trustworthy autonomous systems requires the use of multidimensional and interdisciplinary

assurance approaches.

To address the safety challenge for autonomous systems, many assurance techniques combine reasoning

about the functional correctness of a system at design time with monitoring relevant safety specifications at

runtime [7]. These approaches often draw inspiration from control theory, model based engineering, formal

methods, and sensor and actuator design [5]. Since autonomous systems generally operate in uncertain, un-

structured, and variable environments, reasoning about safety is a notoriously difficult problem. Particularly

since these systems often make use of Machine Learning (ML) or Learning Enabled Components (LECS)

to handle the complexities of their environments and decipher the information observed from a diverse con-

figuration of sensors [8]. Many of the existing assurance approaches are not well suited to handling these

components due to their complexity and opaque nature. It is unrealistic to believe that one will ever verify

all parts of an autonomous system [9]. Rather, the objective is to demonstrate that the system meets accept-

able levels of safety, and adheres to engineering principles such as the As Safe As Reasonably Practicable
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(ASARP) Principle [10]. This requires, the design of solutions that are both practical and rigorous.

I.2 Research Challenges

Reasoning about the safety of an autonomous system requires an understanding of the collective interaction

of computers, networks, and the system’s physical dynamics [8]. Thus, these systems fall within the realm of

Cyber-Physical Systems (CPS). While there are slight variations of this notion, the underlying principle is that

the computational and physical aspects of the system cannot be easily decoupled [11]. CPS are present within

a wide range of engineering domains such as avionics [12], automotive systems (autonomous vehicles and

smart cars), medical devices, industrial process controls [13], smart grids, traffic safety and control, robotics,

and the internet of things (IOT) [14]. Many of these domains are safety critical in nature, and it is generally

required that there be an orderly development process that begins with outlining a set of requirements, and

then demonstrating that these requirements have been met consistently throughout the design [10]. The

challenge here is that often it mandates reasoning about all the scenarios that a system will encounter, as well

as the failure cases that could occur. Thus, one must potentially explore infinite spaces with finite resources

[10]. The task therefore becomes how to deliver maximally credible arguments by expending resources in

proportion to the risks, that a system satisfies its requirements [10].

Arguments about safety classically involve determinations of rates of failure, the results of formal verifi-

cation, fault-tolerant design, and the evaluation of test cases. There are notable challenges that arise within

this realm. The first challenge consists of obtaining suitable models of the underlying system (here “suitable”

means that our model omits only inessential details) [15]. The second challenge is developing adequate spec-

ifications that ensure correct behavior. Finally, the third challenge consists of developing techniques that can

analyze the aforementioned specifications. The following dissertation focuses on these latter two questions.

The questions that this document sets out to answer are:

• How do we construct evidence that an autonomous system satisfies its requirements based on our

assumptions about the nature of the environment it is tasked with operating within and the nature of the

components governing its behavior?

• How does one provide guarantees of correct behavior, when methods such as machine learning are

utilized within these systems?

• How does one ensure safety in dynamic contexts characterized by significant uncertainty?

• Finally, how can one reason about the correctness of a system in contexts where the system’s dynamics

are hard to characterize precisely?
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I.3 Research Contributions

To address some of these challenges, we focus on the following contributions:

• We begin by presenting a case study of the use of two leading machine learning methods for training

neural network controllers, Reinforcement Learning and Imitation Learning, for the control of a 1/0

scale autonomous vehicle. This case study is aimed at motivating the need to monitor learning-enabled

components, and discusses several challenges related to assuring the safety of autonomous learning-

enabled systems.

• We then introduce a safety monitoring regime leveraging real-time reachability that allows us to provide

provable guarantees of safety for systems that make use of machine learning controllers.

• We propose a simplex architecture for the safety assurance of autonomous systems that abstracts away

the need to analyze the correctness of controllers used within these systems and instead focuses on the

effects of their decisions on the system’s future states.

• We present a rigorous empirical analysis of accounting for various classes of uncertainty within the

safety assurance task.

• Finally, we propose the development of a model predictive control regime Leveraging Real-Time

Reachability, in an effort to design safe navigation strategies within the presence of dynamic and static

obstacles.

I.4 Organization

The remainder of this dissertation is organized as follows. Chapter II presents an introduction to safety as-

surance and surveys the relevant research literature. This chapter is divided into several sections that present

safety assurance approaches for CPS at runtime and at design time. The chapter concludes with a discus-

sion of assurance techniques for machine learning components and a brief discussion of real-time systems.

Chapter III presents a case study that deals with the comparison of two leading machine learning methods,

Reinforcement Learning and Imitation Learning, within the context of autonomous racing. This chapter helps

motivate the need to monitor machine learning components. Chapter IV presents an online safety assurance

architecture for machine learning components. The regime makes use of a real-time reachability algorithm

that (a) provides provable guarantees of safety, and (b) is used to detect potentially unsafe scenarios for an

autonomous driving task. The method is evaluated both in simulation and on a hardware platform. Chapter V

presents an extension of the approaches discussed in Chapter IV to handle dynamic obstacles, as well as

uncertainty with respect to the models of the system and its environment that are utilized in the reachability
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regime. The approach is evaluated in an autonomous racing context commonly utilized by the international

F1/10 Autonomous Racing Competition. Chapter VI presents an optimization based approach for the static

and dynamical obstacle avoidance problem within an autonomous vehicle racing context. This work com-

bines the model predictive control paradigm with the approach outlined in Chapter IV, in order to realize

safe racing strategies. Chapter VII, presents a discussion of the challenges in designing learning-enabled

autonomous systems that possess rigorous assurances of correctness with respect to formal mathematical

specifications. It explores the limitations and assumptions of many assurance approaches present within the

research literature, as well as the work presented in this document, from a practical and philosophical stand-

point. Chapter VIII ends with concluding remarks, and Chapter IX lists the author’s current publications.

Finally, Appendix A presents a detailed description of the source code and experimental artifacts used within

our work.
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CHAPTER II

Related Work

II.1 Safety Assurance

II.1.1 What is Safety Assurance?

Safety Assurance is defined as the process of creating clear and comprehensible arguments that a system will

operate as intended in a particular context and not cause harm. Harm, in this case, can be defined as “any

condition that results in death, injury, damage to or loss of equipment, and/or damage to the environment,”

[18]. To engender confidence in the correctness of a particular system, it is imperative that these arguments

establish how a system’s design considers all the possible ways in which things could go wrong, and that

these scenarios are effectively addressed [19]. In practice however, as Rushby et al. state, “the difficulty

lies in statements like ’everything that could go wrong’. This requires that one explore a potentially infinite

space [of scenarios and system designs] with only finite resources. The challenge of assurance, therefore, is

to “deliver maximally credible arguments and evidence for believing that the system will do no harm, while

recognizing that it cannot provide an absolute guarantee,” [11].

To formalise this notion, safety assurance involves a rigorous consideration of the assumptions of the

system’s operating environment within the context of sources of evidence that its construction is correct. This

involves an orderly elaboration of requirements and specifications, followed by analyses of the overall system

implementation. In this context, requirements codify what the nature of the system is, and specifications are

translations of those requirements into properties that can be analyzed. Each industry has its own set of

standards, guidelines, and best practices that are usually outlined by domain experts, but the central idea is

that design process must adhere to rigorous certification procedures [11].

II.1.2 Assurance Cases

Arguments about the safety of a system are often presented in the form of Assurance Cases [10]. Assur-

ance Cases are structured arguments that consist of three elements: a claim that clearly states the property of

the system to be investigated, evidence that the design and construction of the system satisfies the property

under consideration, and an argument demonstrating how the evidence is sufficient to establish the afore-

mentioned claim [10]. Arguments of this nature typically involve a hierarchical decomposition of arguments

and evidence, and they are often represented using graphical notations such as Goal Structuring Notation or

Claims-Argument-Evidence frameworks [1]. An example of a Goal-Structuring Notation diagram is shown

in Figure II.1, where a claim is justified by an argument and evidence, which is then substantiated by further
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subclaims with corresponding arguments and evidence.

Claim

Argument Step

Sub-Claim One Evidence

Argument Step

Evidence Evidence

Figure II.1: Example of a structured argument in Goal Structured Notation [1].

Within the context of assurance cases for software, the underlying arguments can employ evidence that

can be partially automated through formal methods, testing, and verification [11]. Thus, for software, an

assurance argument typically involves demonstrating that a given software implementation satisfies its re-

quirements. The more serious the failure conditions of the underlying software artifact, the more rigorous

the evidence demonstrating its correctness must be. Additionally, the evidence must be accompanied by

arguments about why we can trust the results of any analyses, and the assumptions made in their considera-

tion. Thus, the entire process seeks to answer two fundamental questions. Are we building the right system

(Validation)? Are we building the system right (Verification)? [11].

In surveying the relevant literature, we focus on these latter two questions. In particular, our survey

focuses on these questions within the context of autonomous learning-enabled CPS, which has seen a large

increase in the number of approaches proposed towards demonstrating their correctness both at design time

and at runtime.
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II.2 Design-Time Assurance Techniques

The safety assurance task for autonomous CPS requires drawing on knowledge from different areas such as

control engineering, software engineering, and networking. As is characteristic of most engineering systems,

the design of CPS predominantly makes use of model-based design (MBD) [20]. In this context, a model can

be defined as a formal description of a system which allows us to mathematically consider properties such as

reliability, fault tolerance, timing behavior, performance characteristics, and other relevant system parameters

[21]. The main benefit of models is that while it is often not possible to reason about such properties with

physical realizations of complex systems, these properties can often be efficiently considered using models

of the underlying system [15]. If a model is a good abstraction of the system, then this gives system designers

corresponding confidence in the real-world system [15]. The process of describing a system and its desired

properties in a precise manner is known as Specification, and design time assurance techniques deal with

demonstrating that a given model satisfies its specifications.

II.2.1 Model Checking

Model checking is a technique that deals with building a finite model of a system and checking that a desired

property holds [21]. Generally, this involves an exhaustive exploration of the system’s behavior through

algorithmic analyses of its executions [22]. In this realm, the model must be defined using an appropriate

formalism that defines its execution in the context of its operating environment. The space of the possible

states that the system may encounter is usually described using mathematical structures such as sets, relations,

and other functions, and sufficient care must be paid to capture all the relevant information while abstracting

unnecessary details [23]. The challenge here is designing algorithms that allow for efficient explorations of

potentially large state spaces so that the relevant specifications can be adequately assessed. In many cases, as

the size of a system increases, the space over which we are required to reason increases exponentially. This

is known as the state explosion problem, and it has been well studied within the formal methods literature

[24]. Correspondingly, there is a large body of work towards developing abstractions and algorithms aimed

at addressing this challenge [25, 26, 27, 28, 29, 30]. The classic product of model checking consists of a

mathematical proof that a system satisfies a particular property, and if the property is not satisfied then many

approaches yield counter-examples, which are demonstrations of undesirable behavior [21]. The quality of

the results obtained through model checking is largely governed by the quality of the underlying abstraction

of the system, as well as the specifications used to evaluate its correctness [31]. To demonstrate that a model

is a good representation of the system, it is imperative to carry out rigorous validation efforts that explore

how well a model adheres to experimental data [32]. Additionally, to be useful, specifications must be high-

quality in nature in order to realistically reveal inconsistencies, ambiguities and incomplete system designs
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[33, 21]. In many cases, the set of specifications that can be considered is limited, since some questions

may be computationally intractable or undecidable [25]. Especially within the realm of CPS. Thus, there has

been a significant amount of work aimed at addressing these challenges. In recent years, model checking has

displayed great efficacy in being used in numerous domains, and its broader impact has transitioned from

being limited to academic circles to being utilized within industrial applications. In particular, it has been

used extensively in industry for hardware verification [34].

Within the context of CPS, model checking has been used extensively [35, 36]. However, there are unique

challenges that arise in considering models of CPS. Particularly with respect to time. For traditional software,

time is often an issue of performance, whereas for CPS, time is an issue of correctness [15]. In interacting

with the physical world, the time it takes to perform a task may be critical to ensuring safety [37, 38, 39]. As

an example, consider the case of airbag deployment. In this scenario, slight variations in the time it takes to

deploy an airbag could be the difference between life and death for a passenger [40]. Thus, model checking

for CPS has required the development of unique domain specific languages and modeling formalisms capable

of capturing these timing requirements [15, 23]. One such formalism that has enjoyed widespread use is the

Hybrid Systems Framework [41, 42]. This framework has proved to be effective in capturing the heterogeneity

and complexity exhibited by CPS applications.

Hybrid systems involve viewing CPS as a set of interacting pairs, one that is defined by discrete events,

and the other by laws of physics. One standard modeling formalism for capturing this interaction is the Hy-

brid Automata (HA) framework, and it has been used to describe systems in many domains such as avionics,

automotive control, robotics, process control, and embedded devices [43, 44, 45]. In this realm, the idea is

that a CPS can be modeled as a finite-state transition system with discrete modes whose underlying states

are governed by real-valued continuous functions describing the evolution of states. The system’s physi-

cal dynamics are primarily modeled through the use of ordinary differential equations (ODEs), differential

algebraic equations (DAES), and differential inclusions [45, 46]. Recently, there have been extensions of

hybrid systems to include more complex dynamics described by partial differential equations (PDEs). HA

have proven to be an effective and powerful formalism for enabling analyses of both temporal and static

requirements for CPS [43].

II.2.2 Reachability Analysis

One common way of demonstrating that a system satisfies relevant safety properties is through the use of

Reachability Analysis, and many model checking algorithms rely on this technique [47]. Reachability analy-

sis involves computing the set of all states that a system can attain over a finite time horizon [39]. As Asarin

et al. note, such an analysis ”provides knowledge about the system with a completeness or coverage that a
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finite number of simulations cannot deliver,” [39]. Primarily because the reachable set describes the system’s

trajectories from all possible initial conditions, and under all admissible disturbances and variations in pa-

rameters values of the underlying model [39]. In deriving such a set, the safety assurance problem consists

of determining whether there is an intersection between the reachable set of a system and a set of undesir-

able states. As an example, for an autonomous vehicle this analysis can be leveraged to investigate whether

the vehicle remains within lane boundaries, and if static and dynamic obstacles are avoided as the vehicle

navigates its environment [48].

There is a rich set of literature and software tools available for the reachability analysis of systems with

continuous, discrete, and hybrid dynamics [39]. While we confine our focus to those with continuous and hy-

brid dynamics in this document, the reachability analysis of discrete systems has been extensively considered

since the early 1960s and is a well studied problem [49, 50]. Generating the set of reachable states involves a

combination of numerical analysis techniques, graph algorithms, and computational geometry [51, 39]. For

systems described with piecewise constant dynamics, it is possible to compute the exact set of reachable

states [52]. In contrast, for systems with non-trivial continuous dynamics, obtaining the exact reachable set

is often extremely difficult or undecidable. In fact, even for linear systems, obtaining the exact reachable set

is only possible if the matrices that describe the differential equations possess a specific eigen-structure [39].

Such a structure is outlined in [53]. Thus, deriving the reachable set for these classes of systems involves

obtaining an approximation of this set using a variety of set representations.

There have been numerous formalisms and representations proposed for approximating reachable sets,

and many of these approaches are supported by software tools for experimental validation [54]. These include

polyhedra [55], level sets [56], star-sets [57], intervals [58, 59], zonotopes [52], taylor models [60], and barrier

certificates [47]. A common approach utilized by these approaches is flow-pipe or reachtube construction.

Flow-pipe construction deals with obtaining snapshots of the set of reachable set of states enumerated at

successive points in time. It is frequently used for systems governed by linear or non-linear continuous

dynamics. In this context, the flow-pipe represents a characterization of the system’s evolution over a fixed

time horizon. Deriving flow-pipes has been done using optimal control theory, numerical approximation

techniques, and even aggregations of a finite number of individual trajectories [47]. As with other model

checking techniques, the computational cost associated with computing flow-pipes varies exponentially with

an increase in the number of dimensions of a system. Thus, there is a tradeoff between the accuracy of the

underlying approximation of the reachable set and the time it takes to obtain such an approximation. The

main challenge, in this context, is to obtain over-approximations that are granular enough to be useful for the

analysis being carried out by a system designer [47].

Beyond safety assurance, reachability regimes have been used to study invariance properties, robust con-

9



trol, set-based fault detection and monitoring, controller synthesis, conformance checking, and constraint

satisfiability [47]. An in depth summary of these topics can be found in the following surveys [47, 21, 51, 37].

II.2.3 Testing and Simulation

Simulation and testing are two essential activities within model-based design, and these approaches are

widely used within industrial applications [47]. While these approaches suffer from the limitation that they

do not exhaustively cover the space of all possible scenarios that a system could encounter, they can provide

for incredibly useful analyses of the correctness of a system [61, 48]. Particularly, when formal verification is

not possible, ill-defined, or too costly to perform [62]. Moreover, testing allows engineers to understand the

dynamics of a system and assess the fidelity of the abstractions used in their modeling. There is a long and

established history of efficient software-engineering testing methods such as unit testing, integration testing,

path testing, branch testing, and network testing to name a few [63]. In recent years, there have been exten-

sions of these approaches to CPS [64, 65, 66]. For CPS, this requires reasoning about hardware as well as the

integration of multiple components that form a cohesive whole [67].

Many approaches utilize model based testing strategies, in which an executable formalism enables the

execution of numerous simulations in the hopes of uncovering errant behavior [68]. Other approaches do not

assume an underlying model and rather inspect the correctness of the inputs and outputs of the system. The

level of detail with which models are described, as well as the amount of simulations conducted, depends

on the system testing goals [67]. One challenge regarding CPS testing is that in order to provide meaningful

results, tests must consider different models of the system’s environment as well as the other components

utilized within the system in tandem. To address this challenge, co-simulation methods where integrated

simulations can be run simultaneously in a cooperative manner have been proposed [69].

Simulation analyses have also been extensively leveraged to determine if an underlying model of a system

accurately matches experimental data. This process is known as model validation, and there is a wealth of

literature aimed at this idea [32]. One such approach is the Monte Carlo paradigm, where a large exploration

of the possible parameter space for models can be used to engender statistical confidence in the fidelity of a

model [32]. Often the distance between a model and the system it represents is measured by a term known

as conformance degree. Intuitively, this is the distance between a model’s executions and experimental data

[32]. Model validation is an extremely important aspect of safety assurance, and an in depth discussion of

these approaches can be found in [70].
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II.2.4 Fault-Tolerance

Formal methods offer a powerful design paradigm for reasoning about the correctness of systems. However,

they do not offer a complete solution to the development of safe autonomous systems [71]. Particularly within

the context of software, “we often require that safety-critical software be highly correct. However, this misses

a key point. First, software can fail frequently but still not lead to unsafe behavior if the failures do not cause

hazardous consequences. Second, reliable software can be unsafe - if in the rare event of failures there are

catastrophic consequences” [71].

Fault-tolerance is the discipline of designing systems that continue to provide required functionality in the

presence of faults [72]. Throughout the fault-tolerance literature, the terms ”fault”, ”failure” and ”error” have

distinct meanings. “An error is that part of the system which is liable to lead to subsequent failure. While

a fault is the adjudged or hypothesized cause of an error” [72, 73]. To provide required functionality at all

times, fault-tolerance techniques combine both system-level architectural considerations and software design

considerations. Wilfredo et al. outline that there are four ways of dealing with faults: removal, prevention,

tolerance and reconfiguration [72]. Fault removal and prevention pre-suppose verification and validation,

while tolerance and reconfiguration deal with understanding the probabilities of failures and subsequently

designing mitigation strategies [72]. There are a variety of techniques proposed for these challenges such as

fault containment, redundancy, error detection, n-version programming, and error handling [74].

Designing fault-tolerant systems requires that an understanding of the failure modes of the system is

available and that estimates of those failures be determined. One common approach for obtaining these

estimates is through failure mode and effects analysis (FEMA), fault-tree analysis, and hazard analysis [75].

These efforts allow system designers to think about the probability of failure, or said another way, the system’s

overall reliability. With those estimates, the task is to design a system such that failures in one component of a

system do not cascade, and that mitigating strategies are enacted at appropriate times [74]. A good summary

of these approaches can be found in [72, 73]. While many of these analyses can be done at design time, many

approaches also rely on the online monitoring of system specifications during operation. Online monitoring

and verification approaches are the topic of the subsequent section.

II.3 Runtime-Time Assurance Techniques

II.3.1 Runtime Verification and Assurance

Autonomous CPS are often tasked with operating in uncertain and dynamic environments, where they must

appropriately handle complex interactions with other environmental participants. In such contexts, verifica-

tion and validation results obtained with respect to the system’s model at design-time may only be partially

transferable to the system’s behavior at runtime [76]. As an example, for an autonomous vehicle, it is imper-

11



ative that collisions are avoided at all times. This requires monitoring the vehicle’s state during operation, as

design time considerations cannot feasibly consider all the possible scenarios that a vehicle may encounter

[61]. The response to this challenge have been the rise of runtime assurance (RTA), and runtime-verification

(RV) approaches. While there is no widespread agreement about the various meanings of these terminologies

in the literature, an intuitive explanation of these regimes can be summarized as follows [77]. While RTA

techniques may often utilize verification results, they often also employ statistical techniques such as anomaly

detection or simulation based strategies that may not possess rigid guarantees [29, 78]. RV techniques, on

the other hand, deal with lightweight yet rigorous considerations of presupposed formal properties at runtime

[79, 80, 81, 82]. However, the essence of both approaches is that they deal with the creation of monitors that

discern whether assumptions made at design time are also satisfied during operation.

RTA and RV techniques are widely used within industry and academic settings. The systems considered

by these approaches include software systems, hardware applications, and CPS [83, 84, 85, 86]. The nature

of properties that are considered by these approaches can be in terms of desired or undesired behavior (known

as falsification). While falsification was not discussed in our treatment of design-time approaches, there are

corresponding methods in that realm as well. As is the case with design time approaches, relevant system

properties are expressed using formal specification languages and formalisms, but here the focus is on se-

quences of state observations. These sequences of observation are known as traces, and they may be discrete

or continuous, depending on the nature of the application [77]. Leucker et al. note that one of the distin-

guishing features of runtime verification is that it opens up the possibility of performing mitigation strategies

whenever incorrect or unsafe behavior is detected [87]

Falcone et al. note that there are four major steps involved in the RTA/RV process [88]. The first step is the

creation of monitors from formal properties. The second step involves system instrumentation, which is the

process of outlining the relevant events to be provided to the monitor. The third step involves the execution of

the system with the relevant observations passed to the monitor. Finally, the monitor produces determinations

about these observations and may potentially also provide feedback to the system in terms of corrective

actions that must be taken [88]. RTA/RV approaches span several research communities. In the sections that

follow, we outline key areas relevant to the safety assurance of CPS, and we refer interested readers to the

following surveys for a more detailed treatment of this exciting realm of research [88, 87, 89, 77].

II.3.2 Online Monitoring via Temporal Logics

The most common family of specification languages used within RTA/RV techniques are temporal logics

[77]. Temporal logics are a system of reasoning about properties qualified in terms of time. The most

basic and usual variant is linear temporal logic (LTL) which allows for the application of modal operators
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such as “Next”, “Until”, “Always”, and “Eventually” to be applied to analyses of a system’s traces [88].

Such analyses are often conducted by tools that are direct extensions of model checking algorithms, and

there is a rich set of approaches for dealing with temporal specifications [90]. LTL specifications often

necessitate reasoning about infinite length traces, however in the context of runtime verification, we are

typically concerned with finite traces. Consequently, there have been extensions to LTL to reason about finite

length traces [77]. Moreover, there have been extensions to LTL that allow for the consideration of a system’s

past behavior [89].

Beyond LTL, several other temporal logic formals have been proposed such as interval temporal logic

(ITL), metric temporal logic (MTL), signal temporal logic (STL), and spatial-temporal logics (STTL) [90,

88]. ITL allows for the analysis of traces over intervals of time rather than distinct points. This allows for

the investigation of questions such as whether sequences of events overlap, or if the start and end of events

are ordered [77]. MTL approaches extend LTL notions of ordered sequences of events to a quantitative con-

sideration of where these events occur on the timeline. Specifically, in MTL, modal operators are associated

with discrete or continuous time intervals. Signal temporal logic expands the domain of LTL techniques

to consider traces that are not sequences of discrete events, but rather collections of real-valued continu-

ous signals [77]. Finally, Spatial Temporal Logics allow for the consideration of systems that are spatially

distributed in nature, or for properties that require the consideration of spatio-temporal properties. There

have also been extensions to these standard logics to include the consideration of properties related to sets

of traces. Such properties are known as hyperproperties and several methods have been proposed for their

analysis [77]. We refer readers to the following papers for an in depth consideration of the nuances of these

logics [91, 88, 89, 92]

II.3.3 Online Reachability

Given the power of design-time model checking through reachability analysis, researchers have begun to

develop extensions of these approaches that are amenable to runtime operation [92]. In addition to set-based

reachability regimes, approaches such as viability kernels that determine if a set of states remain within a

predefined region [93, 48], as well as optimization-based Hamilton-Jacobi (HJI) reachability techniques have

been proposed. These approaches have demonstrated an ability to deal with systems with a wide range of

dynamics and disturbances within the context of dynamic and uncertain environments [94, 95, 96, 97, 98, 99,

100, 101, 102, 103]. The majority of these approaches deal with the reachability problem for a single system.

However, approaches that can handle multiple agents have also been proposed [104].

Within the context of autonomous CPS, online reachability techniques have been used extensively for safe

motion planning and have been validated extensively on both simulation and hardware platforms [96, 48].
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One of the ways in which this has been done is by incorporating reachability regimes into model predictive

control regimes. In this context, the results of reachability analysis can be leveraged to solve an optimal

control problem over a finite time horizon [48]. While this has displayed efficacy for systems with linear

dynamics, the problem is much more difficult for non-linear systems [48]. While methods for non-linear

systems do exist, they are often too computationally expensive to be used online [105].

II.3.4 The Simplex Architecture

In some cases, the individual components utilized within CPS may be too large or too complex for formal

analysis. However, the behaviour of the overall system relies on obtaining guarantees about these components

[106]. One of the most popular paradigms for assuring systems with unverified components is the Simplex

Architecture. In this framework, an unverified component is wrapped with a safety controller and a corre-

sponding switching logic designed to transfer control to the safety controller in certain situations [107, 108].

A useful analogy for this architecture is a driving instructor’s car with two steering wheels and two sets of

brakes. As long as the instructor is capable of intervening in dangerous situations, the capricious student is

allowed to drive. Typically, the complex controller has better performance with respect to the design metrics,

whereas the safety controller is designed with simplicity and verifiability in mind [109].

Figure II.2: Overview of the Traditional Simplex Architecture

Typically, in simplex architectures, the switching logic is primarily designed either from a control the-

oretic perspective through the solution of linear matrix inequalities (LMI) [110], or using a formal analysis

hybrid-systems reachability technique [13]. As Bak et al. note, it is easy to design a safe decision logic;

one can simply always use the safety controller [108]. However, this is unsatisfactory since the performance

responsibilities of the system might be forfeited or unreasonably delayed [108]. The key challenge in this

regime is to design a switching logic that allows the dynamic capabilities of the unverified complex controller

to be exploited as much as possible without compromising safety. Thus, the central focus is the design of

verified decision logic that is minimally conservative. Numerous effective approaches have been proposed in
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recent years, resulting in the simplex architecture being utilized within numerous contexts. These contexts

include aerospace systems [110], fleets of remote controlled cars [111], industrial embedded infrastructure

[13, 28], and distributed mobile robotics applications [112, 104].

II.4 Verification of Machine Learning Components

Machine learning has been lauded as one of the most influential and disruptive set of methodologies of

our era. These methods are now at levels of accuracy to be competitive with human levels of performance

at many tasks [113]. Consequently, there has been a large push to use them within autonomous CPS for

sensing, actuation, and control. Much of the success with this realm can be attributed to recent advancements

in deep learning, where neural networks have revolutionized how we approach complex problems [114]. The

challenge however remains that traditional formal analyses struggle to cope with the complexity of these

models, since they are often characterized by millions or even billions of parameters. Due to the promise

exhibited by these models, in recent years we have witnessed numerous promising verification methods

proposed towards reasoning about the correctness of their behavior [114, 9].

Before outlining the techniques, let us first consider some preliminaries. Neural Networks consist of a

number of interconnected neurons, where each neuron can be perceived as a processing element that reacts to

the weighted sum of the inputs it receives. The neurons are typically structured into three types of layers: an

input layer, an output layer, and one or multiple hidden layers. Each connection between neurons is typically

labeled with a real-valued weight that is determined during a training process that seeks to maximize the

network’s prediction accuracy [115]. The overall structure of the network varies greatly depending on the

specific architecture being considered. There are numerous architectures such as recurrent networks [116],

radial basis function networks [117], long-term short-memory networks [118], self-organizing maps [119],

feed-forward [120] and convolutional neural networks [121]. An example feed-forward architecture is shown

in Figure II.3.

II.4.1 Neural Network Verification

Neural networks are often criticized as lacking transparency, since their underlying operation is often incom-

prehensible. This makes general observations about their behavior meaningless. One has to look no further

than the rich literature of adversarial machine learning to get a sense of the unexpected and errant ways in

which these models fail [122]. Traditionally, analyses of neural networks have largely focused on evaluating

the network on large collections of points in the input space and assessing whether the outputs correspond to

expected values [114]. Characteristic techniques include: test coverage methods, and concolic testing. Test

coverage methods, which draw inspiration from software engineering, are white-box testing methodologies

15



Input Layer Hidden Layers Output Layer

Figure II.3: Simple Feed-forward Architecture

aimed at generating exhaustive test cases to gauge the correctness of a neural network’s behavior [123]. For

large input spaces, however, testing can become infeasible.

Verification efforts aim to discern whether particular properties about a neural network’s behavior hold

over large regions of the input space that it is tasked with handling. Intuitively, this process corresponds to

showing that the output of a network the desired property for every choice of input within a bounded set [124].

An example of a property that is frequently considered within classification settings, is that all the points that

are similar to a particular training example, as measured by some metric, should belong to the same class as

that example. Classically, the verification problem is posed as a search for an input that causes the negation

of a desired property to be true. If the search is successful, then we conclude that the property does not hold

and the obtained solution serves as a counter-example demonstrating a property violation [125]. Otherwise,

the search fails, and we conclude that the underlying property holds. From an analysis standpoint, it has

been demonstrated that neural network verification is an NP-complete problem [12]. Thus, one of the main

challenges in this realm is designing algorithms that can scale to the complexity of neural networks used in

state-of-the-art settings.

Challenges around scalability have led to the rise of two classes of verification methods; Sound methods

and Complete methods. Soundness is a feature of the majority of approaches and denotes that an algorithm

will only report that a property holds, if it actually holds (no false positives) [114]. Completeness on the

other hand refers to the ability of an algorithm to state that a property holds when the underlying property is

indeed true [114]. To promote computational efficiency, some algorithms sacrifice completeness through the

use of approximations. Thus, it is possible under these regimes for the algorithm to report that it is unknown

whether a particular property holds for the specific verification problem being considered and that further

analysis must be conducted [125]. However, in practice, these methods have demonstrated great efficacy in
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numerous contexts. In contrast to incomplete methods, Katz et al. assert that techniques which are sound and

complete are typically limited in terms of scalability [125].

Bearing the above in mind, the majority of verification efforts can be broadly classified into three main

categories. Those that treat the verification problem as a reachability problem [57, 126, 127, 128, 129, 130],

methods that make use of optimization [131, 132, 133, 134, 135, 136, 137], and methods that make use of

search [138, 139, 140, 141]. This realm of research has received significant attention in recent years, and we

refer readers to the following surveys for a more detailed treatment of the intellectual progression of this field

[114, 113, 9]. The aforementioned survey by Liu et al. offers a particularly enlightening analysis of the main

drawbacks and limitations of these approaches.

II.4.2 Closed Loop Neural Network Verification

Beyond techniques that reason about neural networks in isolation, in recent years several methods have been

proposed for verifying neural network control systems (NNCS) [126, 142, 143, 144, 145]. Neural network

control systems commonly appear in settings where a neural network controller is obtained through the use

of reinforcement learning, behavioral cloning, or learning by demonstration to accomplish a complex task

[142]. In this realm, the safety verification problem is often posed as a reachability problem, where the chief

concern is to ascertain whether a neural network controller will cause the system to enter into an unsafe

scenario. Thus, the task is to obtain the set of reachable states for the combined system, which consists of a

physical system (plant) and a neural network controller [142]. Despite significant progress in neural network

control systems verification, developing scalable techniques remains a key challenge.

Figure II.4: Illustration of a closed-loop system with a neural network controller.

Apart from scalability concerns, as Dutta et al. note, generating reachsets for NNCS involves more than

a straightforward combination of existing reachability tools, and neural network verification schemes due
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to the well known wrapping effect [142]. The wrapping effect is a phenomenon in which the error derived

from representing the set of reachable states through various formalisms accumulates as the reachability

computations are carried out. This can lead to either extremely conservative approximations, or even result

in the error blowing up [146]. Several approaches have been proposed that circumvent this issue, such as

rule generation, mixed-integer programming techniques, and interval analysis. A nice summary of these

approaches can be found in the category reports of the Artificial Intelligence and Neural Network Control

Systems (AINNCS) for Continuous and Hybrid System Plants friendly competitions [147, 148].

II.4.3 Safe Reinforcement Learning

The safety problem for reinforcement learning approaches has also received significant attention in recent

years. Primarily because RL has demonstrated versatility in solving complex problems within multiagent

robotics, swarm intelligence, optimal control theory, and game theory [83, 98]. One of the most attractive

aspects of RL approaches are their ability to produce optimal results with simplistic models of their environ-

ment and the system that they control [98]. Moreover, by programming agents via punishments and rewards,

these approaches allow for the formation of intelligent behavior without needing to specify how the task is to

be achieved [149]. However, these benefits come at the cost of interpretability, making correctness guaran-

tees hard to come by. As a result, this has led to the rise of safe-reinforcement learning, which refers to the

process of learning behaviors that maximize performance while respecting safety constraints during learning

and deployment [150, 151].

Apart from the challenges arising from the opaque nature of RL approaches, safely obtaining optimal

policies is equally difficult. Often RL agents are expected to learn from trial and error, exploring any behavior

during the learning process. In many real-world settings, this level of freedom is unacceptable. Consider

for example an expensive robotic platform such as an autonomous vehicle. One must not only seek reward

maximization, but also avoid damage to the system during the learning process [152]. This mandates ensuring

that the system can recover safely from unsafe actions. Consequently, many state-of-the-art RL approaches

avoid such considerations by training agents in simulation and subsequently transferring learned policies into

the real world. However, this transfer presents incurs its own unique challenges. Thus, we can consider

the safety assurance problem from two perspectives: the first perspective would be to assure RL agents at

runtime, while the second would be to guarantee safety during learning. It is primarily this latter perspective

that the field of Safe RL embodies [153].

Safe exploration methods for RL have often made use of runtime monitoring formalisms such as temporal

logics to detect unsafe actions [154, 155]. Other approaches have altered the optimization criteria utilized

by RL agents to incorporate notions of risk in long-term reward maximization [156, 157, 158, 159, 160]. To
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do so, many approaches design heuristics to identify safe regions of the reward space that are updated as the

agent learns more about the environment [152, 161, 162, 163]. In some cases, the exploration process can

be modified by including prior knowledge of the environment and acceptable behaviors for the underlying

task [164, 165]. The challenge however is balancing the desire for safe exploration with a desire to maximize

the set of possible actions that can be undertaken in order to synthesize an optimal policy. Many efficient

approaches exist within this space, and Garcı́a et al. provide an insightful consideration of these approaches

in the following survey [152].

II.5 Real Time Systems

Finally, Baskiyar et al. define a real-time system as ”one whose correctness involves both the logical correct-

ness of its outputs and their timeliness,” [166]. These systems are often classified into three distinct classes

with respect to timing constraints: hard, firm, and soft. In hard real-time systems, failure to meet timing

requirements can result in system failure. Firm real-time systems have strict timing deadlines, but allow for

small probabilities of timing failures. Finally, soft-real time systems view timing constraints in terms of per-

formance. Failure to meet timing deadlines in this context results in degraded performance, but often will not

result in system failure [166].

The role of time in CPS plays a major role in the consideration of its design and requirements, and

many systems such as automobiles have strict timing deadlines [167]. This often requires the consideration

of unique software and hardware specifications, and often mandates the use of real-time operating systems

whose aim is to schedule tasks in a fashion that satisfies strict timing requirements. While scheduling ap-

proaches are outside the scope of this document, there is a rich literature of real-time scheduling techniques

such round-robin scheduling [168], preemptive scheduling [169, 170], and rate monotonic scheduling [171]

that ensure that timing criteria for software processes are fulfilled [172]. For soft-real time systems, however,

it may be sufficient to conduct rigorous analyses of the statistical distributions of execution times [167].

Several paradigms for the creation of real-time CPS have been proposed in the research literature. Due to

their combination of physical, networking, and software components, this requires reasoning about execution

paradigms, faults, and conducting rigorous determinations of the worst-case execution time of tasks [173].

In this realm, the majority of real-time system design methods utilize over-approximations of the worst-

case execution time of tasks within a CPS to ensure that deadlines are always satisfied. Moreover, many

approaches forecast task execution times and resource needs within these systems in an effort to enable more

predictable operation at runtime [173]. A nice summary of these techniques can be found in [167].
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II.6 Summary

There are few technologies that hold as much promise as autonomous CPS in re-orienting the way we move

around, explore new environments, distribute resources, and conduct complex missions. To bring forth these

benefits, we must ensure that CPS meet rigorous standards of correctness both at design time and during op-

eration. This mandates the development of modeling tools and algorithms that can deal with the complexity

exhibited by CPS and their environments. Since CPS generally operate in unstructured and dynamic envi-

ronments, their design often incorporates opaque data-driven or machine learning methods. Thus, assurance

tools must be able to provide guarantees for these methods as well. It is within this context that we propose

our work.

20



CHAPTER III

Zero-Shot Policy Transfer for Machine Learning Controllers in Autonomous Racing: Reinforcement

Learning vs Imitation Learning

This chapter is adapted from the material presented in [17].

There are few technologies that hold as much promise in achieving safe, accessible, and convenient trans-

portation as autonomous vehicles. However, as recent years have demonstrated, safety and reliability remain

the most obstinate challenges, especially in complex domains. Autonomous racing has demonstrated unique

benefits in that researchers can conduct research in controlled environments, allowing for experimentation

with approaches that are too risky to evaluate on public roads. In this chapter, we compare two leading

methods for training neural network controllers, Reinforcement Learning and Imitation Learning, for the au-

tonomous racing task. We compare their viability by analyzing their performance and safety when deployed

in novel scenarios outside their training via zero-shot policy transfer. Our evaluation is made up of numer-

ous experiments in simulation and on our real-world hardware platform that analyze whether these algorithms

remain effective when transferred to the real-world. Our results show reinforcement learning outperforms im-

itation learning in most scenarios. However, the increased performance comes at the cost of reduced safety.

Thus, both methods are effective under different criteria.

III.1 Introduction

Autonomous Racing is a growing topic of interest, ranging from small-scale academic competitions (e.g.

F1/10 [174]) to full-scale competitions (e.g. Roborace, AWS DeepRacer[175] and the Indy Autonomous

Challenge[176]). These racing competitions are integral to the development of Autonomous Vehicles (AVs)

as they help promote general confidence and societal acceptance of a novel emerging technology. Moreover,

they allow researchers to conduct explorations of possible solutions to difficult scenarios such as high-speed

obstacle avoidance and other risky maneuvers that may be too dangerous to consider in urban settings [2].

Within this realm, one classical approach of constructing these systems involves a decomposition of tasks

into four main areas: perception, planning, control, and system supervision [177]. Confining our focus

to the control of these vehicles, many platforms favor classical or model predictive control techniques for

their predictably safe performance. However, in recent years, many researchers have proposed the use of

machine learning for control tasks, as these methods have shown significant potential in solving optimal
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control problems for highly nonlinear systems with varying degrees of uncertainty [177]. This prowess has

made these types of regimes particularly attractive for autonomous vehicle development.

One of the most successful frameworks for solving machine learning control problems has been Rein-

forcement Learning (RL). RL is a branch of machine learning that focuses on software agents learning to

maximize rewards in an environment through experience. The general idea is similar to training a dog to do

tricks by giving it treats when it performs the desired task. Thus, an optimal controller can be synthesized

using data evaluated by key performance criteria through trial and error[178]. Many RL approaches leverage

neural networks due to their advantages in dealing with complex data. These approaches can be referred to

as Deep Reinforcement Learning (also referred to as RL) techniques, and recent successes such as OpenAI’s

OpenAI Five outperforming pro-level players at Dota 2[179], and Microsoft’s MuZero[180] mastering Atari,

Go, Chess and Shogi have helped bring RL to the forefront of AI discussion.

Despite their success in numerous realms, RL approaches, can be costly to train, especially as systems

become more complex and dynamic. Additionally, RL allows agents to learn via trial and error, exploring

any behavior during the learning process. In many realistic domains, this level of freedom is unacceptable,

thus training in simulation is standard. Therefore, the challenge becomes how to minimize the inherent

mismatches between real-world settings, and the simulation environments used to train RL agents [181].

Training agents in simulation and then deploying them on real-world hardware platforms, known as a

sim2real transfer, is a challenging problem. In many cases, the agents do not perform as expected in the real

world, sometimes resulting in unsafe or catastrophic behavior [182, 183]. Their performance can be improved

with further training in the new environment, but that is only possible if the behavior policy is safe from the

outset. Transferring a learned policy and evaluating before any additional training is done is referred to as a

zero-shot policy transfer.

In this chapter we focus on zero-shot policy transfer since active learning, i.e. learning during evaluation,

is impractical for real-time systems because updates to the neural network control policy are computationally

expensive and time-consuming. Instead, we evaluate trained policy networks as they are. This is standard

practice in industry, to deploy a trained model and release updates intermittently.1

One way to achieve high performance with a zero-shot policy transfer is by leveraging external or expert

knowledge. Imitation Learning (IL) utilizes expert demonstrations to train an agent to mimic a given behavior.

Using IL, an agent can be trained to mimic a human or a complicated array of computationally intensive

classical control methods that perform optimally in different scenarios. In this way, complicated algorithms

and/or human experience can be boiled down to one neural network capable of replicating their behaviors.

While the last several years have witnessed a significant number of approaches for addressing these chal-

1The rate at which these updates occur depends highly on the application.
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lenges, there have been few in-depth empirical studies comparing the efficacy of different learning frame-

works for learning robust agent behavior [184]. In [184], Gros et al. note that RL approaches generally

outperform IL. However, this performance comes at a cost of significant reward shaping. While this work

provides an enlightening discussion, the authors consider only discrete environments and do not address

sim2real challenges.

In light of the lack of empirical comparisons of IL and RL, in this work, we experiment with and com-

pare Neural Network Controllers (NNCs) trained using these approaches for the control of a 1/10 scale au-

tonomous vehicle. The performance of these trained NNCs are compared through a number of experiments,

testing their ability to handle scenarios outside their training environment via zero-shot policy transfer. These

experiments include changing the vehicle’s constant speed, adding unknown obstacles to the track, and evalu-

ating on different tracks. These experiments culminate in a sim2real transfer and evaluation of the controllers

on our hardware platform.

III.2 Background

III.2.1 Imitation Learning

Imitation learning seeks to replicate the behavior of a human or other expert on a given task [185]. These

approaches fall within the field of Expert Systems in Artificial Intelligence, and in recent years the demand

for these approaches has increased substantially. The surge in interest is spurred on by two main motiva-

tions. (1) The number of possible actions needed to execute a complex task is too large to cover by explicit

programming. (2) Demonstrations show that having prior knowledge provided by an expert is more efficient

than learning from scratch [185].

In this work, we employ one of the most common methods of IL is Behavior Cloning, which was first

introduced to train a modified van to navigate paths at speeds up to 20 miles per hour [186, 120]. The work

was later replicated with an updated convolutional neural network architecture in [187] with great success.

III.2.2 Reinforcement Learning

Reinforcement learning seeks to find the optimal behavior function for completing a given task through

experimental trials. An agent converges on this optimal behavior function, or learned policy a = π(s), by

learning what results from executing action a when in state s. The result is the next state, s′, and a reward,

r, determined by a given reward function. This information is stored as a tuple, {s,a,r,s′}, often referred

to as an experience. In this work we utilize two well-known, state-of-the-art off-policy deep reinforcement

learning algorithms Soft Actor-Critic (SAC)[188], and its predecessor Deep Deterministic Policy Gradient

(DDPG)[149].
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Figure III.1: Visualization of our experimental F1/10 hardware platform. This platform is a one-tenth scale
RC car that has been altered to operate autonomously with the support of a sensor and compute architecture
for autonomous decision-making [2].

III.2.3 F1/10

For our experiments, we utilize the F1/10 simulation and hardware platform [174]. The platform was designed

to replicate the hardware and software capabilities of full scale autonomous vehicles. The hardware platform

is equipped with a standard suite of sensors including stereo cameras, LiDAR (light detection and ranging),

and inertial measurement units (IMU). The car is controlled by an NVIDIA Jetson TX2, and its software

stack is built on the Robot Operating System (ROS) [189]. In the Gazebo simulation environment, all the

sensors are replicated, so the transition from simulation to the real-world and back is straightforward without

hours worth of re-configuring.

III.3 Experimental Setup

In order to make the comparisons as fair as possible, all the controllers we trained have the same neural

network architecture and are trained on the Porto track shown in III.2 unless otherwise specified. The trained

NNCs selected for our experimental evaluations are the best performing of at least 3 NNCs trained the same

way using different random seeds2. Additionally, the control output has been limited to only steering and the

car travels at a constant speed of 1m/s during training.

2The random seed used for training has a large impact on the training process and resulting policy, as demonstrated in [190, 191]
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Figure III.2: The different tracks we use in our simulation experiments

III.3.1 Neural Network Architecture

In this work, we utilize a common architecture found in RL work. The simple multi-layer perceptron network

consists of an input layer, 2 fully connected hidden layers of 64 nodes with ReLU activation functions, and

a fully connected output layer with a tanh activation function. The input layer accepts nine range values

collected from the LiDAR at −90◦, −60◦, −45◦, −30◦, 0◦, 30◦, 45◦, 60◦, and 90◦ from forward. The range

values are clipped between [0m,10m]. The output layer provides a single value between [−1,1], which is

scaled up linearly for the desired steering angle between [−34◦,34◦].

III.3.2 Training the Agents

III.3.2.1 Imitation Learning

We trained the imitation learning agent using a procedure that is a simplification of the seminal work by Dean

Pomerleau, in which a neural network was trained to control an autonomous vehicle [120]. The agent in this

work was trained on sensor-action pairs collected during experiments where the vehicle was controlled using

a path following algorithm on the racetrack. The path we used for training lead around the middle of the

track, ensuring safe operation. The path following algorithm we utilized, Pure Pursuit [192], does a quick

search for a waypoint that it can safely reach governed by a specified look-ahead horizon, it then steers the car

towards that waypoint. The pure pursuit algorithm has been used in numerous contexts and has been shown
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to be a robust method for efficiently and accurately following a path. This was our main motivation in using

this controller.

The first imitation learning agent, IL, was trained only on data collected from the Porto track. This makes

the training process more like what the RL agents will see, since they are also only trained on the Porto track.

The second agent, IL-3, was trained using data collected from the Porto track as well as the two other tracks,

Walker and Barca shown in III.2. We include IL-3 to highlight one of the main advantages of using IL to

train NNCs: any recorded data of the expert can be used for training.

III.3.2.2 Deep Reinforcement Learning

Both RL controllers, DDPG and SAC, were trained using common hyperparameters, which are provided in

Section III.9. The agents optimize performance according to a dense reward function that assigns a positive

reward for counterclockwise progress around the track. The reward is calculated using a reference path that

runs through the middle of the track. The value of the reward is the positive arc length between the previous

and current closest point along the path. This reward function encourages the agent to complete as many laps

as possible as quickly as possible.

We trained the agents according to their respective algorithms. We halted the training process to evaluate

performance after every 500 training steps. The performance is measured by how many laps the agent can

complete within 100 seconds. This is more than enough time to complete 2 laps in the training track (Porto).

We chose 2 laps because completing 1 lap is not enough to show the controller is capable of completing

multiple laps. The car always starts in the same position, but may not return to the same position at the end

of the first lap. However, the starting position of laps 2+ will be about the same. Thus, if the controller is able

to complete 2 laps, it is likely capable of completing any number of laps.

The evaluation is repeated up to 10 times, and training stops when the agent is able to complete at least

2 laps 10 times in a row. Once the agent is able to complete at least 2 laps 10 times, the training process is

halted and control policy is saved for our experiments.

III.3.3 Evaluating Performance

We evaluate the controllers through a variety of scenarios that test their ability to maintain optimal perfor-

mance in scenarios outside their training environment. These scenarios include changing the constant speed

value, adding obstacles to the track, evaluating on a different track, and a real-world evaluation on our hard-

ware platform. We compare the performance of the controllers according to three metrics we refer to as track

distance, efficiency, and safety.

Efficiency is calculated as the distance the car travels around the track divided by the amount of time it
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took to get there. Each test runs for a maximum of 60 seconds and cuts off sooner if the car collides with

a wall or obstacle. We refer to this as a measure of efficiency because the distance is not measured by the

direct distance the car traveled. Instead, the distance is measured in relation to the arc length of a path going

through the center of the track, which we refer to as the track distance. The closer the car stays to following

the center path, the closer the efficiency value will match the constant speed. However, if the car takes sharp

turns around the corners, the efficiency will increase since the car covers the same track distance in less time.

Safety is a measure of how prone to collisions the controller is at a specific track. The safety value

corresponds to the percentage of runs that ended with no collision regardless of the time or distance traveled,

i.e. if safety = 100%, there were no collisions encountered in the experiments.

III.4 Experiments and Results

Our experiments were designed to test the performance of both the RL and IL controllers in challenging

scenarios. The first experiment demonstrates the ideal test conditions, evaluating in the same environment

the controllers were trained in. The following three experiments introduce changes to the environment that

test the robustness of the learned control policies, building up towards the final experiment, deploying on the

real-world hardware platform.3

All simulation experiments test each controller 30 times in the designated scenario. Each test lasts for a

maximum of 60 seconds, stopping early in the event of a collision.4

III.4.1 Training Environment (Porto)

Our first experiment evaluates the performance of the controllers in the environment they were trained in. This

provides a baseline that we can compare to as we test these controllers in scenarios outside their training. The

results in Table III.1 show all the controllers operate safely without any recorded collisions. Additionally, the

results show both RL controllers operate more efficiently and travel further than the IL controllers.

Table III.1: Performance on Porto With and Without Obstacles

No Obstacles Obstacles

Algorithm Track Distance Efficiency Safety Track Distance Efficiency Safety

IL 121.44 ± 14.41 1.94 ± 0.25 100% 41.80 ± 0.88 1.93 ± 0.02 0%

IL-3 125.23 ± 0.31 2.01 ± 0.00 100% 40.79 ± 0.26 1.92 ± 0.02 0%

DDPG 142.74 ± 10.52 2.29 ± 0.16 100% 40.33 ± 0.37 2.23 ± 0.03 0%

SAC 144.04 ± 0.47 2.31 ± 0.01 100% 182.98 ± 2.92 2.94 ± 0.01 96.66%

3The hardware experiments are summarized at:
https://youtu.be/rgVb46RMMvE

4A video summarizing the simulation experiments can be
found at: https://tinyurl.com/2bjwpcxs
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III.4.2 Varying Speed

In our second experiment, we explore how changing the constant speed of the car impacts performance. This

subtle change tests the robustness of the controllers with respect to a change in speed. The control policies

were trained with the assumption the car moves at 1.0m/s. Moving at different speeds, especially faster than

expected, might reveal unsafe behaviors. Additionally, this experiment provides some insight into how well

the controllers will handle a sim2real transfer. Unlike in simulation, the hardware platform can experience

fluctuations in speed caused by a poorly-tuned speed regulator, wheel slippage, etc.

Table III.2: Performance on Porto Varying Constant Speed

0.5 m/s 1.0 m/s 1.5 m/s

Algorithm Track Distance Efficiency Safety Track Distance Efficiency Safety Track Distance Efficiency Safety

IL 64.73 ± 0.36 1.04 ± 0.01 100% 121.44 ± 14.41 1.94 ± 0.25 100% 171.24 ± 41.24 2.90 ± 0.06 93.33%

IL-3 64.60 ± 0.09 1.04 ± 0.00 100% 125.23 ± 0.31 2.01 ± 0.00 100% 178.54 ± 20.94 2.92 ± 0.03 96.67%

DDPG 73.60 ± 0.22 1.18 ± 0.00 100% 142.74 ± 10.52 2.29 ± 0.16 100% 18.09 ± 0.29 2.57 ± 0.08 0%

SAC 72.97 ± 10.05 1.20 ± 0.03 93.33% 144.04 ± 0.47 2.31 ± 0.01 100% 174.11 ± 62.58 3.21 ± 0.15 80.0%

We tested the controllers on the Porto track with constant speeds 0.5m/s and 1.5m/s. We expected the

efficiency and track distance of the controllers to be cut in half when run at half speed. We also expected

the controllers would remain safe at half speed. For the tests at a faster speed, we expected the efficiency to

increase by a factor of 1.5, but experience more collisions.

The results in Table III.2 show that cutting the speed in half leads the efficiency and track distance to be

reduced by about half for every controller. Since the efficiencies and recorded track distances of the con-

trollers at 0.5m/s are slightly above the expected half, the controller’s efficient behaviors are more impactful

at slower speeds. Every controller except for SAC maintained their safe performance. In the one trial that the

SAC controller collided with the wall, it was during the first left turn. The controller turned too early while

driving close to the wall, resulting in a collision.

Furthermore, the results in Table III.2 show that increasing the speed reduces the safety of all the con-

trollers. In our experiments, none of the controllers were safe for all evaluated runs. In particular, DDPG was

unable to complete any runs without colliding after the first curve. However, despite the increase in collisions,

all the controllers operated more efficiently. IL, IL-3, DDPG, and SAC saw a 1.5x, 1.45, 1.12x, and 1.39x

increase respectively. The IL controller was the only one able to meet the 1.5x increase we expected to match

the speed increase.

III.4.3 Obstacles

Our third experiment introduces unknown obstacles, orange traffic cones, to the Porto track as shown in III.2.

This experiment tests the controllers beyond what they were trained to do. Not only does the controller have
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to steer the car along the optimal path while avoiding the walls, there are now additional obstacles to avoid.

Thus, it provides a measure of each controller’s ability to mimic the driving task, rather than robust pattern

matching. The IL controllers failed to generalize to this scenario, and failed to complete a single lap without

a collision failing around the last cone. DDPG was similar in nature, however, it maintained its higher level

of efficiency over the IL controllers. SAC was the only controller able to handle obstacles and successfully

navigated the cones in 96.66% of our evaluations. Interestingly, the obstacles improved SAC’s performance.

The last cone on the track was positioned just right to direct the controller to steer sooner, finding a more

optimal path.

III.4.4 Alternate Race Tracks (Walker and Barca)

In our fourth experiment, we examined how well the controllers perform when used on two different, more

complicated tracks, Walker and Barca shown in III.2. Walker introduces a choice between two paths, which

we anticipated would cause issues because none of the controllers, except IL-3, have experience with that

scenario. We also anticipated that Barca’s long straightaways and sharp turns would cause more collisions for

controllers trying to cut corners. The results for this experiment, and the lengths of the tracks for comparison,

are shown in Table III.3

Table III.3: Performance Across Different Racetracks

Porto (57.5m) Walker (73.25m) Barca (221.14m)

Algorithm Track Distance Efficiency Safety Track Distance Efficiency Safety Track Distance Efficiency Safety

IL 121.44 ± 14.41 1.94 ± 0.25 100% 33.50 ± 1.55 1.89 ± 0.02 0% 108.54 ± 33.26 1.96 ± 0.03 83.33%

IL-3 125.23 ± 0.31 2.01 ± 0.00 100% 123.38 ± 0.33 1.98 ± 0.01 100% 124 ± 0.29 2.00 ± 0.00 100%

DDPG 142.74 ± 10.52 2.29 ± 0.16 100% 130.08 ± 0.34 2.09 ± 0.00 100% 31.54 ± 0.03 1.80 ± 0.01 0%

SAC 144.04 ± 0.47 2.31 ± 0.01 100% 62.64 ± 38.31 2.11 ± 0.25 0% 24.27 ± 4.09 1.76 ± 0.02 0%

Figure III.3: Difficult sharp turn on Barca track.

On the Walker track, both the IL and SAC controllers were unable to consistently navigate the junction.

Instead of picking a direction to pursue, the IL controller drove the car directly into the corner of the junction
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in every test while the SAC controller managed to avoid that fatal mistake in some cases, but rarely passed

it in the second lap. In contrast, the DDPG controller was able to successfully navigate the divergent track

without prior experience. Additionally, both RL controllers navigated the track more efficiently than the IL-3

controller, which had prior experience on the track.

On the Barca track, only the IL controllers were able to safely navigate the sharp turn highlighted in III.3.

Both DDPG and SAC collide with the track wall at the sharp turn by either turning too soon or not turning at

all.

III.4.5 Real-World, Hardware Platform

In our final experiment, we test how well these controllers handle an actual sim2real transfer on our hardware

platform. The experiments were conducted on our track, shown in III.4, which has a middle-of-the-track

path length of 13.08m. Because we could not reliably record the time for runs that resulted in a collision, we

do not compare the controllers’ efficiency. Instead, we compare the distance traveled around the track in 60

seconds. We averaged the results across 10 runs and kept a count of how often the controllers drove the car

along the side of the track, bumping into it (Bump), as well as how many times it drove directly into the side

of the track (Collision). We halted the run in the event of a collision and recorded the final position as the

total distance traveled. While bumps in our simulated results counted as collisions, we decided to allow them

in the hardware experiments because they did not harm the track and would have been allowed in the F1/10

competition.

Figure III.4: Our real-world track with the reference path used for measuring
the distance travelled marked in blue.

The results in Table III.4 show DDPG and IL-3 were unable to complete a lap, instead colliding with the

side of the track before completing the first turn. However, both IL and SAC were able to complete over 4

laps in the allotted 60 seconds.
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Table III.4: Performance On Hardware Platform

Algorithm Track Distance Bumps Collisions

IL 53.86 ± 0.47 0 0

IL-3 5.81 ± 0.00 0 10

DDPG 2.00 ± 0.00 0 10

SAC 61.83 ± 0.37 4.7 ± 0.67 0

III.5 Discussion

Our experiments highlight two main challenges to the sim2real problem, model mismatch and domain mis-

match. Model mismatch centers around the output not having the expected outcome. We highlight this

challenge in our experiments with varying speed. Domain mismatch centers around the input being out of

scope, or not what is expected. In other words, the real inputs do not match the training inputs. We highlight

this challenge in our experiments with the obstacles and alternate racetracks. In this section, we discuss which

controllers handled each type of mismatch best and theorize why that might be the case.

III.5.1 Model Mismatch

Model mismatch is a result of the output not having the expected outcome. This could be the result of noisy

actuators, inaccurate model dynamics, etc. In our experiments, we highlight this challenge by testing the

controllers at varying speeds in Table III.2.

Our results show the IL controllers handled this challenge better than the RL controllers. We attribute

this result to how the controllers were trained. The IL controllers were trained to imitate the behavior of our

expert control that balanced safety and efficiency by trending towards the middle of the track. In contrast, the

RL controllers were trained solely to optimize efficiency. As a result, the RL controllers cut corners sharply

and drove close to the walls. Because of this, changes to the speed had a larger impact on safety. Turning

close to the walls has a smaller margin for error than turning in the middle of the track. Despite this greater

challenge, the SAC controller was almost as safe as the IL controllers, with much better performance. If we

compare the track distance of only safe trials, the SAC controller traveled an average of 201.25m and the IL

controllers traveled an average of 182.3m. The difference between the two is about 1/3 of a lap.

III.5.2 Domain Mismatch

Domain mismatch is a result of the input data not matching the training input. This could be the result of noisy

sensors, unexpected obstacles, or a change in environment. In our experiments, we highlight this challenge

in or experiments by introducing obstacles (Table III.1) and testing on alternate racetracks (Table III.3).

For this challenge, there is not a clear victor since the results were more varied. The IL-3 controller
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performed well across all the racetracks, but failed at obstacle avoidance. The SAC controller, on the other

hand, successfully avoided colliding with obstacles in almost all our tests, but struggled when evaluated on

alternate racetracks.

III.5.3 Sim2real

The experiments on our hardware platform help emphasize why sim2real is such a challenging problem.

While the IL-3 controller maintained performance across all three racetracks and was the safest controller

when we varied the speed, it failed to complete a single lap in the real world. Meanwhile, the IL controller,

which had similar results with varied speed but struggled more on the different racetracks, successfully navi-

gated our real world track. Because the IL-3 controller failed despite the IL controller’s success, we theorize

IL-3’s failure was a result of overfitting. Overfitting occurs when the learned policy too closely or exactly

matches the training data, and fails to generalize well to new data reliably. Training the IL-3 controller across

multiple racetracks helped it perform well on all three tracks and improved its performance on Porto. How-

ever, all the extra training data in simulation, across varied racetracks, caused the controller to overfit to the

simulation domain where the car can safely maintain a 1m distance from the left wall without colliding.

The varied training data that negatively impacted the IL-3 controller is likely what caused the SAC con-

troller to succeed. While DDPG and SAC are similar RL approaches, they differ greatly in how they collect

training data. In DDPG, new data is collected by adding random noise to the output of the learned policy.

As the learned policy improves, the data collected starts to repeat. This repetition can cause undesirable

effects on the learned policy, like catastrophic forgetting [193]. In contrast, SAC collects new data using an

entropy maximizing function. This means that throughout the training process, new, unique, and varied data

is prioritized. The result is a more robust learned policy with optimal performance.

III.5.4 Lessons Learned

III.5.4.1 Reinforcement Learning vs Imitation Learning

From the data and observations we collected throughout the training and evaluation processes, we found that

reinforcement learning has a greater potential to learn robust and optimal control policies. However, the

potential is lost without a well-defined reward function. Since RL focuses solely on optimizing performance,

when we changed the track, many of the optimal performance strategies backfired and lead the car into

collisions. We expect that this problem could be mitigated if we defined a reward function that incorporated

an additional aspect, like a punishment for moving away from the center of the track. The result would be a

more robust control policy that avoids colliding with walls, even in new tracks.

On the other hand, IL is still a valuable method, particularly when creating a well-defined reward function
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is not possible. However, one of the main challenges with imitation learning lies in synthesizing a dataset

that allows the agent to truly mimic the expert behavior. Although the training regime for these approaches

resembles standard supervised learning regimes, the i.i.d assumption may no longer be valid [194]. Often,

the current state of the system prompts the next state. Thus, if the agent makes a mistake in carrying out an

action, it may eventually reach a state that the agent has never been trained on. For example, if the training

data only contained state-action pairs where the agent was following a path in the center of the track, any

deviation from this path could result in states outside the training data and suboptimal actions that lead the

car straight into a wall. Therefore, while imitation learning is extremely effective in numerous applications,

it can also fail spectacularly, like shown in our sim2real experiments.

III.5.4.2 Low Error is Not Necessarily a Good Indicator of Success

One commonly held principle within machine learning is that accuracy alone is generally a poor measure of

evaluating a model’s performance. In classification tasks, this can be addressed by using a metric such as

an F1-Score, which balances the precision and recall of a model. However, it is not as straightforward for

imitation learning tasks. In our experiments, we utilized mean-squared error to measure the effectiveness of

our controllers. Curiously, some of the models that had very low error-rates, both on the test and validation

set, could not complete a single lap. While other models, with a lower measured performance, did better on

the driving task. This illustrates the need for better metrics for evaluating imitation learning tasks. There has

been a large body of work towards this end over the last several years [195].

III.5.4.3 General Recommendations

We recognize that it is difficult to issue broad recommendations on a limited set of experiments. However,

we believe the observations we made will translate to other platforms. Thus, we propose the following

suggestions for those who wish to apply these techniques to other platforms:

• In general, we believe that RL approaches will fare better at sim2real tasks, since their inspiration

is more conducive to exploring a wide range of state-action pairs than those considered in behav-

ior cloning paradigms. However, reward shaping for these approaches is still extremely challenging.

Therefore, one needs to weigh the cost of reward shaping against synthesizing expansive datasets for

imitation learning models.

• Our experiments did not evaluate training or fine-tuning models in the real world. This choice was

motivated by a desire to ensure fairness in the evaluation process between the two approaches. While

it is straightforward to train imitation learning models on real-world data, training RL approaches in
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the real world remains a challenge within the machine learning literature [196]. Our future work would

like to consider an analysis of training and/or fine-tuning RL- and IL-trained models in the real world.

While imitation learning and reinforcement learning approaches are not widely used within production-

ready, state-of-the-art autonomous vehicles, they have enjoyed significant success within industrial robotics

applications. One such example of this success, is the rise of robotics companies leveraging these approaches,

such as Alphabet’s Intrinsic AI, Veo Robotics, Symbio, and Covariant. Still, there are few works comparing

the success of imitation learning versus reinforcement learning approaches within these contexts. This work

serves to motivate these types of studies in the community at large.

III.6 Related Work

There is a large body of work developing methods to improve reinforcement learning and overcome its

shortcomings. These methods include ways to cut back on costly data collection and training time, reduce

over-specialization, and improve the safety of the system during and after training is over. In this section, we

highlight some of the promising methods we found in the literature. For an in-depth overview of how RL is

being used in autonomous driving, we recommend Kiran et al.’s 2021 survey [197].

III.6.1 Offline Reinforcement Learning and Inverse Reinforcement Learning

Offline Reinforcement Learning, which is best described in [198], and Inverse Reinforcement Learning [199],

are both similar to a combination of imitation learning and reinforcement learning.

Like IL, the training data is collected once and goes unaltered during the training process. Additionally,

the agent does not interact with the environment at all during the training process until it is deployed after

training is complete. This method is very beneficial to settings where data collection is slow, expensive,

and/or dangerous like in robotics, autonomous driving, or healthcare.

The key aspect that allows both of these approaches to perform better than the policy used to collect the

data is the use of a reward function. The reward function allows the agent to better infer what should be done

in unexplored states, guiding the agent to perform optimally. In Offline RL, the reward function is known,

but in Inverse RL, the reward function is inferred from observing expert behavior.

III.6.2 Meta Reinforcement Learning

Meta Reinforcement Learning (Meta-RL), best represented by model-agnostic meta-learning [200] and RL2 [201],

seeks to reduce over-specialization by training across multiple environments. In addition to making the agent

more robust, the agent is able to learn to solve new tasks quickly. Some promising works in the area include

Joint PPO [202] and POET [203].
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III.6.3 Safe Reinforcement Learning

Safe Reinforcement Learning is grouped into two main styles of approach, (1) modification of the optimality

criterion and (2) modification of the exploration process [204].

The first, often referred to under the broader term reward shaping, uses cleverly designed reward functions

that incorporate risk in order to discourage unsafe behavior during training and ensure they avoid those unsafe

behaviors when deployed[205].

The second style, often referred to simply as safe exploration, leverages external knowledge in the form

of a safety monitor, a shield, control barrier functions (CBF), or some other form of runtime assurance (RTA)

to ensure the agent remains safe while training [206, 207, 208, 209, 210].

III.6.4 Runtime Assurance

The most effective way to ensure safety after training, no matter the learning algorithm, is with Runtime

Assurance (RTA). Especially in safety critical settings like autonomous driving, it is imperative that system

designers prevent catastrophic failures that can result from biased or limited training data [211]. In recent

years, numerous RTA approaches have been proposed, ranging from approaches that are statistical in nature

[79, 80, 83, 84, 86], to more rigorous formal proof regimes [212, 213, 214, 215, 100, 102, 103]. Formally

demonstrating the correctness of modern machine learning models is a difficult task that often suffers from

the well-known state explosion problem [24]. While there has been a recent influx of formal methods capable

of being run in real-time, statistical methods are the current leaders at circumventing scalability issues, though

without the formal guarantees.

III.7 Future Work and Conclusions

In this work, we experimented with neural network controllers trained using imitation and reinforcement

learning to compete in autonomous racing. We compared how the trained networks performed in new scenar-

ios via zero-shot policy transfers. These scenarios tested the controllers’ performance despite changes made

to the operation of the vehicle and the track it was racing on. These changes were then combined by testing

the controllers on our hardware platform.

The results show the RL controllers had more efficient performance even in new environments. SAC in

particular was robust to the introduced static obstacles as well as the sim2real transfer. However, the RL

controllers’ more efficient performance led to more collisions. Therefore, unless work is done to train the RL

controller to account for safety constraints, IL should be considered a competitive option for scenarios like

this.

In future work, we would like to explore how the input space impacts performance by conducting the same
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experiments in this work with a new neural network architecture that utilizes convolutional layers. Cameras

are a standard sensor on most autonomous vehicles due to their ability to sense color and other fine-grained

details in the environment. This makes them particularly useful for tasks such as traffic light recognition,

and identifying possible road work. Moreover, there are numerous, remarkable machine learning algorithms

within the computer vision community that can deal with images at high levels of accuracy.

III.8 Summary of Contributions

In summary, the contributions of this chapter are as follows:

1. We train a NNC using IL to imitate a path following algorithm that effectively balances efficiency and

safety.

2. We train 2 NNCs using state-of-the-art RL algorithms, DDPG and SAC.

3. We compare their performance in a series of zero-shot policy transfer experiments in simulation.

4. We compare their performance in a sim2real zero-shot policy transfer experiment.

III.9 Neural Network Architectures and Hyperparameters

Below, we outline the neural network architectures and hyperparameters used in synthesizing the controllers

considered in this chapter.

IL and IL-3 Hyperparameters:

• Network Architecture : (64, relu, 64, relu, tanh)

• Optimizer: Stochastic Gradient Descent, Nesterov Momentum

• Learning Rate (LR): 0.01

• Decay: 0.002

• Epochs: 100

• Loss: Mean Average Error

DDPG Hyperparameters:

• Policy Network (Actor): (64, relu, 64, relu, tanh)

• Q Network (Critic): (64, relu, 64, relu, linear)

• Actor LR: 0.0001
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• Critic LR: 0.001

• Noise type: Ornstein-Uhlenbeck Process Noise σ = 0.3, θ = 0.15

• Soft target update: τ = 0.001

• γ = 0.99

• Critic L2 reg: 0.01

• buffer size: 106

• batch size: B = 64

• episode length: T = 500

• maximum number of steps: 45000

SAC Hyperparameters:

• Policy Network (Actor): (64, relu, 64, relu, tanh)

• Q Networks (Critics): (64, relu, 64, relu, relu)

• learning rate: 0.0001

• Soft target update: τ = 0.001

• γ = 0.99

• α = 0.01

• buffer size: 106

• batch size: B = 64

• episode length: T = 500

• maximum number of steps: 45000
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CHAPTER IV

Online Safety Assurance for Machine learning Controllers with Real-Time Reachability

This chapter is adapted from the material presented in [16].

Over the last decade, advances in machine learning and sensing technology have paved the way for the belief

that safe, accessible, and convenient autonomous vehicles may be realized in the near future. Despite the

prolific competencies of machine learning models for learning the nuances of sensing, actuation, and control,

they are notoriously difficult to assure. The challenge here is that some models, such as neural networks, are

“black box” in nature, making verification and validation difficult, and sometimes infeasible. Moreover, these

models are often tasked with operating in uncertain and dynamic environments where design time assurance

may only be partially transferable. Thus, it is critical to monitor these components at runtime. One approach

for providing runtime assurance of systems with unverified components is the simplex architecture, where an

unverified component is wrapped with a safety controller and a switching logic designed to prevent dangerous

behavior. In this chapter, we propose the use of a real-time reachability algorithm for the implementation of

such an architecture for the safety assurance of a 1/10 scale open source autonomous vehicle platform known

as F1/10. The reachability algorithm (a) provides provable guarantees of safety, and (b) is used to detect

potentially unsafe scenarios. In our approach, the need to analyze the underlying controller is abstracted away,

instead focusing on the effects of the controller’s decisions on the system’s future states. We demonstrate the

efficacy of our architecture through experiments conducted both in simulation and on an embedded hardware

platform.

IV.1 Introduction

The vision of a “driverless” future has riveted many technology enthusiasts, researchers, and corporations

for decades [216]. The prevailing conviction is that there are relatively few technologies that hold as much

promise as autonomous vehicles (AVs) in bringing about safe, accessible, and convenient transportation.

Particularly, when the status-quo is considered, far too many individuals lose their lives to traffic fatalities

each year [216]. As Koopman et al. write, “The question is not whether autonomous vehicles will be perfect.

The question is when [will] we be able to deploy a fleet of fully autonomous driving systems that are actually

safe enough to leave the human completely out of the driving loop [216].”

The two fundamental challenges widely regarded as limiting the arrival and widespread adoption of AVs

are safety and reliability [217]. Reasoning about safety requires an understanding of the joint dynamics of
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computers, networks, and physical dynamics in uncertain and variable environments, making it a notoriously

difficult problem [8]. To handle the complexities of their environments, many AVs make use of Machine

Learning (ML) components to decipher the information observed from an ever-evolving configuration of on-

board sensors [8]. Despite the impressive capabilities of these components, there are reservations about using

them within safety-critical settings due to their largely opaque nature. Utilizing a “black-box” model within

a system that is safety-critical constitutes the highest form of technical debt [218] and, as a result, the last

several years have witnessed a significant increase in the development of techniques that seek to reason about

the safety and robustness of machine learning methods [9].

Unfortunately, despite numerous works proposed in the past few years for the formal analysis of machine

learning methods, the vast majority of these efforts have not been able to scale to the complexity found in

real world applications, where models such as neural networks may be characterized by millions or even

billions of parameters [121]. Thus, designing solutions that are both practical and rigorous is extremely

challenging. One approach that has enabled the assurance of systems with unverified components is the

simplex architecture [219]. In this framework, an unverified component is wrapped with a safety controller

and switching logic designed to transfer control to the safety controller in certain situations [108]. The key

challenge in this regime is to design a switching logic that allows the dynamic capabilities of the unverified,

complex controller to be employed without compromising safety. In this chapter, we extend the real-time

reachability algorithm from [108, 106] to design a simplex architecture for a 1/10 scale autonomous racing

car called the F1/10 platform.

To put our work into context, this work falls within the runtime verification or runtime assurance realm.

Our aim is to construct an architecture that allows us to ensure that an autonomous vehicle, controlled us-

ing machine learning strategies, never enters unsafe states as it navigates an environment. Specifically, the

set of control strategies presented herein were synthesized using deep reinforcement learning and imitation

learning, which have generated a considerable amount of excitement in recent years [187]. One strength of

our approach is it abstracts away the need to analyze the underlying nature of these controllers and instead

observes the influence of their decisions on the system behavior at runtime.

To perform the verification, we first identify a dynamical model of the car and assume that the car operates

within an a priori known environment. Next, we synthesize controllers using data collected from a series

of experiments with the F1/10 vehicle, as well as through the execution of a series of deep reinforcement

learning training campaigns. Using the obtained controllers, we aim to verify that the car does not crash into

static obstacles within its environment in addition to the environment boundaries. To do this, we extend a

real-time reachability algorithm of Bak et al. [108, 106] to compute the set of reachable states for a finite

time-horizon and check for potential collisions. This safety checking forms the basis of the switching scheme
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in our simplex architecture, and we evaluate the merits of this approach both in simulation and on the F1/10

hardware platform using a variety of controllers, number of obstacles, and runtime configurations.

IV.2 Background: The Simplex Architecture and Real-Time Reachability

IV.2.1 Simplex Architecture

As modern autonomous systems grow in complexity, so do the challenges in assessing their reliability and

correctness [13]. Moreover, any arguments about the reliability and safety of the system rely on assertions

about the individual components that make it up [108]. However, in recent years, with the growth of increas-

ingly autonomous systems [220], individual components may be designed using machine learning methods,

such as neural networks, that are opaque to traditional formal analysis. Despite the recent years’ surge in the

development of formal analysis techniques for these types of models [114, 9], most techniques are incapable

of dealing with the scale of models deployed in state-of-the-art systems.

One paradigm for dealing with untrustworthy components is the simplex architecture [107]. In the sim-

plex architecture, the unverified component, or complex controller, is wrapped with a safety controller and

a switching logic used to ensure safety [108]. A useful analogy for this architecture is a driving instructor’s

car with two steering wheels and two sets of brakes. As long as the instructor is capable of intervening in

dangerous situations, the capricious student is allowed to drive. Typically, the complex controller has better

performance with respect to the design metrics, whereas the safety controller is designed with simplicity and

verifiability in mind. Thus, by using this architecture, one can utilize the complex controller while still main-

taining the formal guarantees of the safety controller. The key challenge when designing a system with the

simplex architecture is properly designing the switching logic [106]. One must be able to clearly delineate

safe states from unsafe states.

Typically, in simplex architectures, the switching logic is primarily designed either from a control the-

oretic perspective through the solution of linear matrix inequalities (LMI) [110], or using a formal analysis

hybrid-systems reachability technique [13]. In this manuscript, our simplex design necessitates computing

the set of reachable states online through the use of a real-time reachability algorithm for short time horizons.

IV.2.2 Real-Time Reachability

Reachability algorithms have traditionally been executed offline and are typically computationally intensive

endeavors [60, 52, 147]. However, in [108, 106], Bak et al., and Johnson et al. presented a reachability

algorithm, based on the influential mixed face-lifting algorithm [221], capable of running in real-time on

embedded processors. The algorithm is implemented as a standalone C-package that does not rely on so-

phisticated (non-portable) libraries, recursion, or dynamic data structures and is amenable to the anytime
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computation model in the real-time scheduling literature [167]. In this regime, each task produces a partial

result that is improved upon as more computation time is added [106].

The controllers used in our experiments are designed to sample sensor data and compute control actions

at fixed time intervals as typically done in the control community [222]. During each control period, we

take the corresponding control action and compute the reachable set of states into the future as defined by

the current state and a specified finite-time horizon. An example of this computation is shown in IV.1. We

assume a fixed control action throughout the reachable set computation. Based on the obtained reachable set,

we determine if the system will collide with objects in its environment and, if necessary, switch to a safety

controller optimized for obstacle avoidance. If the system falls back to using a safety controller, we only allow

a switch back to the complex controller if the complex controller has demonstrated safe behavior for a fixed

number of control periods1. This prevents arbitrary switching and incorporates a sense of hysteresis into our

control strategy. Additionally, by not switching back until consistently safe behavior has been demonstrated,

we enforce a notion of dwell time, which reduces instabilities caused by switching too frequently.

Figure IV.1: Visualization of the set of reachable states using the current control action. This example
corresponds to a safe scenario, as there is no intersection with obstacles or the the racetrack walls. The
orange squares represent the location of cones and their corresponding bounding box.

IV.3 Experimental Overview

To build and assure the safety of our system at runtime, we perform the following steps. First, we construct

a mathematical model of the F1/10 car’s physical dynamics using system identification techniques. We then

deploy one of our trained Machine Learning (ML) controllers in the control architecture. These controllers
1In our experiments we allowed a switch back to the safety controller after 25 control periods. This corresponds to 1.25 seconds

using a 20 Hz control period.
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are: (1) Imitation Learning (IL) controllers trained to mimic driving behavior using data collected from a

series of experimental runs of driving with a baseline controller and (2) Reinforcement Learning (RL) con-

trollers trained using multiple RL algorithms. The controllers use sensor information to determine the desired

steering angle for the vehicle. At runtime, the mathematical model obtained through system identification

is used within the reachability algorithm to reason about safety of the control actions selected by the ML

controllers. The simplex architecture provides the framework for ensuring safe operation of the F1/10.

IV.3.1 The F1/10 Autonomous Platform

The F1/10 platform proposed by Matthew O’Kelly et al. in [174] was originally designed to emulate the

hardware and software capabilities of full scale autonomous vehicles. The platform is equipped with a stan-

dard suite of sensors such as stereo cameras, LiDAR (light detection and ranging), and inertial measurement

units (IMU). The platform uses an NVIDIA Jetson TX2 as its compute platform, and its software stack is

built on the Robot Operating System (ROS)2 [189]. The result is a platform that allows researchers to conduct

real-world experiments which investigate planning, networking, and intelligent control on a relatively low-

cost, open-source test-bed [174]. Additionally, in order to promote rapid prototyping and consider research

questions around closing the simulation to reality gap[224], Varundev Suresh et al. designed a Gazebo-based

simulation environment [225] that includes a realistic model of the F1/10 platform and its sensor stack [226].

We utilize this simulation environment for a number of experiments and training our controllers.

Figure IV.2: Visualization of our experimental F1/10 hardware platform [2].

IV.3.2 Vehicle Dynamics Model and System Identification

The physical dynamics of the F1/10 vehicle are modeled using a kinematic bicycle model [227], which is

described by a set of four-dimensional nonlinear ordinary differential equations (ODEs). The kinematic
2It is worth noting that ROS is not an operating system in the traditional sense but rather a meta-operating system that primarily

provides the message passing interface for various components within robot software development [223].
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bicycle model is characterized by relatively few parameters and tracks reasonably well at low speeds.3 The

model has four states: Euclidean positions x and y, linear velocity v, and heading θ . The dynamics are given

by the following ODEs:

ẋ = vcos(θ +β )

ẏ = vsin(θ +β )

v̇ =−cav+ cacm(u− ch)

θ̇ =
vcos(β )
l f + lr

tan(δ )

β = tan−1
( lr tan(δ )

l f + lr

)

where v is the car’s linear velocity, θ is the car’s orientation, β is the car’s slip angle, x and y are the car’s

position, u is the throttle input, δ is the steering input, ca is an acceleration constant, cm is a motor constant,

ch is a hysteresis constant, and l f and lr are the distances from the car’s center of mass to the front and

rear respectively [228]. For simplicity, since the slip angle is fairly small at low speeds, we assume that

β = 0. Using MATLAB’s Grey-Box System Identification toolbox, we obtained the following parameters

for the simulation model: ca = 1.9569, cm = 0.0342, ch = −37.1967, l f = 0.225, lr = 0.225. The model

was validated using a series of experimentswith an average Mean Squared Error (MSE) of 0.003. A sample

experimental simulation is shown in IV.3. For the hardware platform, we obtained the following parameters:

ca = 2.9820, cm = 0.0037, ch =−222.1874, l f = 0.225, lr = 0.225, with a validation MSE of 6.75×10−4.

IV.4 Controller Construction

Modern data-driven or machine learning methods have become increasingly scalable and efficient in dealing

with complex problems in numerous contexts. In this section, we provide a high-level introduction to imi-

tation learning and reinforcement learning and describe the construction of the controllers used within our

simplex architecture.4

IV.4.1 Imitation Learning

Imitation learning (IL) seeks to reproduce the behavior of a human or domain expert on a given task [185].

These methods fall under the branch of Expert Systems in AI, which has seen a surge in interest in recent

years. The increased demand for these approaches is spurred on by two main motivations. (1) In many

settings, the number of possible actions needed to execute a complex task is too large to cover using explicit

3The kinematic bicycle model typically tracks well under 5m/s [228]
4All the artifacts used to train the controllers can be found in the following repository https://zenodo.org/record/5879646.
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Figure IV.3: Illustrative visualization of a scenario used in validating the F1/10 Hardware Model. The model
validation process was performed using a sizeable set of diverse experiments. Init corresponds to the starting
position of the vehicle in the experiment illustrated above.

programming. (2) Demonstrations show that having prior knowledge provided by an expert is more efficient

than learning from scratch [185]. While these approaches have demonstrated great efficacy in fixed contexts,

there are concerns regarding their ability to generalize to novel contexts where the operating conditions are

different from those seen during training, providing a need for effective runtime verification like the one

explained in this work [185].

One of the most common imitation learning methods is Behavior Cloning, whereby a controller is con-

structed by learning a mapping from sensor-action pairs collected either from a baseline controller or through

human-in-the-loop control. While these approaches have demonstrated great efficacy in fixed contexts, there

have been concerns about their ability to generalize to novel contexts where the operating conditions are

different from those seen during training [217].

In this work, we utilize behavior cloning to train two neural network controllers to produce steering angles

from sensor inputs. The first controller is trained on camera-images and leverages an architecture used by

Bojarski et al. to control a real-world autonomous vehicle [187]. The second controller utilizes a much

smaller neural network model and is trained on a discrete sampling of LiDAR distance measurements. This

network allows for more fair comparisons to the reinforcement learning approaches.
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IV.4.1.1 Vision-Based Navigation (VBN)

Since the seminal work of Krizhevsky et al. [229] in the ImageNet Large Scale Recognition Challenge,

Convolutional Neural Networks (CNNs) have revolutionized the field of computer vision. Within the context

of autonomous vehicles, CNNs have demonstrated efficacy for driving tasks such as lane following, path

planning, and control, simultaneously, by computing steering commands directly from images [187].

We utilized the CNN architecture, DAVE-2, initially proposed by Bojarski et al. to drive a 2016 Lincoln

MKZ, in order to control the F1/10 model. The data we used to train DAVE-2 was collected from a set of

simulation experiments where the sensor-action pairs were generated by a path tracking controller optimized

to keep the F1/10 in the center of the track in the absence of obstacles. Such an environment is shown in IV.1.

IV.4.1.2 Lidar Behavior Cloning (LBC)

The second network considered for behavior cloning was a standard multi-layer perceptron network that

consisted of an input layer, 2 fully connected hidden layers of 64 nodes with ReLU activation functions, and

a fully connected output layer with a tanh activation function. The input layer accepts nine range values

collected from the LiDAR at −90◦, −60◦, −45◦, −30◦, 0◦, 30◦, 45◦, 60◦, and 90◦ from forward. The range

values are clipped between [0m,10m]. The data used to train this controller was collected in the same fashion

as the end-to-end regime.

IV.4.2 Reinforcement Learning Control

Reinforcement Learning (RL) and Deep Reinforcement Learning (DRL) are branches of machine learning

that focus on software agents learning to maximize rewards in an environment through experience. Despite

the growing success of DRL approaches in many contexts, these methods are mainly leveraged within sim-

ulation due to challenges with ensuring safe training in real-world systems, designing reward functions that

deal with noisy and uncertain state information, and ensuring trained controllers are able to generalize beyond

fixed scenarios [196]. While training a controller in simulation and moving it into the real world is possible,

a process known as sim2real transfer, it often results in undesired, poor, and/or dangerous behavior [196].

In this chapter, we used two well-known state-of-the-art reinforcement learning algorithms, an off-policy

DRL algorithm known as Soft-Actor-Critic (SAC), [188], and an on-policy RL algorithm, known as Aug-

mented Random Search (ARS), [191]. In line with the imitation learning experiments, the agents were trained

on the racetrack shown in, IV.1 with no obstacles and no backup controller. For both algorithms, the agent op-

timizes performance on a dense reward function that assigns a positive reward for counterclockwise progress

around the track. The reward is calculated using a reference path that runs through the middle of the track.

The reward value is the positive arc length between the previous and current closest point along the path. This
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reward function encourages the agent to complete as many laps as possible as quickly as possible.

IV.4.2.1 Soft Actor Critic (SAC)

This algorithm was first introduced in 2018 as an improvement to Deep Deterministic Policy Gradient

(DDPG) that tackled RL’s major challenges: high sample complexity and brittle convergence properties, i.e.

a heavy dependence of hyperparameters being “just right” in order to effectively learn [188]. In this work, the

SAC controller was trained using the same architecture as the LBC controller described in Section IV.4.1.2

IV.4.2.2 Augmented Random Search (ARS)

This algorithm was first proposed in 2018 as a random search method for training static, linear policies for

continuous control problems [191]. Their simple method was able to match state-of-the-art sample efficiency

on the benchmark MuJoCo locomotion tasks,5 demonstrating that deep neural networks might not be nec-

essary for some complex control tasks. We chose to highlight this RL algorithm because it allowed us to

experiment with a different control architecture. Both LBC and SAC are the same NN architecture, differen-

tiated by how the networks are trained. In contrast, ARS focuses on the use of a linear policy, i.e. a weight

matrix. Instead of passing the input through multiple layers with non-linear activation functions, the input is

multiplied by a single weight matrix to generate the control output.

Similar to the SAC architecture, the output control signal of the ARS policy, δ = π(s), is the desired

steering angle clipped between ±34◦. However, the input, s, consists of 271 LiDAR range values, clipped

between [0m,10m], collected from between ±90◦ from forward.

IV.5 Online Reachability Computation

Before outlining the algorithm, let us define two key terms relevant to our approach.

Definition 1 (REACHTIME). The reachtime, Treach, is the finite time horizon for computing the reachable

set.

Definition 2 (RUNTIME). The runtime, Truntime, is the duration of (wall) time the algorithm is allowed to

run.

Using the dynamics model obtained for the F1/10, the crux of the real-time reachability algorithm is com-

puting the set of reachable states from the current time t up until (t +Treach). The algorithm utilized within

this work is based on mixed face-lifting, which is part of a class of methods that deal with flow-pipe con-

struction or reachtube computation [106]. This is done using snapshots of the set of reachable states that are

enumerated at successive points in time. To formalise this concept, we define the reachable set below.
5These benchmark tasks are described in more detail at https://gym.openai.com/envs/#mujoco
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Definition 3 (REACHABLE SET). Given a system with state vector x(t) ∈ Rn, input vector u(t) ∈ Rm, and

dynamics ẋ(t) = f (x(t),u(t)), where t is time, and the initial states x0 = x(0) and inputs u0 = u(0) are

bounded by sets, x0 ∈ χ0, u0 ∈U. The reachable set of the system for a time interval t ∈ [0,Treach] is:

R[0,Treach] =
{

ψ(x0,u0, t)
∣∣ x0 ∈ χ0, u0 ∈U, t ∈ [0,Treach

]
},

where ψ(x0,u0, t) is the solution of the ODE at time t with initial state x0 under control input u0.6

For general nonlinear systems, it is not possible to obtain the exact set of reachable states R[0,Treach],

so we customarily compute a sound over-approximation such that the actual system behavior is contained

within the over-approximation [52, 58, 221]. The algorithm utilized in this work utilizes n-dimensional

hyper-rectangles (“boxes”) as the set representation to generate reachtubes [106]. Over long reachtimes, the

over-approximation error resulting from the use of this representation can be problematic. However, for short

reachtimes, it is ideal in terms of its simplicity and speed [108].

The over-approximation error and the number of steps used in generating the reachable set can be con-

trolled by a reachtime step size h. This parameter defines the level of discretization of the time interval

[0,Treach] and can be used to tune the runtime of the reachability computation. Bak et al. leverage the step

size to make the reachability algorithm amenable to the anytime computation model in the real-time schedul-

ing literature. Given a fixed runtime, Truntime, we compute the reachable set R[0,Treach]. If there is remaining

runtime, we restart the reachability computation with a smaller step size. In both this work and [108], the

step-size is halved in each successive iteration, leading to more accurate determinations of the reachable set.

The relationship between the over-approximation error and the step size is demonstrated in IV.4. We refer

readers to the following papers for an in depth treatment of these procedures [221, 108, 106].

IV.6 Safety Checking

We define the notion of safety considered in this work below.

Definition 4 (SAFETY). Let Λ represent the set of unsafe states. A system is considered safe over the finite

time horizon, Treach, if R[0,Treach] ∩ Λ = /0. Here, Λ, consists of all static obstacles within the environment

and the boundaries of the racetrack.

In our autonomous racecar scenario, Λ, consists of all static obstacles within the environment, described

by a bounding-box, and the boundaries of the racetrack, characterized by a list of finely separated points.

6Our assumption is that f is globally Lipschitz continuous. This property guarantees the existence and uniqueness of a solution for
every initial condition in χ0.
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Figure IV.4: The real-time reachability algorithm always returns an over-approximation of the reachable set
of states. The over-approximation error decreases with successive iterations, provided that there is enough
runtime for re-computations. The above images demonstrate this aspect by simulating a left hand turn control
action for a reachtime of two seconds. The green boxes represent the set of reachable states, the red rectangle
represents the interval hull of the reachable states, and the purple points are points obtained from a simulation
of the vehicles physical dynamics.

These representations are then converted into their hyper-rectangle formulations that make up Λ. IV.1 pro-

vides a visualization of the obstacles, and IV.6 displays our discretization of the racetrack. If there are no

intersections between R[0,Treach] and Λ, then we conclude that the system is safe. However, since our approach

computes an over-approximation of R[0,Treach], it may lead to conservative observations of unsafe behavior.

This occurs when the error in the over-approximation of R[0,Treach] results in intersections with the set of un-

safe states, despite these intersections not occurring with the exact reachable set. By refining the reachable set

in successive iterations, our regime seeks to mitigate the occurrence of falsely returning unsafe.The two chief

considerations in the anytime implementation of the safety checking procedure are (1) the overall sound-

ness of our approach, and (2) the real-time nature of our scheme. Satisfying both requirements constitutes

the novel extensions of the aforementioned algorithm. For the results of the verification to be sound, the

safety checking process must be carried out in its entirety before a safety result is issued. At the same time,

this requirement must be balanced alongside the real-time stipulation that tasks operate within pre-defined

and deterministic time spans. Thus, our implementation ensures soundness properties while maintaining a

low-likelihood of missing timing deadlines.

Ideally, to ensure there were no missed deadlines, we would build our system in a Real-Time Operating

System (RTOS), which allows for the specification of task priorities, executing them within established time

frames. However, our implementation does not make use of an RTOS, and instead depends on native Linux

and ROS to handle task management. To combat this shortcoming and reduce the number of missed dead-
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lines, we estimate how the time required to compute the next reachability loop. If our estimate exceeds the

remaining allotted time, the process terminates. There is an inherent tradeoff between the conservativeness

of our runtime estimates and the conservativeness of the resulting reachable set. In this work, we chose to

maximize the number of iterations used in constructing the reachable set at the risk of occasionally miss-

ing deadlines. Our experiments demonstrate that we were successful in minimizing the number of missed

deadlines during operation.

Let k denote the number of hyper-rectangles used in representing the reachable set. k is characterized

by the following equation: k = Treach/h.7 Since each successive iteration decreases the step size by half,

the number of hyper-rectangles that make up R[0,Treach] doubles. Thus, the complexity of the safety checking

process is O(2k).8 Therefore, we can estimate that a subsequent iteration of the algorithm will take twice as

long as the current one and bloat this estimate to be conservative. To ensure that our estimates are accurate

in our implementation, rather than deriving R[0,Treach] and then checking whether the system has entered an

unsafe scenario, the safety checking is done during the computation with intermediate hyper-rectangles as

outlined in [108]. This prevents us from needing to dynamically store the reachable set and allows us to

restart the computation sooner if an unsafe state is detected.

IV.7 ROS Simplex Architecture

Our simplex architecture for the F1/10 is designed using ROS [189], and an overview of the design is shown

in Figure IV.5. There are two considerations that play a major role in designing this architecture: (1) the finite

time horizon, Treach, over which we are reasoning about safety, and (2) the amount of time, Truntime, allocated

for the computation of the reachsets. In our experiments, we use Treach = 1.0s and Truntime = 25ms, unless

otherwise specified. These values were determined considering the empirical results of how long it took the

F1/10 to come to a stop at speeds less than 1.5m/s, and the control period, 20Hz, which the reachability

computation needs to finish within in order to not miss a deadline.9

Within this architecture, the primary sensors we rely on are a LiDAR and Stereo Labs’ Zed Depth Camera.

The messages from the LiDAR are published at 40Hz, and the camera messages are published at 20Hz.

Additionally, we rely on odometry information, published at 40Hz, in order to ascertain the state of the F1/10

vehicle. In our design, we decouple the control of the car’s steering and throttle control. The steering control,

δ , is governed by the ML controller, and the throttle control is designed to maintain a constant speed, u, when

the learning-based controller is in use.
7We begin the flow-pipe construction with an initial time step of h = Treach/10.
8This analysis neglects consideration of the obstacles and the points used to represent the racetrack boundaries. Since these do not

change between iterations, reasoning only about the hyper-rectangles is sufficient.
9We limit velocities to 1.5m/s because a lap on our physical track is approximately 13.08m. Races held by the F1/10 community

are around 30− 50m per lap with larger distances between the track walls, allowing for much faster operating speeds. The rules are
described in more detail here: https://f1tenth.org/misc-docs/rules.pdf
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Figure IV.5: Overview of the Simplex architecture deployed on the F1/10 System as described in Section
IV.7. The switching logic consists of monitoring the intersection between the F1/10 reachable set and the
positions of static obstacles within the environment.

In the traditional simplex architecture, both the decision module and the safety controller must be verified

for the system to be verified as correct [108]. While this is straightforward for relatively simple controllers,

it is significantly more challenging for many classes of controllers, especially when real-time execution is

considered [228]. However, the main focus of this work is evaluating the use of the reachability algorithm

as a switching logic for the simplex architecture. Thus, we opted not to develop a “formally verified” safety

controller. Instead, we selected a controller based on a gap-following algorithm optimized to avoid collisions

with obstacles. A detailed description of the gap-following algorithm can be found in the following report

[230]. It was primarily selected due to its robust collision avoidance ability and simplicity.

IV.8 Experimental Evaluation

Having described the details of our reachability algorithm, controller construction, and the simplex archi-

tecture construction, we now present the results of our empirical evaluations both in simulation and on the

hardware platform. We ran our experiments on platforms running Linux (Ubuntu 16.04 LTS). The simula-

tion experiments were conducted on a Dell XPS-15 (9570) with 32GB RAM, a six-core Intel Core i7-8750

@4.1GHz processor, and an Nvidia GeForce GTX 1050Ti 4GB graphics card. The motivation for conduct-

ing simulation experiments stemmed from a desire to ensure fair comparisons over numerous experiments

and to promote reproducibility for those without hardware access. The hardware experiments were done on

an Nvidia Jetson TX2 with a Dual-core Nvidia Denver 64-bit CPU (ARM), a quad-core ARM A57 Com-

plex, and an NVIDIA Pascal Architecture GPU with 256 CUDA cores. The latter configuration validates our
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claims that our safety architecture admits minimal resource requirements.

The evaluation included a sizeable diversity of experiments with respect to the speed set-point utilized

by the ML controller, u, the wall-time utilized by the real-time reachability algorithm, Truntime, the presence

and configuration of obstacles, and an examination of how each controller performed in each context. This

allowed for an enlightening analysis on the various trade-offs that exist within our safety architecture. For

context, the speed and wall-time analysis was evaluated on 48 different combinations of 30 experimental

executions.

For benchmarking purposes, we recorded the mean execution-times (Mean ET) of our real-time reacha-

bility algorithm, as well as the average number of iterations utilized in constructing the reachable set (Mean

Iters). While a typical discussion of upper bounds on execution times involves a discussion of the Worst-Case

Execution Time (WCET), we instead report the Mean ET. In general, the WCET is unknown or difficult to

derive without the use of static analysis proofs [231]. Since our safety regime relies on ROS, which is highly

dynamic and distributed, it is prohibitively difficult to perform an exhaustive exploration of the space of all

execution times and thus derive the WCET. However, we provide a rough proxy of the WCET by reporting

the Maximal Observed Execution Times (MOET) [231] in Table IV.3. Additionally, we report the Percentage

of Missed Deadlines (PMD) that result from our soundness requirements; as we execute on a regular oper-

ating system and not on a RTOS, this is possible, and performing the runtime measurements may result in

variance due to changing load and scheduling. We demonstrate that this value is low across all experiments.

In the tables that follow, ML refers to the machine learning controller, and all summary statistics are

reported alongside their corresponding standard deviations. Additionally, to analyze the conservativeness of

the regime, we report the percentage of the time in which the machine learning controller was utilized during

an experimental run (ML Usage).

IV.8.1 Simulation

In the considered simulation scenarios, the F1/10 vehicle is tasked with navigating a racetrack environment

that has 6 traffic cones placed at random locations before the start of the experiment. The locations of

the cones are known a priori, and IV.1 provides a snapshot of this setup. Utilizing the control architecture

discussed in Section IV.7, we ran 1440 simulation episodes with a timeout of 60 seconds each. That is roughly

enough time to complete 2 laps at a speed of 1m/s.

Each of the controllers was trained with an assumption that the F1/10 moves at a speed u = 1.0m/s. Thus,

the experiments at this speed provide a baseline as we consider variations in speed, obstacles, and runtime.

From inspecting IV.1, one can see that moving at speeds faster than 1.0m/s was correlated with lower levels of

safety. In particular, the SAC controller was the least tolerant to increases in speed. Since the SAC controller
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was trained to complete laps as quickly as possible, it was often aggressive around turns, resulting in higher

declarations of unsafe behavior. In contrast, the VBN controller was the most robust to speed changes. Still

its performance varied significantly as displayed by the standard deviation of the controller usage at speeds

of 1.5m/s. It is worth noting, however, that the VBN has 340 times more parameters than the SAC and LBC

controllers.10

Out of the 1440 experiments conducted in simulation, we observed collisions in 93 of them. This corre-

sponds to a 93.5% success rate in preventing unsafe behavior. Of these collisions, 53 of them occurred at a

speed set point of 1.5m/s and when using the IL controllers. We were able to eliminate these collisions in

subsequent experiments by increasing the reach time horizon.11 However, in practice in order to provably

eliminate all collisions, one must also verify the decision module and the safety controller utilized within the

simplex regime.

Table IV.1: Machine Learning Controller Use in the Simplex Architecture: Simulation Platform

Obstacles No Obstacles

ML Controller u (m/s) Mean ML Usage (%) Mean ML Usage (%)

VBN 0.5 78.26 ± 12.74 94.08 ± 2.92

1.0 53.98 ± 15.51 78.56 ± 4.34

1.5 37.97 ± 14.11 53.07 ± 9.89

LBC 0.5 83.23 ± 14.25 99.32 ± 1.07

1.0 61.40 ± 21.96 94.83 ± 6.95

1.5 32.74 ± 12.36 43.67 ± 16.92

SAC 0.5 42.59 ± 17.80 50.32 ± 10.29

1.0 13.20 ± 8.42 11.13 ± 8.36

1.5 9.47 ± 4.19 8.87 ± 3.94

ARS 0.5 66.62 ± 9.72 69.01 ± 8.98

1.0 46.18 ± 7.57 49.99 ± 3.85

1.5 26.50 ± 7.56 30.79 ± 5.02

IV.8.2 Hardware

While the simulation experiments allowed us to evaluate our regime on a diverse set of scenarios, the hardware

experiments validate our claim that our safety architecture admits minimal resource requirements. Addition-

ally, these experiments allowed us to consider the seminal problem of sim2real transfer, which is a challenging

problem within ML and robotics at large [196]. Training ML controllers in simulation and deploying them on

real-world hardware platforms, sim2real, is a challenging problem and policies that are learned in simulation

10The DAVE model that we utilized has 1,595,511 trainable parameters. The multilayer perceptron is characterized by 4685 trainable
parameters.

11The friction model used in the simulator is quite different from our hardware setup. This requires a longer reach-time to ensure
safety. However, to maintain consistency across hardware and simulation experiments, we present the results with Treach = 1.0s.
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Table IV.2: Analysis of Wall-Time and Speed Variation (Without Obstacles): Simulation Platform

ML Controller u (m/s) Truntime MOET (ms) Mean ET (ms) Mean Iters ML Usage (%) PMD(%)

VBN 0.5 10 10.71 ± 0.97 7.00 ± 0.13 3.95 ± 0.03 94.52 ± 2.18 0.13 ± 0.15

25 28.49 ± 5.23 15.42 ± 0.88 5.07 ± 0.12 93.64 ± 3.67 2.62 ± 2.71

1.0 10 11.10 ± 1.25 6.85 ± 0.16 4.08 ± 0.23 77.15 ± 6.40 0.27 ± 0.24

25 28.36 ± 0.77 14.86 ± 0.14 5.06 ± 0.10 79.97 ± 2.27 2.83 ± 1.64

1.5 10 11.36 ± 0.60 6.83 ± 0.16 4.04 ± 0.14 50.56 ± 11.11 0.77 ± 1.13

25 28.19 ± 0.53 15.00 ± 0.25 5.06 ± 0.03 55.59 ± 8.68 3.45 ± 1.59

LBC 0.5 10 10.78 ± 0.62 6.87 ± 0.10 3.93 ± 0.02 98.64 ± 2.14 0.12 ± 0.09

25 28.31 ± 0.91 15.13 ± 0.22 5.03 ± 0.03 100.00 ± 0.00 2.40 ± 1.37

1.0 10 10.68 ± 0.79 6.90 ± 0.09 3.91 ± 0.02 94.55 ± 6.40 0.12 ± 0.10

25 28.69 ± 0.73 15.15 ± 0.26 5.06 ± 0.08 95.10 ± 7.49 3.56 ± 1.08

1.5 10 15.03 ± 20.75 6.92 ± 0.18 3.97 ± 0.29 44.27 ± 16.79 0.27 ± 0.22

25 28.46 ± 2.45 15.34 ± 0.76 5.08 ± 0.19 43.07 ± 17.04 1.87 ± 1.53

SAC 0.5 10 11.98 ± 3.16 6.44 ± 0.12 4.11 ± 0.24 50.66 ± 9.99 0.36 ± 0.30

25 28.41 ± 2.72 15.17 ± 0.51 5.31 ± 0.32 49.98 ± 10.58 4.73 ± 1.30

1.0 10 11.89 ± 3.36 6.63 ± 0.28 4.55 ± 0.47 12.16 ± 8.13 0.43 ± 0.34

25 29.03 ± 6.27 14.49 ± 0.39 5.57 ± 0.55 10.11 ± 8.59 3.20 ± 1.96

1.5 10 11.97 ± 1.89 6.42 ± 0.31 4.92 ± 0.63 8.31 ± 4.48 0.66 ± 0.43

25 28.38 ± 2.63 14.17 ± 0.50 6.12 ± 0.62 9.42 ± 3.40 3.55 ± 1.64

ARS 0.5 10 17.24 ± 10.48 6.35 ± 0.12 4.69 ± 0.04 69.16 ± 8.29 0.35 ± 0.18

25 30.33 ± 8.79 14.51 ± 0.41 5.79 ± 0.08 68.85 ± 9.67 4.62 ± 1.47

1.0 10 20.07 ± 12.63 6.35 ± 0.16 4.91 ± 0.12 49.55 ± 4.05 0.96 ± 0.33

25 34.27 ± 10.09 14.85 ± 0.47 5.86 ± 0.14 50.43 ± 3.65 4.71 ± 1.34

1.5 10 12.15 ± 3.54 6.55 ± 0.22 4.08 ± 0.19 29.78 ± 5.56 0.53 ± 0.35

25 27.83 ± 0.63 15.12 ± 0.38 5.15 ± 0.08 31.81 ± 4.48 4.53 ± 1.61

usually do not perform as expected in the real-world. Due to the risk of unsafe or catastrophic behavior, it is

critical to monitor these components during operation.

In comparison to the simulation experiments, our experiments on the F1/10 hardware platform differed

in two minor ways. (1) In order to analyze the sim2real performance of the controllers in isolation, we did

not include obstacles within our experimental racetrack, shown in IV.6.12 (2) We chose to offload the ML

components to a separate computer. Compared to the other controllers, the VBN required a prohibitively large

amount of the computation resources on the Jetson TX2. It is possible to optimize these ML models to run

more efficiently on the Jetson platform, but we elected not to do so, as our primary concern was to analyze the

variation of execution times of our safety regime on the embedded platform and the real world performance

of each controller. Additionally, offloading the expensive ML computations to another computer allowed us

to evaluate our regime with a finer level of granularity, providing a fairer comparison of the controllers.

We ran a total of 80 experiments, 5 for each controller, with the same structure as the simulation episodes.

12Due to the space constraints of our laboratory environment, such an evaluation would have prohibitively skewed our results.
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Figure IV.6: Visualization of the hardware experiments on the F1/10 Platform, the magenta points are the
point-discretization of the wall boundaries (not all points are visualized). Videos of the experiments can be
found at

A video of the experiments is available online.13 The results of these experiments demonstrated that the

ML models struggled to generalize to the real world and there was a large increase in the amount of time

that the safety controller was used. This result can be explained by the small size of our racetrack, as well

as the differences between the simulated and real world environments. On the other hand, the experiments

demonstrate our regime was successful in maintaining safety, as there were no collisions observed in any of

the hardware experiments.

With respect to the runtime performance of our approach, the experiments demonstrated that Mean ET of

our regime fell well within our desired Truntime. Though a few deviations were observed as displayed by the

MOET, these deviations were minimal as displayed by percentage of missed deadlines shown in IV.3. These

deviations can be attributed to our requirement that the safety checking process complete.

Finally, our hardware experiments demonstrated an average execution time that was significantly lower

than the set wall-time. This result can be explained by the frequency of unsafe determinations and the nature

of the reachability algorithm. Within the real-time reachability algorithm, the reachable-set computations

terminate whenever an unsafe state is detected. The algorithm then restarts with half the step-size in order

to refine the over-approximation error and determine if the “unsafe” declaration is spurious. This strategy

continues until the step size falls below a pre-specified threshold specified to guarantee numerical stability.

On the hardware platform, this threshold was met consistently, which demonstrates the frequency of unsafe

declarations. Evidence for this observation is provided in Table IV.3. Experiments with higher levels of

safety utilize fewer iterations in constructing the reachable set and generally have higher execution times.

The numerical stability termination conditions are discussed in more detail in [106].

13https://youtu.be/F42PF9ET7eA

54



Table IV.3: Analysis of Wall-Time and Speed Variation: Jetson TX2

ML Controller u (m/s) Truntime MOET (ms) Mean ET (ms) Mean Iters ML Usage (%) PMD (%)

VBN 0.5 10 10.87 ± 0.36 5.07 ± 0.53 5.39 ± 0.83 11.70 ± 6.90 0.58 ± 0.29

25 24.42 ± 0.49 10.41 ± 0.63 7.56 ± 0.97 12.38 ± 2.79 0.00 ± 0.00

1.0 10 14.36 ± 5.74 5.56 ± 0.58 5.12 ± 0.39 9.31 ± 5.07 1.61 ± 1.18

25 31.60 ± 17.81 9.36 ± 0.79 8.69 ± 1.16 9.97 ± 2.92 0.03 ± 0.06

LBC 0.5 10 24.49 ± 17.76 5.35 ± 0.45 4.65 ± 0.23 20.61 ± 7.43 0.78 ± 0.62

25 31.31 ± 14.46 9.65 ± 0.51 6.49 ± 0.82 24.28 ± 7.63 0.07 ± 0.07

1.0 10 14.25 ± 1.81 5.18 ± 0.36 4.50 ± 0.17 17.83 ± 4.75 0.75 ± 0.40

25 24.43 ± 0.59 9.35 ± 0.74 7.35 ± 1.02 14.38 ± 6.18 0.01 ± 0.03

SAC 0.5 10 10.98 ± 0.33 5.10 ± 0.16 4.97 ± 0.54 16.44 ± 9.43 1.74 ± 0.80

25 26.78 ± 2.57 10.91 ± 0.78 6.06 ± 0.72 26.17 ± 8.21 0.07 ± 0.04

1.0 10 11.46 ± 0.47 4.73 ± 0.54 5.65 ± 2.17 12.58 ± 3.40 0.61 ± 0.18

25 27.16 ± 6.38 9.69 ± 1.17 8.10 ± 0.91 9.82 ± 3.07 0.06 ± 0.10

ARS 0.5 10 13.92 ± 6.32 4.94 ± 0.30 5.63 ± 0.38 15.88 ± 1.78 0.46 ± 0.35

25 30.83 ± 15.55 9.55 ± 0.53 7.00 ± 0.66 21.17 ± 6.56 0.02 ± 0.04

1.0 10 11.53 ± 1.22 5.32 ± 0.20 4.93 ± 0.55 19.95 ± 6.65 1.13 ± 1.13

25 30.58 ± 9.60 8.89 ± 0.72 7.50 ± 0.76 23.58 ± 3.16 0.05 ± 0.05

IV.9 Discussion

Having evaluated the merits of our approach both in simulation and on an embedded hardware platform, we

now present some observations based on our results. In particular, we focus on real-time systems, challenges

we faced moving from simulation to the real-world, and the main limitations of our approach.

IV.9.1 Real-Time Evaluation and Missed Deadlines

The basic requirement for real-time systems is that tasks operate within pre-defined and deterministic time

spans. Often, this is accomplished through the use of a real-time operating system (RTOS), which allows for

the specification of task priorities so that they are executed within established time frames. Our implementa-

tion did not make use of an RTOS, thus task management was left to the native Linux implementation. While

our experimental evaluation did demonstrate deviations from the specified wall-time, the mean percentage of

missed deadlines on the Jetson TX2 was fewer than 2% across all of our experiments.

In our hardware experiments, shown in Table IV.3, the percentage of missed deadlines (PMD) remained

consistent when the Truntime was increased from 10ms to 25ms. In contrast, the simulation experiments, shown

in Table IV.2, displayed a greater deal of variation when the runtime was increased. The difference in results

can be attributed to undesirable context switching.

Our simulation evaluations were conducted on a single machine running all the ROS infrastructure as well

as the simulation software. To prevent all the nodes from missing their publishing deadlines, the simulation
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utilizes a slower simulation time, which is distinct from the wall time we use for our reachability method.

Using simulation time allows all nodes to meet their publishing deadlines and increases the amount of context

switching going on. If the computation load is low, each node can finish its task without being halted.

However, in our experiments, this was not the case. Thus, when Truntime is increased, there is a higher chance

of the reachability computation being paused for something else to run. Consequently, this results in an

increase in percentage of missed deadlines in the relevant experiments.

In our hardware experiments, we alleviated this issue by limiting the number of tasks running on the

Jetson TX2 to only the essential ROS nodes. The machine learning computations were conducted on a

separate machine to reduce the computational load. Thus, we reduce the amount of context switching that

occurs during the reachability process.

In future work, we could further reduce the percentage of missed deadlines by increasing the conserva-

tiveness of the estimate or adding a computation resource focused only on the safety decision, similar to how

we moved the NN computations to a separate machine. Alternatively, as all evaluation was done on regular

operating systems (Linux with ROS) and not real-time operating systems (RTOS) that would provide hard

deadline guarantees, we could perform an evaluation on such a platform to enforce deadlines strictly.

IV.9.2 Challenges Moving from Simulation to the Real World

Moving from simulation to the real-world hardware platform saw a significant expansion in the frequency that

the safety controller was used. This increased reliance on the safety controller is a direct result of sim2real

challenges in machine learning. Because the real world is inherently more noisy and more complex than

the simulation environments that machine learning models are typically trained in, when these models are

deployed in the real world, they are tasked with making generalizations on data that may significantly differ

from their training context. Furthermore, this challenge is exacerbated by the reality of imperfect dynamic

and sensor perception models [228]. However, the main challenge that we faced during the transition from

simulation to was related to the size of the track in our laboratory setup.

The track shown in IV.1 is much larger than the real world track we tested on, shown in IV.6. At the nar-

rowest point, the simulated track is 2m wide.14 In contrast, the widest part of our real-world track is scarcely

larger than that. The bulk of the racetrack has a width of less than one meter. Since Truntime is constant across

the simulation and real world experiments, the real world vehicle spends the majority of its time forecasting

unsafe actions due to its close proximity to the track walls. The hardware experiments were quite illustrative

in motivating our desire to extend the current methodologies to integrate closed-loop reachability techniques.

14Races held by the F1/10 community are around typically 30-50 meters in length with a minimum of 3 meters between the racetrack
walls. The rules are described in more detail here: https://f1tenth.org/misc-docs/rules.pdf
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Our current assumption that the control decision remains fixed throughout the reachset construction is quite

conservative. Closed-loop reachability techniques would allow us to weaken this assumption and compute

approximations of the real inputs during the reachset construction. However, the difficulty in performing

closed-loop reachset generation lies in developing accurate sensor models. As an example, for the VBN it is

not clear how to generate camera images based on the state of the system so as to provide a meaningful and

useful reachable set.

IV.9.3 Environment-Induced Noise

Noisy sensor data is expected because no sensor is always perfectly accurate. However, environment-induced

noise refers to additional noise that exists because of differences in the environments. This is best highlighted

in the case of the RL controller. The environment the agent trained in had smooth, solid walls. Meanwhile,

our track is made out of a series of flexible vinyl duct piping hose segments15, which contain ridges and

occasionally expose gaps in between the stacked structure.

While it is possible to try and model these variations in the simulator, this was not within the scope of

our study. However, our future work will explore the relationship between simulator fidelity and the safety

of each controller. Since the controllers are ”black box” in nature, we cannot know for sure how the policies

will respond to these variations. Despite this challenge, we were able to get the F1/10 vehicle to successfully

complete laps in the real world because of our simplex architecture. The overall performance might have

been reduced, but we were able to ensure safe operation.

IV.9.4 Limitations

While the reachability algorithm presented in this work possesses provable guarantees, our architecture does

not. Obtaining these guarantees requires developing a formally verified safety controller and switching logic,

which was outside the scope of the work presented herein. Therefore, it is possible to enter a state in our

framework in which all future trajectories will result in a collision. These states are known as inevitable

collision states and have been well-studied within the motion planning literature [232]. In future work,

we hope to address this limitation by leveraging approaches such as viability kernels, and dynamic safety

envelopes that allow for the synthesis of provable safe control regimes [233].

Finally, as with many model based approaches, the quality of our reachability computations is dependent

on the quality of the underlying model of the physical system. That is, guarantees around safety are only

valid, provided that the system model is a good representation of reality. While the system identification

results, presented in Section IV.3, show that our model is reasonably accurate, in practice the implementation

15https://www.amazon.com/dp/B01G198P8W?psc=1
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of such an approach would also need to incorporate a rigorous uncertainty quantification analysis of the

underlying model within the presence of imprecise sensor and state information [234]. However, it is worth

noting the underlying reachability algorithm supports differential inclusions, allowing for the straightforward

incorporation of uncertainty, provided that such an analysis has been done.

IV.10 Comparison to Other Approaches

As cyber-physical systems have become increasingly more complex in recent years, there has been a major

thrust to develop techniques capable of assuring their safety at at runtime. This has led to the rise of simplex,

runtime assurance, and runtime-verification strategies, and it is within this context that we present our work.

The simplex architecture has been used widely in the research literature to provide guarantees for systems

with unverified components. The contexts in which it has been applied include aerospace systems [110],

fleets of remote controlled cars [111], industrial embedded infrastructure [13, 28], and distributed mobile

robotics applications [112, 104]. In [235], the authors utilize a reachability regime to guarantee the safety of

an autonomous vehicle that makes use of a reinforcement learning controller for a way-point-following task.

Most similar to this work in [104], the authors utilize a real-time reachability approach to verify that a group of

quadcopters executing a distributed search mission is free from collisions. Their approach is implemented in

simulation and can theoretically deal with over 64 quadcopters. These works primarily deal with developing

provably correct motion planners, while the focus of this work is abstracting away the underlying nature of a

set of ML components and reasoning about the consequences of their actions on overall system safety.

Table IV.4: Comparison of Online Reachability and Monitoring Methods

Real-Time External Evaluation ML Online

Tool Name Guarantee Libraries Platforms Monitoring Reachability

Rtreach-ML (this chapter) ✓ × x86,ARM ✓ ✓

Rtreach [106] ✓ × x86, ARM, AVR × ✓

BACH2 [236, 237] ✓ ✓ x86 × ✓

ReachFlow (Flow*) [235] × ✓ x86 ✓ ✓

PHaVer [238] × ✓ x86 × ✓

FaSTrack [239] × ✓ x86 × ×
ARMTD [240] ✓ ✓ x86 × ×

CORA [48] ✓ ✓ x86 × ✓

SafeTrafficWeaving [241] ✓ ✓ x86 × ×
ROSRV [223] × ✓ x86 × ×

SOTER [112, 242] × ✓ x86 × ×
Modelplex/VeriPhy [84] × ✓ x86, ARM × ×

Black-Box Simplex [109] × ✓ x86 ✓ ✓

FPGA HJR [243] ✓ ✓ x86, ARM × ×

58



The simplex architecture has been used widely in the research literature to provide guarantees for systems

with unverified logic. The contexts in which it has been applied include aerospace systems [110], fleets of

remote controlled cars [111], industrial embedded infrastructure [13, 28], and distributed mobile robotics

applications [112, 104]. In [235], the authors utilize a reachability regime to guarantee the safety of an

autonomous vehicle that makes use of a reinforcement learning controller for a way-point-following task.

Most similar to this work in [104], the authors utilize a real-time reachability approach to verify that a group

of quadcopters executing a distributed search mission defined by a series of waypoints is free from collisions.

Their approach is implemented in simulation and can theoretically deal with over 64 quadcopters. These

works primarily deal with developing provably correct motion planners, while the focus of this work is

abstracting away the underlying nature of a set of ML components and reasoning about the consequence of

their actions on overall system safety.

Closely related to simplex techniques are run-time assurance (RTA) methods and run-time verification

(RV) methods. An intuitive explanation of these regimes can be summarized as follows. RTA techniques are

tasked with ensuring the safe operation of systems with untrusted components, while run-time verification

techniques monitor a system against presupposed formal properties at run-time [79, 80, 81, 82, 83, 84, 85, 86].

The distinction here is that while run-time assurance techniques may often utilize verification results, they

may often also employ statistical techniques such as anomaly detection [78] or simulation based strategies

[29]. One such example is the work by Allen et al.[105], in which they utilize various machine learning

techniques, mainly support vector machines and linear regression models, to approximate the solution to the

real-time reachability problem. Their work is capable of being applied in low-resource, real-time environ-

ments but suffers from the downside that theoretical guarantees cannot be made using these techniques, only

statistical ones. However, it demonstrated impressive results in improving state-of-the-art execution times by

four orders of magnitude.

Finally, in recent years, researchers have begun to integrate traditionally non real-time approaches within

real-time systems, making these approaches more amenable to real-time execution. These include viability

kernel approaches that determine if a set of states remain within a predefined region [93, 48], as well as

Hamilton-Jacobi (HJI) reachability techniques that deal with dynamical systems with general nonlinear dy-

namics and disturbances in uncertain environments [94, 96, 97, 98, 102, 103]. Specifically, [96] and [48] were

able to implement their techniques both in simulation and on hardware platforms. However, both papers used

their respective real-time reachability results for safe real-time motion planning, while the work contained in

this manuscript, primarily dealt with the construction and implementation of the simplex architecture.

Table IV.4 presents several state-of-the-art online reachability tools present within the literature, and sum-

marizes their amenability to real-time operation. What distinguishes the methods presented in this work, is
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that they possess real-time guarantees and have been extended from [106] for the monitoring of machine

learning models. Particularly, our work is to the best of our knowledge the only work that deals with percep-

tion controllers. We realize that there are numerous other interesting works present within this area, and to

the best of our knowledge the aforementioned works are the most relevant to the methods presented within

this manuscript.

IV.11 Conclusions and Future Work

This chapter presents a simplex architecture for the safety assurance of a 1/10 scale open source autonomous

vehicle platform known as the F1/10. The approach relies on a real-time reachability regime that is used to

provide guarantees of safety and detect potential unsafe scenarios during operation. One of the motivations

in utilizing real-time reachability is that it abstracts away the need to analyze the underlying controller and

instead focuses on the effects of control decisions on the system’s future states. Our experiments conducted

both in simulation and on an embedded hardware platform validate the real-time aspects of our approach.

Moreover, they demonstrate the efficacy of the simplex architecture in ensuring safety in different scenarios.

Improving the over-conservativeness of the reachability framework, considering closed-loop reach-set gen-

eration, making use of real-time operating systems, and incorporating dynamic obstacles into our regime are

left for future work

IV.12 Summary of Contributions

In summary, the contributions of this chapter are as follows:

• We modify the real-time reachability algorithm presented in [108] to handle static obstacles in a sound

and real-time manner.

• We implement a simplex control architecture that uses real-time reachability for online collision avoid-

ance.

• We show our method working with multiple machine learning controllers.

• We demonstrate success using our method to safely navigate through obstacles the trained controllers

have no prior experience with.

• We evaluate the safety of machine learning components transferred to real-world hardware without

additional training.
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CHAPTER V

An Empirical Analysis of the Use of Real-Time Reachability for the Safety Assurance of Autonomous

Vehicles

This chapter is adapted from the material presented in [244].

Recent advances in machine learning technologies and sensing have paved the way for the belief that

safe, accessible, and convenient autonomous vehicles may be realized in the near future. Despite tremendous

advances within this context, fundamental challenges around safety and reliability are limiting their arrival

and comprehensive adoption. Autonomous vehicles are often tasked with operating in dynamic and uncertain

environments. As a result, they often make use of highly complex components, such as machine learning ap-

proaches, to handle the nuances of sensing, actuation, and control. While these methods are highly effective,

they are notoriously difficult to assure. Moreover, within uncertain and dynamic environments, design time

assurance analyses may not be sufficient to guarantee safety. Thus, it is critical to monitor the correctness

of these systems at runtime. One approach for providing runtime assurance of systems with components

that may not be amenable to formal analysis is the simplex architecture, where an unverified component is

wrapped with a safety controller and a switching logic designed to prevent dangerous behavior. In this chap-

ter, we propose using a real-time reachability algorithm for the implementation of the simplex architecture to

assure the safety of a 1/10 scale open source autonomous vehicle platform known as F1/10. The reachability

algorithm that we leverage (a) provides provable guarantees of safety, and (b) is used to detect potentially

unsafe scenarios. In our approach, the need to analyze an underlying controller is abstracted away, instead

focusing on the effects of the controller’s decisions on the system’s future states. We demonstrate the effi-

cacy of our architecture through a vast set of experiments conducted both in simulation and on an embedded

hardware platform.

V.1 Introduction

For decades, the vision of deploying autonomous vehicles ubiquitously has enraptured technology enthusi-

asts, researchers, and corporations. The prevailing conviction is that there are relatively few technologies that

hold as much promise as autonomous vehicles (AVs) in bringing about safe, accessible, and convenient trans-

portation. Despite demonstrated success through efforts such as the Defense Advanced Research Projects

Agency’s (DARPA) Grand Challenges [245, 246], and the emergence of high profile autonomous vehicle
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companies such as Alphabet’s Waymo, Argo AI, Aptiv, Zoox, General Motors’ Cruise, Tesla, Aurora, and

Intel Corporation’s Mobileye, the consensus remains that there are serious technical and safety challenges to

be resolved.

The two fundamental challenges widely regarded as limiting the arrival and widespread adoption of AVs

are safety and reliability [217]. Reasoning about safety requires an understanding of the joint dynamics of

computers, networks, and physical dynamics in uncertain and variable environments, making it a notoriously

difficult problem [8]. To handle the complexities of their environments, many AVs make use of Machine

Learning (ML) components such as artificial neural networks to decipher the information observed from an

ever-evolving configuration of on-board sensors [8]. However, despite the impressive capabilities of these

components, there are reservations about using them within safety critical settings. This is primarily due to

the difficulty of interpreting the inner workings of these models, which prevents any meaningful explanation

of their behavior from being made.

Utilizing a model that lacks transparency with respect to how its decisions are made within a system that is

safety critical, constitutes the highest form of technical debt [218] and, as a result, the last several years have

witnessed a significant increase in developing methods that seek to reason about the safety and robustness

of machine learning methods [247, 114, 9]. Unfortunately, while numerous works have been proposed over

the past few years for the formal analysis of machine learning methods, the vast majority of these efforts

have not been able to scale to the complexity found in real world applications, where models, such as neural

networks, may contain millions or even billions of parameters [248, 121]. Further exacerbating this challenge

are the unanticipated environmental conditions that cannot be captured at design time. Testing, while rather

effective, is also infeasible, as this requires a prohibitively large amount of tests to be executed in order to

demonstrate a sufficient amount of reliability [32].

Since design-time testing and formal analysis are not sufficient alone to demonstrate the safety of complex

systems, verifying systems at runtime is often required. These regimes are classically referred to as runtime

verification or runtime assurance approaches, and they broadly consist of observing the execution of a system

at operation-time and checking whether relevant safety properties are preserved. The system model under

consideration may take on many forms, including models of the physical dynamics of the system or even

models of the underlying software governing its behavior. These models are then used to consider lightweight

yet rigorous considerations of presupposed formal properties [79, 80, 81, 82, 249].

A crucial question that must be answered when a runtime assurance approach to verification is used,

is what happens when a problem is discovered by a monitor [90]. Many runtime verification approaches

classically involve the ability of invoking recovery actions in response to safety or property violations. Within

this context, one of the most popular runtime assurance architectures is the Simplex Architecture, and it has
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demonstrated significant success in enabling the assurance of systems with components that may be too

complex, or too large, for complete design-time analysis [219]. This makes this regime particularly attractive

for the assurance of machine learning and AI-based components. In this framework, an unverified component

is wrapped with a safety controller and a switching logic designed to transfer control to the safety controller in

the event of property or safety violations [108]. A useful analogy for this architecture is a driving instructor’s

car with two steering wheels and two sets of brakes. As long as the instructor is capable of intervening in

dangerous situations, the capricious student is allowed to drive [108].

Typically, in simplex architectures, the switching logic is primarily designed either from a control the-

oretic perspective through the solution of linear matrix inequalities (LMI) [110], or using a formal analysis

hybrid-systems reachability technique [13]. As Bak et al. note, it is easy to design a safe decision logic;

one can simply always use the safety controller [108]. However, this is unsatisfactory since the performance

responsibilities of the system might be forfeited or unreasonably delayed [108]. The key challenge in this

regime is to design a switching logic that allows the dynamic capabilities of the unverified complex controller

to be exploited as much as possible without compromising safety.

In this chapter, we extend the real-time reachability algorithm from [108, 106] to design a simplex ar-

chitecture for a 1/10 scale autonomous racing car called the F1/10 platform. The central idea behind our

framework lies in computing the set of reachable states of the F1/10 system and ensuring that it never enters

unsafe states as it navigates an environment. Specifically, this entails checking that the vehicle’s trajectories

are free from collisions with both static and dynamic obstacles within its environment. Rather than perform-

ing an analysis of the underlying controller governing the behavior of the system, the crux of our approach

lies in monitoring the influence of a controller’s decisions on the overall evolution of the system by reasoning

about the set of reachable states over a finite-time horizon. This set can then be used to forecast potential

collisions. Thus, this safety checking procedure forms the basis of the switching scheme in our simplex ar-

chitecture. In our work, the nature of the underlying controller is immaterial, and our experiments consider a

variety of control strategies ranging from machine learning, path tracking, and gap following regimes.

One of the key benefits of utilizing reachability analysis to construct our simplex architecture is that

reachability analysis is quite adept at handling uncertainty. This makes the approach particularly attractive

for autonomous systems, whose correct operation is dependent on an effective treatment of uncertain sensor

measurements, predictions about the behavior and intent of dynamic environmental participants, and the

modeling assumptions defining its control regimes. Bearing the above in mind, reachability techniques can be

used to compute all the possible states that a system may attain from large bounded sets of initial conditions,

disturbances and system parameter variations [39]. Thus, as Asarin et al. note in their work, such an analysis

”provides knowledge about the system with a completeness or coverage that a finite number of simulations
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cannot deliver,” [39]. We evaluate the merits of using reachability methods for the safety assurance of the

F1/10 platform both in simulation and on an embedded hardware platform using a variety of controllers,

number of obstacles, and runtime configurations. Furthermore, we present an analysis of the effects of

various sources of uncertainty on the conservativeness of our safety regime. Finally, we also present a robust

runtime characterization of the real-time reachability regime that forms the basis of our work.

V.1.1 Statement of Contributions

The contributions of this article can be summarized as follows. (1) We present a runtime verification technique

that abstracts away the need to analyze the nature of the underlying controller governing the behavior of our

system, and instead focuses on the effects of the control decisions of these controllers on the overall system

during operation. This is accomplished by obtaining the set of reachable states of the system over a finite time

horizon and checking for potential collisions with objects within the environment. The approach presented

in this chapter has the ability to reason about safety in the presence of both static and dynamic obstacles.

(2) Leveraging the reachability framework, we implement a simplex control architecture in order to maintain

safety during operation. (3) We present a safety analysis of a diverse set of controllers through a series of

experiments with varying speeds and number of opposing vehicles in order to explore the tradeoffs of our

approach. (4) We present a rigorous empirical analysis, accounting for various classes of uncertainty within

our regime. Our analysis includes a study of the effects of uncertainty on the conservativness of our safety

regime. (5) Finally, we present a runtime characterization of the real-time reachability regime, enabling our

work over a broad set of experiments.

A preliminary version of this work appeared in Chapter IV. In this enhanced and extended version, we

provide the following additional contributions (1) An extension of our safety framework to account for dy-

namic obstacles, (2) further commentary on the physical dynamics models used within our approach and a

deeper discussion of handling uncertainty, (3) an empirical study of the effects of uncertainty on our overall

safety regime, and (4) additional experimental results including an evaluation of our approach in contexts

where two 1/10 scale embedded open-source autonomous vehicle testbeds interact within a racing context.

V.2 Related Work

The increasing ubiquity of software in numerous domains, particularly in safety critical domains, has height-

ened the need to ensure the correct and reliable operation of deployed software. Over the last several years,

there has been a wealth of approaches proposed towards proving the correctness of autonomous systems prior

to fielding them in their respective operational design domains [25, 26, 27, 28, 29, 30]. However, very few

approaches exist that can provide strict formal guarantees about their behavior, due to the challenges associ-
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ated with reasoning about large and complex systems that are tasked with operating in dynamic and uncertain

environments. Moreover, these systems often leverage machine learning components to deal with the diverse

data obtained from the system’s sensors. Applying formal assurance techniques to machine learning sys-

tems has only been considered recently and poses unique challenges [250]. While there has been significant

progress within this realm, there is still a significant gap between the machine learning models that these

approaches can handle, and the models deployed in state-of-the-art systems.

In a similar vein, while significant efforts have been devoted to developing approaches that can deal with

the complexities of autonomous systems, only a few of them can be leveraged at runtime [251, 236, 237,

235, 238, 96, 240, 48, 241, 223, 112, 242, 84]. The motivation for utilizing runtime assurance approaches

stems from a recognition that in certain environments, complete or even partial verification may be infeasible

due to the well-known state-explosion problem [24] and the reality that the complete analysis of certain

components may be infeasible at design time. As an example, for an autonomous vehicle, it is imperative that

collisions are avoided while the system carries out its high-level goals. This requires monitoring the vehicle’s

state during operation, as design time considerations cannot feasibly consider all the possible scenarios that

the system may encounter [61]. In light of these challenges, this has led to the rise of runtime assurance,

runtime-verification and simplex strategies, and it is within this context that we present our work.

Runtime assurance (RTA) and runtime verification (RV) methods broadly consist of techniques that allow

for observing the execution of a system at runtime and checking whether relevant correctness properties are

preserved. An intuitive explanation of these regimes can be summarized as follows. RTA techniques are

tasked with ensuring the correct operation of systems with untrusted components, while runtime verification

techniques monitor a system against presupposed formal properties at runtime [79, 80, 81, 82, 83, 84, 85, 86].

The distinction here is that while runtime assurance techniques may often utilize verification results, they

may often also employ statistical techniques such as anomaly detection [78] or simulation based strategies

[252]. One such example is the work by Allen et al.[105], in which they utilize various machine learning

techniques, mainly support vector machines and linear regression models, to approximate the solution to the

real-time computation of the set of reachable states of an underlying system. Their work is capable of being

applied in low-resource, real-time environments, but suffers from the downside that theoretical guarantees

cannot be made using these techniques. Only statistical guarantees may be obtained. However, the approach

demonstrated impressive results in improving state-of-the-art execution times in the assurance process by

four orders of magnitude.

Within the context of runtime-assurance approaches, the simplex architecture has been used widely in

the research literature to provide guarantees for systems with unverified components. The contexts in which

it has been applied to include aerospace systems [219, 110, 249], fleets of remote controlled cars [111], in-
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dustrial embedded infrastructure [13, 28], and distributed mobile robotics applications [112, 104]. In [235],

the authors utilize a reachability regime to guarantee the safety of an autonomous vehicle that makes use of

a reinforcement learning controller for a way-point-following task. Most similar to this work in [104], the

authors utilize a real-time reachability approach to verify that a group of quadcopters executing a distributed

search mission is free from collisions. Their approach is implemented in simulation and can theoretically

deal with over 64 quadcopters. These works primarily deal with developing provably correct motion plan-

ners, while the focus of the work presented in this chapter, is abstracting away the nature of an underlying

controller, and instead reasoning about the consequences of its actions on overall system safety.

Finally, in recent years, researchers have begun to integrate traditionally non-real-time verification ap-

proaches within real-time systems by making these approaches more amenable to real-time execution. These

include viability kernel approaches that determine if a set of states remain within a predefined region [93, 48],

as well as Hamilton-Jacobi reachability (HJR) techniques that can deal with dynamical systems with gen-

eral nonlinear dynamics in uncertain environments [94, 96, 97, 98, 102, 103]. One of the major benefits of

Hamilton-Jacobi reachability is that it allows for the specification of an optimal control problem characterized

by a differential game, where a controller must maintain system safety under the influence of disturbances

[253]. Therefore, this framework allows for a robust analysis of safety under uncertainty. Specifically, [96]

and [83] were able to implement these techniques on both simulation and hardware platforms. However, both

papers used their respective reachability results for safe motion planning, and their approach does not possess

rigorous real-time guarantees. The work contained in this chapter, however, primarily deals with the con-

struction and implementation of a safety assurance architecture based through use of a real-time reachability

regime.

What distinguishes the methods presented in this article is that they possess real-time guarantees and have

been extended from [106] to consider the safety of a set of controllers under varying levels of uncertainty.

Moreover, this work considers the safety question in the presence of dynamic and static obstacles and is

evaluated over a wide range of experiments. We realize that there are numerous other interesting works

present within this area, and to the best of our knowledge, the aforementioned works are the most relevant to

the methods presented within this chapter.

V.3 Preliminaries

V.3.1 The Simplex Architecture

As modern autonomous systems grow in complexity, so do the challenges in assessing their reliability and

correctness [13]. Moreover, any arguments about the reliability and safety of the system rely on assertions

about the individual components that make it up [108]. However, in recent years, with the growth of increas-
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ingly autonomous systems [220], individual components may be designed using machine learning methods,

such as neural networks, that are opaque to traditional formal analysis. Despite the recent years’ surge in the

development of formal analysis techniques for these types of models [114, 9], most techniques are incapable

of dealing with the scale of models deployed in state-of-the-art systems.

One paradigm for dealing with untrustworthy components is the simplex architecture [219, 108, 110]. In

the simplex architecture, the unverified component, or complex controller, is wrapped with a safety controller

and a switching logic used to ensure safety [108]. A useful analogy for this architecture is a driving instruc-

tor’s car with two steering wheels and two sets of brakes. As long as the instructor is capable of intervening in

dangerous situations, the capricious student is allowed to drive. Typically, the complex controller has better

performance with respect to the design metrics, whereas the safety controller is designed with simplicity and

verifiability in mind. Thus, by using this architecture, one can utilize the complex controller while still main-

taining the formal guarantees of the safety controller. The key challenge when designing a system with the

simplex architecture is properly designing the switching logic [106]. One must be able to clearly delineate

safe states from unsafe states.

In a typical implementation of the simplex architecture, the switching logic is primarily designed either

from a control theoretic perspective through the solution of Linear Matrix Inequalities (LMI) [110], or using

a formal analysis hybrid-systems reachability technique [13]. In this chapter, our simplex design requires

computing the set of reachable states online through the use of a real-time reachability algorithm for short

time horizons.

V.3.2 Reachability Analysis

Reachability analysis is a model checking technique that involves rigorously computing the set of all states

that a system can attain over a finite time horizon, and it is commonly used as a method for demonstrating

that a system satisfies relevant safety properties [39]. One of the major strengths of these approaches is they

are able to provide knowledge about an underlying system with a level of completeness that a finite number

of simulation analyses cannot deliver [39]. Primarily, because the set of reachable states obtained using these

approaches can describe the system’s trajectories from all possible initial conditions, and under all admissible

disturbances and variations in the parameter values of the underlying model [39]. In deriving such a set, the

safety assurance problem often consists of determining whether there is an intersection between the reachable

set of a system and a set of undesirable states. As an example, for an autonomous vehicle this analysis can

be leveraged to investigate whether the vehicle remains within lane boundaries, and if static and dynamic

obstacles are avoided as the vehicle navigates within its environment [48].

Generating the set of reachable states involves a combination of numerical analysis techniques, graph
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Figure V.1: Overview of our runtime safety assurance framework. In this figure, the blue rectangles corre-
spond to the reachable set of the ego vehicle, while the purple rectangles correspond to the reachable set of
a dynamic opponent. Static obstacles are shown in orange, and the racetrack boundaries are the curved solid
black lines. The red dotted line corresponds to the trajectory that would be obtained through the exclusive
use of the safety controller. In the above figure, the reachable set of the ego vehicle, Rego[0,Treach]

, projects the
effects of using a control action issued by the complex controller leveraged by the system, while the reachable
set of the dynamic opponent is obtained by assuming that the opponent vehicle will maintain its velocity and
direction over a short time horizon Ropp[0,Treach]

. If the reachable set of the ego vehicle intersects with any
obstacle, o1, in the environment, or with the reachable set of an opponent vehicle, then our simplex approach
switches to using a safety controller optimized to avoid collisions (red trajectory).

algorithms, and computational geometry [39, 51] and there is a rich set of literature and software tools avail-

able for the reachability analysis of systems with continuous, discrete, and hybrid dynamics. While, in this

article, we confine our focus to those with continuous dynamics, the reachability analysis of discrete systems

has been extensively considered since the early 1960s and is a well studied problem [49, 50]

Figure V.2: Visualization of the set of reachable states derived by projecting a control action forward over a
finite time horizon in our simulation evnironment. For illustration purposes, we display only a subset of the
hyper-rectangles in the above images. Left: (green boxes) Example of an action labeled as safe, since there
are no intersections between the reachable set and obstacles in the vehicle’s environment or the racetrack
walls (black). Right: (red boxes) This example corresponds to an unsafe scenario, as following the issued
control action would result in a collision between the vehicle and the racetrack boundaries. In the above
images, the orange squares represent the location of cones and their corresponding bounding box.
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Traditionally, reachability methods have been executed offline, at design-time, because they are compu-

tationally intensive endeavors [52, 39, 58]. However, in [108, 106], Bak et al. and Johnson et al. present a

reachability algorithm based on the seminal mixed face-lifting algorithm [221], capable of running in real-

time on embedded processors. The algorithm is implemented as a standalone C-package that does not rely on

sophisticated (non-portable) libraries, recursion, or dynamic data structures and is amenable to the anytime

computation model in the real-time scheduling literature. In this regime, each task produces a partial result

that is improved upon as more computation time is added [106]. The standalone nature of this approach

allowed us to utilize this scheme in implementing our safety architecture on an embedded hardware platform.

V.3.3 Safety Architecture

The controllers in our experiments are designed to sample sensor data and compute control actions at fixed

time intervals, as typically done in the control community. During each control period, we take the corre-

sponding control action and compute the reachable set of states into the future as defined by the current state,

assumptions around disturbance and uncertainty, and a specified finite-time horizon. An example of this

computation is shown in V.2. We assume a fixed control action throughout the reachable set computation.1

Based on the obtained reachable set, we determine if the system will collide with objects in its environment

and, if necessary, switch to a safety controller optimized for obstacle avoidance. If the system falls back to

using a safety controller, we only allow a switch back to the complex controller if the complex controller

has demonstrated safe behavior for a fixed number of control periods.2 This prevents arbitrary switching and

incorporates a sense of hysteresis into our control strategy. Additionally, by not switching back until consis-

tently safe behavior has been demonstrated, we enforce a notion of dwell time, which reduces instabilities

caused by switching too frequently. An overview of our approach is shown in Figure V.1.

V.3.4 Handling Uncertainty

As with all model-based approaches, the quality of our safety declarations, and thereby the results of our

reachability computations, are highly dependent on the quality of the models of the underlying system and

environment. It is imperative that our derived model is a good representation of reality. Otherwise, any

predictions about the behavior of our system may be invalid. The reality, however, is that deriving good

representations of each of these elements is quite challenging [254]. Developing an exact model of a system,

for example, is extremely difficult due to the presence of complex physical interactions that may be hard to

describe precisely [253]. These interactions include phenomena such as drag forces, non-observable exter-

1We discuss the merits of this assumption in Section V.7.
2In our experiments, we allowed a switch back to the safety controller after 30 control periods. This corresponds to 1.5 seconds using

a 20Hz control period.
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nal disturbances, friction, non-deterministic model parameters, non-observable states, and other stochastic

elements [253].

In many cases, things that cannot be modeled explicitly are often aggregated together as uncertainty, and

rigorous analyses aimed at quantifying levels of uncertainty in the underlying model are frequently conducted

[253, 255]. Sources of uncertainty within a system can broadly be classified into two categories, Aleatoric

Uncertainty, and Epistemic Uncertainty. Aleatoric uncertainty, also referred to as irreducible random uncer-

tainty, is characterized by the natural variation of physical systems due to random effects [256]. Epistemic

Uncertainty, however, refers to systematic uncertainty, that is attributed to a lack of knowledge of the dynam-

ics of the system [257]. As an example, epistemic uncertainty can be attributed to a lack of knowledge of how

to model quantities that are hard to measure or represent, and unlike aleatoric uncertainty, it can be reduced

by more comprehensive experimentation and modeling [257].

Before making use of a model within model-based design approaches, it is imperative to identify and

define assumptions about all the known sources of uncertainty in the system, and if through rigorous analyses

one can obtain bounds on the uncertainty associated with a model’s parameters, then one can conduct ex-

haustive analyses of the behavior of the system under a large set of bounded parameter variations and initial

conditions [32]. In doing so, the system designer can gauge whether the system satisfies the required levels of

consistency, robustness, and quality governed by its requirements under the assumptions about the underlying

levels of uncertainty [255].

While stochastic simulation techniques, such as the Monte Carlo Paradigm, have allowed for efficient

explorations of the parameters of formal models, the number of simulations needed to gain full confidence in

an underlying system is prohibitively large [32]. As Beg et al. note, in general, the total number of Monte

Carlo Simulations aimed at matching a model to experimental data would need to be increased one hundred-

fold to achieve an additional decimal place of precision. Thus, theoretically, having total confidence in the

results of Monte Carlo analyses would require an infinite number of simulations [32].

Within this context, set-based reachability regimes have displayed significant success in rigorously cap-

turing the behavior of a system under a large set of initial conditions, disturbances, and system parameter

values [51]. Thus, reasoning the correctness of the model can be reduced to verifying whether the set of all

reachable states satisfy key properties across all possible model parametrizations [32].

V.4 Problem Formulation

This section reviews modeling dynamical systems, and then presents this work’s main contribution, a runtime

assurance framework leveraging real-time reachability and the simplex architecture.
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V.4.1 System Dynamics Model

Suppose the dynamics of the system can be described by an ordinary differential equation (ODE) of the form:

ẋ = f (x,u,d) (V.1)

where f : Rn → Rn describes the dynamics of the system, x ∈ Rn is the state vector, u ∈ Rm is input to the

system, and d ∈ Rn is a disturbance input. Assuming that f is globally Lipschitz continuous, a solution to

(V.1) describing the evolution of the system with initial condition x0 ∈ Rn, initial input u0, and disturbance

d0, is any differentiable function ψ(t), where ψ : R+→ Rn, such that ψ(0) = x0,u0,d0 and ψ̇(t) = f (ψ(t))

[258]. Under our Lipschitz assumptions, the solution to the above differential equation is unique.

Suppose now that we wish to consider a family of solutions for the dynamics of a particular system, in

order to characterize the uncertainty in the underlying model. In this realm, we can formulate the dynamics

as a differential inclusion. A differential inclusion can be written as:

ẋ ∈ F(x) (V.2)

where F is a set-valued map from Rn to Rn. That is F(x) ⊂ Rn. Maintaining our Lipschitz assumptions, a

solution to (V.2), with initial condition x0 ∈Rn, initial input u0, and disturbance d0 ∈Rn is any differentiable

function ψ1(t), where ψ1 : R+→ Rn, such that ψ1(0) = x0,u0,d0 and ψ̇1(t) ⊂ F(ψ(t)) [258]. Whereas in

(V.1), the solution to the ODE had a unique solution, in this realm a differential inclusion has a family of

solutions.

Bearing the above in mind, many classes of uncertainty, such as environmental uncertainty and modeling

discrepancies, can be modeled as differential inclusions [259]. In this realm, one way of describing the

uncertainty with respect to an underlying model is allowing the state, input, and parameters to be described

by sets. As an example, if we assume that we can obtain bounds on the set of disturbances D, that represent

all the things that are not explicitly modeled by f , then the behavior of the system resulting from interactions

with any admissible disturbance can be rigorously obtained via the solution of the differential inclusion with

d ∈ D [259].

V.4.2 Online Reachability Computation

Before outlining the reachability framework leveraged in our work, let us define two key terms.

Definition 5 (REACHTIME) The reachtime, Treach, is the finite time horizon for computing the reachable

set.
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Definition 6 (RUNTIME) The runtime, Truntime, is the duration of (wall) time given for constructing the

reachable set.

With that, deriving the set of reachable states for an underlying system works as follows. Assuming a

dynamics model for the system, we utilize the mixed face-lifting algorithm proposed in [260], to compute the

set of reachable states from the current time t up until (t +Treach). The mixed face-lifting approach utilized

here is part of a class of methods that deals with flow-pipe construction or reachtube computation [106]. This

is done using snapshots of the set of reachable states that are enumerated at successive points in time. To

formalize this concept, we define the reachable set below.

Definition 7 (REACHABLE SET) Given a system with state vector x ∈ Rn, input vector u ∈ Rm, distur-

bance vector d ∈Rn, and dynamics ẋ = f (x,u,d), where the initial states x0 = x(0), disturbances d0 = d(0),

and inputs u0 = u(0) are bounded by sets, x0 ∈ χ0, d0 ∈ D0, u0 ∈U. The reachable set of the system for a

time interval t ∈ [0,Treach] is:

R[0,Treach] =
{

ψ(x0,u0,d0, t)
∣∣ x0 ∈ χ0, u0 ∈U d0 ∈ D, t ∈ [0,Treach]

}
,

where ψ(x0,u0,d0, t) is the solution of the ODE at time t with initial state x0 under control input u0 and

disturbance d0.3

In practice, for systems with non-trivial continuous dynamics, obtaining the exact reachable set is often

extremely difficult or undecidable. In fact, even for linear systems, obtaining the exact reachable set is only

possible if the matrices that describe the differential equations possess a specific eigen-structure [39]. Such a

structure is outlined in [53]. Thus, for general nonlinear systems, deriving the reachable set involves obtaining

a sound over-approximation of R[0,Treach], such that the actual system behavior is contained within the over-

approximation [52, 58, 221]. There are a variety of set representations for accomplishing this task, however,

the algorithm utilized in this work uses n-dimensional hyper-rectangles (“boxes”) to generate reachtubes

[106]. Over long reachtimes, the over-approximation error resulting from the use of this representation can

be problematic. However, for short reachtimes, it is ideal in terms of its simplicity and speed [108].

The over-approximation error and the number of steps used in generating the reachable set can be con-

trolled by a reachtime (Treach) step size h. This parameter defines the level of discretization of the time

interval [0,Treach] and can be used to tune the runtime of the reachability computation. Bak et al. leverage

the step size to make the reachability algorithm amenable to the anytime computation model in the real-time

3Our assumption is that f is globally Lipschitz continuous. This property guarantees the existence and uniqueness of a solution for
every initial condition in χ0.
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Figure V.3: The real-time reachability algorithm always returns an over-approximation of the reachable set
of states. The over-approximation error decreases with successive iterations, provided that there is enough
runtime for re-computations. The above images demonstrate this aspect by simulating a left-hand turn con-
trol action for Treach = 2 seconds. The green boxes represent the set of reachable states, the red rectangle
represents the interval hull of the reachable states, and the purple points are points obtained from a simulation
of the vehicle’s dynamics.

scheduling literature [167]. Thus, given a fixed runtime, Truntime, we compute the reachable set R[0,Treach], and

if there is remaining runtime, we restart the reachability computation with a smaller step size. In both this

work and [108], the step-size is halved in each successive iteration, leading to more accurate determinations

of the reachable set. The relationship between the over-approximation error and the step size can be seen in

V.3. We refer readers to the following papers for an in depth treatment of these procedures [221, 108, 106].

V.4.3 Safety Checking

The computation of the reachable set allows us to reason whether the system under consideration will enter

an unsafe situation in the future. Furthermore, by supposing a dynamics model for the dynamic obstacles

within the environment, one can reason about potential future collisions. While the work described in [108,

221, 106] made use of Lyapunov Stability theory in order to reason about the safety of systems, the following

manuscript extended the approach to handle online collision avoidance queries. Thus, the safety checking in

this work is formulated as checking whether an intersection between a set of unsafe states and R[0,Treach] is

empty.

We define the notion of safety considered in this work below.

Definition 8 (SAFETY) Let Λ represent the set of unsafe states. A system is considered safe over the finite

time horizon, Treach, if R[0,Treach]∩Λ = /0.

The unsafe set, Λ, consists of all static obstacles within the environment, described by a bounding-box, the

73



boundaries of the racetrack, characterized by a list of finely separated points, and the union of the reachable

sets of the dynamic obstacles. These representations are then converted into their hyper-rectangle formula-

tions that make up Λ.

Definition 9 (UNSAFE SET) Given a set of N dynamic obstacles and a set O of static obstacles within the

environment, let Ri[0,Treach] denote the reachable set of the i-th dynamic obstacle. The set of unsafe states Λ is:

Λ = O ∪
N⋃

i=1

Ri[0,Treach].

V.2 provides a visualization of the obstacles we considered in our simulation experiments, and V.7 dis-

plays one of the hardware experiments we conducted evaluating our approach. If there are no intersections

between R[0,Treach] and Λ, then we conclude that the system is safe. However, since our approach computes

an over-approximation of R[0,Treach], it may lead to conservative observations of unsafe behavior. This occurs

when the error in the over-approximation of R[0,Treach] results in intersections with the set of unsafe states, de-

spite these intersections not occurring with the exact reachable set. By refining the reachable set in successive

iterations, our regime seeks to mitigate the occurrence of falsely returning unsafe.

There are two chief considerations in the anytime implementation of the safety checking procedure, which

are (1) the overall soundness of our approach and (2) the real-time nature of our scheme. Satisfying both re-

quirements constitutes the novel extensions of the aforementioned algorithm. For the results of the verification

to be sound, the safety checking process must be carried out in its entirety before a safety result is issued.

At the same time, this requirement must be balanced alongside the real-time stipulation that tasks operate

within pre-defined and deterministic time spans. Thus, our implementation ensures soundness properties

while maintaining a low-likelihood of missing timing deadlines.

Ideally, to ensure there were no missed deadlines, we would build our system in a Real-Time Operating

System (RTOS), which allows for the specification of task priorities, executing them within established time

frames. However, our implementation does not make use of an RTOS and instead depends on native Linux

and the Robot Operating System (ROS) to handle task management. To combat this shortcoming and reduce

the number of missed deadlines, we estimate the time required to compute the next reachability loop. If our

estimate exceeds the remaining allotted time, the process terminates. There is an inherent tradeoff between

the conservativeness of our runtime estimates and the conservativeness of the resulting reachable set. In this

work, we chose to maximize the number of iterations used in constructing the reachable set at the risk of

occasionally missing deadlines. Our experiments demonstrate that we were successful in minimizing the

number of missed deadlines during operation.
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Let k = Treach/h denote the number of hyper-rectangles used in representing the reachable set.4 Since each

successive iteration decreases the step size by half, the number of hyper-rectangles that make up R[0,Treach]

doubles. Thus, the complexity of the safety checking process is O(2k).5 Therefore, we can estimate that a

subsequent iteration of the algorithm will take twice as long as the current one and bloat this estimate to be

conservative.

A high-level overview of the reach-set construction and safety checking procedures defining our safety as-

surance framework is presented in Algorithm 1. The constructReachSet function is defined by Definition 7,

and realized through hyper-rectangle-based mixed-face-lifting methods. Notably, we extend the original

reach-set construction process outlined in [108] to handle uncertain model parameters and set-based distur-

bances. The safety checking process is implemented as outlined in Section V.4.3. Computing the elapsed

time, computeElapsedTime(), is done by leveraging functions of the underlying operating system. Finally,

the function estimateNextIterationRuntime(elapsedTime) is based on our requirement that the reach-set

construction and safety checking process be carried out in their entirety, as outlined above.

Algorithm 1: Safety Assurance Leveraging Real-Time Reachability
INITIALIZE
Input: χ0,U,D,Treach,Truntime
Output: sa f e (boolean)

elapsedTime = 0
Tremaining = Truntime
while Tremaining > 0 do

sa f e = true
R[0,Treach] = constructReachSet(χ0,U,D,Treach,h)
if R[0,Treach]∩Λ ̸= /0 then

sa f e = false

elapsedTime = computeElapsedTime()
nextIterationEstimate = estimateNextIterationRuntime(elapsedTime)
Tremaining = Truntime− elapsedTime−nextIterationEstimate
h = h/2

return: sa f e

V.5 Experimental Overview

In this section, we detail the steps needed to implement our runtime assurance framework for the safety as-

surance of a 1/10 scale autonomous vehicle known as the F1/10. First, we construct a mathematical model

of the F1/10 car’s physical dynamics using system identification techniques. Next, we synthesize a series of

controllers frequently used within autonomous racing whose control decisions will be analyzed at runtime.

4We begin the flow-pipe construction with an initial time step of h = Treach/10.
5This analysis neglects consideration of the obstacles and the points used to represent the racetrack boundaries. Since these do not

change between iterations, reasoning only about the hyper-rectangles is sufficient.
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These controllers include a standard path tracking controller, a gap-following based collision avoidance con-

troller, and a machine learning (ML controller) synthesized using imitation learning (IL). All the controllers

use sensor information to determine the desired steering angle for the vehicle. At runtime, the mathematical

model obtained through system identification is used within the reachability algorithm to reason about safety

of the control actions selected by each of the controllers. Finally, the mathematical model of the F1/10 dy-

namics is augmented to include an interval based model of uncertainty and environmental disturbances. This

allows us to reason about the effects that uncertainty imposes on the overall safety of the system. Finally, the

simplex architecture provides the framework for ensuring safe operation of the F1/10 in the event of potential

safety violations.

V.5.1 The F1/10 Autonomous Platform

Figure V.4: Visualization of our experimental F1/10 hardware platform. This platform is a one-tenth scale
RC car that has been altered to entertain autonomous control inputs as well as support a sensor and compute
architecture for autonomous decision-making. [2].

The F1/10 platform of O’Kelly et al. [174] was originally designed to emulate the hardware and software

capabilities of full-scale autonomous vehicles. The platform is equipped with a standard suite of sensors

such as stereo cameras, LiDAR (Light Detection And Ranging), and inertial measurement units (IMU). The

platform uses an NVIDIA Jetson TX2 as its compute platform, and its software stack is built on the Robot

Operating System (ROS)6 [189]. The result is a platform that allows researchers to conduct real-world ex-

periments that investigate planning, networking, and intelligent control on a relatively low-cost, open-source

6It is worth noting that ROS is not an operating system in the traditional sense but rather a meta-operating system that primarily
provides the message passing interface for various components within robot software development [223].
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test-bed [174]. A picture of the platform is shown in V.4. Additionally, to promote rapid prototyping and

consider research questions around closing the simulation to reality gap[224], Varundev Suresh et al. de-

signed a Gazebo-based simulation environment [225] that includes a realistic model of the F1/10 platform

and its sensor stack [226]. We utilize this simulation environment for a number of experiments and training

our controllers.

V.5.2 System Identification and Model Validation

The physical dynamics of the F1/10 vehicle can be modeled using a kinematic bicycle model [227], which

is described by a set of four-dimensional nonlinear ordinary differential equations (ODEs). The kinematic

bicycle model is characterized by relatively few parameters and tracks reasonably well at low speeds.7 The

model has four states: Euclidean positions x and y, linear velocity v, and heading θ . The dynamics are given

by the following ODEs:

ẋ = vcos(θ +β )

ẏ = vsin(θ +β )

v̇ =−cav+ cacm(uv− ch)

θ̇ =
vcos(β )
l f + lr

tan(δ )

β = tan−1
( lr tan(δ )

l f + lr

)
,

(V.3)

where v is the car’s linear velocity, θ is the car’s orientation, β is the car’s slip angle, x and y are the car’s

position, uv is the throttle input, δ is the steering input, ca is an acceleration constant, cm is a motor constant,

ch is a hysteresis constant, and l f and lr are the distances from the car’s center of mass to the front and rear

respectively [228]. For simplicity, since the slip angle is fairly small at low speeds, we assume that β = 0.

While the kinematic bicycle model is an effective model for describing vehicle dynamics, in order to

describe the dynamics of the F1/10 precisely, it must be parametrized with respect to measured data obtained

from experiments that characterize the behavior of the F1/10 system in various contexts [261]. The process of

parametrizing an underlying theoretical model of a system with experimental data is often referred to as Grey-

Box System Identification, and in this work we utilized MATLAB’s Grey-Box System Identification toolbox

to obtain the acceleration constant, ca, motor constant, cm, and hysteresis constant, ch, defining its dynamics.

We obtained the following parameters for the simulation model of the F1/10: ca = 1.9569, cm = 0.0342,

ch = −37.1967, l f = 0.225, lr = 0.225. The model was validated using six experimental campaigns with

an average Mean Squared Error (MSE) of 0.003. A sample experimental campaign is shown in V.5. For

the hardware platform, we obtained the following parameters: ca = 2.9820, cm = 0.0037, ch = −222.1874,

l f = 0.225, lr = 0.225, with a validation MSE of 6.75×10−4.

7The kinematic bicycle model typically tracks well under 5m/s [228]
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Figure V.5: Vehicle Position (map frame). Illustrative example of an experiment used in validating the F1/10
Hardware Model. The model was validated using data collected from six experimental runs. Init corresponds
to the starting position of the vehicle in the considered experiment.

The system identification results demonstrate that our model is reasonably accurate. However, as dis-

cussed in Section V.3.4, developing an exact model is extremely difficult due to the presence of complex

physical interactions that may be hard to describe precisely [253]. Thus, to allow for the modeling of un-

certainty, we can extend the dynamics presented in Equation (V.3) to allow each of the state variables and

parameters that define the dynamics to be described by sets. Additionally, we allow for the modeling of

bounded set based disturbances with respect to the velocity and orientation variables of our model in order to

capture phenomena such as drag forces and friction that are not explicitly captured by the kinematic bicycle

model. Therefore, the dynamics of our system become:

Ẋ = V cos(Θ+β )

Ẏ = V sin(Θ+β )

V̇ =−CaV +CaCm(uv−Ch)+D1

Θ̇ =
V cos(β )

l f + lr
tan(δ )+D2

β = tan−1
( lr tan(δ )

l f + lr

) (V.4)

where the operations displayed above are set based operations, X,Y ,V , and Θ, are the equivalent set-based

state variables, D1 and D2 denote the disturbance with respect to velocity and orientation, and Ca,Cm, and Ch

are sets that describe the uncertainty with respect to the acceleration constant, motor constant, and hysteresis

constant defining our model.8

8As an example, one could use an interval to describe the uncertainty associated with one of the parameters defining the kinematic
bicycle model. That is Ca = {ca ∈ R : ca ≤ x≤ ca}, where ca and ca are the upper and lower bounds defining the acceleration constant
ca
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Accounting for increasing levels of uncertainty can lead to conservative behavior in the overall system that

may potentially degrade system performance with respect to other objectives [253]. One of the challenges

that we investigate in this work is the tradeoff between the conservativeness of uncertainty estimates and the

performance of our system. Specifically, what we measure is the percentage of actions issued by a controller

that are labeled unsafe, as well as the growth in size of the set of reachable states of the system. The details

are presented in Section V.3.4.

V.5.3 Dynamic Obstacle Model

Additionally, to reason about the safety of the system in the presence of dynamic obstacles, a model of their

behavior is needed. Specifically, we need to be able to compute how fast these agents are moving and the

positions within the environment that they are likely to assume. This problem is frequently referred to as the

obstacle tracking problem within robotics and is a well studied and challenging topic within the autonomous

vehicle, computer vision, and robotics literature [262]. In our experiments, we assume that the only dynamic

obstacles present within the environment are the other vehicles participating in the race.

Typically, some assumptions are required to constrain the obstacle tracking problem to best suit the con-

text of the application. As an example, if one wishes to model the behavior of an opponent vehicle within an

autonomous racing scenario, then it is quite reasonable to model a dynamic agent using a kinematic bicycle

model. However, the challenge in this context is predicting the behavior of the opponent vehicle, or in this

case the set of control commands that an opponent agent is likely to use. Any predictions with respect to

the behavior of the opponent will necessarily be characterized by a great deal of uncertainty. Therefore, one

must carefully consider the fidelity of the models used to describe the behavior of dynamic agents. Models

that are imprecise may lead to spurious declarations of unsafe behaviors, while models that are too rigid may

be unable to capture the range of dynamic behaviors that agents can assume [254].

In our framework, to avoid having to make distributional assumptions about the driving behavior of

opponent vehicles, we assume that the obstacles can be described by a two-dimensional kinematic model and

a corresponding bounding box. The assumptions made by this model are limited. Intuitively, our assumption

is that dynamic agents will continue to follow their current trajectory over short time horizons. Thus, the

equations describing the ODE are given as follows:

ẋ = vx,

ẏ = vy,

(V.5)

where vx and vy are the velocities in the x and y direction, respectively. Additionally, we make the assumption
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that we have access to the position and velocity of the other race participants. Similar to the kinematic bicycle

model, the dynamics given by Equation (V.5) can be formulated as a differential inclusion, in order to capture

the uncertainty associated with measuring the position and velocity of dynamic obstacles using the vehicle’s

onboard sensors.

V.5.4 Controller Implementation

One of the motivations in utilizing real-time reachability is that it abstracts away the need to analyze the

underlying controller and instead focuses on the effects of control decisions on the system’s future states.

Thus, the nature of the underlying controller can vary quite significantly. This is particularly useful when

the controller is a complex machine learning component such as a neural network that may be characterized

by billions of parameters. To demonstrate the potential use cases for our methods as well as provide a

broad picture of the application of our safety regime, we considered three different controllers within our

experiments. These controllers include a standard path tracking controller, a gap-following based collision

avoidance controller, and a machine learning controller synthesized via imitation learning (IL).

In this section, we provide a high-level introduction to the construction of the controllers used within our

experiments.

V.5.4.1 Pure Pursuit Controller

The first controller considered within our experiments makes use of the Pure Pursuit algorithm. The Pure

Pursuit algorithm is a widely used path-tracking algorithm that was originally designed to calculate the arc

needed to get a robot back onto a path [263]. It has shown great success being used in numerous contexts,

and in this work we utilize it to design a controller that allows the F1/10 vehicle to follow a pre-defined path

along the center of the racetrack.

V.5.4.2 Gap Following Controller

Obstacle avoidance is an essential component of a successful autonomous racing strategy. Gap following

approaches have shown great promise in dealing with dynamic and static obstacles. They are based on the

construction of a gap array around the vehicle used for calculating the best heading angle needed to move the

vehicle into the center of the maximum gap [2]. In this work, we utilize a gap following controller called the

“disparity extender” by Otterness et al. that won the F1/10 competition in April 2019 [230].

V.5.4.3 Vision Based Imitation Learning

As modern data-driven and machine learning methods have become increasingly scalable and efficient, these

methods have begun to be routinely used within autonomous applications. Particularly within perception
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tasks, machine learning models are frequently used to gain a semantic understanding of the objects within a

vehicle’s environment [264]. Unfortunately, these models are notoriously difficult to analyze [114, 9].

One area of machine learning that has enjoyed wide success is Imitation Learning (IL). IL seeks to repro-

duce the behavior of a human or domain expert on a given task [185]. These methods fall under the branch

of Expert Systems in AI, which has seen a surge in interest in recent years. The increased demand for these

approaches is spurred on by two main motivations. (1) In many settings, the number of possible actions

needed to execute a complex task is too large to cover using explicit programming. (2) Demonstrations show

that having prior knowledge provided by an expert is more efficient than learning from scratch [185]. While

these approaches have demonstrated great efficacy in fixed contexts, there are concerns regarding their ability

to generalize to novel contexts where the operating conditions are different from those seen during training,

providing a need for effective runtime verification like the one explained in this work [185].

Since the seminal work of Krizhevsky et al. [229] in the ImageNet Large Scale Recognition Challenge,

Convolutional Neural Networks (CNNs) have revolutionized the field of computer vision. Within the context

of autonomous vehicles, CNNs have demonstrated efficacy for driving tasks such as lane following, path

planning, and control, simultaneously, by computing steering commands directly from images [187]. In this

work, we utilized the CNN architecture, DAVE-2, initially proposed by Bojarski et al. to drive a 2016 Lincoln

MKZ, to control the F1/10 model. The data we used to train DAVE-2 was collected from a set of simulation

experiments where the sensor-action pairs were generated by a path tracking controller optimized to keep the

F1/10 in the center of the track in the absence of obstacles. Such an environment is shown in V.2.

Our main motivation in featuring a machine learning controller based on IL is to highlight the monitoring

of a component that may be too complex to analyze. Beyond the seminal work of Bojarski et al. [187],

machine learning components are not typically used for control tasks in autonomous systems beyond dealing

with systems with unknown dynamics. However, there is a significant amount of promising research in this

realm [265].

V.5.5 ROS Simplex Architechture

Our simplex architecture for the F1/10 is designed using ROS [189], and an overview of the design is shown

in V.6.

There are two considerations that play a major role in designing the simplex architecture: (1) the finite

time horizon, Treach, over which we are reasoning about safety and (2) the amount of time, Truntime, allocated

for the computation of the reachsets. In our experiments, we use Treach = 1.0s and Truntime = 25ms, unless

otherwise specified. These values were determined considering the empirical results of how long it took the

F1/10 to come to a stop at speeds less than 1.5m/s and the control period, 20Hz, which the reachability
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computation needs to finish within in order to not miss a deadline.9

Figure V.6: Overview of the simplex architecture deployed on the F1/10 system described in Section V.5.5.
The switching logic consists of monitoring the intersection between the reachable set of the F1/10 and the
positions of static and dynamic obstacles within the environment. In the above figure, uvcc,δcc, corresponds
to the control action issued by the complex, or high performance controller, while uvsc,δsc corresponds to
the control action issued by the safety controller. The reachability regime, uses uvcc,δcc to determine the
set of states that the vehicle will assume over Treach. In the above figure, the alternating blue and green
rectangles correspond to the intermediate reachable states defining the vehicle’s trajectory. Since there are
no intersections with obstacles in the environment, the control action issued by the complex controller can
safely be used by the F1/10.

Within this architecture, the primary sensors we rely on are a LiDAR and Stereo Labs’ Zed Depth Camera.

The messages from the LiDAR are published at 40Hz, and the camera messages are published at 20Hz.

Additionally, we rely on odometry information, published at 40Hz, to ascertain the state of the F1/10 vehicle.

In our design, we decouple the control of the car’s steering and throttle control. The controllers evaluated in

our work are primarily concerned with the steering control, δ , and the throttle control is designed to maintain

a constant speed, uv. The primary reason we elected to use a constant speed in our experiments was to be able

to evaluate the performance of each controller with respect to a single metric, thereby making comparisons

across controllers easier.

In the traditional simplex architecture, both the decision module and the safety controller must be verified

for the system to be verifiably safe [108]. While this is straightforward for relatively simple controllers,

it is significantly more challenging for many classes of controllers, especially when real-time execution is

considered [228]. However, the main focus of this work is evaluating the use of the reachability algorithm

as a switching logic for the simplex architecture. Thus, we opted not to develop a “formally verified” safety

controller. Instead, we selected a controller based on a gap-following algorithm optimized to avoid collisions

9We limit velocities to 1.5m/s because a lap on our physical track is approximately 13.08m. Races held by the F1/10 community
are around 30− 50m per lap with larger distances between the track walls, allowing for much faster operating speeds. The rules are
described in more detail here: https://f1tenth.org/misc-docs/rules.pdf
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with obstacles. A detailed description of the gap-following algorithm can be found in the following report

[230]. It was primarily selected due to its robust collision avoidance ability and simplicity.

V.6 Experimental Evaluation

Having described the details of our reachability algorithm, dynamics modeling, controller construction, no-

tion of safety, and simplex architecture, we now present the experimental evaluation of our proposed ap-

proach. This section is concerned with four major experimental themes. Our first set of experiments presents

a safety analysis of the controllers presented in Section V.5.4 under a diverse set of experimental scenarios.

The second study describes the implementation of the simplex architecture, described in Section V.5.5, aimed

at eliminating collisions and ensuring safety. Next, we present a runtime characterization of our reachability

regime, evaluated using two separate platforms. Finally, we conclude this section with a presentation of a

set of experiments analyzing the impact of various classes of uncertainty on the overall performance of our

safety regime.

The experiments presented here were conducted both in simulation on the physical F1/10 hardware plat-

form. The aim of the simulation experiments was to promote reproducibility for those without hardware

access and allow for consideration of a vast set of experiments. The hardware trials validate our claims that

our safety regime admits minimal resource requirements.10

V.6.1 Controller Safety Analysis

The first set of experiments that we considered were concerned with how the controllers, discussed in Sec-

tion V.5.4, performed in a variety of contexts. Specifically, what we were interested in was the portion of

actions labeled as safe during a particular experiment. Consequently, to solely examine this metric, the fol-

lowing experiments did not make use of the simplex architecture that we described previously. To evaluate

the performance of the various controllers, we considered a sizeable diversity of experiments with respect

to the speed set-point uv, the presence and configuration of obstacles, and the number of opponents present

within the racetrack.11 The opposing vehicle’s speed was set at 0.5m/s and utilized the disparity extender

for navigation.12 Our assumption is that the other vehicles in the environment are collision averse13. Each

experimental configuration was studied over five experiments consisting of a minute in length. A summary

of these experiments is presented in Tables V.1 and V.2.

10The simulation artifacts can be found at: https://zenodo.org/record/6418817.
11We limited the number of vehicles present within the racing environment to two or three vehicles, primarily because the simulator’s

performance decreases significantly with each additional car. The real-time factor for our Gazebo simulations, which is a parameter that
communicates how fast time in the simulation environment is running relative to real-time, was on average about 0.61 on a desktop with
32 GB RAM and Intel Core i7-7700. Our future work aims to improve on this by utilizing a simulator with lower resource requirements.

12The reason we selected this speed was to guarantee that an overtaking action would be considered at least once during each experi-
ment.

13This assumption however does not prohibit aggressive driving maneuvers
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In general, the overall safety of each controller decreased as the number of static and dynamic obstacles

present within the racing environment increased. The same effect was observed with an increase in the speed

set-point utilized by each controller. Beyond these general trends, the overall performance of each controller

varied significantly. For instance, since the pure pursuit controller was tasked with following a predefined

path along the center line of the racing environment, it was in general the safest controller with respect to

the number of actions labeled safe during an experiment. Provided that an opposing vehicle did not cross its

path, or there were no obstacles located on the path that the pure pursuit controller was tasked with tracking,

there was a low risk for collisions. In contrast, the pure pursuit controller performed poorly in experiments

with obstacles, and it experienced the highest number of collisions among the controllers we studied.

The vision based controller, which was trained to mimic the behavior of the pure pursuit controller,

displayed similar results in the experiments that we considered. However, its performance was much less

robust. In some scenarios, the vision based controller out-performed the pure pursuit controller. As an

example, the vision based controller displayed an ability to deal with dynamic and static obstacles at low

speeds. At the same time, its use also resulted in numerous collisions in scenarios without obstacles at speeds

of greater than 0.5 m/s. Thus, the vision based controller was the least tolerant to speed changes in the

experiments that we considered. While broad generalizations based on these results cannot be made, these

results embolden our belief that monitoring machine learning components is of utmost importance.

Finally, the results of the experiments with the disparity extender were the most idiosyncratic. One of the

most peculiar results of these experiments is that the use of the disparity extender displayed relatively low

levels of safety despite being designed for collision avoidance. However, this observation can be explained by

the greedy nature of its design, as described in [230]. Since the underlying goal of the disparity extender is to

situate itself within the direction of the maximum gap, in practice, this design causes it to frequently steer the

vehicle close to the racetrack boundaries as well as the other race participants. Despite the number of unsafe

declarations issued by our reachability regime, the disparity extender was by far the most consistent controller

across all the experiments that we conducted, and it displayed the greatest robustness to the presence of

static and dynamic obstacles as well as higher speeds. Moreover, it experienced the lowest rate of collisions

amongst the controllers that we evaluated.

V.6.2 Mitigating Collisions via Simplex

In the previous section, we were primarily concerned with the number of safe actions produced by a controller

during an experiment, and due to the lack of the implementation of any mitigation strategies in the event of

a potential safety violation, collisions occurred with varying levels of frequency depending on the nature of

the controller. Preventing the occurrence of these collisions warrants the use of our simplex architecture,
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Table V.1: Controller Safety Analysis Without Use of the Simplex Architecture: Simulation Platform

Obstacles No Obstacles
Controller Opponents u (m/s) (%) Safe Actions Collision Frequency (%) (%) Safe Actions Collision Frequency (%)

Dispartiy Extender 2 0.5 87.53 ± 0.50 0.0 87.64 ± 0.88 0.0

1.0 71.02 ± 1.21 0.0 69.21 ± 13.32 20.0

1.5 61.61 ± 11.26 60.0 71.71 ± 1.27 20.0

3 0.5 90.99 ± 0.43 0.0 92.17 ± 0.62 0.0

1.0 63.56 ± 1.06 0.0 65.84 ± 1.58 0.0

1.5 65.11 ± 0.79 0.0 66.89 ± 1.16 20.0

Pure Pursuit 2 0.5 96.56 ± 0.29 100.0 100.00 ± 0.00 0.0

1.0 72.35 ± 1.42 100.0 90.43 ± 11.93 20.0

1.5 82.86 ± 4.77 40.0 94.85 ± 0.33 0.0

3 0.5 96.79 ± 0.16 100.0 100.00 ± 0.00 0.0

1.0 7.89 ± 2.87 80.0 12.14 ± 12.19 100.0

1.5 33.86 ± 33.06 100.0 73.27 ± 34.94 40.0

Vision Based Network 2 0.5 95.36 ± 2.83 20.0 95.16 ± 5.24 20.0

1.0 75.14 ± 9.97 100.0 16.85 ± 6.09 100.0

1.5 62.47 ± 3.49 100.0 24.53 ± 2.26 100.0

3 0.5 97.49 ± 0.56 0.0 99.71 ± 0.33 0.0

1.0 37.13 ± 25.66 80.0 35.99 ± 8.47 100.0

1.5 15.96 ± 9.86 100.0 11.09 ± 1.99 100.0

Table V.2: Controller Safety Analysis Using Simplex Architecture: Simulation Platform

Obstacles No Obstacles
Controller Opponents u (m/s) (%) Safe Actions Collision Frequency (%) (%) Safe Actions Collision Frequency (%)

Dispartiy Extender 2 0.5 17.47 ± 0.11 100.0 17.61 ± 0.24 100.0

1.0 25.11 ± 0.72 0.0 24.73 ± 0.97 0.0

1.5 15.76 ± 0.40 0.0 15.87 ± 0.56 0.0

3 0.5 74.63 ± 3.48 0.0 71.51 ± 5.38 0.0

1.0 20.69 ± 0.28 0.0 21.12 ± 0.75 0.0

1.5 16.93 ± 7.95 0.0 13.39 ± 0.27 0.0

Pure Pursuit 2 0.5 93.95 ± 0.11 0.0 100.00 ± 0.00 0.0

1.0 74.37 ± 1.13 0.0 88.33 ± 1.46 0.0

1.5 62.52 ± 1.95 0.0 59.94 ± 0.54 0.0

3 0.5 94.17 ± 0.11 0.0 100.00 ± 0.00 0.0

1.0 60.50 ± 17.63 0.0 67.24 ± 18.35 0.0

1.5 21.04 ± 0.34 0.0 50.77 ± 0.88 0.0

Vision Based Network 2 0.5 80.24 ± 4.62 20.0 91.71 ± 4.68 0.0

1.0 47.74 ± 3.81 40.0 43.36 ± 13.78 40.0

1.5 27.89 ± 11.16 80.0 29.88 ± 6.18 60.0

3 0.5 93.02 ± 2.13 0.0 97.78 ± 1.24 0.0

1.0 33.66 ± 3.74 0.0 40.69 ± 0.26 0.0

1.5 18.83 ± 3.12 0.0 38.25 ± 12.81 0.0
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Figure V.7: Example of one of the hardware experiments we conducted evaluating the efficacy of our safety
regime in multi-agent racing settings. In the above image, the reachable set of the ego vehicle (dark blue)
intersects with the reachable set of an opponent vehicle (light blue). This overlap corresponds to an action
that would be labeled unsafe and a switch to the safety controller in our simplex architecture would occur.

and here we present the results of utilizing our architecture under the same set of scenarios considered in

Section V.6.1.

Using our simplex architecture, we were able to completely eliminate collisions from occurring when

the pure pursuit controller was used to control the F1/10 vehicle. Moreover, the number of collisions that

occurred when the other two controllers were utilized also meaningfully decreased, as shown in Table V.1.

However, in practice, to provably eliminate all collisions from occurring within our experiments, one must

also verify the decision module and the safety controller utilized within the simplex regime. Within our work,

the safety controller that we utilized was a conservative version of the disparity extender.14 Thus, while in

practice it is quite effective in eliminating collisions, it is not perfect.

As stated earlier in this chapter, developing a formally verified safety controller is quite challenging in

practice. The challenge within this realm is developing controllers whose behavior is not exceedingly limited

and whose analysis is feasible. However, the main focus of this work is evaluating the use of the reachability

algorithm as a switching logic for the simplex architecture. Thus, rather than developing a provably safe

simplex regime, our assumption is that our underlying safety controller is safe. We refer the interested reader

to works such as [228, 108] for an in-depth discussion of developing provably safe controllers.

14The underlying logic of the safety controller is the same as the disparity extender. However, we limit the maximum speed of this
controller to be 0.3m/s . Additionally, if the distance between an obstacle and the F1/10 falls below 0.5m, the vehicle stops completely.
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Finally, one of the greatest challenges in considering the question of safety within the context of dynamic

obstacles is that collision avoidance strategies may not be enough to guarantee safety. For example, consider

a scenario where a dynamic agent abruptly swerves into the path of the ego vehicle, thereby causing all the

future trajectories of the ego vehicle to result in a collision. These scenarios are known as Inevitable Collision

States (ICS) [266] and in recent years, there has been significant work towards avoiding ICS. Notably, one

popular strategy of dealing with ICS is the use of reachability regimes which inherently satisfy two of the three

conditions needed to avoid ICS. Specifically, reachability regimes inherently reason about the underlying

dynamics of the ego vehicle, which is the first requirement of avoiding ICS. Secondly, they can be used to

reason about the future state of the environment through the computation of the reachable sets of dynamic

agents. This is the second condition for eliminating ICS. The final condition, requires reasoning about the

previous two items over an infinite time horizon, which is infeasible in practice [266]. However, one can

meaningfully decrease the probability of a collision through the selection of a sufficiently long time horizon.

Thus, the regime presented in this work can meaningfully be used to mitigate ICS.

Bearing the above in mind, we were able to eliminate all collisions in subsequent experiments by signifi-

cantly increasing the reachtime horizon used in the reachability regime. However, doing so caused the overall

use of the safety controller to increase significantly. While this may be acceptable in certain contexts, it is not

always a desirable solution.

V.6.3 Real-time Characterization of Reachability Regime

One of the main benefits of the reachability regime presented in this work is that it admits minimal resource

requirements and possesses real-time guarantees [108]. In this section, we present, a runtime characterization

of the real-time reachability regime outlined in Section V.4.2. We ran our experiments on platforms running

Linux (Ubuntu 16.04 LTS). The runtime analysis of the simulation experiments was conducted on a Dell

XPS-15 (9570) with 32GB RAM, a six-core Intel Core i7-8750 @4.1GHz processor, and an Nvidia GeForce

GTX 1050Ti 4GB graphics card. The hardware experiments were evaluated on a Jetson TX2 with a Dual-core

Nvidia Denver 64-bit CPU (ARM), a quad-core ARM A57 Complex, and an NVIDIA Pascal Architecture

GPU with 256 CUDA cores. This latter configuration validates our claims that our safety architecture admits

minimal resource requirements.

For benchmarking purposes, we recorded the mean execution-times (Mean ET) of our real-time reacha-

bility algorithm, as well as the average number of iterations utilized in constructing the reachable set (Mean

Iters). While a discussion of upper bounds on execution times typically involves a discussion of the Worst-

Case Execution Time (WCET), we instead report the Maximal Observed Execution Times (MOET). In gen-

eral, the WCET is unknown or difficult to derive without the use of static analysis proofs [231]. Since our
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safety regime relies on ROS, which is highly dynamic and distributed, it is prohibitively difficult to perform

an exhaustive exploration of the space of all execution times and thus derive the WCET. However, we provide

a rough proxy of the WCET by reporting the MOET [231] in Tables V.3 and V.4. Additionally, we report

the percentage of missed deadlines (PMD) that result from our soundness requirements; as we execute on a

regular operating system and not an RTOS, this is possible, and performing the runtime measurements may

result in variance due to changing load and scheduling. We demonstrate that this value is low across all

experiments.

In the tables that follow, all summary statistics are reported alongside their corresponding standard devi-

ations. Each configuration was evaluated using 30 experiments that were a minute in length.

Table V.3: Analysis of Wall-Time and Speed Variation Simulation Platform

uv (m/s) Truntime MOET (ms) Mean ET (ms) Mean Iters PMD(%)

0.5 10 10.71 ± 0.97 7.00 ± 0.13 3.95 ± 0.03 0.13 ± 0.15

25 28.49 ± 5.23 15.42 ± 0.88 5.07 ± 0.12 2.62 ± 2.71

1.0 10 11.10 ± 1.25 6.85 ± 0.16 4.08 ± 0.23 0.27 ± 0.24

25 28.36 ± 0.77 14.86 ± 0.14 5.06 ± 0.10 2.83 ± 1.64

Table V.4: Analysis of Wall-Time and Speed Variation: Jetson TX2

uv (m/s) Truntime MOET (ms) Mean ET (ms) Mean Iters PMD(%)

0.5 10 10.87 ± 0.36 5.07 ± 0.53 5.39 ± 0.83 0.58 ± 0.29

25 24.42 ± 0.49 10.41 ± 0.63 7.56 ± 0.97 0.00 ± 0.00

1.0 10 14.36 ± 5.74 5.56 ± 0.58 5.12 ± 0.39 1.61 ± 1.18

25 31.60 ± 17.81 9.36 ± 0.79 8.69 ± 1.16 0.03 ± 0.06

The experiments demonstrated that Mean ET of our regime fell well within our desired Truntime. Our

estimates of future iterations of the reachability computations were quite conservative in nature. Though a

few deviations were observed as displayed by the MOET, these did not significantly impact the performance

of our approach. Rather, they are a result of our requirement that the safety checking process complete.

The runtime characterization of our approach done on the F1/10 hardware platform took on the same

structure as the simulation experiments. Our experimental setup is shown in V.7, and a video demonstration of

the results is available online.15. Similar to the simulation trials, the experiments demonstrated that the Mean

ET of our regime fell well within our desired Truntime. However, compared to the simulation experiments,

our hardware experiments demonstrated a large decrease in the execution time of the approach. However,

this result can be explained by the size of our racetrack and the frequency of unsafe action declarations that

15https://youtu.be/3jPKucx4AF4
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occurred during the experiments.16

Within the real-time reachability algorithm, the reachable-set computations terminate whenever an unsafe

state is detected. The algorithm then restarts with half the step-size in order to refine the over-approximation

error and determine if the “unsafe” declaration is spurious. This strategy continues until the step size falls

below a pre-specified threshold specified to guarantee numerical stability. On the hardware platform, this

threshold was met consistently, which demonstrates the frequency of unsafe declarations. This observation

was explored more delicately in an earlier version of this work [16], and for brevity we refer readers to the

aforementioned paper for a more in-depth discussion of this phenomenon. However, in general, experiments

with higher levels of safety utilize fewer iterations in constructing the reachable set and generally have higher

execution times. The numerical stability termination conditions are also discussed in more detail in [106].

V.6.4 Uncertainty Analysis

In Section V.3.4, we discussed how developing exact models of dynamical systems can be challenging due

to the presence of complex physical interactions that may be difficult to explicitly model [253]. While these

interactions can frequently be lumped together as uncertainty, one of the challenges in system design is

allowing for rigorous estimates of the bounds of uncertain parameters without prohibitively impacting the

performance of the system [253]. Intuitively, accounting for more uncertainty in the models of a system

and its environment inherently leads to more conservative control strategies aimed at ensuring safety. In

this section, we present an analysis of the effects of uncertainty on the conservativeness of the reachability

computations that form the basis of our runtime assurance framework.

Our experiments are primarily concerned with the effects of two classes of uncertainty: uncertainty with

respect to our derived model of the system and uncertainty related to sensing, localization, and the environ-

ment. For context, this section summarizes over 6000, minute long experiments, that provide an enlightening

analysis of the effects of uncertainty on our reachability regime.

V.6.4.1 Model Uncertainty

The difficulty of deriving models that are an accurate representation of the real world is the defining cause of

uncertainty with respect to the structure and parameters of a system’s models [267]. In our experiments, the

types of model uncertainty that we considered were set-based disturbances with respect to the velocity and

orientation variables of our model, as well as uncertainty around the acceleration, motor constant, and hys-

teresis constants defining our model. Since the underlying reachability approach leverages hyper-rectangles

16The racetrack considered in the simulation experiments is much larger than our real-world racetrack. In simulation, the narrowest
point occurs when the walls have a separation of 2 meters. In contrast, our real-world track is slightly over 2 meters at its widest point.
Thus, the frequency of unsafe actions declared by our approach in small spaces is significantly larger in our hardware experiments.
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for the reachable set computations, we can model phenomena such as drag forces and friction components

that are not explicitly captured by the kinematic bicycle model using intervals. As an example, a friction

parameter could be described by a real-valued interval:

[
d1
]
=
[
d1, d1

]
= {d1 ∈ R : d1 ≤ d1 ≤ d1} (V.6)

which is a connected subset of R, and d1 and d1 are the lower and upper bounds of the additive and diminutive

frictional components affecting the system’s velocity such that, d1 ≤ d1 [268]. The same intuition applies to

the disturbances applied to the steering of the F1/10 model. In this context, the equations of motion of the

system are characterized by Equation V.4.

Similarly, in contexts where the system dynamics are a combination of a partial theoretical model and

parameters obtained from data, which corresponds to a standard grey-box system identification problem, there

is typically some uncertainty associated with the parameters that characterize the underlying system [269].

The space of possible model structures as well as parameters that may characterize an underlying system

may be extremely rich, and there is a large body of work aimed at characterizing this uncertainty [269, 256].

Thus, to explore this form of uncertainty in our work, we allowed the parameters defining the kinematic

bicycle model to lie within an interval. As an example, one can imagine that the motor or acceleration

constant defining the evolution of the velocity of our vehicle could vary depending on the environmental

conditions that the system is tasked with operating within.

Table V.5: Uncertainty Analysis of Reachability Computations

Ground Truth Particle Filter Localization
Parameter Uncertainty (%) Controller Usage (%) Reachset Size (Median Area A) Controller Usage (%) Reachset Size (Median Area A)

0.0 79.95 2.90 77.29 10.15
5.0 78.27 4.88 72.92 12.43

10.0 80.12 7.45 73.01 16.23
15.0 76.26 10.56 65.16 20.30
20.0 63.39 14.55 57.62 23.54
25.0 56.42 19.02 52.24 28.28
30.0 45.33 24.05 41.57 34.44
35.0 38.53 30.82 32.54 40.47
40.0 36.69 39.39 17.60 591.92
45.0 37.69 47.71 1.61 2443.18

We evaluated the effects of uncertainty in our regime in two key ways. The first was an analysis of

the growth of the size of the derived reachable set with respect to uncertainty. The second analysis was an

investigation of the percentage of time in which the complex controller was utilized during an experimental

run with increasing levels of uncertainty. To measure the growth in size of the set of reachable states for

the F1/10 system with respect to increasing levels of uncertainty, we computed the median total area of the

flow-pipe representing the set of trajectories that the vehicle could assume under the current control action.
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Since the safety checking task in our work was concerned with a two-dimensional intersection problem,

one can compute the measure of the total area of a flow-pipe by computing the area of each intermediate

hyper-rectangle describing the euclidean positions x and y of the vehicle over the finite-time horizon, t ∈

[0,Treach]. In this way, one can investigate the relationship between uncertainty and the conservativeness of

the reachability computations.

We now formally define our notion of the total area of a flow-pipe representing the vehicle’s trajectories.

This notion can be extended to the concept of a volume in higher dimensions. Let Rt ⊂ R[0,Treach] represent

the reachable set of the system at time t ∈ [0,Treach]. In our context, since we utilize hyper-rectangles as the

set representation used to characterize flow-pipes, Rt can be described by a Cartesian product of intervals

[x]× [y]. Here, [x], and [y] are intervals describing the euclidean position of the vehicle. Finally, let w([x])

represent the width of the interval [x], where w([x]) = x− x. Here x, x are the left and right bounds defining

[x] such that x≤ x [270]. Then the total area, A, of the flow-pipe, R[0,Treach], can be defined as follows:

A =
Treach

∑
t=0

w([x])w([y]). (V.7)

There are three things to note in equation (V.7). Firstly, the number of intermediate reachable sets Rt is

defined by the step size, h, used in the reachability computations, as described in Section V.4.2. Secondly,

since we had to bloat each intermediate hyper-rectangle representing the vehicle’s trajectory to capture the

true size of the F1/10 system, the area of each intermediate reachable set is necessarily non-zero. Finally,

many of the intermediate reachsets overlap, which leads to an inflated estimate of the area that a flow-pipe

assumes. However, our focus is on the relative growth of the flow-pipes under uncertainty. Thus, our over-

approximation of the area in this context is sufficient.

V.8 displays the growth in size of the reachable sets with respect to increasing levels of parameter un-

certainty, while V.9 displays the relationship between parameter uncertainty and the conservativeness of our

safety regime. Table V.5 presents the data shown in the aforementioned figures. From the figures, one can see

that there is an exponential relationship between the growth in the size of the reachable set and increasing lev-

els of uncertainty. The same is true of the relationship between uncertainty and the use of the safety controller.

This relationship is further exacerbated if long time horizons are utilized in the underlying reachability ap-

proach, and V.11 presents a visualization of our investigation of how Treach impacts the conservativness of our

reachset estimations. One way of mitigating the growth of the size of the derived reachable set computations

is by utilizing short time horizons. However, this may not always be feasible in all contexts.
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Figure V.8: Relationship between the level of parameter uncertainty in the vehicle dynamics and the size of
the reachable set describing the future behavior of the vehicle

Figure V.9: Relationship between the level of parameter uncertainty in the vehicle dynamics, and percentage
of the time in which the vision based machine learning controller was utilized during an experimental run
(Controller Usage).
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V.6.4.2 Modeling Sensor, Localization and Situational Uncertainty

The data obtained from the sensors onboard autonomous vehicles possess inaccuracies that must be accounted

for in the computations aimed at building a higher level understanding of the vehicle’s surroundings [271].

One such example are inaccuracies or constraints related to the resolution of a particular sensor’s measure-

ments. Typically, significant testing allows for estimations of the variance of the measurements obtained

from particular sensors in different contexts [271]. Moreover, these analyses often include descriptions of

how various sensors perform in the context of varying weather conditions, temperatures, and other scenarios

of interest [271]. These analyses will then inform how sensor observations are used within the control stack

of the vehicle.

Figure V.10: GPU-based particle filtering for position and orientation estimation, developed by Walsh et al.
[3]. Each arrow represents a position and orientation estimate produced by the algorithm.

Bearing the above in mind, arguably the most salient problems within this context are characterizing the

propagation of sensing errors, as they relate to the system’s basic measure of its position in space and its

environment [271]. Localization systems for autonomous vehicles are frequently based on measurements

from a variety of sensors, and in state-of-the-art systems, estimations of the vehicle’s position with respect

to an underlying map must be accurate to within 10cm or better [271]. This problem has received significant

attention within the research literature, where localization subsystems often make use of algorithms such as

particle filters that allow for estimations of the state of the system defined by probability densities that are a

function of motion models and sensor information. Thus, they are quite adept at handling and estimating the

uncertainty associated with the vehicle’s understanding of its environment [3].

Finally, autonomous vehicles must be able to effectively handle interactions with other moving objects

and vehicles within its environment [271]. These may include pedestrians, animals, and bicycles, whose

behavior the vehicle may have limited knowledge about [271]. While effective methods for detecting, classi-
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fying, and tracking objects exist [272], many of these approaches make use of deep learning and probabilistic

modeling in order to characterize the behavior of moving objects. Thus, there is an inherent uncertainty in

the description of the vehicle’s environment.

Figure V.11: Relationship between the level of parameter uncertainty in the vehicle dynamics, and the size
of the reachable set describing the future behavior of the vehicle. The interested reader can interact with the
above figure using the following link: tinyurl.com/8wxx2xnm.

In our experiments, we primarily considered uncertainty as it related to the position and velocity of the

dynamic obstacles within our environment, as well as uncertainty with respect to the vehicle’s measurement of

its own position and orientation within the environment. Specifically, we allowed our estimates of the position

and velocity of opponent vehicles to lie within intervals. Intuitively, there is always some uncertainty as it

relates to dynamic agents within an environment. Furthermore, our localization subsystem was based on a

GPU-based particle filtering localization algorithm developed by Walsh et al. [3]. In this regime, the position

of the vehicle can be defined by a set of position and orientation (pose) estimates, known as particles, that

are refined using sensor measurements, a motion model, and odometry data. Rather than using an aggregate

measure of these particles as our estimation of the vehicle’s pose, we allowed our reachability computations

to investigate the set of poses defined by each particle estimate. A visualization of the particles can be seen

in V.10.

Table V.5 displays our analysis of parameter uncertainty in the physical dynamics of the F1/10 model
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Figure V.12: Visualization of the relationship between increasing levels of uncertainty with respect to es-
timations of the position and velocity of dynamic obstacles, and the use of the complex controller within
our simplex regime. The interested reader can interact with the above figure using the following link:
https://tinyurl.com/3dcyab7n.

when the particle filter was used for localization. It also includes an analysis of the effects of parameter

uncertainty using ground truth data of the vehicle’s position within the simulator. While the relationship

between uncertainty and the conservativeness of our reachability regime were largely the same in this context,

the exponential growth in the size of the reachable sets for the particle filter experiments was more drastic.

In fact, when you compare the percent change in the growth of the reachable set, utilizing the zero parameter

uncertainty scenario as a baseline, by the time an uncertainty level of 45% is considered, the growth in the

size of the reachsets for the particle filter localization approach are growing at a rate 15.5 times faster than

the ground truth experiments.

Finally, our experiments considering uncertainty with respect to the estimation of the velocity and position

of dynamic obstacles within the vehicle’s environment are shown in V.12. In these contexts, the impact of

uncertainty was much less straightforward. While the size of the reachsets describing the position of other

agents within the environment grew significantly, this effect had no material effect unless the ego vehicle was

within close-proximity of a dynamic agent. Thus, while the length of time that the complex controller was

used during an experiment decreased in general, it was not as significant of a drop as the other experiments.

In general, to see a similar decrease in the use of the complex controller as the other experiments, one would

need to evaluate the controller within contexts where the proximity between the ego vehicle and dynamic
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agents is small. However, in our work, due to our design choice of only switching back to the safe controller

once a sufficient number of control actions have been determined safe, this is unlikely to occur.

In general, as shown in our experiments, one of the challenges with forward reachability schemes is

that while they give strong notions of safety [241], over long time horizons, and significant uncertainty, this

can lead to overly conservative behaviors, which may impede performance. An example of such a scenario

are the localization uncertainty experiments. Beyond 40% uncertainty in the model parameters, the safety

controller was utilized 100% of the time. While backward reachability approaches, such as Hamilton-Jacobi

Reachability, are a possible alternative to these schemes, they typically incur a large computational cost.

Additionally, we are not aware of any approaches that possess strong real-time guarantees. However, for low

dimensional systems they are an attractive framework. We refer readers to the following paper [253] for an

in-depth discussion of these methods.

V.7 Discussion and Future Work

Having evaluated the merits of our approach, both in simulation and on an embedded hardware platform, we

now present some observations based on our results. In particular, we briefly focus on real-time considera-

tions and the main limitations of our approach.

V.7.1 Real-Time Evaluation and Missed Deadlines

The basic requirement for real-time systems is that tasks operate within pre-defined and deterministic time

spans. Often, this is accomplished through the use of a real-time operating system (RTOS), which allows

for the specification of task priorities to ensure they are executed within established time frames. Our imple-

mentation did not make use of an RTOS, thus task management was left to the native Linux implementation.

While our experimental evaluation did demonstrate deviations from the specified wall-time, the mean per-

centage of missed deadlines on the Jetson TX2 was fewer than 2% across all of our experiments.

V.7.2 Limitations

While the reachability algorithm presented in this work possesses provable guarantees, our architecture does

not. Obtaining these guarantees requires developing a formally verified safety controller and switching logic,

which was outside the scope of the work presented herein. Therefore, it is possible to enter a state in our

framework in which all future trajectories will result in a collision. These states are known as inevitable

collision states and have been well-studied within the motion planning literature [232]. In future work,

we hope to address this limitation by leveraging approaches such as viability kernels and dynamic safety

envelopes that allow for the synthesis of provable safe control regimes [233].
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One of the challenges that emerged in our experiments was that uncertainty sharply increased the overall

conservativeness of the reachable sets derived by our reachability regime. Thus, while the approach was

quite successful in being used as part of a safety assurance architecture, sufficient care must be taken in

order to minimize the quantity of spurious unsafe determinations that result from the over-approximation

of reachable sets. While allocating more wall-time to the reachability regime is a possible solution, it is

also worth considering other set representations while maintaining real-time guarantees. Moreover, one may

also consider alternate reachability formulations, such as backward reachability regimes. However, these

approaches come at the cost of significant computational overhead.

The second challenge is that the real-time reachability regime was designed to reason about relatively

short time horizons, and there is an assumption that the control decision remains fixed throughout the reach-

set construction. This assumption causes the verification results to be conservative in nature, and in future

work we hope to expand this work to consider real-time closed-loop reachability analysis. The difficulty in

performing closed-loop reach-set generation lies in developing accurate sensor models. As an example, for

end-to-end control based on camera images, it is not clear how to generate camera images based on the state

of the system to provide a meaningful and useful reachable set.

Lastly, in recent years, there has been a growth in approaches that perform online parameter estimation

for dynamic obstacles within a robot’s environment. In this work, we considered a simple two-dimensional

kinematic model for the opponent vehicles within the racetrack environment. At low speeds, this model

performs quite well; however, at higher speeds, these models would need to incorporate more sophisticated

dynamics. In future work, we hope to evaluate online system identification within our framework.

V.8 Conclusion

In this manuscript, we presented a runtime verification framework leveraging real-time reachability and the

simplex architecture for the safety assurance of a 1/10 scale autonomous vehicle called the F1/10 platform.

The central idea behind our approach lies in computing the set of reachable states of the F1/10 system and

ensuring that it never collides with both static and dynamic obstacles within its environment. Rather than

analyzing the correctness of the controllers commanding the behavior of the F1/10, the reachability regime

is leveraged to focus on the effects of a controller’s decisions on the system’s future states. In the event of a

potential safety violation, a safety controller can be engaged in order to maintain safety.

One of the key benefits of utilizing reachability regimes for the design of safety assurance frameworks

is that they are quite adept in handling uncertainty, and in this work we presented a rigorous analysis of the

effects of several classes of uncertainty in reasoning about the correctness of the system. Specifically, we

allowed for the consideration of uncertainty with respect to the model of the underlying system, as well as
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uncertainty with respect to measuring the state of the vehicle’s environment. Our experiments, conducted

both in simulation and on an embedded hardware platform, validate the real-time aspects of our approach.

Moreover, they demonstrate the efficacy of the simplex architecture in ensuring safety in different scenarios.

Improving the over-conservativeness of the reachability framework, considering closed-loop reach-set

generation, evaluating backward-reachability frameworks, making use of real-time operating systems, and

incorporating dynamic obstacles into our regime are left for future work. Additionally, we wish to consider

online learning applications, as our regime can be applied to such schemes with minimal modifications.

Finally, our future work will consider the development of a verified safety controller and switching logic in

order to maximize the benefits of the provable guarantees of our reachability framework.
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CHAPTER VI

Integrating Online Reachability Analysis with Model-Predictive Control for Dynamic Obstacle

Avoidance

This chapter1 presents an optimisation based approach for a static and dynamical obstacle avoidance problem

within an autonomous vehicle racing context. Our control regime leverages online reachability analysis and

sensor data to compute the maximal safe traversable region that an agent can traverse within the environment.

The idea is to first compute a non-convex safe region, which then can be convexified via a novel coupled

separating hyperplane algorithm. This derived safe area is then used to formulate a nonlinear model-predictive

control problem that seeks to find an optimal and safe driving trajectory. We evaluate the proposed approach

through a series of diverse experiments and assess its runtime requirements through an analysis of the effects

of a set of diverse optimisation objectives for generating these coupled-hyperplanes.

VI.1 Introduction

Over the last several years, autonomous racing has actively been pursued as a strategy to explore edge-case

scenarios in autonomous driving [273]. Racing scenarios present unique challenges with respect to navigating

high speeds and multi-agent interactions. In these contexts, vehicles must be able to operate at the edge of

their operating envelopes in close-proximity to static and dynamic obstacles. Several competitions have

emerged over the last couple of years, such as the Indy Autonomous Challenge (IAC) [273], and the F1Tenth

International Autonomous racing competition [2].

Although numerous racing strategies have been proposed over the last several years, head-to-head racing

at high speeds remains a challenge. Unlike the time trials that are frequently used as qualification rounds in

these competitions [174], head-to-head racing requires designing a regime that is able to anticipate the actions

of the opponent vehicles and navigate through the track as fast as possible while avoiding collisions.

Within the autonomous racing space, one of the most popular frameworks for tackling the racing problem

has been formulating and solving an optimisation problem that balances obstacle avoidance and travelling

at high velocities [274, 275]. In this context, the model predictive control framework (MPC), which finds

optimal control commands based on a model of the underlying system, while satisfying a set of constraints is

the most widely used approach [276].

Although MPC approaches have enjoyed wide success in these settings [274], one of the main limitations

exhibited by many approaches is obtaining robust online estimations of risk when operating in dynamic and

1This chapter has been submitted to a conference for review.
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uncertain environments. Particularly around vehicle-to-vehicle interactions. While a lot of progress has been

made in this area, collisions still occur due to misplaced predictions of the set of all actions that a vehicle and

environmental participants could pursue [275]. Furthermore, as Katrakazas et al. note ”exhaustively calcu-

lating and predicting the trajectories of other traffic participants at each epoch incurs a huge computational

cost.” Currently, many existing approaches treat the vehicle as an isolated entity, and the behavioural models

of the other participants within the environment have not yet been widely incorporated into MPC regimes

[275].

One of the ways that this challenge has been addressed has been through the use of reachability analysis

approaches [48]. The idea is to compute the set of states that the other racing agents could occupy in the

future, for a fixed time horizon, and plan trajectories for the ego vehicle that avoids this set [241, 114, 277].

These sets allow for modelling the inherent uncertainty in the behaviour of other agents and for the synthesis

of safe racing trajectories [48]. There are two main challenges that arise in these contexts. The first is that

over long time horizons, reachability approaches will result in overly conservative behaviours as the set of

avoidable states grows. The second is that reachability approaches are typically computationally challeng-

ing endeavours, thus leveraging them online is quite challenging. In light of these challenges, the following

chapter presents a model predictive control framework leveraging real-time reachability for a 1/10 scale au-

tonomous vehicle test-bed in a multi-agent racing setting modeled after the F1/10 International Autonomous

Racing Competition.

Finally, obtaining a solution to the MPC problem generally entails solving a convex optimisation prob-

lem, which guarantees convergence to a globally optimum solution. However, due to the presence of static

and dynamic obstacles, formulating the optimal control problem as an obstacle avoidance results in solving

a non-convex problem. Therefore, to solve this problem efficiently, many approaches leverage state-space

convexification. In the past, several state-space convexification approaches have been proposed, including:

region partitioning [278], computing separating hyperplanes [279, 280], and constructing approximations

using stored data points [281] (further discussed in Section VI.2). In our framework, we propose a novel

optimisation-based approach for convexifying non-convex state-spaces by computing coupled separating hy-

perplanes. The coupling of separating hyperplanes makes it possible to compute optimal safe and convex

regions. However, it comes at the cost of increased computation time. Therefore, in this chapter, we inves-

tigate the feasibility (e.g. timing constraints) of computing coupled separating hyperplanes in a real-time

autonomous racing scenario.

In summary, the contributions of this chapter are:

1. We propose a novel closed-loop model predictive obstacle avoidance controller that integrates online

100



reachability analysis and an optimisation based state space convexification approach.

2. We evaluate this approach across a diverse set of simulation experiments using the F1/10 simulation

platform. These experiments include varying the number of dynamic agents, the number of static and

dynamic obstacles, and the racing environment.

3. We present a timing analysis of the state space convexification approach.

4. Finally, we evaluate our approach against the well-known model predictive contouring control ap-

proach, which has shown great success in obstacle avoidance tasks.

VI.2 Related Work

Researchers have approached the obstacle avoidance problem from two major perspectives. The first strategy

has involved formulating and solving an optimisation problem. While the second regime has typically in-

volved a hierarchical decomposition of path planning and reference tracking. A variety of algorithms such as

artificial potential fields [282], genetic algorithms [283], rapidly-exploring random trees (RRT) [284], fuzzy

logic algorithms [285], elastic band theory [286], and rolling window methods [287] have demonstrated suc-

cess in numerous arenas. A key limitation of many path planning approaches is that they are incapable of

respecting kinodynamic constraints, such as bounds on the acceleration, and often the trajectories must be

passed to a low-level controller that utilizes a higher fidelity dynamics model and respects control constraints

[274]. Furthermore, in highly dynamic and uncertain environments, to maintain safety, planners must be able

to replan sufficiently fast to react appropriately to split-second environmental threats [284]. However, the

majority planners typically do not replan sufficiently rapidly to ensure split-second reactivity to threats [241].

As mentioned previously, MPC approaches have demonstrated great success in generating optimal tra-

jectories that respect kinodynamic constraints and recently researchers have combined these approaches

with reachability analysis to generate provably free paths [48, 96, 241, 288, 241]. Within this regime,

[48, 288, 114] utilise forward reachability methods to eliminate areas of the state space that would result

in collisions. While these methods are extremely effective, these approaches must be implemented carefully

in order to ensure that the resulting trajectories do not result in overly conservative behaviours [241]. The

alternative to these approaches are backward reachability approaches [96, 241] which utilise a target set rep-

resenting a set of undesirable states, in order to design controllers that can guarantee dynamic obstacle and

static dynamic obstacle in a minimally interventionist approach. However, these approaches are computa-

tionally demanding and typically the safety-ensuring control constraints, derived from these methods, are

computed and cached offline before being incorporated into an MPC problem [241].
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Beyond reachability methods, over the last several years, several space convexication approaches for the

obstacle avoidance problem have been proposed. In [289] a feasible convex set for the model predictive con-

trol is obtained by computing two parallel time-varying hyperplanes on racetrack borders (visualised in Fig.

4 [289]). However, the resulting hyperplanes do not consider static obstacles nor dynamic agents. The works

of Mercy et al. [280, 290] and Scholte et al. [291] utilise the concept of separating hyperplanes to compute a

single (or multiple) hyperplane which separate autonomous systems from convex obstacles. Finally, in [278]

two (polar and convex) different types of convexication methods based on region partitioning for obstacle

avoidance were proposed. Their convex partitioning regime utilises a convex partitioning algorithm [292] to

compute the minimum number of convex shapes needed to capture non-convex obstacles, whereas the polar

partitioning approach computes derives a safe set using a minimum number of triangles.

In our approach, we express the problem of computing separating hyperplanes as an optimisation prob-

lem, where we are not only interested in computing the correct set of separating hyperplanes but also the

optimal set of separating hyper-planes. As an example, one of our approaches seeks to obtain a set of

hyper-planes that maximises the area of the traversable region for the autonomous vehicle. Furthermore,

our proposed approach for obtaining a set of coupled separating hyperplanes can also handle non-convex

obstacles.

VI.3 Preliminaries

VI.3.1 F1/10 Platform

The F1/10 platform of O’Kelly et al. [174] was originally designed to emulate the hardware and software

capabilities of full scale autonomous vehicles. The platform is equipped with a standard suite of sensors such

as stereo cameras, LiDAR (light detection and ranging), and inertial measurement units (IMU). The platform

uses is built on the Robot Operating System (ROS) and supported by a Gazebo-based simulation environment

[174]. The result is a platform that allows researchers to conduct real-world experiments that investigate

planning, networking, and intelligent control [174]. We utilise this simulation environment for a number of

experiments and for training our controllers.

VI.3.2 Model Predictive Control

Model Predictive Control (MPC), which is also known as Receding Horizon Control, is a widely used method

for dealing with control problems with multivariate constraints [293]. It has been used extensively in process

control industries due to its demonstrated ability to yield high performance for long periods of time without

human intervention [150]. While its early inspirations were in petro-chemical processes [150], MPC has

also been utilised within autonomous applications for path planning, obstacle avoidance, and in stability and
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reference tracking for aircraft systems [294].

Let’s suppose we have the following (VI.1) discrete-time system where x ∈ Rn, u ∈ Rm and t ∈ N.

xt+1 = f (xt,ut) (VI.1)

The MPC problem can then be expressed as a finite horizon optimisation problem (VI.2) where a cost

function J is being minimised over a finite time horizon N subject to constraints (2.1 - 2.4).

Jt→t+N(xt) = min
u0,u1,..uN−1

p(xt+N)+
t+N−1

∑
k=t

q(xk,uk) s.t. : (VI.2)

xk+1 = f (xk,uk), ∀k ∈ {t, ..., t +N−1} (2.1)

x0 = xs (2.2)

xk ∈ X, ∀k ∈ {t, ..., t +N−1} (2.3)

uk ∈ U, ∀k ∈ {t, ..., t +N−1} (2.4)

The cost function J is made up of a stage cost function q and a terminal cost function p which determine

the cost of being at the interim state xk after applying an input uk, and the cost of being at the final state

xt+N . The constraints (2.1 - 2.4) assert that the optimisation problem, given by equation (VI.2), begins from

an initial state xs and that the interim state and control inputs must respect the constraint sets X and U.

If the dynamics and constraints can be formulated as linear expressions, then the MPC problem can be

solved efficiently using standard convex optimisation techniques. However, if the dynamics or constraints are

nonlinear, then the problem becomes a non-linear optimisation problem that is much more computationally

challenging to solve. However, allowing for nonlinear dynamics and constraints may permit one to track

complex systems with a higher level of fidelity than using linear expressions. Thus, the computational cost

must be evaluated against overall system performance [295].

VI.3.3 Reachability Analysis

Reachability analysis is a technique for computing the set of all reachable states for a dynamical system,

beginning from a set of initial states. The reachable set of Rt at time t can be defined formally as:

Rt(X0) = {ς(t,x0,u) | x0 ∈ X0,u(s) ∈ U,∀s ∈ [0, t]} (VI.3)
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where X0 ⊆ Rn represents the set of initial states, U ⊆ Rm represents the input set and ς(t,x0,u)2 is the

unique solution of the ODE describing the system’s dynamics, Ẋ(t) = f (x(t),u(t)). More generally, reacha-

bility analysis methods aim to construct a conservative flowpipe (VI.4) which encompasses all the possible

reachable sets of a dynamical system over a time-horizon [0,T ]. This can be formalized as follows:

R[0,T ](X0) =
⋃

t∈[0,T ]
Rt(X0). (VI.4)

Reachability analysis has been widely used in applications which range from the formal verification of

systems to problems relating to the safe synthesis of complex systems [296]. The majority of reachability

analysis approaches leverage a combination of numerical analysis techniques, graph algorithms, and compu-

tational geometry [51, 39], and while in some cases it is possible to derive the exact reachable set of states,

for many classes of systems computing the exact reachable set is infeasible. Thus, deriving the reachable

set for these classes of systems involves obtaining a sound approximation of this set using a variety of set

representations. Consequently, there is an inherent tradeoff between the accuracy of the approximation and

the time it takes to construct this set. However, the last decade has witnessed the development of a number

of reachability tools and set representations proposed towards solving this problem including SpaceEx [297],

Checkmate [298] or Flow∗ [299] to name a few. We refer interested readers to the following papers for an

in-depth discussion of these techniques: [51, 39].

VI.4 Problem Formulation and Space Convexication

VI.4.1 Problem Formulation

In this chapter, we consider the general autonomous racing problem (VI.5), where a model predictive con-

troller, ((VI.2)), is tasked with generating a sequence of control inputs u0...K , u ∈ Rm, that steer a vehicle

modeled by dynamics, f (xt ,ut) (VI.1), such that it reaches the terminal state x f ∈ X f starting from an initial

state xs ∈ X, where X and X f are the initial and terminal sets respectively. The goal is to steer the vehicle

into the terminal set in the least amount of time T .
2Our assumption is that f is globally Lipschitz continuous. This property guarantees the existence and uniqueness of a solution for

every initial condition in χ0.
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min
T,u0,u1,..uN−1

p(xT ) +
T

∑
k=0

q(xk,uk) s.t.

xt+1 = f (xt ,ut), x0 = xs

xt ∈ X, ut ∈ U

xT = XF

(VI.5)

In our formulation, the autonomous vehicle operates within a two-dimensional environment W⊂ R2 en-

closed by boundaries {δW0,δW1..,δWi} as δW ⊂W, among a set of dynamic agents ζ = {ζ0, ...,ζi} and

static obstacles {O0,O1,O2...,Oi}with Oi ⊂W. The region of space occupied a dynamic agent ζi in the envi-

ronment over a time interval [0,T ] from its current position x0 is given by its reachable set Rζi,[0,T ](x0)⊂W.

Our assumption is that the static and dynamic obstacles are contained within the two-dimensional environ-

ment and that their position does not overlap with its boundaries. Furthermore, we refer to opponent vehicles

within the racing environment as dynamic agents, and refer to all other dynamic entities as dynamic obstacles.

To obtain a globally optimal solution to problem (VI.5), as opposed to a locally optimal solution, the

model predictive control problem requires the X to be convex. However, because of environment borders,

static obstacles and dynamic agents, X is generally a non-convex entity. Therefore, the main sub-problem

we are addressing in this chapter is the computation of the safe, convex and optimal state-space Xsa f e (VI.6)

in which a safe trajectory starting from x0 to a target location lζ ∈ Xsa f e could be generated using model-

predictive control for the autonomous system (see Fig. VI.1). The safe portion of the state space Xsa f e can

be defined as follows:

Xsa f e = {x | x ̸∈ (δW∪O∪
|ζ |−1⋃
i=0

Rζi,[0,T ](x0))}. (VI.6)

The computation of Xsa f e requires only considering the observable obstacles, agents and borders. To

define the set of observable points, we first introduce our notion of the LiDAR sensor, which is mounted on

our autonomous system and makes it possible to determine the distance to obstacles. The sensor sends N

light pulses in an anti-clockwise direction around the autonomous system in δθ increments and returns the

set of observational points {r0(xt), ...,rN(xt)} where each LiDAR observation ri(xt) ∈ R in the direction θi

can be formally defined in the following way (VI.7):
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Figure VI.1: Visualisation of the autonomous racing problem with track boundaries, {δW0,δW1}, a dynamic
opponent described its reachset Rζi,[0,T ](x0) and static obstacles {O0,O1,O2}. In this figure, the blue rectangle
corresponds to the ego vehicle, the white rectangle corresponds to a dynamic opponent. The main sub-
problem is computing an n-number of separating hyperplanes (H0...H4) which jointly create a polyhedron
Xsa f e. The computed Xsa f e must contain an ego vehicle and its target location lζ as well as exclude observable
obstacles.

ri(xt) = min
Oi∈O

min
z∈Oi
||z−ζ (xt)||2

s.t. atan2(z−ζ (xt)) = θi

(VI.7)

The observable LiDAR signals ri(xt) can be converted into a two-dimensional point cloud of the W where a

single point pi(xt) of an agent ζ (xt) can be defined as a tuple (VI.8):

pi(xt) = (ζ (xt)+ ri(xt)cosθi, ζ (xt)+ ri(xt)sinθi) (VI.8)

Therefore, we can define the observable static obstacles of ζ (xt) as a set Qob of LiDAR points.

Qob = {q | q ∈ {p0, ..., pN−1} ∧ ||q−ζ (xt)||2 ≤ d}

d ∈ R, 0 < d ≤max(r0(xt), ...,rN−1(xt))

(VI.9)

Furthermore, we want the observable unsafe space Qob to include reachable sets of other dynamic agents.

However, we only interested in the other agents which are close enough to the ego vehicle, so we update our

definition Q+
ob to include reachable regions dynamic agents that are close to the ego vehicle.

Q+
ob = Qob∪{q|q ∈ Rζ (x0,∆t)∧||q−ζ (xt)||2 ≤ d} (VI.10)
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VI.4.2 Space Convexication via Separating Coupled-Hyperplanes

In this chapter, we propose a solution for the computation of Xsa f e which is based on the convexication of

non-convex state space via separating coupled-hyperplanes. A hyperplane H is a set which splits set Rn into

two halfspaces and is formally defined as follows (VI.11):

H = {x | aT x = b} where a ∈ Rn,b ∈ R,a ̸= 0 (VI.11)

Let’s also denote H∗ (VI.12) as one of the halfspaces of the hyperplane H. Then, a separating hyperplane

H is said to separate two disjoint convex sets A,B such that A⊆H+ and B⊆H− [300].

H∗ ∈ {H+,H−} H+∩H− =H

H+ = {x | aT x≥ b} H− = {x | aT x≤ b}
(VI.12)

While an intersection of finite halfspaces is a polyhedron P (VI.13):

PH = {x | x ∈
N−1⋂
i=0

H∗i } (VI.13)

The idea behind non-convex space convexication via separating coupled-hyperplanes is to compute a set

of hyperplanes HS = {H0, ...,Hn} such that there exists a polyhedron P which does not intersect with the

set of observable obstacles Q+
ob, and includes the autonomous system ζ (xt) and its target location lζ at time

t. Indeed, that polyhedron is Xsa f e:

Xsa f e = {x|x ∈Pi∧Pi∩Q+
ob = /0∧ζ (xt) ∈ Pi ∧

∧ lζ (xt ) ∈ Pi}
(VI.14)

The problem of generating a set of separating coupled-hyperplanes HS can be defined as a satisfiability

(or optimisation) problem (VI.15) in which a n number of hyperplanes are computed such that: 1) each

hyperplane separates a part of observable obstacles from the ego car and its target location and 2) all the

observable obstacles are separated by separating coupled-hyperplanes.
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f ind HS= {H0, ...,Hi} s.t.

∀Hi ∈HS⇒∃qob+
i ⊆ Q+

ob∧qob+
i ⊆H∗i ∧

∧ ζ (xt), lζ (xt ) ∈ Rn \H∗i
N−1⋃
i=0

qob+
i = Q+

ob

(VI.15)

From the obtained set of separating coupled-hyperplanes HS, the convex and safe polyhedron Xsa f e is the

intersection of halfspaces H∗i of each hyperplane Hi ∈HS for which ζ (xt) ∈H∗i holds (ego vehicle belongs

to the halfspace).

As mentioned, a satisfiability problem (VI.15) can also be expressed as an optimisation problem on the

set of hyperplanes HS or polyhedron PHS. One possible performance metric could be finding the largest

PHS, in turn, giving model predictive control more state-space for exploration. In the literature, the prob-

lem of finding the largest convex polygon contained in a non-convex polygon or with the smallest Hausdorff

distance is sometimes referred to as the Hausdorff core problem [66] or the potato-peeling problem [301].

Nonetheless, there is a clear trade-off between the computation time need for the optimisation problem and

overall performance. Generally, the computation of separating coupled-hyperplanes must meet control sys-

tem timing requirements. Furthermore, simply obtaining the largest polyhedron might not always be the most

optimal solution for the autonomous racing problem.

VI.5 Autonomous Vehicle Control System

VI.5.1 Overview of the Closed-Loop Control System

The closed-loop control system for obstacle avoidance which we are proposing in this chapter combines

online reachability analysis and non-linear model-predictive control (visualised in Fig. VI.2). The control

cycle can be divided into four main procedures: sensing, environment data processing and local planning,

state-space convexification and solving the optimal control problem.

In the following paragraphs, we briefly overview each of the control phases and then in the following

sections we provide more detail on our main technical contributions: state-space convexication, online reach-

ability analysis and their integration into model predictive controller.

The control system relies on the LiDAR sensor to obtain and identify the set of observable obstacles and

safe regions. we then leverage the Ramer-Douglas-Peucker algorithm [302] to simplify the observed LiDAR

data and reduce the noisiness of its measurements. Doing so allows us to reduce the computation time needed

to produce a set of coupled separating hyperplanes. The other sensors, namely, odometry measurements and
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Figure VI.2: The architecture of the closed-loop control system for obstacle avoidance

the results of state-estimators, are used to determine the state of the ego vehicle and other agents respectively.

In this work, we assume that the state of the ego vehicle and opponent agents are estimated perfectly. There-

fore, we use the ground truth data provided by the simulator. This data is then passed to a (local) planner

(e.g. Follow-the-Gap [303]) to select a target position. We then use reachability analysis to compute the set

of reachable states for all agents within the environment.

The computation of separating coupled hyperplanes, which produces a safe and convex Xsa f e, involves

using sensor information, the target location obtained from the local planner, and the set of reachable states

of the dynamic agents within the environment. The hyperplanes are then passed to the model predictive

controller, together with the target location and odometry data, which then solves an online optimal control

problem to determine the optimal inputs for the vehicle.

VI.5.2 Computing Separating Coupled-Hyperplanes

The problem of computing separating coupled hyperplanes, which establishes a convex and safe Xsa f e, can

be formulated as an optimisation (or satisfiability) problem. Thus, we present an optimisation-based method

for solving (VI.15) in order to separate the observable obstacle set Q+
ob from the autonomous system ζ (xt)

and its target location lζ (xt ) at the state xt .

In Algorithm 2, we describe the computation of our separating coupled-hyperplanes H0..n. First, the set

of unsafe states is included in the set Qob. The set of unsafe states consists of the set of observable obstacles

from the LiDAR sensor and the reachable states of the dynamic agents. Using this set, we then make use of

the state of the ego vehicle, the target location obtained from the local planner, and a predefined number of

hyper-planes to formulate a constrained optimization problem. Furthermore, only obstacles within a distance

d (Alg. 2 ln. 6) and reachable sets which overlap with the safety envelope (Alg. 2 ln. 7-8) of the ζ (xt) system

are considered in the hyperplane computation.

Our approach uses a derivative-free constrained optimisation formulation which utilizes a linear approxi-
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mation of the objective function and optimisation constraints to solve the aforementioned optimization prob-

lem [304]. In the optimisation problem, an individual separating hyperplane Hn ∈ {H0, ..,Hn} is only re-

sponsible for separating a subset of Qob from ζ (xt) and l(xt), while the set of all hyperplanes considered

should separate the vehicle from Qob as a whole.

Algorithm 2: Algorithm for computing separating coupled-hyperplanes
1 Input: d ∈ R+,n ∈ N
2 Input: ζ (xt)← {ex,ey,ψ}
3 Input: {r0(xt), ...,rN(xt)} ← LiDAR(ζ (xt))
4 Input: l(xt)← Local-Planner(ζ (xt),{r0(xt), ...,rN(xt)})
5 R0,..,i ← State-Estimator(ζ0, ...,ζi)
6 Qob(xt)← {r | ||rn−ζ (xt)||2 ≤ d}
7 for any Rn ∈ R0,..,i that Rn ∩ {x | ||x−ζ (xt)||2 ≤ d} ̸= /0
8 Qob(xt)

′ ← Qob(xt) ∪ Rn
9 if feasible

10 H0..n ← COP(Qob,ζ (xt), l(xt),n) (Constrained Optimisation Problem [304])

For each qob ∈ Qob, a separate constraint in the optimisation problem can be defined which checks if qob

is on the right-hand-side of its associated hyperplanes Hn. Similarly, each hyperplane can be classified to see

if the target location and autonomous system ζ (xt) lie on the left hand-side of the hyper-plane. As previously

discussed, different objective functions characterizing how the set of hyperplanes are derived can be used, for

example, minimizing the distance between each Hn and its associated set of qob. We present an analysis of

different optimisation objective functions for this purpose in section VI.6.3.

VI.5.3 Model Predictive Control

We now define the objective function and MPC Formulation utilized in this work [305]. Let xg = (xt ,yt ,ψt)

be the target position and orientation that we are we seeking to achieve through the use of mpc, and let uv

denote the throttle input provided to the vehicle.

min
u0,u1,..uN−1

p(xt+N) +
t+N−1

∑
k=t

q(xk,uk)+∆uT
k Ruk s.t. : (VI.16)

xk+1 = f (xk,uk), ∀k ∈ {t, ..., t +N−1} (VI.17)

x0 = xs (VI.18)

xk ∈ X, ∀k ∈ {t, ..., t +N−1} (VI.19)

uk ∈ U, ∀k ∈ {t, ..., t +N−1} (VI.20)

Axk < b (VI.21)
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where:

∆uk = uk−uk−1 (VI.22)

q(xk,uk) = (xk−xg)
2−uv (VI.23)

p(xt+N) = (xk−xg)
2 (VI.24)

and R in the above equation is a diagonal matrix with the values 0.5 and 0.5 which represent the penalty

for changes in the throttle and steering commands provided to the vehicle. This penalty is often used to

smoothen the obtained optimal solution [305]. In the above equations, (21) corresponds to the half-space

constraints describing the traversable region of the vehicle. In our formulation, we designed our objective

function to minimize the distance to the target position as well as maximize the speed input provided to the

vehicle throughout the trajectory.

The dynamics of the vehicle, f (xt ,ut), (17), can be modeled using a simplified kinematic bicycle model

where we neglect modeling of aerodynamics and tire forces. The equations of motion are given below:

ẋ = v · cos(ψ +β )

ẏ = v · sin(ψ +β )

ψ̇ =
v
lr
· sin(β )

v̇ = a

β = arctan(
lr

lr + l f
∗ tan(ψ))

(VI.25)

where x and y are the car’s position, a is acceleration, v is the vehicle’s velocity, ψ is the steering input, β is

the slip angle, and l f and lr are the distances from the car’s center of mass to the front and rear respectively

[306]. The kinematic bicycle model is characterized by relatively few parameters and has been show to track

reasonably well at low speeds [227].

Since the dynamics described by Equation (VI.25) are nonlinear, our MPC formulation becomes a non-

linear MPC problem. As a result, in general, this results in a non-convex optimization problem [307]. While

it is possible to linearize Equation (VI.25) and convert the problem into a linear MPC formulation, we elected

not to do so. Primarily because of the recent development of tools that can solve NMPC problems efficiently,

as well a desire to try and capture the nonlinear dynamics of the F1/10 vehicle with a higher degree of fidelity.

We used the software-tool do-mpc [308] to solve the nonlinear model predictive problem, due to its modular
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and transparent implementation as well as its efficient handling of nonlinear optimization problems. The tool

utilizes an orthogonal collocation of finite-elements method to discretize the NMPC problem into a form that

can be comfortably handled by state-of-the-art opmtization tools. We refer interested readers to the following

chapter for an in depth discussion of do-mpc [308].

VI.5.4 Reachability Analysis of Dynamic Obstacles

To perform reachability analysis, we first identify a dynamical model of the vehicle, and assume models for

the dynamic obstacles within its environment.

VI.5.4.1 Dynamic Obstacle Model

The obstacle tracking problem is a well studied and challenging topic within the autonomous vehicle, com-

puter vision, and robotics literature [262]. Typically, some assumptions are required in order to constrain the

tracking problem to suit the context of the application. In our framework, we assume that the obstacles are de-

scribed by a two-dimensional kinematic model and a corresponding bounding box. The equations describing

the ODE are given as follows:

ẋ = vx, ẏ = vy

where vx and vy are the velocities in the x and y direction, respectively. Additionally, we make the assumption

that we have access to the position and velocity of the other race participants.

While it is possible to use more sophisticated models to describe the behavior of the dynamic obstacles

within the vehicles environment, for simplicity we selected a two-dimensional kinematic model. However

it is worth noting that there has been a growth in approaches that perform online parameter estimation for

dynamic obstacles within a robots environment through online system identification [309].

VI.5.4.2 Online Reachability Computation

Using the dynamics models obtained in the previous sections, the crux of the real-time reachability algorithm

is computing the set of reachable states R[0,T ](X0) over a finite time horizon. The algorithm utilized within

this work is based on mixed face-lifting, which is part of a class of methods that deal with flow-pipe con-

struction or reachtube computation [106]. This is done using snapshots of the set of reachable states that are

enumerated at successive points in time, as outlined in Equation VI.3.

In general, it is not possible to obtain the exact reachable set R[0,T ](X0), so we compute an over-approximation

such that the actual system behavior is contained within the over-approximation [235]. The algorithm uti-

lized in this work utilizes n-dimensional hyper-rectangles (“boxes”) as the set representation to generate
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reachtubes [106]. An example of these reachtubes can be seen in Figure VI.4. Over long reach-times, the

over-approximation error resulting from the use of this representation can be problematic. However, for short

reach-times it is ideal in terms of its simplicity and speed [108].

Traditionally, reachability approaches have been executed offline because they are computationally inten-

sive endeavors. However, in [108, 106], Bak et al. and Johnson et al. presented a reachability algorithm, based

on the seminal mixed face-lifting algorithm [221], capable of running in real-time on embedded processors.

The algorithm is implemented as a standalone C-package that does not rely on sophisticated (non-portable)

libraries, recursion, or dynamic data structures and is amenable to the anytime computation model in the

real-time scheduling literature. In this regime, each task produces a partial result that is improved upon as

more computation time is added [106]. We refer readers to the following papers for an in depth treatment of

these procedures [221, 108, 106].

Figure VI.3: Our experiments included two and three vehicle races, as well as an evaluation in the presence
of static and dynamic obstacles. The top left image in the above figure corresponds to a scenario in which the
vehicle must navigate around a set of moving boxes (in white). The top right image corresponds to the static
obstacle evaluation, and the bottom image is a three vehicle race.

VI.6 Evaluation

VI.6.1 Experimental Setup

In this section, we present an analysis of our approach using the F1/10 simulation platform. Our evaluation

includes a diverse set of experiments that include changing the number of racing agents present within the
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racetrack, including additional dynamic obstacles within the racetrack, adding static obstacles onto the race-

track, and changing the racing environment. We compare the performance of our approach against a set of

controllers typically utilized within the F1/10 racing competitions with respect to two metrics that we refer

to as efficiency, and safety. Efficiency is the total distance that the F1/10 vehicle traverses around the track di-

vided by the amount of time it took to do so.3 Safety corresponds to the controller’s ability to avoid collisions

over a set of experimental runs (i.e. 10 collisions in 20 experiments corresponds to a safety score of 50%).

VI.6.1.1 Controllers

The following controllers were utilised as a local planning mechanism for selecting the target point used in

our MPC regime. Additionally, we utilised them as a baseline comparison for our approach.

VI.6.1.2 Pure Pursuit

The Pure Pursuit algorithm is a widely used path-tracking algorithm that was originally designed to calculate

the arc needed to get a robot back onto a path [263]. It has shown great success in being used in numerous

contexts, and in this work we utilize it to design a controller that allows the F1/10 vehicle to follow a path

along the center of the racetrack.

VI.6.1.3 Gap Following

Obstacle avoidance is an essential component of a successful autonomous racing strategy. Gap following

approaches have shown great promise in dealing with dynamic and static obstacles. They are based on the

construction of a gap array around the vehicle used for calculating the best heading angle needed to move the

vehicle into the center of the maximum gap [2]. In this work, we utilize a gap following controller called the

“disparity extender” by Otterness et al. that won the F1/10 competition in April of 2019 [230].

VI.6.2 Computing Border Constraints without Optimization

In [279] Liniger et al. tackled the autonomous racing problem via a nonlinear MPC problem that encoded

the obstacle avoidance problem by means of a high-level corridor planner based on dynamic programming.

The corridor that their framework utilized was constructed by projecting the points along the center line of

the track onto the racetrack borders (one for the left border, and one for the right border), as shown in Figure

VI.4. Their regime demonstrated success in controlling 1/43 scale race cars, driven at speeds of more than 3

m/s using controllers executing at 50 Hz sampling rate on embedded computing platforms [279]. While their

evaluation was limited to environments with static obstacles, we experimented with using such a scheme to

3This equivalent to the average speed attained during the experiment.
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Figure VI.4: An example of a two-agent racing scenario. The bright green rectangle, represents the reachable
set (convex hull) of the opponent vehicle over a t = 0.5 second time horizon, while the faded green vehicle
represents the ego vehicle. The purple dot corresponds to the target location obtained from the local planner.
The red lines are the two parallel half spaces that approximate the traversable region within the racetrack.

obtain the half-spaces framing our MPC problem. We refer readers to the following paper for an in-depth

discussion of their approach [279].

VI.6.3 Runtime Analysis of Deriving Coupled Hyperplanes

Deploying optimisation-based methods into the real-time autonomous control systems requires careful con-

siderations of timing constraints issued by the optimisation method. As we discussed previously the com-

putation time of separating coupled hyperplanes can depend: number of obstacles points which are being

considered, optimisation function and number of hyperplanes to be produced. In the following paragraphs,

we describe an offline evaluation of the separating coupled hyperplane computation.

In the evaluation we considered three types of objectives functions: Hausdorff and Euclidean distances,

which were computed between a hyperplane Hn and its associated subset of Qob, and a simple object function

(satisfiability problem) which only requires satisfying optimisation constraints. For each objective function

the number of obstacle points were varied from 608 to 62, and either 2 or 4 hyperplanes were generated. The

evaluation results are visually summarised in Figure VI.5.

VI.6.4 Experimental Results

Our evaluation included a sizeable diversity of experiments with respect to the number of vehicles present in

the racing environment, the presence of static and dynamic obstacles, the racetrack used for the autonomous

race, the local planner chosen to select goal points, and the method selected to obtain the separating hyper-
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Figure VI.5: Offline evaluation of separating coupled hyperplane computation time against different numbers
of obstacle points (optimisation constraints), different objective functions and number of hyperplanes. Xsa f e
area between hyperplanes (only when two hyperplanes were computed) for each objective function: Satisfia-
bility - 2.44428, Hausdorff - 10.4077 and Euclidean - 10.384.

Walker

Porto

Barca

Figure VI.6: The different tracks we used in evaluating our approach. In the above figure: the bright green
rectangle represents the simulated vehicles, and the blue region around each vehicle represents the full set of
range values collected by the LiDAR sensor.
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planes.Each configuration was evaluated over 30 experimental runs of 60 seconds. Table VI.1 and Table VI.2,

Table VI.3 display the results of these experiments. In the tables that follow, DE corresponds to the disparity

extender, PP corresponds to pure pursuit, MPCC corresponds to the approach presented by Liniger et al.

[279], and MPC Hype corresponds to the optimization based approach presented in this document. Finally,

Race Duration corresponds to the amount of time the agents were able to race before a collision occurred.

Table VI.1: Performance on Two Car Experiments Without obstacles

Track Approach Local Planner Ego Efficiency (m/s) Opponent Efficiency (m/s) Race Duration (s) Safety (%)
Barca DE DE 5.14 4.48 7.66 0.00
Barca MPC Hype DE 0.00 5.85 5.47 0.00
Barca MPC Hype PP 0.06 5.74 5.49 0.00
Barca MPCC DE 3.18 3.01 11.26 0.00
Barca MPCC PP 3.01 3.09 10.90 3.33
Barca PP PP 5.25 4.73 7.36 0.00
Porto DE DE 5.29 4.65 51.57 38.33
Porto MPC Hype DE 0.00 5.27 5.53 0.00
Porto MPC Hype PP 3.06 5.18 25.74 13.33
Porto MPCC DE 3.00 4.97 7.12 20.00
Porto MPCC PP 3.00 5.34 55.14 46.67
Porto PP PP 4.70 5.33 60.0 100.00

Walker DE DE 4.50 4.98 6.98 25.00
Walker MPC Hype DE 0.06 4.72 5.51 3.33
Walker MPC Hype PP 1.34 4.71 5.54 0.00
Walker MPCC DE 3.24 5.10 38.94 10.00
Walker MPCC PP 4.10 5.14 14.86 10.00
Walker PP PP 6.34 5.14 60.0 100.00

Table VI.2: Performance on three car experiments without obstacles

Track Approach Local Planner Ego Efficiency (m/s) Opponent Efficiency (m/s) Race Duration (s) Safety (%)
Barca DE DE 5.05 4.59 6.07 0.00
Barca MPC Hype DE 0.69 5.11 5.37 0.00
Barca MPC Hype PP 0.09 4.64 5.36 0.00
Barca MPCC DE 3.30 2.70 10.60 0.00
Barca MPCC PP 3.37 3.10 9.97 0.00
Barca PP PP 5.41 3.95 7.14 0.00
Porto DE DE 5.38 4.10 33.78 28.33
Porto MPC Hype DE 1.19 4.50 5.40 0.00
Porto MPC Hype PP 2.75 2.96 43.26 30.00
Porto MPCC DE 1.66 4.23 5.39 3.33
Porto MPCC PP 1.83 4.00 5.37 16.67
Porto PP PP 4.70 3.73 57.30 70.00

Walker DE DE 4.68 5.23 5.44 1.67
Walker MPC Hype DE 0.99 5.27 5.36 0.00
Walker MPC Hype PP 2.15 5.27 5.37 0.00
Walker MPCC DE 3.29 3.27 54.99 50.00
Walker MPCC PP 4.64 3.54 20.78 13.33
Walker PP PP 6.35 5.21 57.31 88.33

VI.7 Conclusions and Future Work

This chapter presented an optimisation based approach for static and dynamical obstacle avoidance problem

within an autonomous vehicle racing context. Our control regime leveraged online reachability analysis and

sensor data to compute the maximal safe traversable region that an agent can traverse within the environment.
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Table VI.3: Performance on Dynamic Obstacle Experiments

Track Approach Local Planner Ego Efficiency (m/s) Opponent Efficiency (m/s) Race Duration (s) Safety (%)
Porto DE DE 4.96 3.93 22.93 13.33
Porto MPC Hype DE 1.08 4.77 5.39 0.00
Porto MPC Hype PP 2.16 4.42 9.05 0.00
Porto MPCC DE 2.78 5.20 11.32 0.00
Porto MPCC PP 1.32 4.61 5.40 0.00
Porto PP PP 4.45 4.83 15.42 1.67

Table VI.4: Performance on Static Obstacle Experiments

Track Approach Local Planner Ego Efficiency (m/s) Opponent Efficiency (m/s) Race Duration (s) Safety (%)
Porto DE DE 0.73 1.76 5.47 0.00
Porto MPC Hype DE 0.92 2.13 5.57 0.00
Porto MPC Hype PP 2.21 0.55 12.27 0.00
Porto MPCC DE 1.24 1.46 7.66 6.67
Porto MPCC PP 2.77 1.90 9.91 0.00
Porto PP PP 3.00 1.21 6.48 1.67

We described a technique for computing a convex safe region via a novel coupled separating hyperplane al-

gorithm. This derived safe area was then used to formulate a nonlinear model-predictive control problem that

sought to find an optimal and safe driving trajectory with varying degrees of efficacy. Our experimental eval-

uation demonstrated that our approach was feasible as an obstacle avoidance strategy. Finally, we assessed

the runtime requirements of our proposed approach through an analysis of the effects of a set of varying

optimisation objectives for generating these coupled-hyperplanes.

In future work, we wish to evaluate the proposed approach on the physical embedded F1/10 platform in or-

der to further validate that our approach admits low resource requirements. Additionally, future studies would

include an analysis against hierarchical control architectures that decompose the obstacle avoidance problem

into planning and trajectory tracking. Finally, while the following study did not consider disturbances and

uncertainty in optimisation problem, our future work will seek to assess these challenges rigorously.
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CHAPTER VII

Challenges and Limitations

The following chapter presents a discussion of the challenges in designing learning-enabled autonomous

systems that possess rigorous assurances of correctness with respect to formal mathematical specifications.

As explored in the earlier chapters of this work, a natural solution to tackling this problem is the use of formal

methods, where the major stakeholders involved in creating learned-enabled CPS utilize formal techniques for

the design, specification, and verification of these systems [254]. While these approaches have demonstrated

significant success in numerous contexts, it is imperative to explore the limitations and assumptions of these

approaches from a practical as well as philosophical standpoint. Our discussion is divided into three sections.

The first section presents a brief survey of open challenges in designing formal techniques for learning-

enabled CPS. The second portion presents a brief discussion of challenges within the safety of these systems

that are not addressed in this work specifically, but are important for the safety assurance problem at large.

Finally, the last section discusses limitations around the assumptions and design choices made by the work

presented in this dissertation. Additionally, we propose suggestions of how to overcome these challenges.

It is our hope that this discussion will offer insights for those who wish to apply these techniques to other

platforms and help promote further research aimed at achieving assured autonomy.

VII.1 Challenges Using Formal Methods

As previously discussed, the discipline of formal methods is at its core concerned with proof, that is with

formulating specifications that shape proof obligations, creating systems that satisfy those obligations, and

demonstrating via algorithmic search that these systems comply with their specifications [254]. Typically,

this process is defined by three components. The first component is a model of the system to be verified,

the second component is a model of the environment, and the third component is the specification/property

being verified. Once these components have been defined, the output of the verification task is classically a

yes or no report indicating whether the system satisfies the property in question. Typically, a failure case is

also accompanied by a counterexample demonstrating the execution that causes the property to be violated

[33]. Section II discusses several methods for solving these types of problems, and formal techniques have

enjoyed wide success in numerous contexts.

The quality of the verification result (typically yes or no answer) is highly dependent on the quality of

the underlying system model, environmental model, and specifications. The reality, however, is that deriving

good representations of each of these elements is quite challenging, and these elements greatly impact the
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difficulty and value of the verification task [254]. Therefore, it is imperative to evaluate the accuracy of the

assumptions and accuracy of the major aspects of the verification problem [310]. Thus, while formal methods

have demonstrated significant utility in numerous contexts, they are no ”magic bullet”, and come with their

own set of limitations [311]. One only has to recognize that formal methods and tools are created by humans,

in order to conclude that these approaches must also undergo rigorous inspection [312]. That is, the ”verifier

must also be verified” [313]. In this section, we present a discussion of several challenges within the formal

methods literature, in an effort to serve as a guide to this rapidly growing field, and promote research allowing

formal methods to be utilized in more contexts.

VII.1.1 Generating Meaningful Formal Specifications of Correct Behavior.

Verification is only meaningful when high-quality formal specifications are used to describe the system’s

desired behaviour. As Seshia et al. note, amidst the growing interest in the use of verification methods,

there has been surprisingly little work written about formal specifications, particularly within the context of

learning-enabled systems [254]. One of the challenges within this realm is that it is often very hard, if not

impossible, to write down a formal specification for many tasks. If we consider the case of a neural network

trained to mimic a perception task, it is prohibitively difficult to formally specify the nuances of human

perception. However, if the network is being used as a component in a larger system targeting a particular use

case, then one can avoid having to describe the perception task, by issuing system-level specifications. For

example, ”the autonomous vehicle maintains a safe distance from obstacles within its environment while it is

in motion” [254]. However, this complicates the verification process in that one is now required to analyze a

larger system and loses the benefits that come from decomposing a large verification task into a problem of

reasoning about the correctness of smaller subsystems [254].

In a similar vein, traditionally formal verification approaches have treated the verification problem as

a boolean problem where the satisfaction of a desired property is true or false [254]. However, for many

learning-enabled autonomous CPS, it is common for the performance of a system to be evaluated using an

objective function. Consider, for example, an unmanned underwater vehicle (UUV) tasked with carrying

out a pipe inspection task. The UUV system must carry out the inspection while avoiding collisions with

the pipeline, the seafloor, and all other potential obstacles. To successfully carry out this task, the UUV

system must be able to explore the trade-offs between safety and its mission objectives. In this context,

there may be an associated reward associated with progress in the pipe inspection task, and a cost associated

with navigating close to obstacles within its environment. In this case, a boolean specification is inadequate,

requiring the development of new approaches that can reason about correctness from both a quantitative

and boolean perspective [254]. Seshia et al. discuss these challenges and potential opportunities for further
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research in more detail in their survey of the formal specification literature for deep neural networks [33].

VII.1.2 Challenges in System and Environmental Modelling

One of the chief challenges in designing autonomous CPS is rigorously modelling the underlying system

and its environment [314]. These systems are defined by interactions between a large set of heterogeneous

components that bridge the physical, networking, and cyber realms [315]. Thus, modelling these systems re-

quires the convergence of several disciplines of computer science that each possess a diverse set of modelling

languages and frameworks. Consequently, significant challenges lie at the intersection of these realms.

Beyond system modelling, autonomous CPS operate in very complex environments with considerable

uncertainty. One must only imagine an urban traffic setting to conceptualize the nature of complexity that

an autonomous system must be able to deal with [315]. Still, the quality of the verification result is highly

dependent on the fidelity of the environmental models in approximating reality. Therefore, sufficient care

must be paid in capturing the important aspects of the environment while neglecting unnecessary details.

VII.1.2.1 Environmental Modelling

Autonomous systems often operate in loosely structured environments. In these contexts their understanding

of the world is mediated by the particular sensor configuration chosen by the system designers, and a set

of assumptions with respect to the accuracy of its sensors, its motor performance, and the major variables

that define its interactions with the world [316]. The reality is that even in restricted scenarios, it may

be impossible to define all the variables in the environment a priori [254]. As an example, modelling the

interference between sensors is a deeply challenging task that is just one factor adding complexity to the

overall modelling process. Furthermore, the safety of a system may depend on capturing the behaviour of a

system in scenarios that are statistically unlikely to occur. Seshia et al. note that much of the modelling work

for autonomous systems rely on distributional assumptions about the nature of the environment [254]. That is,

the model of the environment is probabilistic in nature. Thus, in this case, the result of verification routines

results in probabilistic guarantees that are sensitive to the parameters of the environment model. This is

particularly true for environments that must model the behaviour of humans or other complex agents. Thus,

environmental modelling demands rigorous explorations of uncertainty without rendering the verification

process useless in practice [254]. There has been a large effort towards addressing these challenges in recent

years, and we refer interested readers to the following surveys for an in-depth discussion of these approaches

[316, 254].

121



VII.1.2.2 System Modelling

The close combination of heterogeneous physical, networking, and software interfaces in autonomous sys-

tems, yields systems with numerous interfaces and interrelations that require careful attention when reasoning

about the behavior of the overall system [317]. Consider, for example, the design of an embedded controller

that monitors the airflow over a wing’s surface in an unmanned aerial vehicle (UAV) and modulates it through

actuators to ensure that the vehicle is capable of extreme maneuvers [318]. Karsai et al. present this example,

as an illustration of a design task that requires integrated design [318]. Specifically, they note that design

decisions made in one aspect of the system’s design, such as selecting a scheduling technique used in the

embedded software, have acute consequences in the dynamic properties of the UAV [318]. Thus, the design

of such systems can only be accomplished by taking a unified view and co-designing the physical aspects of

the system with the computational components [318].

Modeling these complex systems as hybrid systems, which are a class of models that involve the interac-

tion of a heterogeneous dynamics, has been an active area of research for decades and these frameworks have

displayed great efficacy in modeling a wide range of systems [319]. While this area of research has developed

powerful mathematical formalisms, the development of modeling languages that can be leveraged in the de-

sign of control systems that are close to the desired application domain still lag behind [318]. Most software

tools leveraged by control engineers, such as Simulink/Stateflow [320], make use of modeling languages and

formalisms that can be used to generate executable code that implements the desired system functionality.

Hybrid modeling tools, however, are not readily available for many applications [318].

In general, hybrid modeling languages that seek to address this challenge, produce models that are often

either unreasonable mathematically, or are too simplistic physically [319]. As an example, it is not uncommon

for these modelling frameworks to neglect considerations such as the real-time scheduling behavior of an

embedded processor, models of computation such as publish-subscribe, properties of the underlying operating

system, properties of utilized middlewares, or even the performance of processing units [321, 318]. Thus, in

recent years, several efforts have been devoted toward designing modeling frameworks that are rich enough

to capture the most central aspects of the system design, without excessive mathematical formalisms or

simplifications. An in-depth discussion of these efforts can be found in [319].

Finally, uncertainty is an inherent property of any CPS that must be considered throughout the design

cycle [322]. However, it is a relatively unexplored research area. One of the central questions within this

realm is how formal methods can be used to represent how the uncertainty imposed by the stochastic processes

of the system and environment impact the overall system’s behavior [323]. The resulting theories must be able

to handle uncertainty at several layers of abstraction, and describe the interaction of multiple uncertainties in
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a rigorous manner [324]. This assumes, however, that probability distributions for the relevant parameters

of the system can be reliably specified or estimated [254]. Currently, the majority of approaches are too

rigid to handle these types of problems, or are overly conservative, resulting in inconclusive results [325].

Within this context, Seshia et al. advocate for the extension of probabilistic verification approaches such

as Markov Decision Processes and probabilistic programming in order to generate more robust probabilistic

formal modeling frameworks that can adequately address these challenges [33].

VII.1.2.3 System and Model Integration

Apart from the aforementioned challenges, the integration problem for autonomous CPS is a deeply difficult

problem [318]. The disparate processes used to build these systems as well as their inherent heterogeneity

can often lead to unforeseen interactions. To prevent these unanticipated interactions from occurring requires

a robust understanding of integration. In [318], Karsai et al. note that the integration problem can be viewed

from two perspectives: model integration and system integration.

Model integration challenges typically occur when an individual seeks to perform an analysis of the entire

CPS. To do so, the system designer must be able to combine several models of the various parts of the system

that possibly utilize different layers of abstraction. They must also resolve any discrepancies in the execution

semantics of the components (i.e. discrete-time vs continuous time models), and any discrepancies between

the models utilized for design and those actually deployed on the real system [318]. Often it is the case that

design modeling languages and analysis languages are different. Thus, sufficient care must be paid to ensure

the agreement of models in order to trust the results of any assurance exercise [318].

Finally, system integration is where each of the essential design concerns (i.e environmental modelling,

system modelling, design of the computational platform etc.) come together [326]. This is the most chal-

lenging aspect of autonomous CPS design, as any conflicts across design domains typically flare up at this

stage. Sztipanovits et al. note that in many cases this problem is approached from a system management

standpoint rather than from a well-designed science of integration [326]. These challenges are not unique

to autonomous CPS, and Sztipanovits et al. note that the aerospace community as well as the automotive

community expressed the need for such science in the early 2000s due to the rapidly growing complexity of

managing the differences of components purchased from original equipment manufacturers [326]. In their

work, Sztipanovits et al. advocated for a novel theory of composition to address the challenges of CPS inte-

gration, and we refer interested readers to their work for an in-depth discussion of these methods [326]. The

paper additionally discussed several open problems in the area to promote further research.
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VII.1.3 Scalability of Approaches

One of the major challenges plaguing many formal verification tools and techniques is scalability. While

some methods have been able to handle large scale analyses of industrial applications [327], most of the

existing tools are geared towards considering one or more relatively small subsystems within a bigger system

[323]. The major difficulty in handling large systems, is that algorithmic decision procedures, such as model

checking techniques, which often operate by performing an exhaustive exploration of the set of states that a

system can attain over the course of its execution, suffer from the well known state-explosion problem [328].

The reality is that in modern systems, the space of possible behaviors that a system can enact is far too

large for complete analysis. For instance, in some automotive vehicles (non-autonomous), it is now not

unusual to have more than 100 million lines of code that govern the interaction of the power-train control,

chassis control, active and passive safety systems, and other functionality [329]. Moreover, the exploration

space for machine-learning based components such as image classifiers is prohibitively large. A single RGB

image, of width W and height H, results in a space that contains 256W×H×3 elements and in practice these

images are typically fed to machine learning components as a stream [33]. Our current discussion neglects

consideration of non-determinism, disturbances, and uncertainty, which only exacerbate the aforementioned

challenges [330]. In recent years, however, significant progress has been made with respect to the size of

systems that can be handled by formal techniques, and we refer interested readers to the following surveys

for a discussion of these advances [114, 314, 331].

VII.1.4 High Learning Curve for Practitioners

Due to the sheer complexity of rigorous system design and the effective specification of system properties

that need to be modeled and analyzed for a typical application, formal methods exercises typically require

specialized engineers [323]. To apply many approaches effectively, one has to make the right assumptions

and map component based analyses to system level properties that can effectively be reasoned about [325].

Thus, there is a steep learning curve for practitioners, who wish to use formal techniques and the process

has generally proved to be a time-consuming process requiring considerable human-resources [325]. As

an example, in recent years, the number of hybrid systems model checkers that have emerged has greatly

increased. Regrettably, although many of these tools support roughly the same model semantics, their model

description languages can differ dramatically. Thus, it is difficult to quickly evaluate using a particular tool

for a desired task. Correspondingly, this makes using multiple tools prohibitively difficult [332]. Although

tools like the Hybrid Systems Source Translation tool proposed by Bak et al. seek to address these source-

to-source translation challenges, this limitation is also present for model checkers within the AI-verification

literature as well [332, 9].
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In a 2020 Survey of more than 130 high profile formal methods experts, as part of the 25th anniversary

of the Formal Methods for Industrial Critical Systems Conference (FMICS), 63.8% of the experts stated that

the steep learning curve of formal methods was a limiting factor of wider adoption of these techniques in

industrial applications [333]. The majority of formal methods applications in industry are typically applied to

problems where there is a clear return on investment (i.e. domains where requirements are well understood),

or the cost of errant behavior is quite large [333]. One standard argument addressing this challenge is that

while the cost of the use of formal methods may be high, this cost is amortized by the saving gained from

better system quality [333]. However, the experts note that an investment in methods, tools, and practices

aimed at lowering the barrier of entry for formal methods techniques and tools is urgently needed [333].

VII.2 Technical Challenges in Learning-Enabled Systems

Having discussed several challenges associated with the application of formal methods at large, in this section,

we present a survey of several open challenges within the safety assurance literature of learning enabled

systems that we deemed to be outside the scope of the work of this dissertation. These challenges, however,

are deeply important to realizing safe autonomous systems. Since, the safety assurance problem for learning-

enabled autonomous cyber-physical systems requires multi-layered and multidimensional approaches that can

address the safety and functional correctness problem both at design time and operation time, the emerging

literature within this realm contains a great diversity of techniques aimed at accomplishing this task.

VII.2.1 Dealing With Online-Learning Systems

Many assurance approaches are currently predicated on the assumption that once a system has been suffi-

ciently analyzed and assured, the artifacts deployed within the underlying system will not evolve. However,

for certain applications, such as systems that make use of reinforcement learning techniques, the system may

evolve as it encounters new data and situations [254]. In these situations, Seshia et al. note, either verifi-

cation approaches must be able to account for future changes in the operation of the overall system, or the

verification must be performed online [254]. The former approach is inherently messy, however, because

machine learning systems frequently mix input signals together, thereby entangling them and making iso-

lated improvements to particular aspects of the model impossible [218]. Thus, it is extremely difficult to

anticipate changes in the operation of a model based on online updates. This is a well known problem within

the context of deep learning, and intuitively what this means is that slight changes in the distribution of the

features provided to a particular neural network model may change all the relevant weights describing the

importance of these features. This occurs whether the model is re-trained offline or modified online. Thus,

machine learning models operate on a model known as the CACE principle: Changing Anything Changes
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Everything, as described in [218]. While runtime assurance approaches are an effective tool in handling these

types of scenarios, they are highly dependent on the assumptions made in terms of the types of monitors that

are relevant for the safety task. Thus, there is still room for a more comprehensive theory of dealing with

online adaptation in autonomous systems [254].

VII.2.2 Verifiable Training and Neural Network Repair

Numerous verification approaches address the problem of demonstrating that a neural network satisfies a

particular property, and in the case of failure, generating a counter-example that is a manifestation of er-

rant behavior [334]. However, a natural question arises of How does one repair a network that has been

proven to be faulty? In recent years, several techniques have been proposed towards solving this problem

[335, 334]. The main challenges within this realm are managing the computational complexity of the com-

bined verification and training regimes, as well as maintaining the integrity of the original network [334].

Re-training inherently changes the structure of the underlying network, and sufficient care must be taken

to prevent unwanted behaviors from arising [334]. To mitigate the computational cost of these approaches,

researchers have proposed pruning techniques that aim to replace large neural networks with smaller ver-

sions more amenable to verification [336]. Furthermore, these methods seek to derive networks that admit

comparable performance and robustness. However, in practice this a difficult problem. While significant

progress has been made in recent years within the verifiable training and network repair literature, dealing

with state-of-the-art networks still remains out of reach [334, 337]. Thus, there is an urgent need for verifiable

training and network-repair algorithms that can be applied to real systems. We refer interested readers to the

following papers for an in-depth discussion of these techniques [334, 338].

VII.2.3 Data Generation

In the same spirit as verified training and network repair regimes, several approaches have emerged over the

last several years aimed at improving the quality of data that machine learning applications are synthesized

from. This stems from a recognition that data is the fundamental starting point for all machine learning tasks

[254]. The idea behind these approaches is to develop techniques that allow for the systematic generation of

counter-examples and synthetic test data that satisfy key properties relevant to system designers [339]. The

key challenge in this realm is generating meaningful data that can adequately describe complex environments

in a semantically realistic manner. More specifically, the aim is to allow the system designer to construct

distributions over scenarios of interest, and sample from these distributions to obtain concrete inputs for

training and testing [339].

As an example, within an autonomous vehicle context, one may desire to sample from scenarios such as
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high-traffic situations, or adverse weather conditions [339]. In recent years, there has been a large amount

of work on generating synthetic data for specific applications [339, 340, 341, 342]. One such example is

the SCENIC probabilistic programming language that can be used to generate data aimed at improving the

performance of perception models in autonomous cars and robots [339]. While approaches such as these have

displayed great promise, one of the challenges is addressing discrepancies between synthetically generated

data and the real world [340]. Thus, the development of more comprehensive data generation techniques

addressing challenges around the synthetic-reality gap, remains an open challenge [254].

VII.2.4 Handling Distributional Shifts

As mentioned previously, designing learning-enabled systems requires one to make assumptions about the

environment that these systems will operate in. Bearing these assumptions in mind, the relevant data needed

to train and evaluate models can be carefully curated [343]. The reality, however, is that the data sets used to

construct these models are necessarily incomplete, and occasionally the system will find itself in a situation

that it has not been adequately been prepared to deal with [344]. That is, the distributional assumptions made

by the underlying data sets used to training learning-based components are no longer valid. As an example,

one can image a perception neural network that has only been trained in clear weather conditions, having to

deal with adverse weather conditions. These distribution shifts can lead to errant and unexpected behavior in

many machine learning systems, and many of these models will perform poorly while reporting a high level

of confidence in their predictions [344].

To address this challenge, several approaches for detecting and mitigating these distributional shifts have

been proposed [345, 346]. Out-of-distribution detection (OOD) has emerged as one promising method of

improving the overall safety of such systems. However, the challenge in this domain is designing methods

that are robust but limit the number of false alarms produced by the distribution monitor [345]. Beyond

OOD methods, several other approaches such as transfer learning, statistical hypothesis testing, conformal

prediction, and self-aware learning have also been proposed [344]. One key question that must be answered

within this realm is what to do when a distributional shift has been observed. In many contexts, this a deeply

challenging question, that must be dealt with rigorously. We refer readers to the following paper for an

in-depth consideration of these challenges [344].

VII.2.5 Negative Side Effects and Reward Hacking

One of the major challenges in designing autonomous systems is avoiding negative side effects from design

decisions intended to accomplish a particular objective or task [347, 344]. This is an issue that plagues many

engineering disciplines, but is particularly challenging for learning-enabled systems due to the difficulty of
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specifying correct behavior in the environments that these systems typically operate in [344]. As an example,

Amodei et al. provide the example of designing a robot that must move a box from one side of the room to the

other. In this case, some of the most efficient ways that this can be done involves selecting a plan that might

be destructive to the environment [344]. While it is possible to penalize these types of actions, it may not

be possible to penalize every possible negative action that a system can select. This is particularly relevant

within reinforcement learning approaches [344]. Many systems operate in large, multifaceted environments,

thus it is crucial to develop techniques that can reason about the negative side effects of poorly specified

objective functions.

An analogous problem within this space is reward hacking. Reward hacking refers to the phenomenon

of agents gaming formal reward and objective functions to obtain solutions that may be valid in a real sense,

but do not capture the designer’s original intent [344]. As an example, one can imagine an autonomous robot

designed to clean up oil spills that is rewarded on the basis of the total amount of oil it collects. In this

scenario, the robot may intentionally create additional spills in order to earn a higher reward [344]. These

problems are classically considered within the reinforcement literature, and there has been significant research

proposed towards addressing this problem [344, 347]. However, they also appear in systems that make use

of genetic algorithms, and it has been shown that genetic algorithms are capable of creating undesirable but

formally correct solutions in numerous contexts [344]. In general, reward hacking, has been shown to be

a challenging and general problem, and we refer interested readers to the following papers [344, 347] for a

detailed discussion of this interesting problem.

VII.2.6 Compositional Design

Compositional design approaches have displayed great efficacy in enabling scalable verification of learning

enabled autonomous systems [348]. Typically, the verification of an entire system is intractable, and the basis

of compositional based approaches is deconstructing the system into a set of interacting components whose

operation is defined by formally defined contracts [348]. These contracts define properties that are guaranteed

to be held by each component, as well as the assumptions under which they are valid [348]. In doing so, the

verification task is reduced to a more manageable analysis of individual components under a set of defined

assume-guarantee contracts [348].

While theories of compositional design have been successfully developed for embedded systems, tradi-

tional software systems, and digital circuits, a comprehensive theory of compositional design for learning

enabled systems has not sufficiently been developed [254]. As an example, Seshia et al. note that we do

not have effective methods to answer questions such as ”if two machine learning models are used for per-

ception on two different types of sensor data (e.g. LiDAR and visual images), and individually satisfy their
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specifications under certain assumptions, under what conditions can they used together to improve the over-

all reliability of the overall system,” [254]. Thus, a systematic understanding of how this can be achieved

is urgently needed. In recent years, several approaches for compositional verification of learning-enabled

systems have been proposed, and we refer readers to the following papers for a survey of these techniques

[348, 349, 350].

VII.2.7 Additional Considerations

To conclude this section, we also discuss several other considerations that are important when reasoning about

the correctness of autonomous learning-enabled cyber-physical systems. Addressing security considerations

around autonomous CPS is an active area of research. Due to the heterogeneous nature of CPS components,

they are especially vulnerable to attacks, which can result in serious harm in safety critical contexts [351].

Thus, theories of CPS security from a multitude of perspectives are necessary for maintaining trust in the

operation of these systems. Furthermore, methods aimed at improving the explainability of machine learning

models within autonomous systems are also urgently needed in order to improve the transparency of system

designs. These methods would also assist in addressing errant behavior that will necessarily occur when

these systems are deployed in their operational design domains [344]. Finally, ethical issues such as fairness,

and preventing abuse of these systems will also be critical in ensuring that the long term benefits of these

systems can effectively be ensured. Moreover, we must ensure that these systems are not used to exacerbate

inequality and contribute to the further marginalization of marginalized communities. We recognize that there

are numerous other considerations that are also deeply critical within this arena, and we refer readers to the

work of Amodei et al. which covers these considerations in more detail [344].

VII.3 Limits of Design Choices and Assumptions

We conclude this chapter, with an analysis of the key assumptions enabling much of the work presented in

this dissertation, and provide a discussion of the limitations around the various design choices made herein.

VII.3.1 Forward vs Backward Reachability

Much of the work in this dissertation makes use of reachability analysis in order to compute the set of states

that a system will assume over a finite time horizon. One can then use this set to obtain trajectories that are

free from collisions. The specific form of reachability analysis that we utilized is commonly referred to as

forward reachability analysis, and in this regime the reachable set is computed forward in time, starting from a

particular initial set [241]. One of the main criticisms of forward reachability, as outlined in Chapter V is that

it is only practical for short time horizons. For longer time horizons, the risk of limiting the performance of
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the underlying system to overly conservative behaviors increases significantly [241]. Additionally, consider

the case where an autonomous vehicle aims to navigate a scenario where it must avoid collisions with another

dynamic agent. In this context, the autonomous vehicle computes the reachable set of the dynamic agent, and

seeks to avoid this set in to ensure safety. Leung et al. demonstrate that this is an inherently open-loop

mentality, since in considering which actions to take the autonomous vehicle does not incorporate how its

future observations of where the dynamic agent may go, may affect the type of maneuvers it actually needs

to take. More intuitively, forward reachability schemes do not include closed-loop feedback of the behavior

of the opposing system [241].

The alternative to forward reachability approaches are backward reachability schemes. One popular for-

mulation of backward reachability techniques are Hamilton-Jacobi (HJ) reachability methods. In backward

reachability frameworks, we begin with a target set of undesirable states, and compute the set of initial states

from which the system can reach the set of undesirable states [352]. The backward reachable set, therefore,

represents the set of initial states from which there does not exist a controller that can prevent the system

from entering the undesirable states [241] over a finite time horizon. In this case, the backward reachable set

is therefore treated as the set of initial states to be avoided [241]. There are two distinguishing features of

these approaches. The first is that the backward reachable set is computed backwards in time, and the second

feature is that it is often computed assuming closed-loop reactions of the joint dynamics of the system and

another agent within its environment. Thus, in practice, one can create regimes where a system can react to

the behaviors of another dynamic agent for any time and state configuration within the finite time horizon

used in the reachability analysis. While this often leads to less conservative behaviors for the overall system,

techniques such as HJ reachability are quite computationally challenging [241].

In many cases, the results of backward reachable set computations are cached via a look-up table, so that

they can be utilized at runtime in a near-instant lookup time fashion to obtain the optimal control policy that

ensures safety [241]. To the best of our knowledge, we are not aware of any backward reachability schemes

that possess rigorous real-time guarantees. Still, many approaches have achieved impressive performance

in numerous contexts [241, 95, 96]. To limit the conservative nature of several of the safety architectures

presented in this work, backward reachability techniques could have been used. One of the limitations of this

work, is we did not evaluate such an approach in our experiments. In future work, we hope to perform such

an analysis, and present an in-depth analysis of the tradeoffs between each reachability scheme.

VII.3.2 Use of Robotic Middlewares

The safety architectures presented in this work are constructed using the standard robotic paradigm of a set

of communicating components and nodes. Our work made use of the Robotics Operating System (ROS),
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but several other middlewares such as OPRos [353], OpenRTM [354], and Orcos [355] are also frequently

utilized within this arena [316]. One of the core assumptions in many systems is that the middleware is

sound. However, as Luckcuck et al. appropriately point out, given the diversity of systems that can be

produced using these middlewares, and the complexity of their parametrization, demonstrating that these

systems are engineering correctly is a challenging task [316]. One of our assumptions, in this work, is that

the middleware is sound. However, in future work, it may be instructive to explicitly model and analyze the

behavior of the middleware leveraged within the system architecture.

VII.3.3 Architectural Considerations

Machine learning components within autonomous applications are typically used in perception tasks to en-

able the system to perceive its surroundings. These tasks include the detection and classification of objects,

handling sensor data (i.e. sensor fusion), scene understanding, behavior prediction, and localization [356].

While, there has been significant research in using machine learning for control tasks [357], most state-of-

the-art systems utilize standard control systems for operation, and decompose the system into a set of sub-

components where each of the machine learning sub-systems provide information to a manager that handles

the behavior of the overall system [356]. In our work, to ease the verification task, we primarily considered

scenarios, where the machine learning component was utilized for control tasks. In future work, our aim is

to analyze more complex systems that are closer to real-world systems, and consider compositional based

verification regimes.

VII.4 Dealing With Uncertainty

Autonomous CPS must be able to deal with uncertainty in almost all facets of their interaction with their

environments [358]. The sources of uncertainty include sensor errors such as inaccurate measurements,

actuator effects such as the degree of wheel slip in different terrains, and other environmental effects such as

the strength of undersea currents or wind disturbances [358]. Models of autonomous CPS must be able to

explicitly capture these types of uncertainties, when reasoning about the functional correctness of systems.

Furthermore, they must be able to handle non-deterministic models of uncertainty [358].

In this work, we modeled the uncertainty around the location of our vehicle models utilizing intervals

around the real position, velocity and orientation of the vehicle. Additionally, we captured the uncertainty

around the specific parameters of the mathematical models of our system by using intervals around the con-

stants defining our models. Thus, in this context, the ordinary differential equations describing the evolution

of our vehicle models, were transformed into differential inclusions. Regrettably, these intervals were con-

structed without any assumptions about the underlying distributions governing these intervals. However,
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to be meaningful, distributional assumptions about uncertainty must be obtained. Several formalisms exist

within the CPS literature exist that support estimating these distributions, such as the paradigm of probabilis-

tic programming [254]. It is worth noting that these distributional estimates are not precise measurements,

and obtaining these estimates is difficult in practice. While we judged these analyses, to be out of the scope

of this dissertation, comprehensive regimes for dealing with uncertainty are crucial in reasoning about the

correctness of autonomous CPS [358].
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CHAPTER VIII

Conclusions

There are few technologies that hold as much promise as autonomous CPS in re-orienting the way we move

around, explore new environments, distribute resources, and conduct complex missions. To bring forth these

benefits, we must ensure that CPS meet rigorous standards of correctness both at design time and during

operation. This mandates the development of modeling tools and algorithms that can deal with the complexity

exhibited by CPS and their environments. Since CPS operate in unstructured and dynamic environments, their

design often incorporates opaque learning-enabled or machine learning components. Thus, assurance tools

must be able to provide guarantees for these methods as well. While numerous works have been proposed in

the past few years for the analysis of CPS, the vast majority of these efforts have not been able to scale to the

complexity found in real world applications. Thus, designing solutions that are both practical and rigorous is

extremely challenging.

Bearing the above in mind, we began this work with a case study investigating the use of two leading

machine learning methods, Reinforcement Learning and Imitation Learning, in synthesizing neural network

controllers for an autonomous racing task. In this study, we focused on the performance and safety of the

derived controllers when they were deployed in novel contexts. The results of this study provided an enlight-

ening analysis of the tradeoffs of the two machine learning paradigms and provided a persuasive motivation

for the need to monitor learning enabled components at runtime.

Some of the most plausibly effective methods of demonstrating that autonomous CPS satisfy relevant

safety specifications is through the use of safety architectures, runtime monitoring, runtime verification and

runtime assurance [9]. Motivated by these techniques, and the need to provide correctness guarantees for

machine learning methods at runtime, we formulated a runtime assurance regime leveraging reachability

analysis and the simplex architecture that can handle components, such as machine learning models, that

may too large or too complex to formally assure. The switching logic characterizing our simplex architecture

was based on a real-time reachability regime for dynamical systems that allowed us to abstract away the

underlying nature of the controllers governing the behavior of the system and rather analyze the effects of the

controller’s decisions on the system’s future states. We showed how this architecture could be used to ensure

the safety of a 1/10 scale autonomous vehicle that made use of a diverse set of machine learning controllers as

it navigated an environment with static obstacles. Our experiments were performed in simulation as well as

an embedded hardware platform. The latter configuration validates our claims that our safety regime admits

low resource requirements.
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Building on the aforementioned work, we extended our runtime assurance framework to handle dynamic

obstacles and account for various types of uncertainty in our safety analyses. In this work, we saw the trade-

off between the performance of the system and the effects of uncertainty on the conservativness of our safety

regime. Additionally, we demonstrated how reachability analysis can be leveraged to efficiently describe

the evolution of a system for a large set of bounded initial conditions, disturbances, and variations in the

parameters values governing the underlying system model. Reachability analysis allows for these analyses to

be done with a completeness or coverage that a finite number of simulations cannot deliver.

Having demonstrated how reachability analysis can be used as a robust analysis tool for ensuring safety,

we then utilized this framework to develop an optimization based control framework for static and dynamic

obstacle avoidance within an autonomous vehicle racing context. Our framework is based on the well-

known model predictive control framework, and the central idea of this work is to compute the maximal

safe traversable region that an agent can traverse within the environment via reachability analysis. We then

solve an online optimization problem to synthesize control inputs that will allow the vehicle to traverse the

racing environment as fast as possible. We demonstrated the efficacy of this approach through a large set of

experiments with the F1/10 model.

Finally, we concluded this work with a discussion of the challenges in designing learning-enabled au-

tonomous systems that possess rigorous assurances of correct behavior with respect to formal mathematical

specifications. As explored in the earlier chapters of this work, a natural solution to tackling this problem is

the use of formal methods, and while these approaches have demonstrated significant success in numerous

contexts, there are limits to their effectiveness. We divided our discussion into three sections. The first sec-

tion presented a brief survey of open challenges in designing formal techniques for learning-enabled CPS.

The second portion presented a brief discussion of challenges in the design of learning-enabled systems that

are not specifically addressed in this document. Finally, the last section discussed limitations around the

assumptions and design choices made by this dissertation. It is our hope that this discussion will aid those

who wish to apply these techniques to other platforms and help promote further research aimed at realizing

assured autonomous systems.

In summary, we proposed a set of runtime verification techniques for the safety assurance of autonomous

learning-enabled CPS. The technologies enabling our work are extensions of real-time reachability methods

and the simplex architecture. In this document, we demonstrated that this framework can be used in a diverse

set of dynamic and uncertain environments to ensure safety, and our work was validated using a vast set of

experiments both in simulation and on an embedded hardware platform. This demonstrates the cross-platform

nature of our techniques, as well as validating our claim that they admit minimal resource requirements. We

recognize that there is still a great deal of work to be done in order to realize, safe, secure, and reliable
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autonomous systems, and in an effort to promote further research we provide a description of all the artifacts

enabling this work. Detailed instructions on how to reproduce this work can be found in the appendix of this

document.

— “The truth is, most of us discover where we are headed when we arrive. At that time, we turn around

and say, yes, this is obviously where I was going all along. It’s a good idea to try to enjoy the scenery on the

detours, because you’ll probably take a few,” Bill Watterson
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Appendix A

Experimental Design and Source Code Repositiories

A large part of this work utilized an open-source robotics test-bed, known as the F1/10 platform, as an

evaluation, experimentation, and demonstration platform for the safety assurance methods presented in this

dissertation. This platform allowed for the testing of design-time and runtime assurance approaches within the

context of robotic system software stacks. The F1/10 Autonomous Racing Platform was originally developed

by the University of Pennsylvania1 and has now become the centerpiece of bi-annual racing competitions,

and numerous research projects. In an effort to reduce the barrier of entry for researchers who seek to

reproduce this work, as well as promote further research, the following chapter outlines the details of setting

up this platform for research in assured autonomous systems. Additionally, the source code used within our

experiments is provided through Zenodo2 and GitHub3 [359].

A.1 F1/10 Autonomous Racing Platform

Figure A.1: F1/10 Hardware Platform. (Mangaraham 2020)

As previously outlined in this document, The F1/10 platform [174] is an open-source 1/10 scale remote

controlled (RC) racecar platform that is a model of a Ford Fiesta ST rally car. It boasts a four-wheel drive

1http://f1tenth.org/
2Zenodo is an open-source platform that allows researchers to upload software and other artefacts that can be identified by a persistent

digital object identifier.
3All the artifacts used to set up the experiments utilized within this dissertation can be found at the following repository: https:

//zenodo.org/record/5879646.
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brushless powertrain capable of speeds of up to 44 MPH.4. In the F1/10 community, the RC car is often

modified to include a standard suite of sensors such as stereo cameras, LiDAR (light detection and ranging),

and inertial measurement units (IMU). These components are often controlled using either an NVIDIA Jetson

TX2 or Jetson Xavier as the compute platform, and the software stack is built on the Robot Operating System

(ROS). A build manual describing how to assemble the F1/10 platform is available online at f1tenth.org.

The F1/10 platform also possesses a Gazebo-based simulation environment [225] that includes a realistic

model of the F1/10 platform and its sensor stack5 [226]. Figures A.3 and A.4 display some simulation

environments available within the simulation environment. The software architecture utilized within the

hardware and simulation platforms are nearly identical, and we will outline any differences in the discussion

that follows. In the following subsections, we outline the software packages used within our work. The

majority of these packages are available in ROS, and a link to the source code for each utility is provided

alongside each description.

Simulation PlatformLocalization
AMCL 

GPU Particle Filter
Scan Matching

Mapping
Cartographer

Hector Mapping
GMapping

Verification 
Real-Time Reachability 

Simplex Decision Manager

Control
Pure Pursuit

Follow the Gap
Model Predictive Control

f1tenth.dev

Planning
ROS Navigation Stack

RRT Methods
Move Base

Machine Learning
Reinforcement Learning

Imitation Learning

Figure A.2: Summary of packages used within the F1/10 Software Architecture.

There are four fundamental tasks in developing a successful autonomous platform: perception, localiza-

tion, planning, and control. The vehicle must be able to interpret its sensor information, it must be able to

determine its position within the environment; it must decide how to act to achieve its goals; and it must be

able to synthesize motor outputs to carry out actions that satisfy its goal [360]. A summary of the packages

4https://traxxas.com/products/models/electric/ford-fiesta-st-rally?t=details
5Instructions on setting up the simulation platform can be found at the following link https://github.com/pmusau17/

Platooning-F1Tenth.
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Figure A.3: Example of two and three vehicle racing environments. These environments may also include,
the presence of static and dynamic obstacles. The top left image in the above figure corresponds to a scenario
in which the vehicle must navigate around a set of moving boxes (in white). The top right image corresponds
to a scenario with static obstacles, and the bottom image is a three vehicle race.

Walker

Porto

Barca

Figure A.4: Visualization of the various racing environments available within the F1/10 Simulation Platform.
In the above figure: the bright green rectangle represents the simulated vehicle, and the blue region around
each vehicle represents the full set of range values collected by the LiDAR sensor.
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used to accomplish these goals within our experiments can be found in Figure A.2

A.1.1 Mapping

Building maps is one of the fundamental problems in creating intelligent mobile robots. These maps allow a

robot to determine its position and orientation in a particular environment, as well as perform path planning

routines. Frequently, these maps are represented as an occupancy grid, where the environment is discretized

using a grid with a fixed resolution (i.e 1x1 meter cells). The value in each of these cells contains the

probability that the cell is occupied. Thus, the task of many mapping packages is to use sensor data to

construct such a grid. An example of such a grid is shown in Figure A.5. The following ROS packages are

often used to construct maps of unknown environments with varying sensor requirements.

Figure A.5: Example of an occupancy grid produced by a mapping utility that can be leveraged online for
planning and obstacle avoidance tasks. This particular occupancy grid was generated using the Cartographer
package.

A.1.1.1 Hector Mapping

The Hector Mapping approach proposed by Kohlbrecher et al. utilizes a robust scan matching method to

efficiently create an occupancy grid representing a robot’s environment.6 The scan matching approach can be

augmented with odometry data to improve the accuracy of the occupancy grid produced by the approach. The

approach admits low resource requirements and has been utilized on Unmanned Ground Robots, Handheld

Mapping Devices, as well as Unmanned Aerial Vehicles [361].

A.1.1.2 GMapping

GMapping is a highly efficient mapping approach that utilizes laser range data to construct occupancy grids.

The underlying technique makes use of Rao-Blackwellized particle filters [362]. Their approach uses an

adaptive technique to limit the number of particles needed to construct a map as well as fuse information

6http://wiki.ros.org/hector mapping
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from a laser based sensor, odometry information, and a scan matching process. This method allows for

smaller degree of uncertainty with respect to the robot’s position and orientation and a more accurate map.

There are a fair number of parameters that must be defined in utilizing this approach, and we refer readers to

the following link for further detail.7

A.1.1.3 Cartographer

Cartographer8 is a real-time mapping and localization package that has been used on a wide range of robotic

platforms with varying sensor modalities [363]. It was designed to be able to operate in low-resource environ-

ments and has shown success in generating maps with resolutions as low as 5 cm [363]. The approach is based

on a laser scan-matching approach that leverages sub-maps, loop closure detection, and graph optimization

techniques. The majority of maps utilized within this dissertation were constructed using this package due to

its extensive documentation and ease of use.

A.1.2 Localization

Localization is the process of determining the state (position and orientation) of a robot with respect to its

environment. Typically, this involves utilizing a map of the environment as well as sensor information to

observe the environment and monitor the motion of the robot. The robot localization task is a well-studied

problem, and there is a wealth of literature and software tools aimed at tackling this problem [360]. The

following surveys provide an excellent summary of these approaches [364, 365]. In many cases, if a robot

possesses an appropriate sensor configuration, it can autonomously explore an environment, gain knowledge

about it, and construct an appropriate map while simultaneously localizing itself relative to this map [360].

This latter problem is referred to as the Simultaneous Localization and Mapping (SLAM) problem, and has

been lauded as arguably one of the most difficult problems in mobile robotics. In the sections, that follow,

several ROS packages for robot localization are described, many of these approaches have the capability of

being run as SLAM approaches, or solely localization packages that assume the presence of a pre-computed

map.

A.1.2.1 Scan Matching

Scan matching is the task of registering successive laser scans to determine the relative positions from which

the scans were obtained. It is one of the most popular localization tools for mobile robotics [366]. The laser

scan matcher package9, is a scan matching approach, based on Andrea Censi’s Canonical Scan Matching

7http://wiki.ros.org/slam gmapping
8https://google-cartographer.readthedocs.io/
9http://wiki.ros.org/laser scan matcher
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approach, that leverages a variant of the iterative closest corresponding point surface matching problem to

perform an incremental laser scan registration task [367]. Intuitively, it allows for the matching of consecutive

laser scans to estimate the position of a laser sensor in a given reference frame. This can be done with or

without additional odometry estimation. However, the accuracy of the approach improves when fused with

other odometry inputs, such as the use of an IMU.

A.1.2.2 Adaptive Monte Carlo Localization (AMCL)

One of the most successful methods for state estimation tasks have been particle filter based approaches.

Particle Filters, or sequential Monte Carlo Methods, are a class of numerical methods for the solution of

optimal estimation problems for non-linear and non-Gaussian scenarios [368]. They differ from other stan-

dard approximations methods, such as the Extended Kalman Filter, in that they do not rely on linearization

techniques or crude functional approximations [368]. The key challenge in implementing these approaches

is managing the computational costs of representing posterior probability densities over the state space by

large sets of samples [368]. One of the ways that this computational burden can be handled is by adapting

the number of samples used to estimate the position of a robot on the fly. The AMCL10 package leverages a

sampling method based on the Kullback-Leibler distance in order to select the number of samples used in the

particle filtering approach [369]. The idea is to use the KLD distance to measure the approximation error of

the particle filter belief state. If the particles cover a large area of the state space, then the approach utilizes

a large number of particles to update the belief state. However, if the particles cover a small area of the state

space, then a smaller number of particles is utilized. The approach has been used on a wide range of robot

platforms and has demonstrated great efficacy in efficiently tackling the robot localization task [369].

A.1.2.3 Ray-Casting Based Particle Filter Localization

As mentioned previously, particle filters are a popular class of Monte Carlo algorithms used for a variety of

state estimation problems [3]. They are often used to track the pose of mobile robots by iteratively refining

a set of pose hypotheses called particles. These particles are then updated using motion models, odometry

data, and sensor information. For robots that make use of range sensors such as LiDAR or Sonar, ray-

casting approaches can be used to compare sensor readings against the hypothesized pose and obstacles

within the map. While effective, these approaches can be computationally expensive. In [3] Walsh et al.

presented a novel data structure called the Compressed Directional Distance Transform which allows efficient

ray casting. The method allows for GPU acceleration and displayed an order of magnitude speed increase

against comparable ray casting particle filter methods. A visualization of the approach within a racing setting

10http://wiki.ros.org/amcl
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Figure A.6: GPU-based particle filtering for position and orientation estimation, developed by Walsh et al.
[3]

is shown in Figure A.6.11 We leveraged this package most frequently in our autonomous racing strategies.

A.1.2.4 Hector Slam

The Hector Slam package12 is a SLAM package designed for unmanned surface vehicles that admits low

resource requirements. The approach implemented in this package makes use of laser scans in a planar map,

and measurements from inertial measurement units to localize the robot within a map. The approach can also

be used to generate and update a map online. The interested reader can find more details on the approach in

the following paper [361].

A.1.3 Planning

Motion planning is one of the most important problems in creating intelligent autonomous mobile robots. The

central idea is to find an optimal or near-optimal path starting from an initial state to a selected target state

that avoids obstacles. The optimality of this path depends on the metric used to evaluate performance (i.e.

minimum energy path, the shortest path, the lowest risk), and numerous motion planning approaches have

been developed over the years. A nice summary of these approaches can be found in the following survey

[370] by Ferguson et al. The following subsections outline several packages that can be used to perform

motion planning, as well as several specific algorithms that we leveraged in our software stack13.

11https://github.com/mit-racecar/particle filter
12http://wiki.ros.org/hector slam
13The source code for planning utilities leveraged within our work can be found at the following linkhttps://github.com/pmusau17/

Planning-and-MPC
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A.1.3.1 Navigation Stack

The ROS Navigation stack is a collection of software packages aimed at solving the motion planning prob-

lem for differential drive and holonomic wheeled robots. These packages allow you to leverage sensor and

odometry information and send velocity commands to a mobile robot. It has extensive documentation and

set of tutorials that can be found at the following link: http://wiki.ros.org/navigation. Although the F1/10 is

not a differential drive robot, several of the navigation utilities were useful in designing the F1/10 software

architecture. These utilities included: sending goal commands to a behavioural planning layer, updating local

costmaps based on sensor information, and performing global path planning14.

A.1.3.2 Move Base

Many platforms leverage a hierarchical architecture to allow a robot to accomplish its goals, and classically

high-level mission planning and motion planning can be seen as representing two different perspectives [371,

372]. Motion planning techniques are typically viewed from a bottom-up viewpoint, where the task is to

generate a trajectory that guides the system from an initial state to a goal state. High-level mission planning,

is a top-down mindset, where the focus is to generate a set of discrete actions that can be combined to achieve

more complex tasks [373]. The Move Base package15 in ROS provides an implementation for creating

hierarchical planning architectures and combines local and global path planners to accomplish navigation

tasks in an action based framework. It serves as an interface for configuring, running, and interacting with

the navigation stack described in the previous section. The package is extensively documented and provides

a large suite of tutorials for those interested in leveraging its capabilities.

A.1.3.3 The Open Motion Planning Library and Moveit

Beyond the navigation stack, The Open Motion Planning Library (OMPL),16 and the MoveIt17 motion plan-

ning framework are also popular packages that are frequently leveraged within the F1/10 Autonomous Racing

Community. While we did not leverage these libraries within our software stack, they have displayed efficacy

on numerous platforms and implement many state-of-the-art motion planning algorithms.

A.1.3.4 Reeds-Shepp Based Elastic Band Planner

In general, obtaining a collision free path for a robot within a particular environment is a computationally

demanding problem and is reliant on generating useful abstractions of the real world. These abstractions are

often incomplete and as a result, if a robot blindly follows an obtained path, there is a risk that collisions

14Our plannning source code can be found at: https://github.com/pmusau17/Planning-and-MPC
15http://wiki.ros.org/move base
16https://ompl.kavrakilab.org/
17https://moveit.ros.org/
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Figure A.7: Visualization of a Reeds-Shepp based Elastic Band Planning Approach. In this image, the blue
rectangle corresponds to the vehicle, the red line represents the global plan obtained from the Reeds-Shepp
path planner, and the green line represents the local plan obtained by deforming the global plan with artificial
forces obtained from the vehicle’s sensors. The orange boxes are a set of cones that the vehicle must avoid
while navigating its environment.

with obstacles within the environment may still occur [374]. One way of mitigating this risk, is to use

an Elastic Band Planning approach, where an initial collision free path is subjected to artificial forces that

deform the path in order to maintain a safe distance from obstacles. These deformations are based on local

sensor observations and allow the robot to accommodate uncertainties as they relate to the world model used

in global path planning. One of the approaches we leveraged in our work was an approach that combined a

Reeds-Shepp path planner with an elastic band methodology in order to achieve reactive local planning for

car-like robots [375].18

A.1.3.5 Timed Elastic Bands (TEB)

Timed Elastic Bands are a variant of elastic band planning approaches that explicitly considers the temporal

aspect of robot manoeuvres [376]. Therefore, in this setting, a planner can optimize the robot’s trajectory

with respect to execution time and separation from obstacles. In [376], Keller et al. presented an approach

that can be used with holonomic, and non-holonomic robots. Their approach is characterized by a large set

of parameters, and the interested reader may refer to their ROS documentation for further details. 19.

18https://github.com/gkouros/rsband local planner
19http://wiki.ros.org/teb local planner
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A.1.3.6 Rapidly Exploring Random Trees (RRT)

Rapidly Exploring Random Trees (RRT) and its variants are a family of sampling-based path planning al-

gorithm that has been shown to have theoretical guarantees such as probabilistic completeness [4]. What

this means is that these algorithms will return a valid solution in finite time if one exists, and will return a

failure otherwise. Strictly speaking, probabilistic completeness means that the probability that the planner

fails to return a solution decays to zero as the number of samples used in the approach tends toward infinity

[4]. These algorithms operate on an explicit representation of the environment, which is often represented as

an occupancy grid. However, rather than searching the occupancy grid for candidate trajectories as in other

path planning approaches, RRTs rely on a collision checking module that provides information about the

validity of candidate trajectories that are formulated by connecting points sampled within the free space of

the environment. These valid connections are then used to build a graph of feasible trajectories that can be

used as a solution to the original motion planning problem [4].

Figure A.8: Example of a path obtained using an RRT approach with 1000 random samples. [4]

RRT algorithms are extremely adept at finding paths within high dimensional spaces. However, most of

these approaches are only applicable to robots with simple dynamics [377]. One of the main assumptions

is that it is possible to connect two sampled points with an optimal trajectory. For holonomic robots, a

straight line connecting sampled points represents the optimal trajectory.20 However, for robots with more

complicated dynamics, such trajectories are not always feasible, and there has been a large body of work

proposed towards extending RRT approaches to these systems. These approaches are often referred to as

20We assume the robot is operating in a cartesian coordinate system here. However, for other coordinate systems, you can expand this
notion to using geodesics.

148



Kinodynamic RRT approaches. We refer readers to the following paper for an in depth discussion of these

approaches [378].

Several software tools provide implementations of RRT approaches, such as the MoveIt Library and the

Open Motion Planning Library. In Figure A.8, we provide a visualization of an RRT planner leveraged within

our work. It displays our own implementation based on a reeds-shepp motion planning model for car-like

robots. Our implementation is available online, where interested readers can interact with the implementation

more closely.21

A.1.4 Control Algorithms

Once the vehicle has extracted meaningful data from its sensors that allow it to interpret its environment,

localized itself using a map of its environment, and generated a plan to accomplish its goals, the final phase

requires generating motor outputs that allow the robot to achieve its goals [360]. Specifically, what this entails

is generating the appropriate throttle, brake, and steering commands that allow a plan to be followed [379].

In this section, we describe the controllers utilized within our experiments.

A.1.4.1 Pure Pursuit

The Pure Pursuit algorithm is a widely used path-tracking algorithm that was originally designed to calculate

the arc needed to get a robot back onto a path [263]. It has shown great success in being used in numerous

contexts, and in this work we utilize it to design a controller that allows the F1/10 vehicle to follow a path

along the center of the racetrack.

A.1.4.2 Gap Following

Obstacle avoidance is an essential component of a successful autonomous racing strategy. Gap following

approaches have shown great promise in dealing with dynamic and static obstacles. They are based on the

construction of a gap array around the vehicle used for calculating the best heading angle needed to move the

vehicle into the center of the maximum gap [2]. In this work, we utilize a gap following controller called the

“disparity extender” by Otterness et al. that won the F1/10 competition in April 2019 [230].

A.1.4.3 Model Predictive Control

Model Predictive Control (MPC), which is also known as Receding Horizon Control, is a widely used method

for dealing with control problems with multivariate constraints [293]. It has demonstrated great efficacy

in autonomous applications for path planning, obstacle avoidance, and in stability and reference tracking

problems [294]. The basic structure of MPC is defined by utilizing an explicit model of the system under

21https://github.com/pmusau17/Planning-and-MPC
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consideration (typically referred to as the plant), which is then used to predict the future output behaviour

of the model [380]. The predictions allow for the solution of an optimal control problem online, where

the difference between the predicted output and a desired reference output is minimized over a finite time

horizon [293, 381]. This minimization is often defined by a set of constraints which represent the structural

or physical limitations of the plant and its environment.

Within the autonomous racing space [273, 2], MPC has been frequently used as a method for realizing

high performance racing strategies. In this regime, the optimization problem is formulated by balancing the

need for high velocities and obstacle avoidance. In the work presented in this dissertation, we designed an

MPC framework for generating a sequence of control inputs that steer an autonomous vehicle from a starting

point to a goal location while avoiding obstacles. Our framework used a nonlinear kinematic bicycle model

to model the F1/10 platform, making the MPC problem a nonlinear model predictive control problem. As a

result, in general, this results in a non-convex optimization problem [307]. While it is possible to linearize

the dynamics used in our framework and convert the problem into a linear MPC formulation, we elected not

to do so. Primarily because of the recent development of tools that can solve NMPC problems efficiently, as

well a desire to try and capture the nonlinear dynamics of the F1/10 vehicle with a higher degree of fidelity.

We used the software-tool do-mpc [308] to solve the nonlinear model predictive problem, due to its mod-

ular and transparent implementation as well as its efficient handling of nonlinear optimization problems.22

The tool utilizes an orthogonal collocation of finite-elements method to discretize the NMPC problem into

a form that can be comfortably handled by state-of-the-art optimization tools. We refer interested readers to

the following paper for an in depth discussion of do-mpc [308]. Details with respect to the objective function

utilized within our work, can be found in the source code and accompanying documentation.23

A.2 Machine Learning Approaches

A.2.1 Reinforcement Learning Approaches

Reinforcement Learning (RL) is a branch of machine learning that focuses on software agents learning to

maximize rewards in an environment through experience. In recent years, it has been used to solve many

complex problems in many application domains. In the following section, we present the RL approaches that

we leveraged within our work. These methods were implementing using the open source machine learning

framework Pytorch24 in order to train and deploy our RL agents. All the training and evaluation scripts are

available in our simulation packages, in addition to instructions on how to run training campaigns and get

started.
22https://www.do-mpc.com/en/latest/
23https://github.com/pmusau17/Platooning-F1Tenth/tree/noetic-port/src/mpc
24https://pytorch.org/
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A.2.1.1 Deep Deterministic Policy Gradient (DDPG)

Deep Deterministic Policy Gradient (DDPG) is explained in [149] by Lillicrap et al. The method uses model-

free, off-policy learning to determine an optimal deterministic policy for the agent to follow. This means,

during training, the agent executes random actions not determined using the learned policy. This string of

randomly executed actions is stored in a replay buffer, which is sampled from after each step to learn an

estimation of the state-action value (a.k.a. Q-value) function. This Q-function is used to train the policy to

take actions that result in the largest Q-value.

A.2.1.2 Soft Actor Critic

This algorithm was first introduced in 2018 as an improvement to Deep Deterministic Policy Gradient

(DDPG) that tackled RL’s major challenges: high sample complexity and brittle convergence properties,

i.e. a heavy dependence of hyperparameters being “just right” in order to effectively learn [188]. They

address these issues using a maximum entropy reinforcement learning framework. Instead of allowing the

agent to explore the environment randomly while training, the actions are selected in a way that maximizes

the number of unique training samples that are collected. Thus, the sample complexity is reduced because

the process of collecting unique training samples is more efficient.

A.2.1.3 Proximal Policy Optimization

Proximal Policy Optimization (PPO) is explained in [382] by Schulman et al. The method was proposed as

a simplification of the well-known Trust Region Policy Optimization (TRPO) technique and uses a model-

free, on-policy learning technique in order to determine the optimal stochastic policy for the agent to follow.

This means, during training, the agent executes actions randomly chosen from the output policy distribution.

The policy is followed over the course of a horizon. After the horizon is completed, the advantages are

computed and used to determine the effectiveness of the policy. The advantage values are used along with

the probability of the action being taken to compute a loss function, which is then clipped to prevent large

changes in the policy. The clipped loss is used to update the policy and improve future advantage estimation.

A.2.2 Imitation Learning

Imitation Learning (IL) is a branch of machine learning that seeks to reproduce the behaviour of a human

or domain expert on a given task [185].These methods fall under the branch of Expert Systems in AI which

has seen a surge in interest in recent years. The increase in demand for these approaches is spurred on by

two main motivations. (1) In many settings, the number of possible actions needed to execute a complex

task is too large to cover using explicit programming. (2) Demonstrations show that having prior knowledge
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provided by an expert is more efficient than learning from scratch [185].

One of the most common imitation learning methods is Behaviour Cloning, whereby a controller is con-

structed by learning a mapping from sensor-action pairs collected either from a baseline controller or through

human-in-the-loop control. In this section, we describe the two behaviour cloning methods, used within our

work. The first leverages images captured from a camera in order to determine the steering angle that the

vehicle should use, while the second uses the LiDAR to perform the same prediction.

A.2.2.1 Vision Based Learning

Vision-based perception systems for autonomous driving can be broadly classified into two categories: mediated-

perception approaches and end-to-end, or behavioral-reflex, approaches [383]. Mediated perception ap-

proaches involve multiple sub-components for recognizing objects relevant to the driving task, that are then

combined into a world representation utilized by a decision manager to issue control actions. In contrast,

end-to-end approaches compute a direct mapping from images to control actions [383]. While end-to-end

approaches have proven to be an elegant and effective reduction of a complex system, they are ”black box” in

nature which makes them difficult to debug. Within the context of this manuscript, we opted to use end-to-end

approaches because of their straightforward incorporation within the simplex architecture, and they allow us

to evaluate our safety regime more plainly.

Since the seminal work of Krizhevsky et al. [229] in the ImageNet Large Scale Recognition Challenge,

Convolutional Neural Networks (CNNs) have revolutionized the field of computer vision. Within the context

of autonomous vehicles, CNNs have demonstrated efficacy in being used to enable driving tasks such as

lane following, path planning, and control, simultaneously, by computing steering commands directly from

images [383]. In [187], Bojarski et al. utilized a CNN architecture called DAVE-2 to control a 2016 Lincoln

MKZ for over 10 miles in a series of successful on-road tests. For this reason, we selected this architecture

for our experiments. The architecture is show in Figure A.9.

Figure A.9: Dave Architecture

The data we used to train DAVE-2 was collected from a set of simulation experiments where the sensor-

action pairs were generated by a path tracking controller optimized to keep the F1/10 in the center of the

track. Examples of the data used within our experiments is shown in Figure A.10.
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Figure A.10: Example of Classes that were used in a discrete version of an end-to-end (image to steering
angle) classification task.

A.2.2.2 Lidar Behaviour Cloning (LBC)

The second method utilized for behaviour cloning made of use of the LiDAR mounted on the F1/10 Vehicle

and utilized a standard multi-layer perceptron network that consists of an input layer, 2 fully connected hidden

layers of 64 neurons with ReLU activation functions, and a fully connected output layer with a tanh activation

function. To reduce the size of the networks utilized within our approach. he input layer accepts nine range

values collected from the LiDAR at −90◦, −60◦, −45◦, −30◦, 0◦, 30◦, 45◦, 60◦, and 90◦ from forward. The

range values are clipped between [0m,10m]. The data used to train this controller was collected in the same

fashion as the vision based network described in the previous section.

A.3 System Identification

The objective of system identification is to develop a mathematical model of a specific dynamic system using

data collected from a series of experiments [384]. The experimental data is often then combined with prior

knowledge about the basic mechanics and dynamics of the underlying system, as well as the control signals

that are provided to the system. Depending on the level of knowledge that the system designer has about the

system, different mathematical models describing the operation of the system can be obtained. These include

White-box models, where the dynamics of the system are described using well known mathematical models,

Black-box models where very little is known about the underlying system resulting in a completely empirical

description of the system, and Grey-box models, which are a combination of white-box and black-box models

[384].

In our work, we utilized a grey-box model in order to model the dynamics of the F1/10 system. The data

used to identify the model was collected by running a set of experiments that capture the relationship between
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the control inputs provided to the platform and the resulting outputs. The underlying model describing the

vehicle is a kinematic bicycle model and the task is to identify the acceleration constant, motor constant, and

hysteresis constant that define its behaviour. The identification was performed using MATLAB’s Grey-Box

System Identification toolbox25. All the data used to identify the model as well as the scripts used to generate

it are available in the Zenodo repository containing the source code for our experiments.

25https://www.mathworks.com/help/ident/grey-box-model-estimation.html
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[58] X. Chen, E. Ábrahám, and S. Sankaranarayanan, “Taylor model flowpipe construction for non-linear
hybrid systems,” in 2012 IEEE 33rd Real-Time Systems Symposium, pp. 183–192, 2012.

[59] S. Bak and P. S. Duggirala, “Hylaa: A tool for computing simulation-equivalent reachability for linear
systems,” in Proceedings of the 20th International Conference on Hybrid Systems: Computation and
Control, HSCC ’17, (New York, NY, USA), p. 173–178, Association for Computing Machinery, 2017.

[60] X. Chen, E. Ábrahám, and S. Sankaranarayanan, “Flow*: An analyzer for non-linear hybrid systems,”
in Computer Aided Verification (N. Sharygina and H. Veith, eds.), (Berlin, Heidelberg), pp. 258–263,
Springer Berlin Heidelberg, 2013.

[61] R. W. Butler and G. B. Finelli, “The infeasibility of quantifying the reliability of life-critical real-time
software,” IEEE Trans. Softw. Eng., vol. 19, p. 3–12, Jan. 1993.

[62] K. Das, A. Gurung, and R. Ray, “Parallel Simulation of Cyber-Physical Systems,” Innovations in
Systems and Software Engineering, no. March, 2021.

[63] J. J. Majikes, R. Pandita, and T. Xie, “Literature review of testing techniques for medical device soft-
ware,” Proceedings of the 4th Medical Cyber, 2013.

[64] S. A. Asadollah, R. Inam, and H. Hansson, “A survey on testing for cyber physical system,” in Lecture
Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture
Notes in Bioinformatics), vol. 9447, 2015.

[65] P. S. Duggirala, S. Mitra, M. Viswanathan, and M. Potok, “C2e2: A verification tool for stateflow
models,” in Tools and Algorithms for the Construction and Analysis of Systems (C. Baier and C. Tinelli,
eds.), (Berlin, Heidelberg), pp. 68–82, Springer Berlin Heidelberg, 2015.
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[75] S. Sader, I. Husti, and M. Daróczi, “Enhancing failure mode and effects analysis using auto machine
learning: A case study of the agricultural machinery industry,” Processes, vol. 8, 2020.

[76] A. Aniculaesei, D. Arnsberger, F. Howar, and A. Rausch, “Towards the verification of safety-critical
autonomous systems in dynamic environments,” Electronic Proceedings in Theoretical Computer Sci-
ence, EPTCS, vol. 232, pp. 79–90, 2016.

[77] E. Bartocci, Y. Falcone, A. Francalanza, and G. Reger, “Introduction to runtime verification,” in Lec-
ture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lec-
ture Notes in Bioinformatics), vol. 10457 LNCS, pp. 1–33, 2018.

[78] D. Boursinos and X. Koutsoukos, “Trusted confidence bounds for learning enabled cyber-physical
systems,” in 2020 IEEE Security and Privacy Workshops (SPW), (San Francisco, CA), pp. 228–233,
IEEE, 2020.

[79] O. Pettersson, “Execution monitoring in robotics: A survey,” Robotics and Autonomous Systems,
vol. 53, 2005.

[80] A. Desai, T. Dreossi, and S. A. Seshia, “Combining model checking and runtime verification for
safe robotics,” in Runtime Verification (S. Lahiri and G. Reger, eds.), (Cham), pp. 172–189, Springer
International Publishing, 2017.
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[129] A. Rössig and M. Petkovic, “Advances in verification of relu neural networks,” Journal of Global
Optimization, 2020.
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[257] E. Hüllermeier and W. Waegeman, “Aleatoric and epistemic uncertainty in machine learning: an intro-
duction to concepts and methods,” Machine Learning, vol. 110, no. 3, pp. 457–506, 2021.

[258] A. Puri and P. Varaiya, “Decidability of hybrid systems with rectangular differential inclusions,” in
Computer Aided Verification (D. L. Dill, ed.), (Berlin, Heidelberg), pp. 95–104, Springer Berlin Hei-
delberg, 1994.

[259] S. Z. Gonzalez, P. Collins, L. Geretti, D. Bresolin, and T. Villa, “Higher order method for differential
inclusions,” 2020.

[260] T. Dang and O. Maler, “Reachability analysis via face lifting,” in Proceedings of the First International
Workshop on Hybrid Systems: Computation and Control, HSCC ’98, (Berlin, Heidelberg), p. 96–109,
Springer-Verlag, 1998.

[261] B. Sohlberg and E. Jacobsen, “Grey box modelling branches and experiences,” IFAC Proceedings
Volumes, vol. 41, no. 2, pp. 11415–11420, 2008. 17th IFAC World Congress.

[262] A. Yilmaz, O. Javed, and M. Shah, “Object tracking: A survey,” ACM Comput. Surv., vol. 38, p. 13–es,
Dec. 2006.

[263] R. C. Coulter, “Implementation of the pure pursuit path tracking algorithm,” Tech. Rep. CMU-RI-TR-
92-01, Carnegie Mellon University, Pittsburgh, PA, January 1992.

[264] S. Devi, P. Malarvezhi, R. Dayana, and K. Vadivukkarasi, “A comprehensive survey on autonomous
driving cars: A perspective view,” Wirel. Pers. Commun., vol. 114, pp. 2121–2133, 2020.

[265] H.-D. Tran, F. Cai, M. L. Diego, P. Musau, T. T. Johnson, and X. Koutsoukos, “Safety verification
of cyber-physical systems with reinforcement learning control,” ACM Trans. Embed. Comput. Syst.,
vol. 18, Oct. 2019.

[266] T. Fraichard, “A short paper about motion safety,” in Proceedings 2007 IEEE International Conference
on Robotics and Automation, pp. 1140–1145, 2007.

[267] F. P. Bernardo, “Model analysis and optimization under uncertainty using highly efficient integration
techniques,” in 26th European Symposium on Computer Aided Process Engineering (Z. Kravanja and
M. Bogataj, eds.), vol. 38 of Computer Aided Chemical Engineering, pp. 2151–2156, Elsevier, 2016.

[268] M. Althoff and D. Grebenyuk, “Implementation of interval arithmetic in cora 2016,” in ARCH16. 3rd
International Workshop on Applied Verification for Continuous and Hybrid Systems (G. Frehse and
M. Althoff, eds.), vol. 43 of EPiC Series in Computing, pp. 91–105, EasyChair, 2017.

170



[269] L. Ljung, Q. Zhang, P. Lindskog, and A. Juditski, “Estimation of grey box and black box models
for non-linear circuit data,” IFAC Proceedings Volumes, vol. 37, no. 13, pp. 399–404, 2004. 6th IFAC
Symposium on Nonlinear Control Systems 2004 (NOLCOS 2004), Stuttgart, Germany, 1-3 September,
2004.

[270] W. Xiang, H.-D. Tran, X. Yang, and T. T. Johnson, “Reachable set estimation for neural network con-
trol systems: A simulation-guided approach,” IEEE Transactions on Neural Networks and Learning
Systems, vol. 32, no. 5, pp. 1821–1830, 2021.

[271] J. Macfarlane and M. Stroila, “Addressing the uncertainties in autonomous driving,” SIGSPATIAL
Special, vol. 8, p. 35–40, dec 2016.

[272] P. Girão, A. Asvadi, P. Peixoto, and U. Nunes, “3d object tracking in driving environment: A short
review and a benchmark dataset,” in 2016 IEEE 19th International Conference on Intelligent Trans-
portation Systems (ITSC), pp. 7–12, 2016.

[273] G. Hartmann, Z. Shiller, and A. Azaria, “Autonomous head-to-head racing in the indy autonomous
challenge simulation race,” CoRR, vol. abs/2109.05455, 2021.

[274] T. Schoels, L. Palmieri, K. O. Arras, and M. Diehl, “An NMPC approach using convex inner approx-
imations for online motion planning with guaranteed collision freedom,” CoRR, vol. abs/1909.08267,
2019.

[275] C. Katrakazas, M. Quddus, W.-H. Chen, and L. Deka, “Real-time motion planning methods for au-
tonomous on-road driving: State-of-the-art and future research directions,” Transportation Research
Part C: Emerging Technologies, vol. 60, pp. 416–442, 2015.

[276] C. Jung, S. Lee, H. Seong, A. Finazzi, and D. H. Shim, “Game-theoretic model predictive con-
trol with data-driven identification of vehicle model for head-to-head autonomous racing,” CoRR,
vol. abs/2106.04094, 2021.

[277] J. Lorenzetti, M. Chen, B. Landry, and M. Pavone, “Reach-avoid games via mixed-integer second-
order cone programming,” in 2018 IEEE Conference on Decision and Control (CDC), pp. 4409–4416,
2018.

[278] J. Liu, P. Jayakumar, J. L. Stein, and T. Ersal, “A nonlinear model predictive control formulation for
obstacle avoidance in high-speed autonomous ground vehicles in unstructured environments,” Vehicle
System Dynamics, vol. 56, no. 6, pp. 853–882, 2018.

[279] A. Liniger, A. Domahidi, and M. Morari, “Optimization-based autonomous racing of 1:43 scale rc
cars,” Optimal Control Applications and Methods, vol. 36, p. 628–647, Jul 2014.

[280] T. Mercy, R. Van Parys, and G. Pipeleers, “Spline-based motion planning for autonomous guided
vehicles in a dynamic environment,” IEEE Transactions on Control Systems Technology, vol. 26, no. 6,
pp. 2182–2189, 2018.

[281] U. Rosolia and F. Borrelli, “Learning how to autonomously race a car: a predictive control approach,”
2019.

[282] L. Zhiyang and J. Tao, “Route planning based on improved artificial potential field method,” in 2017
2nd Asia-Pacific Conference on Intelligent Robot Systems (ACIRS), pp. 196–199, 2017.

[283] Y. Zeqing, L. Libing, T. Zhihong, and L. Weiling, “Application of adaptive genetic algorithm in flexible
inspection path planning,” in 2008 27th Chinese Control Conference, pp. 75–80, 2008.

[284] S. Karaman, M. R. Walter, A. Perez, E. Frazzoli, and S. Teller, “Anytime motion planning using the
rrt*,” in 2011 IEEE International Conference on Robotics and Automation, pp. 1478–1483, 2011.

171



[285] S. H. A. Mohammad, M. A. Jeffril, and N. Sariff, “Mobile robot obstacle avoidance by using fuzzy
logic technique,” in 2013 IEEE 3rd International Conference on System Engineering and Technology,
pp. 331–335, 2013.

[286] H. Dong, C.-Y. Weng, C. Guo, H. Yu, and I.-M. Chen, “Real-time avoidance strategy of dynamic
obstacles via half model-free detection and tracking with 2d lidar for mobile robots,” IEEE/ASME
Transactions on Mechatronics, vol. 26, no. 4, pp. 2215–2225, 2021.

[287] Y. Zhang, Z. Liu, and L. Chang, “A new adaptive artificial potential field and rolling window method
for mobile robot path planning,” in 2017 29th Chinese Control And Decision Conference (CCDC),
pp. 7144–7148, 2017.

[288] M. Otte and E. Frazzoli, “Rrtx: Asymptotically optimal single-query sampling-based motion planning
with quick replanning,” The International Journal of Robotics Research, vol. 35, no. 7, pp. 797–822,
2016.

[289] U. Rosolia, S. De Bruyne, and A. G. Alleyne, “Autonomous vehicle control: A nonconvex approach for
obstacle avoidance,” IEEE Transactions on Control Systems Technology, vol. 25, no. 2, pp. 469–484,
2017.

[290] T. Mercy, W. Van Loock, and G. Pipeleers, “Real-time motion planning in the presence of moving
obstacles,” in 2016 European Control Conference (ECC), pp. 1586–1591, 2016.

[291] E. Scholte and M. E. Campbell, “Robust nonlinear model predictive control with partial state informa-
tion,” IEEE Transactions on Control Systems Technology, vol. 16, no. 4, pp. 636–651, 2008.

[292] M. KEIL and J. SNOEYINK, “On the time bound for convex decomposition of simple polygons,”
International Journal of Computational Geometry & Applications, vol. 12, no. 03, pp. 181–192, 2002.

[293] A. Bemporad and M. Morari, “Robust model predictive control: A survey,” in Robustness in identifi-
cation and control (A. Garulli and A. Tesi, eds.), (London), pp. 207–226, Springer London, 1999.

[294] D. Falanga, P. Foehn, P. Lu, and D. Scaramuzza, “Pampc: Perception-aware model predictive control
for quadrotors,” in 2018 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS),
pp. 1–8, 2018.

[295] H. Seki, S. OOYAMA, and M. OGAWA, “Nonlinear model predictive control using successive lin-
earization,” Transactions of the Society of Instrument and Control Engineers, vol. 38, pp. 61–66, 01
2002.

[296] M. Althoff, G. Frehse, and A. Girard, “Set propagation techniques for reachability analysis,” Annual
Review of Control, Robotics, and Autonomous Systems, vol. 4, no. 1, pp. 369–395, 2021.

[297] G. Frehse, C. Le Guernic, A. Donzé, S. Cotton, R. Ray, O. Lebeltel, R. Ripado, A. Girard, T. Dang,
and O. Maler, “Spaceex: Scalable verification of hybrid systems,” in Computer Aided Verification
(G. Gopalakrishnan and S. Qadeer, eds.), (Berlin, Heidelberg), pp. 379–395, Springer Berlin Heidel-
berg, 2011.

[298] A. Chutinan and B. H. Krogh, “Verification of polyhedral-invariant hybrid automata using polygonal
flow pipe approximations,” in Hybrid Systems: Computation and Control (F. W. Vaandrager and J. H.
van Schuppen, eds.), (Berlin, Heidelberg), pp. 76–90, Springer Berlin Heidelberg, 1999.
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