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Chapter 1  
 

Introduction and background 
 
 
 
 

This dissertation presents an analysis of the unique physical configurations used in 3D 

NAND memories and how the presence of 3D structures is responsible for the modulation of 

local radiation environments with respect to single-event effects (SEE) and total ionizing dose 

(TID) effects. This physical approach requires a functional counterpart dealing with architectural 

and circuit-level considerations for a full characterization of these highly complex chips when 

exposed to radiation effects, but such functional analysis is beyond the scope of this work. Here, 

the emphasis is on understanding how the many physical configuration options available in 3D 

NAND technologies contribute to and modulate the radiation response of the devices.  

The uniquely 3D structure of these memory chips gives rise to multiple physical 

mechanisms for modulating local radiation environments and partially determining device 

performance. These structures include U-shaped bit lines, multiple vertical stacks of high-Z 

metals, N-filled voids between word lines, channel irregularities including non-uniform radii as a 

function of depth and misalignments between columns in multi-etch processing, multiple chips 

included within the same package up to total depths greater than 1 mm, word line contact fan-

outs adjacent to rather than above or below active devices, and the gate-all-around transistor 

construction.  

Each of these features found in 3D NAND (and in 3DICs in general) has the potential to 

significantly alter the distribution and manifestation of energy deposition in and near sensitive 
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device regions both with respect to TID and SEE. Focused on the physical rather than functional, 

simulation and modeling tools with the capabilities of arbitrarily complex device construction 

and physics-based radiation transport provide a powerful tool in understanding and unpacking 

these mechanisms. 

The first chapter addresses background information regarding the physics and 

mechanisms of radiation effects in microelectronic circuits with a focus on relevance to the later 

discussion of 3D NAND memories, including stopping power and direct ionization, indirect 

ionization, and photon-matter interactions. 

The Monte Carlo radiation transport tool MRED is then introduced, which is used 

extensively throughout the work both in constructing models based on experimental data to 

account for radiation effects in the presence of 3D integrated circuit (3DIC) components, both at 

the general and specific level. Validated models of the physical device are extended in later 

chapters to account for overall chip response in multi-die packages in heavy-ion environments 

and to provide a distinction between total-dose response of two of the most common 

commercially available 3D NAND chips.  

The evolving landscape of 3DICs in general with its unique terminologies and 

technologies is also briefly introduced, followed by a much more detailed specific look at 3D 

NAND memories, including configurations, fabrication, and architectures. The current state of 

the art research in understanding radiation effects in 3D NAND is then presented from the 

available literature for both SEE and TID. 

Following these introductions, the next chapter presents a series of simulation results 

using MRED which explain how the characterization of energy deposition from heavy-ion, 

proton, and neutron environments is partially determined by the presence of general features 
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common to 3DICs (included in most 3D NAND devices) such as through-silicon vias (TSVs) 

and multiple vertically stacked metallization layers. 

After the review of device-agnostic general 3DIC structures, experimental and simulated 

data are presented in detail for a 72-layer 3D NAND chip from SK Hynix in which single-event 

upsets (SEU) were observed from directly ionizing protons at energies ranging from 500 keV to 

1.2 MeV. Iterative improvements to the MRED model are described which follow a trend of 

increasing complexity in order to better account for the physical mechanisms involved in actual 

devices. 

The fourth chapter addresses heavy-ion SEU in the 72-layer memory, both at the 

experimental and simulation level. The modeling efforts extend the analysis to similar 

technologies from other manufacturers which use a floating-gate process, and multi-bit upsets 

(MBU) are discussed within the context of the different cell operating modes of the device. The 

validated simulation model is then extended to provide insight into the cross-die characterization 

of heavy-ion SEU at both high and low kinetic energies, with implications for future testing and 

parts qualification. 

Chapter 5 concludes the technical section of the dissertation with an analysis of the dose 

enhancement effect compared between the two dominant types of 3D NAND (floating gate and 

charge trap) which take into account the presence or absence of multiple vertically stacked 

metallization layers. 

                                                 

I. Relevant radiation effects physics and terminology 
 

This section will introduce the basic mechanisms requisite to understanding the 

subsequent treatment of energy deposition in specific 3D NAND memory circuits. Specifically, 
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direct and indirect ionization mechanisms and the associated proton and heavy-ion environments 

are presented, along with photon-matter interactions at X-ray and gamma energy ranges and the 

dose-enhancement.  

Particles traveling in matter undergo energy loss through a variety of physical 

mechanisms which are dependent on the particle species and energy, as well as the properties of 

the material through which it travels. Particles are generally classified as either ionizing or non-

ionizing, which refer to the primary mechanism of energy deposition for the initial particle of 

interest. 

 

A. Direct Ionization  
 

Charged particles passing through materials lose energy in a process known as stopping. 

Equivalently, energy is deposited in a target material when an interacting particle travels through 

it. The energy loss per unit path length 𝑑𝐸/𝑑𝑥 describes how much energy is lost by the particle 

(or deposited in the material) and is described by the Bethe-Bloch equation [1]:  

 

where Na is Avogadro's number, re and me are the classical electron radius and mass, c is 

the speed of light, r is the density of the target material, Z and A are the atomic number and mass 

of the target material, z is the charge of the incident particle, v is the velocity of the particle, b is 

the standard v/c, g is relativistic term &1 − 𝑣! 𝑐!+  , I is the mean excitation potential, and Wmax is 

the maximum energy transfer possible in a single collision, and C, d are the shell and density 

correction terms, respectively.  
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Stopping power, when used in the context of this dissertation and in the field of radiation 

effects in microelectronics in general, refers to the density-normalized energy loss per unit path 

length in a given material.  This is commonly called Linear Energy Transfer, or LET: 

 

Figure 1.1 shows a cartoon example of an ion traversing a block of silicon material. 

Electron-hole pair production is shown as a column along the ion track. In an actual 

microelectronic circuit, other materials will be present which change the stopping characteristics 

of the ion. For the case of direct ionization, the electrons of a target material exert Coulomb 

forces on the ion which slows it down by absorbing energy and resulting in the excitation of the 

electrons. Electron-hole pairs created around the path of a traversing ion are then subject to the 

mechanisms of recombination, drift, and diffusion.  

If a group of electron-hole pairs generated from an ion strike is near the junction of an 

active device as shown in Figure 1.2, the electric field can sweep away carriers resulting in a 

transient current which can upset the operation of the circuit, or in the case of digital circuits 

such as 3D NAND, cause a stored bit to flip states resulting in a single-event upset (SEU). In 

silicon, the conversion between energy deposited and charge generated is based on an energy of 

approximately 3.6 eV required to excite electron-hole pairs resulting a conversion factor of 22.5 

keV/fC [2]. 

The equation for LET provides a way of estimating the energy deposited over small path 

lengths. Because LET is a differential quantity, the total energy deposited within a region of 

interest (1-dimensionally, between xf and xo) is given by the integral:  
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Figure 1.1. Cartoon of ion traversing a silicon cube, generating electron-hole pairs along the track 
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Figure 1.2. Cartoon representation of a heavy-ion striking the sensitive junction of a transistor and 

generating a transient current in the inverter [3].  

 
LET is variable dependent on the ion's kinetic energy, with a maximum stopping power 

occurring at what is called the Bragg peak as shown in Figure 1.3 for several heavy ions. 

Estimating the amount of energy deposited within a material thus requires small enough steps 

such that the LET is approximately constant.  This is achieved in Monte Carlo sampling as 

introduced later. If the path length of a step in the track is much smaller than the range of the ion, 

the energy deposition can be approximated as: 
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Figure 1.3: The Bragg peak for various ions in silicon [4]. 

 

B. Indirect Ionization  
 

Indirect ionization refers to charge generation that is the result of some secondary particle 

interaction with a material system, as opposed to a primary interaction as, for example, in the 

case of direct ionization from protons or heavy ions. Neutron environments specifically are a 

good example of indirect ionization; neutrons have no charge and thus do not interact via 

Coulomb forces while traversing a material system.  While ionizing particles can and do interact 

with materials via non-ionizing energy loss, the concepts are best introduced in the context of the 

neutron which does not participate in Coulomb forces. An outline of the different ways of 

classifying neutron interactions with matter is given in Figure 1.4. 
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Figure 1.4  Possible neutron reaction classified according to the paradigm of elastic vs. inelastic (top), or 

absorption vs. scatter (bottom) [5]. 

 
Recoils for neutron interactions with the nuclei of a target material can be classified as 

either elastic or inelastic. Elastic collisions are those in which the species of the colliding 

particles are preserved after the interaction, i.e., an incoming neutron hitting a silicon nucleus 

produces a recoiling neutron and a recoiling silicon nucleus.  Inelastic scattering is when an 

incoming neutron enters the nucleus, resulting in an excited energy state which then undergoes 

de-excitation via cascade and evaporation.  Inelastic scatters tend to dominate for Eneutron > 10 

MeV, at which energies the nucleus is much more likely to interact with individual nucleons 

rather than the nucleus as a whole. Elastic scattering, to contrast, "sees" the entire nucleus as a 

single object rather than individual nucleons [1]. Inelastic scatters are primarily responsible for 

the generation of energetic secondaries for neutrons with En > 10 MeV [6].  
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C. Photon-matter interactions and dose enhancement 
 

This section will introduce the concept of the dose-enhancement effect. Simulations using 

MRED have been validated in the study of dose enhancement [7][8] and will be extended later in 

this dissertation.  Photon interactions are of specific importance for TID testing of 

microelectronics.  Most TID testing is done at relatively low dose rates in either a gamma 

environment (commonly 60Co with a mean characteristic photon energy of ~1.25 MeV) or with 

lower energy X-ray sources such as an ARACOR. An example spectrum of X-ray energies used 

in ARACOR testing (and in the simulations described below) is shown in Figure 1.5, while a 

slightly higher peak is given in the Bremsstrahlung spectrum of Figure 1.6. 

 

 

Figure 1.5. 10-keV peaked X-ray spectrum, used in TID testing [9]. 
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Figure 1.6. 57-keV peaked Bremsstrahlung X-ray spectrum, used in TID & dose enhancement testing for 

[10]; the spectrum was produced using an X-ray converter with a Pelletron at Sandia. 

 

Dose enhancement is a materials-dependent effect that occurs when two (or more) 

adjacent layers of materials with different atomic numbers (Z) are irradiated by photons resulting 

in a non-equilibrium condition in the instant after irradiation for the electrons produced  [10] 

[11][12]. Dose enhancement is often reported using the dose-enhancement factor (DEF) which is 

defined as the ratio of excess to equilibrium dose in a given system. DEFs have been established 

with respect to material configurations and test environments. There are three mechanisms which 

govern photon-material interactions that are sufficiently energetic to produce ionization. These 

include: the photoelectric effect, Compton scattering, and pair production. Which mechanism 

applies in a given system depends on the energy of the photon and the Z of the target material 

[13]. While the probability for all three mechanisms is non-zero at most relevant energy ranges, 

three distinct regions of the parameter space emerge where one mechanism dominates in terms of 

carrier production.  Figure 1.7 shows the regions as a function of photon energy and Z for which 

each of these mechanisms is dominant. 
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Figure 1.7. Dominant mechanisms of photon-solid interactions as a function of photon energy and atomic 

number of the target material [10]. 

 

Because Compton scattering is directional and photoelectrons are emitted isotropically, 

there is a directional dependence only in the case of higher-energy photons (into gamma-ray 

energies) as shown in Figure 1.8. The range of the excess deposited dose is defined by the 

maximum range of the most energetic electrons generated in either layer. High-Z materials 

produce more electrons at a given incident photon energy than are produced in lower-Z 

materials, and so the resulting distribution of charge carriers in two adjacent material layers is 

discontinuous at the instant following irradiation. Such a discontinuity is considered the non-

equilibrium initial condition of the device post-irradiation; the time-evolution of the charge 

carriers therefore entropically tends towards establishing equilibrium through diffusion. In other 

words, the concentration gradient of charge carriers in a high-Z/low-Z material stack results in a 

net flow of carriers from high-Z to low-Z. The total dose per unit fluence in each layer is 
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therefore enhanced in the case of the low-Z material and reduced/depleted in the case of the 

high-Z material.  

It is important to note that these are relative terms; enhancement and reduction are 

understood to change the expected dose within a specific layer, but the expected dose must be 

explicitly and reasonably established. For example, it would not make sense to compare 

deposited dose in an oxide layer using only the oxide itself as a baseline for expected dose if, for 

unalterable design reasons, there must be a metal layer nearby. The question is rather which 

metal species results in a larger enhancement effect for a given environment and fluence relative 

to the other viable metals. Because there is very little relative enhancement for gamma-rays, 

gamma-irradiated devices have been experimentally used to establish the equilibrium dose in a 

device for a dose enhancement factor in X-ray environments. New 3D integrated designs present 

a multitude of such cases requiring detailed analysis.  

Monte Carlo methods are uniquely suited to study dose enhancement especially in more 

complex structures such as 3DICs; photon transport and scattering as well as electron generation, 

transport, scattering, and energy deposition are all highly stochastic processes which frustrate 

efforts aimed at closed-form solutions [14].  

 



 14 

 

Figure 1.8. Basic representation of the dose enhancement mechanism for X-rays and gamma-rays [12]. 

  



 15 

II. Monte Carlo radiation transport to predict device characteristics using MRED 

 
Monte Carlo Radiative Energy Deposition (MRED) [15][16] is the primary research tool 

used in the efforts of this dissertation. This section will introduce MRED and its capabilities, as 

well as important related concepts such as cross section, energy threshold. MRED is an 

application developed at Vanderbilt University based on the Geant4 toolkit [17] which provides 

the capability to conduct highly customizable simulations specific to radiation transport and 

energy deposition in semiconductor devices, and has been validated and used to reliably study a 

wide variety of radiation effects, including, among many others, dose enhancement [7][8], 3D 

integration [18][19], nuclear event contributions to Single-Event Effects (SEE) [20][21], 

Multiple-Bit Upset (MBU) [22], and Single-Event Upset (SEU) rate predictions for digital 

circuits [23].   

A block diagram of the architecture of MRED is given in Figure 1.9. Geometric 

structures are defined in MRED most often using a rectangular parallel-piped (RPP) -based 

geometry. Regions may be defined using common materials found in semiconductor systems or 

by implementing custom materials with unique densities and compositions. Structures in MRED 

are encapsulated within a randomization sphere, defined with a radius according to the half-

maximum chord length of the physical structure in the simulation as shown in Figure 1.10. 

Particles are generated on this randomization sphere according to one of many possible spatial 

and angular distributions. The most commonly implemented random spatial sampling methods 

are the directional flux, which approximates a unidirectional broad-beam environment, and 

isotropic flux which corresponds to the GCR environment at geostationary orbit and 

interplanetary altitudes in which particles are uniformly incident as a function of direction and 

angle.   
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Figure 1.9. Block diagram of the components of the MRED program [15]. 
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Figure 1.10. The default configuration and axes used in the MRED simulation world. Device geometries 

are conventionally constructed from negative to positive in the Z-direction, with a randomization sphere 

entirely enclosing the device. 

 
MRED is, as the name suggests, a Monte Carlo analysis tool. Monte Carlo is a method of 

whereby the convergence of some parameter(s) approaches an accurate and physically 

meaningful value based on the random sampling of relevant processes according to known 

probability distributions. In general, the larger number of sample points, the better the 

convergence. Monte Carlo is used to solve problems which are unwieldy or intractable via 

analytical methods. The problem of particle transport, energy deposition, and accumulated event 

tracking in geometric structures which must at least come close to accurately representing the 

complexities of a microelectronic circuit are perhaps the perfect combination of conditions to 

justify a Monte Carlo approach. Figure 1.11 demonstrates the ability to track both ionizing and 

non-ionizing energy loss in MRED, as well as the ability to export and analyze detailed track 

structures and secondary production. 
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Figure 1.11.  Track structure of neutron interactions in MRED. The primary neutron undergoes inelastic 

scatters which produces secondary particles. These recoiling secondaries deposit energy in the silicon 

substrate with direct and indirect ionization mechanisms, both of which are trackable in MRED. 

The central method of presenting distributions within regions of interest in this 

dissertation is a plot of what is known as an SEU cross section, usually as a function of LET or 

particle energy. Cross sections have units of cm2 and when normalized to the number of sensitive 

bits in, e.g., a memory chip such as 3D NAND, this is often reported as cm2/bit. Despite having 

the same dimensionality as area, the cross section is better thought of as a relative probability of 

a certain event (here, SEU) occurring at or above a given energy threshold. Calculating cross 

sections using MRED is one of the common uses of the tool, and the mathematics is given here 

as a reduction of the generalized rate equation for Monte Carlo analysis under appropriate 

constraints.  Weller et al. presented the following generalized rate equation for single event 

effects in [15]: 
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where 𝑃"(𝑧, 𝐸, 𝑢1, �⃗�, 𝑡#; 𝜉, 𝑡) is the probability per unit time that a particle 𝑧 with initial energy 𝐸 at 

(𝑥, 𝑡#)	traveling in the direction 𝑢1	will result in an effect during the interval 𝑑𝑡	at time 𝑡. 𝜉 is a 

single configuration parameter or set of configuration parameters on which the overall event 

probability 𝑃" depends (e.g., the critical charge 𝑄$%&'). The flux distribution of these external 

particles is given by Φ"(𝑧, 𝐸, 𝑢1, �⃗�, 𝑡#) such that the flux of all particles 𝑧, at all energies 𝐸  

traveling in all directions 𝑢1  as a function of position and time on the randomization sphere is 

defined.  𝐻(𝑥) is the Heaviside step function which in the surface integral constrains particles 

such that only those traveling inward from the surface −𝑛1(�⃗� 	 ∙ 𝑢1) of some arbitrary external 

sphere contribute to the overall event rate.  This is intuitively understood, as particles which at 

𝑡 = 0 in a simulated event begin with p0 to move away from the structure of interest cannot 

contribute to the overall event rate of that structure.  Γ(𝑧, 𝐸, 𝑢1, �⃗�, 𝑡#) is the local generation rate of 

a radiation source internal to the defined device, hence the volume integral is found in this term 

as opposed to the surface integral in the case of an external environment. For most MRED use 

cases, the internal environment of a semiconductor system is not radioactive and thus the second 

term can be safely ignored (this will be revisited later in the section on proxy environments). 

Several assumptions can be further made to simplify the rate equation to the level of 

practical applications using MRED. These include: 

• There is no internal radiation generation that contributes to the environment 
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Γ(𝑧, 𝐸, 𝑢1, �⃗�, 𝑡#) = 0   

• The flux is time independent Φ = 	Φ(𝑧, 𝐸, 𝑢1, 𝑥) 

• The flux is isotropic Φ = 	Φ(𝑧, 𝐸) 

• The effect occurs over a very short time period 

 

• The effect parameter 𝜉 is defined by the critical energy (𝜉 → 	𝐸$). Any amount of 

energy deposited above this threshold will result in a single-event effect, while 

events which deposit a lower amount of energy do not produce an effect. This 

necessarily leads to the next item: 

• The probability 𝑃" is uniquely determined by the amount of energy deposited 

𝐸(within the region of interest 

 

• In the case of a simple RPP model, 𝑃"(𝐸( , 𝐸$) reduces to a step function 𝐻(𝐸( −

𝐸$) and the overall event probability is governed by the density function 𝑝(. 

• The continuous probability density function 𝑝( is validly represented by the 

Monte Carlo engine through the event weight 𝑤& and the energy deposited 𝜀&  

such that 

 

The rate equation (1.1) taking these assumptions into account, is now given by: 
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Integrating over the surface and all angles gives 

 

where 𝜌 is the radius of the randomization sphere which encloses the world as previously 

introduced. The derivative of a Heaviside function is a Dirac delta function, and since 𝐸$ is the 

event parameter: 

 

which, substituting the expression in (1.2) for 𝑝( 	by applying the derivative to both sides, yields 

a differential rate equation: 

 

To arrive back at a rate equation, the integral is taken from 𝐸$ to infinity, as all energies 

above the critical energy contribute to the rate.  
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Discretizing Eq. (1.6) is the final step, which accounts for the fact that Monte Carlo 

methods must necessarily sample on an event-by-event basis for the remaining continuous 

quantities in the rate equation (Φ, in this simple case), approaching the continuous (and 

hopefully physical) limit as the number of samples 𝑁& becomes very large.  

 

Variance reduction technique can be further implemented, which MRED accomplishes by 

defining the individual event weight, 𝑤&, according to the product of the flux and the intrinsic 

weight along with a biasing factor β. 

 

In the case of a directional flux, the solid-angle integration is 1, not 4𝜋, leading to  

 

Histograms which sort events into energy deposition bins in MRED are accumulated 

during run-time, and the rate according to Eq. (1.9) is calculated by summing the weights in all 

bins where 𝜖& > 𝐸$, starting from the maximum energy bin 𝜖)*+ and proceeding to zero. MRED 

calculates the gun fluence unit which is defined as (𝜋𝜌!),- where 𝜌 is the half-maximum chord 

length of the defined device which serves as the radius for the randomization sphere.  Thus, 

normalizing sum of the weights as introduced and normalizing to the gun fluence unit and the 

total number of particles simulated in the run which generated those histograms yields an 

integrated cross section. 
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The units which result are cm2, which corresponds to the cross section for a device. More 

specifically, this is an integrated cross section for an event, which in practice is usually some 

single-event such as upset, latchup, functional interrupt etc. A differential (in energy) flux is 

calculated by normalizing the sum of the weights in each bin to the bin width (𝜖&.- − 𝜖&) and 

then normalizing to the total number of events simulated. The integrated event cross section is 

best understood as the relative probability of an energy deposition at or above the given energy 

threshold Eth occurring.  

Very often, the energy threshold is not known, or many energy thresholds must be 

considered for the same set of simulation configurations due to, for example, variations in 

sensitive regions of a device. It is typical and convenient to represent the integrated event cross 

section as a function of energy deposited, in which case the cross section for a range of possible 

critical energies can be read off. This means integrated from the highest energy bin to the lowest 

one, and can easily be accomplished in python by reversing an array with the normalized bin 

weights, executing a cumulative sum method, and the reversing the array again.   

In this dissertation, the term cross section, when applied to MRED results and unless 

explicitly stated as otherwise, refers to the integrated cross section for an event at or above a 

threshold (this threshold is usually given in the discussions which follow) and is calculated 

according to these methods.  

 

III. General structures and features common to 2.5D and 3D integrated 
circuits 
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Vertical integration of semiconductor devices is not an entirely new technology; patents 

for 3D integration methods go back to the 1980s [24], Nevertheless, the field is considered to be 

relatively new with rapid development occurring over the past decade. A large part of the 

motivation for this growth is driven by the desire in industry to achieve performance scaling in 

accordance with Moore’s Law [25]; Figure 1.12 shows projected scaling trends (as originally 

presented in 2005 [25]) according to the “More Moore” paradigm, which refers to industry 

efforts to increase the number of transistors per unit area on a chip by reducing the size of the 

transistors. The “More Moore” paradigm (i.e., continued scaling by developing smaller 

transistors) is beginning to run into physical limitations; feature sizes less than a couple 

nanometers present issues with electron tunneling and are difficult to reliably fabricate [26][27]. 

The “More than Moore” paradigm is presented as an alternative focus of innovative energy, in 

which scientists and engineers develop clever ways of integrating existing transistor technology 

to achieve higher levels of performance year by year.  

 

Figure 1.12. More Moore vs. More-than-Moore paradigm diagram. Efforts began over a decade ago to 

shift the focus to novel integration architectures as opposed to fabricating smaller transistors [25]. 
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Fabrication methods are quite varied in the 3DIC world. Figure 1.13 demonstrates the 

logical classification of the most common methods for achieving vertical integration [28]. 

Combined with the detailed overview of the classification and methods of 3DICs given in [29]  

(see Figure 1.14 and Figure 1.15) it becomes clear that 3DIC is a rather broad term which is 

applied for devices integrated in three dimensions from the wafer level down to the transistor 

level. Monolithic 3DICs are thus considered the “most” 3D in that the multiple active layers 

vertically stacked are all fabricated within the same process; System-in-package (SiP) and 3D 

Wafer-Level Packaging (WLP) are examples of integration which rely on vertically connecting 

chips which are usually (but not necessarily) fabricated in a traditional planar process. 

 

 

Figure 1.13. Flowchart of various fabrication methods for 3DICs [28].  
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Figure 1.14. Overview of the 3-D technology landscape, as defined by the 3-D insertion point in the 

electronic system wiring hierarchy” (from [29]).  

 

 

Figure 1.15. Three examples of common methods for achieving 3D integration between two chips. From 

left to right: face-to-face (F2F), face-to-back (F2B) and back-to-back (B2B) [29]. 

 

Some important advantages of 3DICs are decreased footprint, higher bandwidth, lower 

power consumption, faster operating frequencies, and support for heterogeneous integration 

[29][30]. Of course, there are trade-offs to consider as well: 3DICs are much more difficult to 

reliably fabricate, generally come at a higher cost, have considerable thermal and mechanical 

issues, and testing at intermediate fabrication steps is sometimes impossible. Within the different 

classifications of 3DICs there are likewise additional trade-offs to consider. Monolithic 3DICs 
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with gate-level and transistor-level designs for example have experimentally demonstrated 

advantages for overall package footprint, timing, and power consumption when compared to 

TSV-based designs, however they are generally more difficult and expensive to fabricate [30]. 

Some of the common applications for which there is a large demand for tighter vertical 

integration is in the field of stacked memories, CMOS+Sensor technologies, and high-density 

MEMS devices [31]. 

Putting all this nomenclature aside, there are certain features common to most 3DICs 

regardless of the specific implementation that may reasonably have a direct effect on the 

response of a device to various kinds of radiation. These are vertical-interconnect-access (via) 

lines, which are also known as Through-Silicon-Vias (TSVs) or Through-Package-Vias (TPVs). 

These are large metal columns used to achieve electrical connectivity between vertically layered 

chips or vertically stacked active devices within the same chip. 

 

TSV Depth / Diameter [µm] TSV Pitch [µm] Material Ref. 
 

 

230 / 80 180 Cu [34] 
 

120 / 60 650 Cu [34] 
 

50 / 15 20 - 50 W [35] 
 

6 / 1.25 2 - 15 W [18] 
 

14 / 1.2 2.5 - 4 W [33] 
 

50 / 5 - 13 10 W [36] 

 
Table 1.1. Common TSV materials and dimensions 

 

TSVs are present in a variety of configurations and materials depending on the 

technology. Tungsten and copper are the most common TSV materials, each with their own 
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advantages and disadvantages. Both materials usually require implementation using a via-middle 

or via-last integration. Tungsten has a Coefficient of Thermal Expansion (CTE) that is matched 

closely with that of silicon, but is generally more difficult to implement in 3D, especially for 

smaller TSVs [33] and introduces significantly more mechanical stress [37].  Copper has 

disadvantages as well, primarily the need for thermal pumping and failure due to 

electromigration when interfacing between TSVs and BEOL metals [33]. Table 1.1 shows the 

wide range of TSV geometries used in devices for both copper and tungsten.  A glossary of 

common TSV- and 3DIC-related terms is given in [29] which is reproduced in part here to 

summarize this brief introduction to vertical integration technologies: 

 

• 3D Bonding – an operation that joins two or more die or wafer surfaces together 

• 3D Stacking – 3D bonding operation that realizes electrical interconnects between 

device levels 

• 3D System-in-Package (SIP) – 3D integration using “traditional” packaging 

technologies 

• 3D Wafer-Level Packaging (WLP) – 3D integration performed after wafer 

fabrication (e.g., flip-chop redistribution, redistribution interconnect) 

• 3D System-on-Chip (SoC) – multiple-die SoC; 3D interconnects at the level of 

global on-chip interconnects 

• 3D integrated circuit (IC) -- 3D approach using direct stacking of active devices. 

The 3-D stack is characterized by a stack of front-end devices, combined with a 

common back-end interconnect stack. 
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In summary, the two most common features of virtually all 3D integration methods are 

the vertically stacking of active layers and the presence TSVs or similar structures to achieve 

connectivity between these active layers. The focus of the proposed work in the following 

sections centers on explaining in detail how these features may contribute to the response of 

3DICs to radiation environments, both in terms of total dose and single events. 

 

 

 

 

 

 

IV. Charge trap and floating gate 3D NAND memories 
 

Here, 3D NAND memories are discussed in detail. The general 3D NAND structure is 

introduced with distinctions made between charge-trap (CT) and floating-gate (FG) memories. 

Experimental results from proton, heavy-ion, and TID testing of both kinds (CT and FG) from 

the literature are summarized.  

A. General 3D NAND structures 
 

This section will introduce the specific memory device of interest and, use it as a 

representative guide of the technology, explore some common terminology and background 

information regarding the design and fabrication of 3D NAND starting at the materials level with 

the transistor and including a brief discussion of the circuit-level architecture. These foundations 

are important to contextualize the experimental data introduced below and will provide a 

framework for understanding the further discussion of those results. 
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3D NAND consists of vertical stacks of bit lines (BL) which are strings of transistors 

joined together from source to drain in a long line. A circuit-level schematic of the bit string is 

shown in Figure 1.16. The transistors store digital information in the form of trapped charge, 

either in a floating gate or in a charge trap material such as silicon nitride. The gate of each cell, 

which modulates the amount of stored charge during program operations, is controlled by the 

word line (WL) contacts.  

The example device used here from SK Hynix (and throughout this dissertation) is a 

specific 3D NAND design architecture known as pipe-shaped bit cost scalable (P-BiCS), which 

means that each NAND bit string is configured in a U-shape which begins and terminates at the 

top of the device with the source and drain select transistors. The 72-layer 3D NAND device is 

shown in Figure 1.17. The SEM cross section in the figure shows the memory array partitioned 

into an upper and lower region, separated by two dummy layers. The bright regions correspond 

to the tungsten WLs, and the dark regions between adjacent word lines are air-gaps intentionally 

included as part of the fabrication process in order to reduce the coupling capacitance from 

nearby WLs. This feature is important later in the discussion of experimental and simulation 

results for low-energy protons.  

A close-up image of the region around the dummy layers is given in Figure 1.18, which 

shows a slight misalignment of ~10 nm between the top and bottom half of the stack. There also 

appears to be a lack of uniformity in the cell structure for the dummy gates. The same report 

which contains the SEM images notes that these dummy layers are identical to the cells in the 

rest of the memory with the difference being that they are not electrically connected. No other 

structures are found at this interface [38]. 
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Figure 1.16.  Circuit-level diagram showing the p-BiCS NAND configuration. 

    

 

Figure 1.17. SEM images showing the evolution of the SK Hynix 3D NAND stack from initial 

configurations with 32 layers to the subject of the present study at 72 active layers [38]. 
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Figure 1.18. Close-up SEM image of the interface between the upper and lower region in the NAND 

stack [38]. 

 

Figure 1.19 shows a similar memory from the same manufacturer, where isolation voids 

are found between the WLs and shown much more clearly than in the figure above. These are 

included in NAND memories both at the planar and 3D level to reduce the capacitive coupling 

between adjacent word lines [39].  The voids in Hynix 3D NAND chips are filled with Nitrogen 

[39]. 
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Figure 1.19. SEM image of a Hynix 32-layer NAND. The vertically etched slits are clearly visible as dark 

regions between the word-line contacts [39]. 

 
The gate-all-around charge trap transistor is the core device in the memory array and is 

found at the intersections of the WLs and BLs. The cylindrical structure of the transistor is found 

in both CT and FG 3D NAND, and operate by pushing and pulling electrons from the poly-

silicon channel through the tunnel layer and into the trapping memory layer by applying strong 

electric fields. The trapped charge modifies the threshold voltage (Vth) characteristics of the 

transistor which is utilized for the read operation for a cell. 

3D NAND memories may be operated in a single-level cell (SLC), or multi-level cell 

(MLC), or triple-level cell (TLC) configuration, which corresponds to the 1, 2, or 3 bits of digital 

information stored on that transistor. SLC operation is generally more reliable, as a broader Vth 

window defines the logical state of the node. Figure 1.20 provides an illustration of the 

narrowing of the threshold voltage window to achieve higher memory density.  
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B. Floating gate (FG) vs charge trap (CT) 3D NAND 
 

Both 3D and 2D planar NAND technologies have used floating-gate (FG) and charge-

trap (CT) transistors for the cells of the NAND string. Figure 1.21 shows a cartoon of the two 

kinds of transistors for a planar transistor structure.  Floating gate 3D NAND uses highly doped 

polysilicon WLs in a gate-first fabrication method [43][44], while CT devices use metal (usually 

tungsten) in a gate-late fabrication process.  In floating gate memories, the FG is totally isolated 

and charge spreading from WL layer to layer is not likely (this is not the case for CT NAND as 

discussed later).  Electrons are stored in the floating gate for a programmed "0" state at the cell; 

erasing the cell thus involves the removal of electrons from the FG [45].  

Figure 1.20. Representation of the different operating windows for NAND memory cells. Increased 

memory density is achieved in multiple-bit cell operating modes at the cost of decreased reliability due to 

the more narrow Vth windows [41]. 
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Figure 1.22 shows the stack-level (a) and close-up (b) view of a FG 3D NAND device. 

Compared with the figures above for CT NAND, the lack of metallization throughout the stack is 

obvious. Tungsten contact can still be observed in the BEOL as is standard in all 3D NAND 

memories.  

The two different fabrication processes for FG and CT 3D NAND are shown in Figures 

1.23 and 1.24, respectively. FG 3D NAND uses a gate-first approach in which alternating layers 

of polysilicon and oxide are deposited, followed by the etching steps for the formation of the 

floating gate as shown in the figure. CT 3D NAND uses a gate-last approach in which the 

tungsten word lines are deposited, often with air-gaps as discussed above, as one of the last steps 

in fabrication. Charge trap 3D NAND (CT) stores charge in an insulating layer as opposed to a 

conducting floating gate. This has advantages such as removing interference between cells, using 

a smaller cell area, and better read and write performance [47]. The material used to store the 

charge at each cell node in the memory is one with a high density of trap centers such as silicon 

nitride [49]. Due to the nitride layer consisting of a single continuous structure which spans the 

entire vertical length of the bit string, there is a significant reliability issue posed by the 

Figure 1.21.  Planar (2D) charge trap transistor (left) and floating gate transistor (right) [43]. 



 36 

possibility of charge spreading resulting in data retention degradation and poor performance with 

respect to cell state distributions.   

 

 

 

Figure 1.22. SEM images of a FG 3D NAND cell. Note the lack of metal layers; FG processes use 

polysilicon for electrical connectivity throughout the memory array [44]. 
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Figure 1.23.  Fabrication process for FG-3D NAND. This is a gate-first method, as opposed to CT 

NAND. Alternating layers of oxide polysilicon are deposited on a substrate, followed by high aspect ratio 

etches for the string channels. The control gate layers are recessed and an inter-poly dielectric is 

deposited, followed by the floating gate material, a tunnel oxide, and then the polysilicon channel which 

runs the entire length of the string [44]. 
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Figure 1.24. Gate-last process used to fabricate CT NAND [48] 
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A cross section view of the two different kinds of 3D NAND is shown in Figure 1.25. 

The center of the channel column in modern devices is filled with oxide, resulting in a macaroni-

shaped ring of polysilicon (shown in yellow) which acts as the channel. The nitride layer in CT 

NAND is continuous along the channel, while FG regions are isolated by the oxide between each 

transistor layer and the inter-poly dielectric (IPD).  

 

Figure 1.25. Cross sections of CT (a) vs FG (b) cells [48]. 

 
The way in which bit strings and pages are configured and connected varies between 

manufacturers. The SK Hynix device which is the main subject of this dissertation uses a piped-

bit cost scalable (p-BiCS) configuration as shown in Figure 1.26. The channel forms a “U”-shape 

which both begins and terminates at the BEOL at the top of the memory stack. In the case of the 

72-layer NAND, this means that there are actually 144 logical levels per BL. 
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Figure 1.26. Schematic of p-BiCS memory, showing the bit lines (BL), source lines (SL), control gates 

(CG), select gates (SG), and pipe connection (PC) [50]. 

 

C. Literature review of radiation effects in 3D NAND 
 

Gadlage et al. showed directional dependencies in the bit errors of both planar and 3D 

NAND devices in 60Co environments, as well as a strong dependence on the operating mode of 

the NAND device (i.e., SLC, MLC, and TLC) [46]. These data are however not presented at the 

detailed level of effects as a function of depth in the NAND stack as in the subsequent studies.  

Figure 1.27 shows the increase in bits with errors as a function of the angular 

configuration of the incident photons from 60Co gamma cells. The three configurations used were 

directionally through the BEOL, through the backside, and a semi-isotropic configuration in 

which the DUT was placed in the center of a ring of gamma cells. All three operating modes 
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available on the chip (SLC, MLC, and TLC) were tested, with the increase in memory density in 

multi-level cell operation resulting in a much higher amount of data corruption as a function of 

total dose as shown in Figure 1.28. 

 

Figure 1.27. Angular dependence of TID-induced errors in 60Co gamma testing [45]. 
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Figure 1.28. Observation of increased bit error rates as a function of cell operating conditions [46]. 

 
Chen et al. presented a detailed review of heavy-ion and proton-induced SEU and single-

event functional interrupt (SEFI) in a SK Hynix CT NAND over a range of several LET and 

angular values [39]. Comparisons were made between the 3D NAND memory and a 2D planar 

NAND chip from Micron. While this is the first instance of a publication including both CT and 

FG NAND, only the CT device was 3D. A key finding in this work was that there is a data-

dependence on the upset cross section in the case of 3D NAND, meaning some data patterns 

written to the array were much more likely to upset than others; this effect was not observed in 

the case of 2D NAND. 

The heavy-ion induced SEU cross section as a function of LET from [39] is given in 

Figure 1.29.  Similar to the increase in errors due to TID at higher density operation, MLC 

operation in this experiment resulted in a higher cross section.  Figure 1.30 shows the upset cross 

section for proton-irradiated devices at SLC and MLC. As expected, the smaller threshold 

voltage window associated with MLC operation results in a much larger upset cross section. 
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Additionally, the cross section was observed to be higher at lower proton energies -- a result 

which is discussed and supported later as a part of this dissertation.   

Figure 1.31 shows that there is a fluence-dependence for SEU cross section, regardless of 

LET. At higher fluences, upset cross sections tend to decrease. It is proposed that previous upsets 

caused at lower fluences reduce the cross section at higher fluences due to an accumulation of 

upset regions with the device. As new ions penetrate the stack, higher fluences mean that the ions 

are more likely to interact in a region already previously upset, and thus not contribute to the 

cross section.  

 

Figure 1.29. SEU for CT 3D NAND in heavy-ion environments and as a function of operating mode [39]. 
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Figure 1.30. The proton-induced SEU cross section for the 3D CT NAND operated at SLC and MLC 

mode [39]. 

 

Figure 1.31. The fluence dependence of SEU in CT 3D NAND. Increasing fluence results in close to an 

order of magnitude variation in the SEU susceptibility of the chip [39]. 
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Bagatin et al. present several studies of 3D NAND, most of which focus on shift in the 

Vth distribution for different cell programming levels in FG devices from Micron [51][52]. In 

[52], the depth distribution of DVth for a 32-layer FG 3D NAND chip as a function of TID (X-

ray) is given. The observed distribution in arbitrary units is given in Figure 1.32.  The authors 

propose the narrowing of the channel as primarily responsible for the increased TID-induced 

DVth in the bottom part of the stack as shown in Figure 1.33.  

 

Figure 1.32. Results presented for 32-layer FG 3D NAND irradiated with a 10-keV X-ray source [52]. 
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Figure 1.33. Proposed mechanism for the increase in TID-induced ΔVth observed in the lower layers of a 

FG 3D NAND [52]. 
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The same authors presented a thorough study of the sample-to-sample variability in 

planar FG NAND technologies which showed significant DVth within and between manufactured 

lots [53]. Figure 1.34 shows the projected variability in DVth as a function of feature size in FG 

NAND technologies. It is noted that current 3D FG NAND is fabricated using a gate-all-around 

transistor with radii of less that 20 nm.  The proposed dominant mechanisms for this variation 

were random discrete dopants and interface-trapped charge, this highlights the importance of 

cell-to-cell, sample-to-sample, and lot-to-lot variability within 3D NAND chips from the same 

manufacturer. While these results focus more on the functional rather than physical approach to 

understanding radiation effects in 3D NAND, the conclusions are important to keep in mind 

especially as cell-to-cell variations are a central part of the data presented in this thesis.  

 

 

Figure 1.34. Predicted ΔVth variability in FG cells as a function of feature size [53]. 
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Wilcox et al. presented TID and SEE data for a 3D FG NAND from Micron [54]. The 

SEU cross section for heavy-ion-induced SEU is shown in Figure 1.35 with the same trend 

significantly increased SEU cross sections observed for devices operated in MLC mode. 

 

Figure 1.35. SEU cross section as a function of LET for 3D FG NAND in SLC and MLC mode [54]. 

 

Finally, Kumari et al. report a U-shaped profile in the distribution of bit-error rates (BER) 

due to shifted threshold voltages with a 60Co gamma source as shown in Figure 1.36 [55]. These 

results are similar to those presented above by Bagatin et al. for X-ray irradiated devices. The 

number of errors in both cases increases with larger TID. There are no known data in the 

literature for TID effects in 3D CT NAND.  In 2D NAND, FG transistors are much more 

commonly used than CT due to the increased control of the charge distribution for each cell. In 

most modern 3D NAND devices however, the CT SONOS configuration is ubiquitous, with the 

notable exception of Intel/micron which uses FG technology. 
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Figure 1.35. Distribution of bit error rates as a function of layer in the 3D FG NAND stack at two levels 

of TID under 60Co irradiation [55]. 

 

The current state of radiation effects testing on 3D NAND devices is summarized in the 

table below: 
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Chapter 2 
 

Simulation results of radiation effects in relevant 3DIC structures 
 

 

This chapter presents general simulation and modeling results of vertical integration in 

ICs.  While the focus of this dissertation is on explaining the mechanisms and specific device 

responses of various 3D NAND flash memories, the research presented here is intended to 

develop understanding about the general effects caused by structures commonly found in 3DICs 

and in most cases generally applies to 3D NAND flash devices.  

A "3D structure" in this case broadly applies to any feature of a 2.5D or 3D IC without 

which vertical integration would be impossible. Specifically, the structures of interest are 

through-silicon-VIAs (TSVs) and metal layers configured beyond standard BEOL 

considerations. There is no direct comparison to a specific device or circuit here, as the 

motivation for the study of these structures is based on features commonly found in a wide 

variety of chips, some of which are introduced below. 3D NAND uses TSVs and (in some cases) 

many active metal layers vertically stacked; the discussion on interposers likewise provides a 

basis for understanding the modulation of radiation environment over relatively long vertical 

distances, which is then applied in greater detail during the discussion on multi-die packaged 

NAND. 
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Taking this circuit-agnostic approach means focusing strictly on the material species and 

geometry selected for use in 3D structures. The modulation of the radiation response of devices 

as a function of the presence of different material species is addressed. 

In a sense, most physics-based simulation addresses the question of the impact of 

material selection and the effect of proximity to sensitive regions for those materials, albeit in a 

specific device of interest. For example, it is well understood that the presence of high-Z 

materials near sensitive circuit nodes results in the increased likelihood of a high charge 

generation single event in neutron, heavy-ion, and proton environments due to nuclear recoils 

[19][20][57][58][59][60]. The presence of high-Z materials can also result in an increased TID 

response due to the dose-enhancement effect [7][60]. 

Regardless of the material used in fabricating 3DICs with TSVs, it has been recognized 

for several years now that these structures pose potentially unique threats to device reliability in 

general and radiation reliability specifically; systematic studies are therefore required and have 

been called for [29].  

 

I. TSVs in neutron environments1 
 

In MRED, a 2 µm x 2 µm x 20 µm silicon wafer is defined as the substrate 

semiconductor material, with a 0.5 µm x 0.5 µm x 2.5 µm metal TSV structure embedded at the 

top (defined as the surface normal to incident neutron irradiation in the simulation world). 

Sensitive volumes were then constructed as regions in which energy deposition histograms are 

collected during the simulation. These were positioned directly below the TSV structure (again, 

 
1 Adapted from M. L. Breeding, R. A. Reed, K. M. Warren and M. L. Alles, "Exploration of the Impact of Physical 
Integration Schemes on Soft Errors in 3D ICs Using Monte Carlo Simulation," 2019 IEEE International Reliability 
Physics Symposium (IRPS), 2019, pp. 1-7. 
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relative to incident neutrons) at distances ranging from direct contact to up to 625 nm away in 

the substrate material. The dimensions of the sensitive volumes were set to 500 nm x 500 nm in 

the X-Y direction with varying levels of thicknesses from 10 nm to 250 nm. A cartoon of the 

general simulation structure is given in Figure 2.1. Neutrons were simulated as a directional flux 

(broad-beam) at energies of 14 MeV, 30 MeV, and 300 MeV. 

 

Figure 2.1. Simulation structure for TSV in MRED 

 

Copper, cobalt, tungsten, and ruthenium are the metal species used as the TSV; additional 

simulations were performed with silicon as the TSV material to provide a reference point by 
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which differences in the energy deposition response in the sensitive volumes can be 

meaningfully compared. 

The integrated cross section for a given threshold, sE,th, is given in units of cm2 (or cm2   

bit-1) and denotes the relative probability of depositing an energy Edep greater than or equal to 

some threshold energy Eth required to produce an effect in the circuit (commonly an upset, but 

Eth can refer to other effects such as latchup, transients, burnout, etc.). The energy deposited 

within a region is directly proportional to the charge generated within the region, usually 

expressed by the conversion factor 22.5 keV/fC for Si.  

Figure 2.2 shows the result of the integrated cross section for 30 MeV neutrons with Cu, 

W, and Si as the TSV materials. To compare the effects of these different materials on the energy 

deposited, a range of energy thresholds are considered (illustrated as vertical lines in Figure 2.2) 

where the intersecting points give the relevant cross section for a given system. This range is 

based on the minimum values of Qcrit as given in Figure 2.3 corresponding to relevant technology 

dimensions. 
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Figure 2.2. Example of integrated cross section plot generated from the energy deposition histograms for 

sensitive regions below a TSV. The vertical lines denote energy thresholds, i.e., the relative probability of 

depositing a certain amount energy (or generating a certain amount of charge) greater than or equal to the 

threshold value.  

 

Sampled at lower and higher thresholds, Figures 2.4 and 2.5 highlight the differences in 

response between simulations with 30 MeV and 300 MeV neutron environments for sensitive 

volumes 100 nm x 100 nm x 10 nm placed directly below the TSV structures composed of the 

indicated metals.  Simulations indicate that the metal layer effectively shields the sensitive region 

from energy deposition via neutron-produced secondaries regardless of metal species at 

sufficiently low thresholds.  Low energy neutrons do not produce high LET secondary fragments 

from high-Z targets.  Figure 2.4 demonstrates this effect, with all metal systems at lower cross 

sections than that of pure silicon for 0.44 fC. At higher thresholds and energies (Figure 2.5) this 
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shielding effect becomes a function of metal selection and thus of more importance for 3D ICs.  

High-Z materials such as tungsten are explored in detail as a function of energy in [19].  

 

 

Figure 2.3.  Critical charges for SEUs in SRAM technology as a function of feature size [61]. 
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Figure 2.4. Material response to 30 MeV neutrons; secondaries produced in the metal layers of the given 

species tend to not produce energetic recoils as frequently as those generated in silicon at 30 MeV. 

 

Figure 2.5.  300 MeV neutron response. At higher thresholds, tungsten and ruthenium result in 

significantly greater charge generation within the sensitive volumes than observed in other metals.  
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For 300 MeV neutrons, the presence and close proximity of some metals offer advantages 

preventing local soft errors, especially for Cu and Co at high thresholds.  Whereas, the tungsten-

modulated response is severely depressed in the 30 MeV neutron environment, a sharp rise in 

sensitivity for the 300 MeV results the highest thresholds. Ruthenium shows a response roughly 

equivalent to that of the more common copper and cobalt, with similarly amplified effects at 

higher thresholds for the 300 MeV results.  

 

 

Figure 2.6. Integrated cross section ratio for all four metal configurations with Qcrit = 0.5 fC. A large 

material-dependent response is seen for sensitive volumes the closer they are to the TSV structure. This 

response becomes less pronounces at higher Qcrit. 

 
As the differences in response between material systems are of primary importance, the 

ratio of cross sections within the full energy threshold range provides an intuitive way of 

comparing the response of material systems as the sensitive volume is moved farther away from 
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the metal layer. The cross-section ratio is the integrated cross section for simulations configured 

with a given metal is normalized to the configuration ran with silicon in the metal region, and is 

plotted in Figure 2.6 and 2.7 for 30 and 300 MeV neutrons; note that nearly an order of 

magnitude difference in soft error mitigation is suggested by simulations for sensitive volumes 

situated 50 nm or closer to bulk tungsten or ruthenium metal layers. The ratio for all four metal 

systems trends toward the baseline measurement (no metal present) as the sensitive region is 

moved further away. While differences still exist in the 30 MeV case out to half a micrometer, 

the shift is less than an order of magnitude. The same trends obtain for sensitive volumes of 

smaller dimensions. In the case of 300 MeV neutrons at a relatively sensitive threshold (1.0 fC), 

there does not appear to be significant variation as a function of material selection. 

 

Figure 2.7. 300 MeV neutrons result in a much less pronounced materials-dependent effect. 

 

While neutron effects are not included in the following analysis of 3D NAND structures, 

these results suggest further work to be done as TSVs are ubiquitous in all 3D NAND types, 
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whether CT or FG, often as contact vias for the WL staircase, and in some devices through 

sections of the memory stack itself between blocks to provide connectivity between the bit-select 

transistors and the control circuitry located underneath the stack. Additionally, secondary 

particles may be generated through nuclear reactions by neutrons in the BEOL as shown in 

Figure 2.8, or within the tungsten WL contacts in the memory array.  

 

 
 

 

Figure 2.8. Schematic of nuclear reaction occurring within a via layer in the BEOL of a circuit [3]. 

 

II. Dose-enhancement effects from vertically stacked metallization layers 
 

Several sets of simulations were performed using MRED to characterize the dose 

enhancement profile across various metal species commonly used in microelectronics as a 

function of overall depth at levels that correspond to 3D structures. These simulations are general 

in nature but apply specifically to 3D NAND both in the case of charge-trap (CT) NAND which 

uses metallization throughout the memory stack and in floating-gate NAND in which case 

multiple active die still contribute to a regenerative dose-enhancement effect due to the BEOL 
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and control circuitry under the memory array. The chief goal of this effort is to estimate the dose-

enhancement effect profile as a function of material (including both substrate and metal species), 

photon energy, depth, and directionality. Developing this understanding is of specific concern for 

TID testing of 3D NAND flash memories, which has been reported in the literature with X-ray 

and 60Co experimental configurations. 

Figure 2.9 provides a cartoon representation of the simulation structure in MRED. Sheets 

of metal were placed at regular intervals throughout an RPP structure, with each substrate region 

between the metal comprised of 250 nm thick sensitive detector regions. The metal species 

included in simulations were copper, cobalt, aluminum, silver, ruthenium, tungsten, and gold. 

Additional simulations were performed with the substrate materials (Si, SiO2) used in place of 

the metal. Recall that the dose-enhancement factor (DEF) is defined as the ratio of excess dose to 

equilibrium dose; structures of entirely substrate material composition thus provided the 

equilibrium dose. Photons were simulated at normal incidence, with an extra 2 µm above the top 

metal layer for equilibrium purposes. Simulations used the Fortran Penelope physics module in 

MRED which provides high fidelity electron tracking beyond the 250 eV limit in the standard 

MRED physics list. Monoenergetic X-rays and gamma-rays, as well as X-rays from the spectra 

presented in Figures 1.5 and 1.6 were selected. The thicknesses of the metals ranged from very 

small (25 nm) to rather large (250 nm) in order to cover a range of possible 3DIC-related effects 

(e.g., WL contacts within monolithic 3DICs to multi-die stacks in which contributions to the 

DEF from several BEOL regions might be expected).  
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Figure 2.9. Cartoon representation of the simulation structure for examining dose enhancement in chips 

with multiple vertical levels of metallization. 

Figure 2.10 shows the distribution of DEF as a function of depth and material for metals 

spaced every 1 µm for the two X-ray spectrum. Rather than falling off after the first metal layer, 

each additional layer of Z-mismatched material regenerates the excess dose relative to the 

equilibrium state. The effect is much more pronounced for higher-Z materials, and for the higher 

energy spectrum. In Figure 2.11, the spacing between the metals is extended to 5 µm, and the 

DEF distribution is seen to form a “U”-shaped profile between the metal regions. In the case of 

low-energy X-rays (10 keV), the DEF falls off to 1 (meaning no excess dose) beyond the 250 nm 

substrate regions directly in front of and behind the metal layers. This lack of DEF is not 

apparent in Figure 2.10 with smaller spacing.  
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Figure 2.10. Dose enhancement at low and medium X-ray energies for 100 nm of metal (spaced every 1 

µm). 
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Figure 2.11. Dose enhancement at low and medium X-ray energies for 100 nm of metal (spaced every 5 

µm). 

 

Figure 2.12 shows individual tracks of electron generated within a metal layer taken from 

the same simulation configuration as the other figures for an increasing number, N, of incident 

photons. The smaller regions bound by white in the figure correspond to the metal, while several 

sensitive detectors make up the space between the layers, with the first ones closest to the metal 

region from which generated electrons are shown highlighted in green. Looking at the individual 

track structure, it becomes clear that the "U"-shape in the DEF profile is due to a significant 
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portion of electrons either scattering directly backwards relative to the incident photon, or 

eventually traveling in that direction after numerous scattering events.  

 

 

Figure 2.12. Visualization of electron tracks within the simulated structure for incident X-ray-energy 

gamma primary particles. There is no discernible directionality to the spreading of the electrons 

(qualitatively; quantitatively there are directional dependencies) leading to a dose-enhancement effect on 

both sides of the metal layers relative to the beam path.  

 

It is also worth noting the rather strong dependence on incident photon energy in its 

ability to produce a dose-enhancement effect. The lower energy X-rays sampled from the 10-keV 

peaked spectrum have a much more sharply defined shape as well as a significantly smaller dose 

enhancement factor. The regions directly adjacent (within 250 nm according to the data as 

presented) to metallization are much more likely to experience a large DEF in the presence of 

high-Z metals such as tungsten. There is minimal effect due to lower-Z metals such as copper, 

with DEF falling to 1 for all metal species beyond a distance of around 1 µm from metal layers 

100 nm thick and smaller in either the forward or backward direction (see Appendix 1 for 

profiles due to thicker mono-over layers). 
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Figure 2.13. Dose enhancement at low and medium X-ray energies for 25 nm of metal 

(spaced every 1 µm) 
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Figure 2.14. Dose enhancement at low and medium X-ray energies for 25 nm of metal (spaced every 5 

µm) 

 

Slightly higher X-ray energies however do result in a significant DEF value both for 

high- and low-Z metals even when spaced up to 5 µm apart. This starts to fall off with metals 

that are less thick (Figure 2.14), but only in the case of lower-Z metals such as copper, 

aluminum, and cobalt. Over twice the equilibrium dose can still be delivered to regions out to 5 

µm from what is in practice a very small thickness of metal (25 nm). For example, this is of 
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particular note when considering the tungsten word line contacts used in 3D NAND structures, 

as the thicknesses involved in such devices are usually slightly more than 25 nm. 

Finally, the results from 60Co gammas are shown in Figures 2.15 and 2.16. Recall from 

Figure 1.8 that the dose-enhancement effect is much more pronounced in the with X-rays than g-

rays. Due to the long simulation times required for gammas in MRED, thicker metal layers were 

used and only copper and tungsten results are presented. There is still however a dose-

enhancement effect observed in all cases, meaning that although considering this effect is much 

more important for TID testing in low- to medium-energy X-ray environments, there is 

potentially a significant contribution to the dose beyond equilibrium for devices tested in gamma 

environments, especially if the DUT has larger metallization layers. An effect due to < 50 nm 

thick tungsten word lines in a 3D NAND memory for example would be much less pronounced 

than that due to the BEOL metallization. DEF from the BEOL in gamma environments has been 

observed experimentally in 3D NAND before [45]. 



 68 

 

Figure 2.15. Dose enhancement at the two characteristic g-ray energies for 250 nm of metal (spaced every 

1 µm). 
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Figure 2.16. Dose enhancement at the two characteristic g-ray energies for 250 nm of metal (spaced every 

5 µm) 
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Chapter 3 
 

Direct ionization from low-energy protons in CT 3D NAND2 
 

 

This chapter presents experimental and modeling data for direct ionization from low-

energy protons in a 72-layer charge trap (CT) 3D NAND chip from SK Hynix.  Experimental 

data was taken by collaborators at NASA-Goddard, with results presented showing the SEU 

upset profile as a function of physical depth in the NAND array. Initial simulation efforts are 

presented, with unique characteristics in this experimentally-observed distribution motivating 

more detailed and higher-fidelity sets of simulations which provide mechanistic explanations for 

what was observed.  

The work presented here has shown that 3D NAND is susceptible to SEU from protons 

with energies of at least 500 keV and that there is a large amount of variation in the number of 

upsets per WL level as a function of the incident proton energy which enables a direct 

observation of a traversing Bragg peak. Additionally, in 3D NAND chips which include high 

aspect ratio nitrogen-filled voids between adjacent WLs, simple methods of estimating radiation 

transport such as SRIM are insufficient for accurate predictions.  A related finding is that the 

high aspect ratio etches result in a significant change in the SEU cross section between normal 

incident proton irradiation and isotropic or angular irradiation as is more commonly of interest 

for space environments. The very low-density voids extend the effective range of protons which 
 

2 Partially reprinted with permission from E. P. Wilcox et al., "Observation of Low-Energy Proton Direct Ionization 
in a 72-Layer 3-D NAND Flash Memory," IEEE Trans. Nucl. Sci, vol. 68, no. 5, pp. 835-841, May 2021. 
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boosts the overall cross section of the device (although not necessarily at the page level).  

Findings also suggest that the intrinsic variability in the electrical characteristics of the cells of 

3D NAND arrays may still be large even after accounting for effects arising from materials and 

geometry which motivate future work to be done.  

 

I. Experimental details 
 

A 4 Tb, triple-level cell (TLC) 3D NAND flash device (part number Hynix 

H25QFT8F4A9R-BDF) which contains eight stacked die in a plastic 132-ball low-profile ball 

grid array (LBGA) was tested experimentally at NASA Goddard Space Flight Center (GSFC) 

using both heavy ion (presented in Chapter 4) and low energy (< 1 MeV) proton beams.  

Each die within the package contains 512 Gb of TLC 3D NAND charge-trap flash 

memory. The core voltage (VCC) is nominally 3.3 V, while the I/O (VQCC) is 1.8 V. As discussed 

in the introduction, the memory density of 3D NAND depends on the cell operating condition; in 

the case of this device, the maximum memory capacities as introduced above correspond to TLC 

operation mode (3 bits per cell).  

For the testing done in both proton and heavy-ion (discussed in the next chapter) 

environments, the device was operated exclusively in single-level cell mode (SLC) which results 

in a lower overall memory capacity but has the advantage of enhanced retention and increased 

device endurance, both of which are very likely to be desirable trade-offs for practical 

applications in space environments.  

The decapsulated package is shown in Figure 3.1. Devices were prepared for testing by 

chemical/laser decapsulation to remove the plastic packaging material, which is necessary for 

ground-based heavy-ion testing using particles with lower range than the high energy particles 
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typically found in a natural space radiation environment. This is especially important for 

examining low-energy protons, as the range of protons at 1 MeV in silicon is just over 16 µm; 

with any significant amount of packaging material in addition to the BEOL layers, no protons 

would be able to make it far enough into the die to result in energy deposition events in the 

memory array.  

 

Figure 3.1. Decapsulated eight-die H25QFT8F4A9R-BDF 3D NAND package mounted on test board for 

heavy ion (see Chapter 4) and proton experiments. 

The flash memory chip was powered by an external Keithley 2230-30-1 power supply for 

all erase, program, and read operations. The control signals and data were generated by a 

custom-built test board which included an ARM Cortex-M4 microcontroller running up to 240 

MHz and providing effective test data rates of roughly 10 MB/s. The low-energy proton testing 

was performed at the NASA-GSFC Radiation Effects Facility (REF) using a 2 MeV Van de 

Graff accelerator. An aluminum masking plate was used to protect the test board from any 

possible electrical charging effects in the beamline as shown in Figure 3.2.  The device was 

powered off during all proton irradiations and error correction codes (ECC) were not 

implemented. Fluences between 107 and 108 /cm2 were achieved over a test period of 100 

seconds, with the lower fluences used to evaluate the possibility of cross-section modulation as a 
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function of fluence; operational runs and the resulting data presented below were for higher 

fluences closer to 108/cm2. The total ionizing dose per run for proton irradiations ranged from 

281 to 409 rad(Si), for a cumulative dose of 7.22 krad(Si) over all irradiation at all proton 

energies. Between runs, the device was verified for functionality, erased from the previous run, 

and re-programmed with pre-rad errors saved as a mask. A single decapsulated device not 

previously irradiated was tested with 45 blocks per pattern (around 255 MB per pattern) using 

SLC mode.  

 

Figure 3.2. Reverse view of the test board mounted in the Van de Graff accelerator for proton testing 

(top), with a closeup of the aluminum masking plate on the front of the PCB (bottom). 
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The energy width of the beam was specified by the facility to with 2% at the DUT, with 

the energy level calibrated to a solid-state detector against a known source. The Faraday cup 

current used to compute flux is measured with an electrometer verified with a calibrated current 

source to within 10% agreement for each run.  

 

 

II. SRIM simulations 
 

Figure 3.3 shows a scanning electron microscope image of the 72-layer NAND structure 

used in this study. To achieve near stopping protons in the 3-10 µm layer of interest, appropriate 

proton energies must be chosen. Stopping Range of Ions in Matter (SRIM) calculations were 

performed to provide estimates of the range of protons in a simplified uniform silicon block 

(very roughly approximating the 3D NAND device), thus providing a general overview of the 

kinds of depth- dependence trends in energy deposition expected as the Bragg peak of the 

protons moves through the structure. Figure 3.4 presents the results of these simulations, which 

clearly show the Bragg peak shifting as a function of proton energy from a maximum deposition 

around 5 µm deep all the way past 20 µm. If direct ionization from protons irradiation is to be 

observed at all in these devices, energy deposition events from protons at these Bragg peaks are 

most likely to be the cause. Accounting for the 4-6 µm of BEOL materials (and recalling that the 

device is decapsulated), direct ionization from protons will be observed and furthermore the 3D 

structure of the NAND memory array will enable visualization of this traversal of the Bragg peak 

at different energies.   
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Figure 3.3. Close-up SEM of the 72-layer memory array. 

 

 

Figure 3.4. Simulation of proton LET as a function of depth in a monolithic silicon block for the proton 

energies used experimentally. Protons of different energies enter from the left at a depth of 0 µm and slow 

as they travel deeper through the material.  The energy loss from this slowing is plotted as the 

instantaneous LET on the ordinate. 
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III. Proton testing results 
 
 

The SEU cross-section from proton irradiation is shown in Figure 3.5, with a clear 

dependence on proton energy for all data patters tested. The characteristic peaking of direct 

ionization is present at an energy of approximately 700 keV; errors tail off rapidly as energy 

decreases because the beam is no longer able to penetrate the memory stack. At higher energies, 

the range is no longer a limiting factor, but the increased energy of each particle results in a 

lower LET, reducing total upset counts. Eventually as proton energy increases further, indirect 

ionization resulting from nuclear interactions should become the dominant source of proton-

induced SEU [63].  

Analysis of the proton SEU data within the three-dimensional volume confirms the 

predicted movement of the Bragg peak from the surface of the die to the base of the memory 

stack. Proton upsets were sorted by active physical device layer (0-71) then plotted as a series of 

histograms. Selected energies are shown in Figure 3.6 to illustrate this movement of the Bragg 

peak. The vertical axis of Figure 3.6 is the physical depth in the material stack up of the NAND 

memory array, while the horizontal axis corresponds to the number of errors counted in that 

layer. For the lowest energy tested (500 keV, left in Figure 3.6) only a small number of errors 

occur in the top-most memory layers.  The distributions at 600 and 650 keV show a distribution 

of errors that fits remarkably well with the expected visualization suggested by SRIM over 

approximately the top 30 layers. At 1000 keV, relatively few errors occur throughout the entirety 
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of the memory stack, and the distribution is noticeably more uniform as a function of depth, 

which is attributed to the fact that the LET is more or less constant within the active device 

layers for these energies. 

 

Figure 3.5. SEU cross-section vs. initial proton energy 
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Statistical evaluation indicates that the number of cells expected to receive multiple 

proton strikes at these fluences is insignificant and does not account for a significant portion of 

the proton-induced upsets. Figure 3.7 shows a mathematical expectation of the number of cells 

receiving a single hit versus two or more hits for a given fluence based on a bins and balls 

problem approach. The single-hit curve is calibrated to overlay the heavy ion data taken at low 

LET (again, heavy ion data is discussed in more detail in Chapter 4). The proton data have the 

expected 1 decade per decade slope of the single-hit line and are several orders of magnitude 

higher in occurrence than the estimated double-hit data. 

Figure 3.6. Histograms of errors by layer as proton energy increases from 500 keV (left) to 1000 keV (right). 
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Characterizing the pre- and post-irradiation behavior of the device leads to a couple 

different ways of determining an SEU cross section for a charge trap device. The previous cross 

sections reported were calculated using the total number of post-irradiation errors minus the total 

number of pre-irradiation errors within sets of 45 blocks for 4 different data patterns each (0x00, 

0xFF, 0xAA, and PRN). However, a closer look at the data shows that there are some cases in 

which the raw number of pre-irradiation errors is greater than the number of post-irradiation 

errors, which would lead to a negative cross section.  

Figure 3.7. Expected number of cells with single and multiple particle strikes for given 

fluences, overlaid with heavy ion and proton experimental data. 
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Instead of a bulk subtraction to account for the intrinsic errors after the write operations 

which occur in most non-volatile memory devices, the explicit cell addressing can be mapped 

between the two sets of data (i.e., pre- and post-irradiation errors). The SEU cross sections using 

this method are reported in Figure 3.8. A consequence of this method of data analysis is that 

some of the intrinsic errors which appear in the pre-irradiation state are no longer observed post-

irradiation. These are not included in the revised cross section calculation however, because 

although it is possible that proton-induced SEU 'fixes' some of the bad bits (i.e., moves the 

logical value in a previously bad cell to the correct one), during normal operation of the chip 

error correction codes mark and mask bad bits to ensure that data is not actually written to them.  

The next section further explores the layer-by-layer error distribution, including the 

apparent discontinuity of data between 650 keV and 700 keV, a Monte Carlo simulation 

approach is also used as a part of this analysis.  
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Figure 3.8. SEU cross section as a function of proton energy. Pre-irradiation errors which do not re-

appear in the post-irradiation data are not considered. 

 

IV. Initial MRED simulation structure for 3D NAND 
 

Using SEM images of the 3D NAND device as a guideline, the simulation model is 

constructed as shown in Figure 3.9. The back-end-of-line (BEOL) is defined with thicknesses 

and materials also taken from the SEM images of the device. It fills the entire 10 µm x 10 µm 

simulation world size (in the x- and y- dimensions), with the memory array below defined within 

the center 5 µm x 5 µm region; the material outside this center area is set to SiO2 (transparent in 

the figure). Immediately below the BEOL are three layers of tungsten which are 25 nm thick. 

These represent the three layers of control gates which sit on top of the memory array. The 
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memory stack itself then contains 79 more layers, each consisting of a transistor layer, followed 

by a 25 nm layer of SiO2. Each transistor layer contains a repeated pattern of 3 regions tiled 

across the array. These material regions are W, TiN, and SiO2, of (x, y) dimensions (5 µm, 100 

nm), (5 µm, 55 nm), and (5 µm, 100 nm) respectively. Four dummy layers are included at the top 

of the stack, and two more dummy layers are defined at layer number 40. The only difference 

between the dummy layers and the standard transistor layers is the lack of sensitive detectors in 

the dummy layers (i.e,. no energy deposition is tracked). 

Sensitive detectors are set as SiO2 regions 30 nm thick and 50 nm in the x- and y-

directions, tiled uniformly throughout each transistor layer in the TiN region adjacent to the 

tungsten word-line. This approximately corresponds to the physical size of the transistors in the 

memory array (the actual size is slightly smaller).  During simulation, the energy deposition 

events for all sensitive detectors within the same layer (vertically) are tabulated in a single 

histogram; no (x, y) information about the hits is retained. Each sensitive region has a unique 

sensitive detector attached so that multiple-bit upsets do not artificially increase the cross section 

for a single bit. 
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Figure 3.9. Initial simulation structure in MRED. 

 

The material composition of the transistors is of course in reality more complex than 

simply SiO2, with each transistor containing silicon nitrides, silicon and aluminum oxides, as 

well as the polysilicon channel. However, each new physical boundary in MRED forces a 

stepping action for tracks which traverse the region, and as each of the 72 vertical layers in the 

simulation already contains 361 sensitive detectors, including these extra boundaries would 
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significantly increase the computation time required while providing very little if any difference 

in terms of the overall energy deposition profile as a function of depth in the stack. The key 

assumptions made in this model are: the densities of the transistor materials are sufficiently 

similar to that of SiO2 to allow for full material substitution, that the BEOL may be 

approximated as full metal layers, and that upsets are caused by charge deposition events which 

occur in the immediate physical vicinity of the transistors which make up the memory array.  

As the number of simulated events accumulate, the resulting distribution for a sensitive 

detector approaches a limit which ideally has some physical significance. By integrating the 

event counts over the energy deposition bins of the histogram from high to low energy and 

normalizing to the simulated fluence, one obtains a cross section (in units of cm2). The cross 

section taken at a specific energy, Ecrit, corresponds to the relative probability that a single event 

will generate Edep within the volume such that Edep > Ecrit, where Ecrit is the energy required to 

induce an upset. Linear energy transfer (LET) is defined as the density-normalized stopping 

force of an ion (r 𝑑𝐸/𝑑𝑥).  If the path length l of an ion is small compared to its range, the LET 

can be approximated as a constant value and the critical energy calculated by:  

𝐸$%&'	 ≈ 𝐿𝐸𝑇	𝜌	𝑙 

The LET values from the heavy ion experiments are used to approximate 𝐸$%&'	 of this 

device. Using the smallest LET value from the heavy ion testing (1.16 MeV cm2/mg), taking the 

thickness of each transistor to be 30 nm (from SEM images), 𝐸$%&'	for this device is 

approximated as 9.2 keV (or 𝑄$%&'	~ 0.41 fC). 

MRED simulations were completed at proton energies of 500 keV, 600 keV, 650 keV, 

700 keV, 800 keV, and 1 MeV, with the ion beam randomized over the top surface of the 
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structure in a unidirectional flux. The total number of ions sampled in each run is at least 14 

million, which corresponds to a total fluence of at least 1013 cm2.  

Figure 3.10 summarizes the results of the simulations described above. The cross section, 

which represents the relative probability of generating sufficient charge to induce an upset at a 

node in the memory array, is given as a function of the proton energy and depth in the stack. The 

notable difference between simulation and experiment is the lack of events at 700 keV below 

layer 40 which may be caused by any combination of the approximations used in the model, such 

as defining the BEOL using full layers of just metal (not including oxide), having range cuts set 

to 1 µm, or the simplified geometry and materials of the transistor layers. Additionally, the 

experimental data show a step-like feature between layers 30 and 40 at proton energies greater 

than 650 keV.  There are many possible reasons for this feature, including an alternative material 

structure in the two dummy layers which exist within this range, or the possible presence of 

functional circuitry at this depth. The total cross section as a function of proton energy was 

calculated using differences in the density between silicon and silicon dioxide to account for the 

intrinsic cell variation within the 3D NAND (see Figure 3.11). The general agreement is good if 

slightly underestimated compared to the experimental data, but refinements to the MRED model 

are the next step.  
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Figure 3.10. Depth profile of simulated proton-induced upsets in 3D NAND memory array using the 

simplified configuration as shown in Figure 3.9. 

 

 

Figure 3.11. Simulation data (in red) shown together with the experimental proton cross section. 
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Not only are the general shapes in the depth profile consistent with the experimental 

results (see Fig. 3.6), but the average cross section values over the entire depth of the stack are 

also on the same order of magnitude as those observed from experimental proton testing. In this 

model, the transistor area is approximated as pure SiO2 while the actual transistors have other 

materials as mentioned above. Using the densities of SiO2 and pure silicon to bound the range of 

material densities present in the physical transistor structure, there is strong agreement with the 

range of cross section values recorded from experiments (Figure 3.6). 

 

 

V. Resolving differences between experimental data and MRED predictions 
 

To summarize, there are two main discrepancies between experimental and simulated 

data as presented so far:  

1) Seemingly nonphysical jump in event counts between 650 keV and 700 keV proton 

energies with the corresponding change in the shape of the upset distribution spread as a 

function of depth in the stack. Whereas upsets in the top layer follow a well-behaved 

distribution which seems to almost match with the movement of the Bragg peak perfectly, 

there is significant spreading out at higher energies.   

2) The step-like feature roughly halfway through the memory stack that is visible in Figure 

3.6 for proton energies at or greater than 700 keV.   

The initial simulations performed made several assumptions that might contribute to 

these differences with the experimental data. These include simplified material configurations, 

uniformity of the bit line channels, monolithic BEOL configurations, lack of TSV and WL 

contact materials adjacent to the memory stack, and an approximated general structure with 
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dimensions based on limited access to detailed SEM images. It is clear that more detailed 

simulations are required to account for whichever features are actually present in the NAND 

stack which were not previous captured, or vice versa.  

This discussion so far assumes that the discrepancy is the cause of a materials/geometry 

effect only, and not the result of some experimental, circuit or architectural-level effect. It is 

worthwhile to explore these alternative possibilities in detail before continuing with more 

detailed simulations and results.  

The first of many explanations is that the proton energies at the test facility were not as 

tightly tuned as possible, meaning the jump in number of events as a function of depth between 

650 keV and 700 keV was actually due to a larger shift in proton energy.  This is unlikely 

however as the shift in the apparent Bragg peak throughout the stack at other energies behaves 

very much as expected. The facility at NASA-GSFC is routinely used to qualify mission-

essential parts and the technical staff confirmed the precision with which the test was performed 

when asked for verification. Additionally, this would not account for the step-like jump in error 

counts at halfway through the stack. 

It is possible that the errors recorded were "bad bits" in the memory array already, 

however these were characterized and subtracted out as a filter between each run. If these were 

responsible, we would expect to see the same bits upsetting over and over again regardless of 

proton energy. this is not observed. 

Another possibility is that there is control or peripheral circuitry which is responsible of 

the upsets observed at the lower depths/higher energies in question, resulting in a masking effect 

which makes certain bits “appear” bad in the readout while the bits themselves were not upset 

(i.e., akin to functional interrupt). This is unlikely however as devices were irradiated in a 
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powered-off state and there are no known non-volatile memory elements which make up the 

peripheral circuitry.  Effects from upsetting peripherals would also be more likely to result in 

patterns at the page- or block-level; the experimental errors show none of these suggestive 

patterns.  Circuit level effects would need to be susceptible to upset from direct ionization from 

protons, which requires relatively low critical charges.  

The question then arises of where the control circuitry is located for the NAND array.  As 

a deductive exercise, it turns out not to matter in terms of explanatory power (although the 

question will be answered). The options are either on top, on the bottom, or, taking into account 

the step-like jump in events at layer 32, halfway through the stack. If we then assert that control 

circuitry is upsetting due to the proton irradiation (at this point no matter where such circuitry is 

located), giving the ultimate appearance of upsets within the memory cells and leading to the 

apparently nonphysical jump in events at lower depths for 700 keV and higher, then peripherals 

on the top are safely ruled out as we would expect errors to "appear" throughout the entire stack 

when such circuits at the top would be subject to proton irradiation at the Bragg peak for the 

lowest energies tested (i.e., 500 keV). For these lower energies however, the distribution follows 

a very clean and expected trend with no significant quantity of patterned (or otherwise) errors 

appearing in the bottom half of the stack.  

Similarly, peripheral controls on the bottom of the NAND stack cannot be responsible for 

the sudden jump in events at 700 keV, considering the range of protons at 600 keV and 650 keV. 

The distribution of errors tapers off in the 700 keV data set, and assuming that the protons were 

able to penetrate much further to control circuitry at the bottom of the stack removes the need for 

such an explanation in the first place, as they would also then have sufficient range to cause the 

upsets themselves through direct ionization.  
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The third and final possibility is that the supporting circuitry is somehow halfway 

through the stack. Focusing on the step feature, we note that it occurs at the same depth of almost 

exactly halfway through the stack in all energies from 700 keV and up. This suggests a possible 

architecture-level effect related to the peripheral circuitry. However, because the device was 

irradiated in a powered-off state, this would require non-volatile elements in some midway layer, 

for which there is no evidence, nor is there any in the literature for control circuitry being 

positioned halfway through a memory array in that manner. In fact, TechInsights reported at the 

Flash Memory Summit in 2019 that Hynix stacked NAND have no additional layers between the 

top and bottom half of the memory array [38]. Furthermore, published material shows that SK 

Hynix uses a PUC (peripheral-under-cell) configuration as shown in Figure 3.12 and Figure 3.13. 

To summarize, control circuitry is ruled out as a likely cause for the upset distributions observed 

due to the test conditions and the architecture of the device. 

 

Figure 3.12. Peripheral-under-cell (PUC) architecture is used for Hynix 3D NAND devices [49]. 
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Figure 3.13. Two different peripheral circuitry configurations used in 3D NAND devices [63]. 

 

 

VI. Updated and higher-fidelity simulations of the 3D NAND structure 
 

If the circuit or architecture-level causes mentioned above are effectively ruled out, we 

should see if the experimental data can be explained through something overlooked in the 

structure, materials, and geometry of the chip. Figure 3.14 provides a closer and more detailed 

look at the data; Three separate plots are shown for each energy: 1) the raw events mapped to the 

logical level in the memory by page number and byte address, 2) the raw events mapped to the 

physical level in memory by byte address, and 3) the histogram of events over this second 

physical mapping as previously introduced. The majority of events follow the trends observed in 

the histogram data, but because the data was checked for bad bits between irradiation, these 
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errors must be from the protons.  This data clearly show that upsets do, in fact, occur throughout 

the memory array at all depths for all energies, a detail which is easy to miss when focused on 

the histogram-level data as presented in Figure 3.6. 

 

Figure 3.14. Upset distribution as a function of depth for selected energies. 

 



 93 

It is possible that some of the variation in the depth profile is due to intrinsic 

nonuniformities in the cell threshold voltages. Part of the fabrication process for 3D NAND 

involves very high aspect ratio etches to create the string channels. These etches necessarily 

taper off as shown in Figure 1.33 at the lower levels.  This doesn't account for the events 

observed deep in the memory stack at low energies however, and while there are certainly other 

factors which might contribute, the focus here is on explaining how the uniquely 3D structures 

involved in 3D NAND modulate the radiation response which must be considered for test design 

and part analysis and qualification. 

Several assumptions went in to the original MRED model as presented earlier in this 

chapter. To account for the 3D structure contributions to the observed depth profile for upsets, a 

much higher fidelity structure was created in MRED to address these assumptions. The updates 

to the MRED structure included: 

• Gate-all-around transistor geometries (as opposed to block detectors) 

• Detailed BEOL from BL contacts to M2 (not monolithic) 

• Vertical air-gap voids included between WLs as in the physical devices 

• Full range of materials used rather than the silicon/SiO2 approximation 

• Proper p-BiCS configuration with respect to geometry 

• Contact fanout and TSVs included adjacent to the structure 

• 10 nm offset between top and bottom half of stack accounted for 

 

Figures 3.15 – 3.18 visually show how these various features were included in the MRED 

simulation structure. Each vertical transistor layer contained 680 sensitive detector collections 

for a total of over 55,000 cells in the entire NAND stack. 



 94 

 

 

Figure 3.15. Render of the advanced 3D NAND simulation structure in MRED, including the contact 

fanouts and TSVs. 
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Figure 3.16.  Render of the 3D NAND cell geometry viewed in the bit line direction. The WL material is 

shown in green (tungsten and silicon used), with the pink showing N-filled air gaps. The circle regions 

correspond to the gate-all-around transistors which make up the cells of the memory array. 

     

Figure 3.17. MRED 3D NAND model, with focus on the transistor structure. 
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Figure 3.18. Detailed MRED simulation structure as viewed in the WL direction. The BEOL is structure 

based on the p-BiCS configuration, with monolithic copper placed at level M3 and above in the 

simulation.  

Figure 3.19 shows the simulated physical layer-level SEU cross sections for up to four 

regions of charge deposition. Unsurprisingly, there were no major shifts in the trends observed 

due to the materials selection in the four different region, and other work in the literature [52] 
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suggest that only the charge trap layer and the tunnel oxide contribute significantly to the 

manifestations of radiation effects in these kinds of devices. 

 

 

The updated depth distribution of proton errors using the higher fidelity simulation deck 

is given in Figure 3.20. While the results still do not align perfectly with the experimental data, 

there is a marked improvement in terms of general agreement. The distributions shown are more 

spread out and show that the inclusion of voids allows for upsets deep within the memory stack 

even at low proton energies (although the probability of these errors is expectedly small). 

Additionally, there is a slight appearance of the step-like feature at layer 32 due to the 

misalignment account for in the update MRED deck, as well as the two dummy layers in the 

middle of the overall stack. While present, this is a small feature in the general trend and 

suggests that, while the physical features discussed above are at least partially responsible, 

functional mechanisms likely play a key role as well. Figure 3.21 presents the SEU cross section 

Figure 3.19. Simulated SEU probability distribution per layer for 800 MeV protons. 
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as a function of incident proton energy for normal incidence protons. The bands in the plot 

correspond to Qcrit values representative of SLC operating mode, and the cross sections are given 

in the case of both sensitive detector configurations. The SEU cross sections were calculated 

over all WL levels, regardless of whether events occurred at that level and energy or not.  

 

 

Figure 3.20. Depth distribution of proton-induced upsets from the high fidelity MRED model. 



 99 

   

 

Figure 3.21. Single event upset cross section range based on range of Qcrit values corresponding to SLC 

operation as a function of initial proton energy. 

  

The presence of voids in the vertical dimension through the high aspect ratio slits 

between WLs suggest an angular study as well. Figures 3.22 to 3.24 show the depth distribution 

of upsets on the same scale as the previous plot (at normal incidence) for incidences of 15◦, 45 ◦, 

Figure 3.22. Depth distribution of proton-induced upsets from the high fidelity MRED model for proton 

incidence of 15◦ 
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and 70◦. As can be seen, for small angles there is not much change at all in the likelihood of a 

proton reaching the lower levels of the device. At 45◦ the lower energy protons begin to be 

filtered out. 

 

Figure 3.23. Depth distribution of proton-induced upsets from the high fidelity MRED model for proton 

incidence of 45◦. 

 

Figure 3.24. Depth distribution of proton-induced upsets from the high fidelity MRED model for proton 

incidence of 70◦. 
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Considering the intrinsic DVth variability in 3D NAND, we can then plot the total SEU 

cross section as a function both incident proton energy, proton angle, and cell operating mode. 

As expected, there is a significant increase in event rate for MLC and TLC operation. The fact 

that the protons at higher angles of incidence are less likely to cause upsets throughout the whole 

stack at low incident energies also means that the cross section here is significantly reduced 

regardless of operation mode. Simulations were performed at normal incidence, and 15, 45, and 

70 degrees using the advanced simulation structure which included the air-gap spacings. Figures 

3.25 to 3.27 present the SLC, MLC, and TLC distributions of SEU cross section as a function of 

initial proton energy for all four of these angular configurations. The bounded ranges capture the 

intrinsic cell variability. There is very little difference in all cases between normal incidence and 

15 degrees, while the steeper incident angle mean that fewer to none of the protons are able to 

penetrate far enough into the chip to cause an upset. Additionally, there is very little difference in 

terms of the final total cross sections between using just the CT region as sensitive in the 

simulation vs. using both the CT and tunnel oxide regions.  
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Figure 3.25. Single event upset cross section range based on range of Qcrit values corresponding to SLC 

operation as a function of initial proton energy for a range of incidence angles. 

 

    

 

Figure 3.26. Single event upset cross section range based on range of Qcrit values corresponding to MLC 

operation as a function of initial proton energy for a range of incidence angles. 
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Figure 3.27. Single event upset cross section range based on range of Qcrit values corresponding to TLC 

operation as a function of initial proton energy for a range of incidence angles. 

A final set of simulations was performed to characterize the effects of the air-gap voids 

between WLs and to determine event rates for the 72-layer Hynix 3D NAND in a trapped proton 

environment across all 8 die in the package. Figure 3.28 gives the spectrum used in these 

simulations, which accounted for 100 mils of Al shielding at an altitude of 20,200 km with an 

inclination of 55 degrees (GPS orbit).  

 

Figure 3.28. Trapped proton spectrum used for event-rate simulations. 
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 Simulations were performed using both an isotropic flux and a directional (normal 

incidence) flux with the proton energy distribution in Figure 3.28 sampled on a log-basis. While 

the normal incidence flux doesn’t correspond to any real space environment, it is useful in 

visualizing the cumulative effect of multiple void regions over all 8 die. For critical charges that 

correspond to the SLC operational mode (approximately 0.3 fC and greater), there is an order of 

magnitude difference in the event rate that is not accounted for using monolithic simulation 

structures. A similar increase in event rate is observed in the case of an isotropic flux, although 

the magnitude of the difference between simulation configurations is much smaller. Because the 

air-gap is a high aspect ratio region, the probability of the same kind of effect as seen in normal 

incidence where the effective average range of a proton in the package is extended is less likely 

to occur in an isotropic environment. For other angles, the air-gap regions mean that there is less 

material available to stop protons in the memory array, making energy deposition more likely to 

occur at or near a transistor rather than in the very low-density region of the air-gap. 

 
Figure 3.29. SEU error rate for the 512 Gb/die / 8 die 72-layer Hynix 3D NAND as a function of critical 

charge. 
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Chapter 4 
 

Heavy-ion-induced upsets in 3D NAND 
 

 

This chapter introduces single-event effects in heavy-ion environments for the same 72-

layer 3D NAND device as the previous chapter. Experimental data from the same GSFC 

collaborators is included, with validated simulation results using the MRED model which was 

also previously introduced.  

The MRED model is extended to study intra-die upsets and multi-die effects for 

packaged memories with multiple vertically integrated NAND die in a single chip. Simulations 

show that there is roughly an order of magnitude increase in the heavy-ion-induced SEU cross 

section across the range of cell operating modes (SLC, MLC, and TLC), that test conditions 

which do properly account for a multi-die packaging of the NAND chip can significantly 

underestimate the actual SEU cross section in high energy environments such as space, and that 

FG 3D NAND in general exhibits better performance (i.e., lower cross section) when it comes to 

SEU  than CT 3D NAND due to the lack of metallization within the vertical stack near the 

sensitive regions of the transistors.  Little significant intra-die variation in the SEU profile is 

observed, except in the case of particles near the Bragg peak close to the end of range. 
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I. Experimental details for SEU in 72-layer CT 3D NAND3 
 

Heavy-ion testing was conducted at the Lawrence Berkeley National Laboratory’s 

(LBNL) 88” Cyclotron facility. Most testing was performed at normal incidence, but certain 

angular irradiations with multiple axes of rotation were performed to evaluate three-dimensional 

angular dependencies. The test setup at the facility is pictured in Figure 3.2, and the specific ion 

beams used are listed in the top section of Table 4.1, with surface linear energy transfer (LET) 

and ranges independently computed with SRIM 2013. 

Heavy-ion testing for single-event upsets (SEU) was performed with static, unpowered 

irradiations to remove any secondary effects caused by control circuitry or page buffer upsets 

and limit data errors to true bit cell upsets in the memory array. Each run was typically 

performed to a fluence of 1x106/cm2 with a flux between 2x104/cm2/s and 9x104/cm2/s.  Sixteen 

blocks each of four data patterns (all zeros, all ones, checkerboard, and pseudorandom), totaling 

about 85 MB per pattern, were programmed and read back prior to each irradiation. Errors 

existing prior to the run (common with any advanced flash memory) were masked for analysis. 

Testing was performed in vacuum at room temperature, and the heavy ion SEU cross-section is 

shown in log-log format in Fig. 4.1.  The trend of SEUs plotted in Fig. 4.1 shows a roughly 

powerlaw relationship between SEU cross-section and LET down to the lowest LET tested (1.2 

MeV cm2/mg). No error-free LET threshold could be identified with the heavy ion beams 

available, which was confirmed with the observation of direct ionization from protons as 

discussed in Chapter 3.  

A data pattern dependence is observed in the heavy ion data, with fully erased cells (“all 

ones” pattern) essentially impossible to upset, “all zero” pattern most susceptible, and mixed data 
 

3 Partially reprinted with permission from E. P. Wilcox et al., "Observation of Low-Energy Proton Direct Ionization 
in a 72-Layer 3-D NAND Flash Memory," IEEE Trans. Nucl. Sci, vol. 68, no. 5, pp. 835-841, May 2021. 
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patterns somewhere in between. Such a relationship suggests direct mapping of logical bit value 

to physical cell program state, and has been shown in previous NAND flash memories, including 

from the same manufacturer in [39]. 

 

 
 

 
Heavy ion Energy [GeV] MeV/u LET [MeV-cm2/mg] Range in Si [mm] 

14N 0.224 16 1.16 0.470 

16O 0.256 16 1.5 0.421 
40Ar 0.640 16 7.3 0.254 
63Cu 1.008 16 16.5 0.190 
84Kr 1.344 16 25.0 0.182 

28Si 1.344 48 2.1 1.68 
56Fe 3.528 63 5.6 1.69 
84Kr 5.040 60 10.5 1.28 

132Xe 11.352 86 18.7 1.71 

48Ti 28.800 600 0.99 83.37 
84Kr 33.600 400 3.2 28.81 

132Xe 46.200 350 7.7 16.45 
181Ta 61.902 342 13.6 12.76 
197Au 19.700 100 32.0 1.79 

 

Table 4.1. Heavy ion selection for simulations. The top corresponds to the test ions used as presented 

above, while the middle and bottom ions are for ions of similar LETs but much higher energies and 

ranges.  
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Experimental and simulation results for the SEU cross section are given in Figure 4.1. 

The relationship between logical address and physical memory layer was experimentally 

determined using heavy ion bit upset tracks as a reference, as shown in Fig. 4.2 and previously 

demonstrated in [54]. Each NAND string within the array is 144 bits long, with a U-shaped 

tunnel at the base of the structure. The heavy ion SEU data are processed first by grouping the 

word lines in sets of 144 and then reversing lines 72-143 such that line 0 and 143 both represent 

the top-most physical layer and lines 71 and 72 are the bottom-most. As an example, 1225 MeV 

Kr ions created the vertical stripes in Fig. 4.2 when normally-incident ions upset a series of cells 

in the same address but across multiple layers.  

Figure 4.1. Simulation results (left) using the simplified 3D NAND model and 

experimental data (right) for SEU cross section as a function of LET 
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Figure 4.2. Heavy ion tracks in the 3D NAND memory stack. 

 

 

II. Characterizing heavy-ion SEU in multi-die 3D NAND packages 
 

Table 4.1 contains the ion species, energies, and LETs used in the MRED simulations of 

heavy-ion SEU in 3D NAND. The three sections correspond to low, medium, and high kinetic 

energy ions. These energies were selected from available tables for the Texas A&M test facility, 

the Lawrence Berkeley ion beam lab, and the NASA Space Radiation Laboratory (NSRL). Mass 

and energy ranges for the ions were chosen such at 16 MeV/u to match experimental data as 

presented above, while the higher kinetic energy ions were chosen to have roughly the same LET 

values but much larger range than in the case of 16 MeV/u.  
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Mechanisms for relative charge generation within the cells are also considered, with the 

transistors positioned more closely to the tungsten word-lines exhibiting a larger cross section 

than those further away. This trend holds for both low and high energy ions throughout the entire 

wire-bonded stack of die.  

 Figures 4.3 and 4.4 show a cartoon representation and actual image of multi-die stacking 

in 3D NAND. As mentioned previously, the 72-layer Hynix device is packaged with 8 512 GB 

TLC dice for a total of 4 Tb. Each die in the simulation has a group of 82 vertical layers of 

transistors with 680 transistors per layer. For die positioned lower in the stack, the structure is 

repeated with the only difference being that the die above do not have sensitive detectors 

attached and thus do not track energy deposition.  

 

 

Figure 4.3. Multi-die simulation structure.  
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Figure 4.4. Example of multi-die 3D NAND package [64]. Each die for stacks up to and in some cases 

over 1 mm contain individual stacks of 3D NAND memory. 

 

Experiment and simulation of 3D NANDs have, up until now, only considered the top die 

in a chip, which, in reality, contains 8 wire-bonded die stacked vertically as shown in Figure 4.4 

and 4.5. Other studies in 3D NAND devices have also only focused on the top layer. Extending 

the MRED simulation model in this manner gives valuable insight into how these chips might 

responds as a whole in, for example, low vs. high kinetic energy heavy ion environments. The 

question of testing and qualification is of particular importance here, as heavy ions over the same 

range of LET values but different kinetic energies result in different cross section profiles both 

within an individual stack and more drastically across multiple die vertically wire-bonded 

together.  

The heavy-ion data presented in the first section of this chapter characterized the single-

event upset cross section as a function of LET using ions at an energy of approximately 16 

MeV/u. Because 3D NAND chips are packaged vertically with multiple die in an overall 
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package spanning upwards of 500 µm in some cases, it becomes important from a parts 

qualification standpoint to consider whether the upset cross section and event rate for a chip as 

determined for the top die only accurately describes the overall performance of the entire chip.   

The natural space radiation environment consists of particles which exceed common test 

energies by a wide margin. This section will describe a detailed set of simulations done using the 

most advanced MRED model of the 3D NAND stack based on a charge-trap configurations to 

characterize the upset cross section over common LET values over an entire packaged device 

with up to 8 NAND memory arrays per chip.  

Figures 4.5 to 4.7 show MRED predictions of the change in SEU cross section per die per 

layer with the low-energy (16 MeV/u) ions on top and the high energy ions on bottom. Plotted on 

the y-axis is the SEU cross section and each plot from left to right represents a 3D NAND die. 

Within the plot for each die is shown the SEU upset cross sections as a function of physical 

vertical layer within the die. Ions are shown with a range of LETs of approximately 1 to 30. 

Within each die plot, the left side corresponds to the top of the die and the right to the bottom. 
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Figure 4.5. SEU cross section, as predicted by MRED, as a function of die in a multi-die package and 

depth within each die for 3D NAND operating in SLC mode. 

 
 
 

 
Figure 4.6. SEU cross section, as predicted by MRED, as a function of die in a multi-die package and 

depth within each die for 3D NAND operating in MLC mode. 
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Figure 4.7. SEU cross section, as predicted by MRED, as a function of die in a multi-die package and 

depth within each die for 3D NAND operating in TLC mode. 

 
From the mostly flat lines within these die plots, there does not appear to be any 

significant intra-die layer dependence on the heavy-ion response of the devices whether at high 

or low kinetic energies and regardless of the operating mode of the cell. The more steeply 

sloping distributions shown in the fourth and fifth die for the 16 MeV/u ions is due to larger 

fluctuations in LET as ions near the end of their range in the package. In addition to this ranging 

out of higher LET ions at 16 MeV/u before reaching the bottom chips, there is substantial inter-

die variation between the top die, where ions are closer to the Bragg peak at two or three die into 

the stack than they were at the top level, resulting in SEU cross sections within those die to 

increase. Little effect is seen in the case of SLC operation, but over an order of magnitude in the 

case of TLC cells. Related to this result, we notice that the spread of SEU cross section values is 

much wider in the case of large kinetic energy ions for cells programmed in TLC mode. 
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To gain more insight into these intra- and inter-die variations, the Figures 4.8 to 4.13 

show the total upset cross sections, as predicted by MRED, as a function of LET for all three 

operational modes (SLC, MLC, TLC), first for sensitive detectors corresponding just to the 

charge trap region of the transistor (Figs. 4.8 to 4.10), and then with energy deposition collected 

for both the charge trap and tunnel oxide regions included (Figs. 4.11 to 4.13).  Previous results 

in the literature have shown that charge deposition in both the tunnel oxide and the floating gate 

of NAND memory cells can contribute to the overall DVth [52], and while the specifics will 

certainly vary between manufacturers (and potentially within manufacturers), these simulations 

provide reasonable bounds for CT NAND with similar transistor sizes and configurations. 
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Figure 4.8. Cumulative cross sections, as predicted by MRED, over all NAND arrays in 8-die package for 

cells operated in SLC mode (CT region sensitive) 
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Figure 4.9. Cumulative cross sections, as predicted by MRED, over all NAND arrays in 8-die package for 

cells operated in MLC mode (CT region sensitive) 
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Figure 4.10. Cumulative cross sections, as predicted by MRED, over all NAND arrays in 8-die package 

for cells operated in TLC mode (CT region sensitive). 
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Figure 4.11. Cumulative cross sections, as predicted by MRED, over all NAND arrays in 8-die package 

for cells operated in SLC mode (CT + tunnel oxide sensitive). 



 120 

 

Figure 4.12. Cumulative cross sections, as predicted by MRED, over all NAND arrays in 8-die package 

for cells operated in MLC mode (CT + tunnel oxide sensitive). 



 121 

    

Figure 4.13. Cumulative cross sections, as predicted by MRED, over all NAND arrays in 8-die package 

for cells operated in TLC mode (CT + tunnel oxide sensitive). 
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The vertical bars in these plots correspond to approximate ranges of Qcrit for the different 

operating modes, or, equivalently, the average intrinsic in DVth variation for the technology. The 

SEU cross section increases by roughly an order of magnitude between SLC and MLC cell 

mode. 

The difference between the simulations in which the tunnel oxide is present as a region 

which contributes to upset is noted by a smaller difference between cross section curves for the 

two testing ion energy ranges over the whole range of LET values. Simulations in which the 

charge trap only is treated as sensitive show differences of up 3-5x in the SEU cross section as a 

function of LET, and in both cases the 16 MeV/u ions at higher LETs begin to fall off as the die 

index increases. 

The implications of these results are several. First, designing experiments for part 

qualification of a 3D NAND for heavy-ion susceptible must take into account the package-level 

configuration of the chip. While the previous experimental heavy-ion results presented at the 

beginning of this chapter were obtained using a decapsulated chip within which only the top die 

was accessed for read/write operations, researchers attempting to characterize or qualify a part 

without such considerations or testing capabilities must be careful to select a range of heavy-ion 

beam values which ensure that ions will not range out within the package, or risk significantly 

underestimating the SEU vulnerability of the DUT especially for high LET values. The other 

side of this observation is that the significantly longer range of low LET particle even at 

relatively low kinetic energies ensures very little difference in the obtained SEU cross section 

regardless of the energy of the beam used. As shown in the previous chapter however, for the 72-

layer Hynix NAND device (and most likely others of similar design) a minimum threshold LET 

below which no single events are observed was not found. This motivated the experiments and 
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simulations for detecting upsets from directly ionizing protons which have a maximum LET of 

just over 0.5 MeV-cm2/mg.  

Figures 4.14 and 4.15 show the cumulative SEU cross section for the three operating 

modes in question over all LET values simulated with low kinetic energy ions (16 MeV/u) in red 

and higher energy ions in black. In these plots, the total cross section is taken for all die in the 

package regardless of whether ions ranged out or not. It is worth pointing out that in some 

commercial chips already on the market, the number of die within the package may be at least 

double what is presented here, which would certainly increase the discrepancy between event 

cross sections within the different energy regimes as more low energy ions would range out and 

not contribute to any events in the buried cells. 
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Figure 4.14. Cumulative cross sections, as predicted by MRED, over all CT NAND arrays in 8-die 

package for cells operated in all three modes. Energy deposition collected for both the charge trap 

regions for each cell. 
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Figure 4.15. Cumulative cross sections, as predicted by MRED, over all CT NAND arrays in 8-die 

package for cells operated in all three modes. Energy deposition collected for both the charge trap and 

tunnel oxide regions for each cell. 

 
 

The above distributions are given for the CT NAND configuration with tungsten WLs. In 

Figures 4.16 to 4.18, the same simulations were performed with polysilicon WLs to approximate 

the response of an FG 3D NAND. The same kinds of trends and effects as discussed above apply 

in the case of FG 3D NAND, with only one slight difference in that the upset cross sections 

determined by using lower energy ions is slightly larger than those simulated at higher energies. 

Once again, there is an increase in the SEU cross section for higher bit density operating modes, 

and the fall-off of particles ranging out in the lower half of the package is clearly seen. Plotting 

the cumulative upset cross section over all 8 die as done above is shown in Figure 4.19. 
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Figure 4.16. Cumulative cross sections, as predicted by MRED, over all FG NAND arrays in 8-die 

package for cells operated in SLC mode 
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Figure 4.17. Cumulative cross sections, as predicted by MRED, over all FG NAND arrays in 8-die 

package for cells operated in MLC mode. 
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Figure 4.18. Cumulative cross sections, as predicted by MRED, over all FG NAND arrays in 8-die 

package for cells operated in TLC mode. 
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A key difference between the two configurations in these cumulative plots is that the 

upset cross sections for all three operating modes are significantly lower at high LET values and 

for all ion energies than shown in the presence of tungsten WLs (Figure 4.16). Figure 4.20 

supports the finding that the presence of high-Z metallization for the WL contacts throughout the 

NAND array is responsible for an increase in the upset cross section especially at high LETs. In 

this plot, the contributions to the overall SEU cross section within a CT NAND simulation with 

tungsten WLs at 16 MeV/u ions is broken into two sets of data which correspond to the relative 

proximity of each charge collection transistor region to the WL in the p-BiCS structure. 

Figure 4.19. Cumulative cross sections, as predicted by MRED, over all FG NAND arrays in 8-die 

package for cells operated in all three modes. Energy deposition collected for both the charge trap 

and tunnel oxide regions for each cell. 
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Transistors closer to the tungsten WL have a larger cross section than those further away, 

although the logical structure of the p-BiCS configuration means that each BL is near the WL on 

one side of the "U"-shaped string and far away on the other. In FG technologies, the only 

increased cross section due to high-Z materials comes instead from the BEOL and the TSV 

structures adjacent to the memory array, which are present in CT NAND as well. As a whole, FG 

NAND is therefore, from a physical mechanism standpoint, preferable for parts in a heavy-ion 

environment. 

 

Figure 4.20. The cross section for cells positioned closer to the tungsten word lines is noticeably larger at 

higher LET than for those positioned farther away. 
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Chapter 5 
 

Total dose effects and mechanisms in 3D NAND 
 

This final chapter introduces simulations based on the previous MRED model of the 72-

layer 3D CT NAND to provide a mechanistic understanding of previously published 

experimental results which report depth-dependent TID-induced threshold voltage shift (DVth) 

for 3D NAND devices irradiated in X-ray and gamma environments.  Floating gate transistors 

are shown to have significantly less TID-induced DVth throughout the memory stack than CT 

transistors due to the presence of high-Z tungsten WL contacts in the case of CT 3D NAND. 

Dose enhancement effects from the BEOL metallization are observed in both cases, with a fall-

off observed as a function of physical depth in the memory consistent with generalized structure 

DEF results as already presented in the case of FG 3D NAND where the BEOL is the largest 

metal region near the cells.  This fall off suggests better TID performance for FG 3D NAND 

especially for newer technologies with more vertical layers. These trends between CT and FG 

NAND in TID-induced DVth are observed in both normal and backside irradiation, with the 

strongest effects obtained at X-ray energies of 50 keV.  
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I. Monte Carlo simulation details for dose enhancement in CT and FG 3D 
NAND 

 

Previous experimental results reported in the literature have suggested [53] and 

discounted [50] large dose-enhancement effects in 3D NAND, but no studies are found which 

approach the problem from a mechanistic modeling standpoint while also considering important 

variations in devices from different manufacturers. 

There are a couple key features to consider. The first is that very little experimental data 

from X-ray and gamma-ray TID testing is available, and some of the reported results do not have 

the shifts in DVth reported at the level of depth/WL [45]. Another important consideration is that 

variability of DVth intrinsically is expected in these devices and accounted for with error-

correction code (ECC).  

The final key to understanding the distribution of TID in 3D NAND is the structural 

differences between CT and FG 3D NAND. To recap, FG NAND uses polysilicon WLs as the 

gate contact for each memory cell in the array; CT NAND uses metal (most commonly tungsten) 

as the WL contact. This means that for two seemingly similar devices in terms of functionality 

and application, recalling the results presented in Section 2.3, it is actually likely that the 

presence of high-Z materials throughout the NAND array results in a significantly stronger dose-

enhancement effect for CT NAND than is observed in FG NAND. Characterizing and 

quantifying this effect due to the relative change in high-Z materials between devices is the focus 

of this final chapter, in which it is shown that the dose enhancement profile varies significantly 

for common TID test environments between CT and FG NAND.  
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Simulations were performed with MRED of the detailed structure as described in Figures 

3.15 to 3.19, which takes into account the proper BEOL metallization and the voids within the 

NAND array between adjacent WLs. Additional simulations were performed with a modified 

structure which includes a sheet of tungsten situated 1 µm from the bottom of the p-BiCS 

structure which accounts for the metallization associated with the CMOS peripheral circuitry 

commonly found in most 3D NAND devices regardless of manufacturers (PUC - peripheral-

under-cell). 

Environments used for the simulations were a 10-keV X-ray spectrum (as shown in 

Figure 1.5), monoenergetic X-rays at values of 10 and 50 keV, and 60Co gammas with a mean 

energy of 1.25 MeV. The incident photons were simulated at normal incidence (through the 

BEOL, from top to bottom in the NAND array) and backside incidence (through the substrate 

material and PUC metallization first). These energies were selected due to the common practice 

of TID testing using 60Co and ARACOR X-rays by researchers. 

Based on the results presented in Section 2.3 on the dose-enhancement effect in 

generalized 3D structures, dose enhancement is more likely to occur for photon energies at 50 

keV, with relatively little effect observed at gamma energies. However, as the tungsten word 

lines are not sheets as in the generalized examples, and are only 10s of nm thick, this effect could 

very slight or insignificant.  

Charge collection for the TID calculation was tracked in larger sensitive detectors than 

were used in single-event effect investigations, as accumulated dose in both the charge trap layer 

(or floating gate) and the surrounding oxides contributes to the shift in electrical characteristics 

for the cell which leads to errors.  
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II. Contributions to TID-induced DVth based on physical memory 
configurations 

 

Intuitively meaningful comparisons between different simulated energies are not enabled 

through normalization to fluence, as in the case of single-event effects. This is because the 

generation of energetic electrons is a function of the initial photon energy and thus two sets of 

simulations in the same material structure but with different energies of X-rays are not 

guaranteed to the have the same (or even close to) the same total dose.  Because the main 

question however is focused on the relative change in TID-induced DVth distributions for NAND 

devices with and without tungsten word lines (CT and FG memories), the TID normalization of 

the distributions as a function of physical depth in the memory array does allow meaningful 

comparisons to be made.  

It is important to emphasize again that different functionality, fabrication methods, 

feature size, etc. between manufacturers will also potentially contribute to differences in TID 

response, and that our aim here is not to rigorously characterize the total response over what is, 

in reality, a large set of parameters.  Figure 5.1 shows the simulated TID-normalized dose per 

vertical layer in the NAND stack for FG NAND without tungsten WLs for both normal and 

backside photon incidence. These simulations were performed using the 10 keV ARACOR 

spectrum, and there was no PUC structure positioned underneath the NAND array in these plots.  

The dose-enhancement profile is clearly visible near the BEOL (which does contain both 

tungsten and copper), with the relative increase in deposited dose falling off to an approximately 

equilibrium level around WL 20 (which is roughly 1 µm away from the BEOL). As there is no 

PUC in this simulation structure, the profile begins to fall off at the bottom of the stack.   
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Figure 5.2 shows the results of the same simulations performed with tungsten substituted 

as the WL material. Rather than a sharp fall-off in DEF at depth deeper in the memory stack, 

there is instead a much more gradual slope observed in the dose enhancement profile. Backside-

incident photons produce a dose-enhancement effect due to the presence of tungsten WLs in the 

bottom of the stack; the preferentially forward directed nature of the dose-enhancement 

phenomenon in X-ray environments as discussed in Chapter 1 is consistent with these results.  

 

 

Figure 5.1. Simulated total dose deposited per layer normalized to the dose in the top layer for each 

specified run. These data correspond to FG NAND (with polysilicon WLs). 
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Figure 5.2 Simulated total dose deposited per layer normalized to the dose in the top layer (closest to the 

BEOL) for CT NAND (tungsten metal WLs). 

 
Since the material composition of the WLs and the incident photon energies are the only 

parameters adjusted in the simulations, the polysilicon WL results can be used within simulations 

at the same energies to establish the equilibrium dose to which the data in the tungsten WL 

simulations is normalized, providing a value for the dose-enhancement factor (DEF). This DEF 

is not dependent on the BEOL metallization nor the presence or lack of the PUC in the 

simulation structure, but only on the presence of high-Z WL materials within the NAND array 

itself.  Figure 5.3 and Figure 5.4 presents these distributions of DEF for monoenergetic 50 keV 

X-rays, 10 keV ARACOR X-rays, and 60Co gammas at both normal and backside incidence. The 

data for 60Co is rather noisy due to the lack of sufficient computation time. The DEF due to WLs 

in CT NAND is responsible for anywhere from 2x to 10x the equilibrium dose at lower photon 
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energies, with some enhancement suggested in the case of gammas as well, as reported in the 

experimental literature.  

 

Figure 5.3. The distribution of simulated DEF as a function of depth and testing environment with normal 

incidence photons (through the BEOL). 

 
While previous experimental studies in TID distribution as a function of depth in 3D 

NAND point to the narrowing of the channel as a likely cause for the increased TID-induced Vth 

shift at the bottom of the memory array, these results show that there are multiple factors to 

consider, especially in the case of CT 3D NAND.  
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Figure 5.4. The distribution of simulated DEF as a function of depth and testing environment with 

photons incident through the backside. 
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Chapter 6 
 

Conclusion 
 

 

This dissertation described 3DICs with a particular emphasis on both charge-trap and 

floating gate 3D NAND. General structures representative of 3DICs and relevant to the 

understanding of radiation effects in 3D NAND memories were introduced and discussed, 

followed by a detailed treatment of the single-event upset characterization of 72-layer CT NAND 

in both proton and heavy-ion environments. 

Comparisons have been made between experimental data for single-event effect in proton 

and heavy-ion environments and the MRED model constructed for detailed mechanistic studies. 

These Monte Carlo simulation models of the NAND stack were extended to provide insight into 

how SEU cross sections for multi-die packaged NAND memories change depending on the 

environment of interest, on the multi-bit upset characterization of NAND flash a memory die, 

and on the importance of fabrication methods and the differences between CT and FG NAND as 

it pertains to the dose-enhancement effect in X-ray and gamma-ray TID testing. Simulations and 

modeling of NAND structures also provided insight into the details of NAND structures 

responsible for a previously unexplained distribution of proton-induced direct-ionization upsets 

as a function of depth in the stack.  

The emphasis in this work has been on the contribution of the physical layout and 

configuration of 3D NAND stacks to the modulation of the local radiation environments for 
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multiple external environments of interest, but it is important to consider the functional level of 

analysis required for a full understanding to be developed.  3D NAND is an incredibly 

remarkable feat of modern engineering and science, enabling ultra-high memory densities on 

very small chips. These devices are ideal candidates for future use not just in consumer 

applications such as cell phones but also in radiation-rich environments such as interplanetary 

and orbital space missions which require high quality imaging.  

The uniquely 3D structure of these memory chips gives rise to multiple physical 

mechanisms for modulating local radiation environments and partially determining device 

performance. These structures include U-shaped bit lines, multiple vertical stacks of high-Z 

metals, N-filled voids between WLs, channel irregularities including non-uniform radii as a 

function of depth and misalignments between columns in multi-etch processing, multiple chips 

included within the same package up to total depths greater than 1 mm, WL contact fan-outs 

adjacent to rather than above or below active devices, and the gate-all around structure of the 

individual cells.  

In this work, we have demonstrated how the presence of these structures contributes to 

the overall response of 3D NAND to radiation exposure for both TID and SEE. The key findings 

are that there are significant differences in terms of the material- and geometry-dependent effects 

in charge-trap and floating-gate 3D NAND memories. The central of these differences is the 

presence of tungsten word lines in CT NAND which introduces a relatively large amount of 

high-Z material throughout the memory array near the sensitive transistor regions which store 

data. Using FG NAND devices with polysilicon WLs as a point of comparison, these tungsten 

WLs are responsible for an increase in the SEU cross section in heavy-ion environments 

especially at high LETs, and for a much more pronounced dose-enhancement effect throughout 
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the entire memory array during TID testing with gammas and X-rays, as opposed to effects only 

caused by the BEOL metallization. The importance of proper test planning for multi-die 

packages of 3D NAND has been demonstrated, as heavy ions in relatively low-energy ion beams 

(16 MeV/u) should not be assumed to have sufficient range to penetrate the entire stack of die in 

the package which can be 1 mm or greater. Extrapolating total SEU cross sections from those 

measured only in the top die provide a reasonably good estimate of the total performance of the 

chip in the case of heavy-ion environments, while there are significant angular effects which lead 

to different event rates in the case of protons. The operating mode of the 3D NAND is also 

shown to be significant in terms of SEU hardness; greater bit density with MLC or TLC mode 

results in some cases to over an order of magnitude in SEU cross section. 
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Appendix A  
 

3D Dose Enhancement Effect – Extra Data for monolayers, 
alternative spacings 
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