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CHAPTER I

INTRODUCTION

In 1969, Man went to the Moon. This was a part of the great Space Race, which launched the United States’ space program. The National Aeronautics and Space Administration (NASA) was started in 1958 as part of it. Since the launch of the first satellite, the harshness of the space radiation environment has been an obstacle in space exploration [1]. Since then, ground-based radiation testing of electronics has become standard procedure during the development of spacecraft to increase the reliability of payloads and the probability of mission success. Testing techniques and our understanding of potential failure mechanisms have grown since then, as has the complexity of electronics being considered for spaceflight. As commercial interest in space grows, so does the need for ground-based radiation effects testing.

The space radiation environment causes both long-term degradation and instantaneous effects in electronics. The instantaneous effects, called single event effects (SEEs), are caused by single ionizing particles passing through sensitive regions in electronic devices. SEEs cause a variety of effects in electronics, from recoverable flipped bits in memory cells to permanent device failures like gate rupture or burnout in power devices [2]. As electronics become smaller and more densely populated, SEEs on-orbit are becoming more common and ground-based testing is becoming more critical. Many of the facilities being used for ground-based testing, particularly those used for studying high energy particles, were built during the early days of spaceflight, and are aging [3]. A non-trivial portion of these facilities are also not used primarily for radiation effects testing, so availability is limited. Despite these challenges, SEE testing is of increasing interest as more companies begin to explore the profitability of space and as commercial electronics become increasingly complex.

Increased demand for ground-based SEE testing has led to the need for alternative testing methods to alleviate strain on the conventional heavy ion-based testing infrastructure. Two alternative testing methods that have been identified are the femtosecond pulsed laser and the picosecond focused X-ray. These sources are photon-based and generate charge through the absorption of photons, which then create SEEs similarly to heavy ions. Photon-based radiation sources have advantages over heavy ion radiation sources, such as increased spatial and temporal
control of charge generation, prompting interest in using these radiation sources beyond just as a solution to the accelerator shortage [4]. Table I.1 summarizes some key differences between the radiation sources. Heavy ions are the gold standard for spaceflight radiation effects testing, in large part due to how well correlated they are to the space radiation environment, but it is still unclear how these alternative methods correlate to heavy ions and the space radiation environment. While there is an availability shortage of heavy ion facilities, it is relatively inexpensive and simple to develop an appropriate pulsed laser setup. Photon-based SEE testing sources can provide greater control over the location of the generated charge compared to heavy ions and have more predictable repetition rates. Pulsed lasers cannot generate charge in oxides at the photon energies used for SEE testing, and so there is no accumulation of total ionizing dose (TID), but they are unable to penetrate metals. Focused X-rays, on the other hand, can penetrate through metal layers, but can also cause large amounts of location TID damage. Overall, it may prove that these techniques are not direct substitutions for each other, but instead enhance the overall ability for SEE mechanism exploration.

Table I.1. Comparison of Radiation Sources

<table>
<thead>
<tr>
<th>Source</th>
<th>Heavy Ions</th>
<th>Pulsed Laser</th>
<th>Focused X-Ray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known correlation to space radiation</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>environment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facility accessibility in U.S.</td>
<td>Few</td>
<td>Many</td>
<td>Few</td>
</tr>
<tr>
<td>Spatial, temporal control over charge</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>generation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No accumulation of TID</td>
<td>×</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Penetration of metal</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
</table>

This dissertation explores differences in single event transients (SETs) resulting from charge generation from heavy ions, pulsed lasers, and focused X-rays using an epitaxial silicon diode as a common test structure. SET experiments are performed on the diode using heavy ions, pulsed lasers, and focused X-rays, and trends in SET shape are compared as a function of bias condition and the amount of charge generated in the diode’s active region. By comparing SET shape characteristics, such as peak current, collected charge, transient rise time, transient fall time, and
transient full width at half maximum (FWHM), assumptions about differences between the charge generation sources can be drawn. In this dissertation, it is observed that the different radiation sources interact with the diode’s internal electric field differently, resulting in differences in SET shape and trends in SET shape. The physical mechanisms behind the differences are discussed and applied to other types of SEEs.

Chapter II provides a general background on the space radiation environment and radiation effects. Special attention is given to SEEs, the focus of this dissertation. The different types of SEEs are discussed.

Chapter III contains detailed descriptions of the charge generation process for heavy ions, femtosecond pulsed laser, and picosecond focused X-rays. Much work has been done using the alternative radiation sources, comparing the different sources, and trying to correlate the different sources. A review of that work is presented at the end of the chapter.

Chapter IV documents experimental procedures and simulation setup. The diode test structure and relative bias conditions are presented. The experimental setup was kept as consistent as possible between the different experiments and is shown in detail. All experimental test conditions are provided for each radiation source, including charge generation profiles found using the methods discussed in Chapter III. A double exponential fit is used to ensure consistency when comparing SETs from different sources; the function and data processing methodology is discussed. The Sentaurus technology computer aided design (TCAD) simulation space is described.

Chapter V presents the experimental SET results organized by radiation source. SET shape characteristics such as peak current, collected charge, transient rise time, transient fall time, and transient FWHM are graphed as a function of charge generated in the diode’s active region for all experimental conditions. Trends in shape characteristics are analyzed for each radiation source and TCAD simulations are provided to support the experimental observations.

Chapter VI compares the SET shape characteristics from different radiation sources. It is observed that the different radiation sources result in both different SET shape characteristics, and different trends in SET shape characteristics as a function of both bias condition and amount of charge generated in the diode’s active region. TCAD simulations are used to explain and explore the mechanisms causing the observed differences.
Chapter VII highlights the important conclusions for this dissertation and provides thoughts on how to further explore the various radiation sources.
CHAPTER II

BACKGROUND

A. Space Radiation Environment

Space-based electronics play a large role today – from weather tracking to national security to exploring our universe – and its role is only increasing. The commercial space industry is rapidly growing, looking to capitalize on asteroid mining, private satellites, and space-tourism [5-8]. NASA is aiming to go back to the moon by 2028 and establish a permanent presence, and space agencies across the world are striving to increase their presence on Mars [9-11]. This growth has increased the need for a greater understanding of how electronic devices respond to the harsh space radiation environment.

Figure II.1 gives an artist’s depiction of the radiation environment near Earth. There are two distinct radiation environments of concern for Earth-orbiting spacecraft: the trapped environment and the transient environment. The trapped environment consists of protons, electrons, and some heavy ions that are trapped within the Van Allen Belts due to the Earth’s magnetic field. The transient space radiation environment consists of galactic cosmic rays (GCRs) and the solar transient environment. GCRs are composed of all naturally occurring elements, though most GCRs are elements iron or lighter, and can have energies as high as $10^{11}$ GeV, while the solar transient environment is comprised primarily of protons and heavy ions [13-15].

The different types of space radiation result in three types of radiation effects in semiconductors. Total ionizing dose (TID) is the gradual degradation of performance from the buildup of defects within semiconductors and oxides, and at semiconductor-oxide interfaces. Displacement damage dose (DDD) is the gradual degradation of performance resulting from the displacement of atoms within the semiconductor lattice. Single event effects (SEEs) are transient effects caused by a single ionizing particle passing through a semiconductor device and can result in a wide range of observable effects. TID is primarily caused by protons and electrons, DDD is typically the result of protons, and SEEs can be caused by protons and heavy ions [16-19]. Single event effects are the focus of this dissertation.
The abundance of the different types of radiation varies with distance from Earth and solar cycle. Spacecraft are shielded from GCRs and solar wind while within the Earth’s magnetosphere, so the trapped environment is the dominate radiation source in orbits closer to Earth. Orbits outside of the magnetosphere have radiation environments dominated by the transient environment. The Sun’s solar cycle plays a large role in regulating the relative abundance of protons, electrons, and heavy ions in the space radiation environment. During solar maximum, solar proton fluxes increase and GCR fluxes decrease due to push back from the stronger solar wind, while the reserve occurs during solar minimum.

Figure II.2 demonstrates how changes in spacecraft orbit and solar cycle can affect the observed radiation environment by comparing the TID dose-depth curves (left) and LET flux spectra (right) for the International Space Station (ISS) orbit and a geostationary orbit (GEO) during solar maximum and solar minimum. The TID dose-depth curves show how TID changes as a function of aluminum shield thickness, with the most common value of 100 mils denoted by the grey dashed line. The GEO orbits have significantly higher TID levels, due to the lack of shielding from the magnetosphere, and solar maximum results in slightly higher TID levels compared to solar minimum from the increase in solar protons. The LET spectra curves show the particle integral
fluxes for the different orbits. The main feature of note is the higher flux of high LET particles for the GEO orbits, which increases the rate of SEEs. The dashed grey line shows the “iron cutoff,” where particle fluxes decrease significantly due to the smaller abundance of elements heavier than iron in the universe.

B. Single Event Effects

Single event effects occur when an ionizing particle, such as a proton or heavy ion, passes through a semiconductor and generates charge. The ionizing particle transfers energy to the surrounding lattice via Coulombic interactions, and this transferred energy generates electron-hole pairs. The electron-hole pairs separate and can be collected at device contacts or can recombine, depending on the device operating conditions. Figure II.3 shows the general process and associated timescales for an occurring SEE. First, an ion passes through the device and deposits energy, occurring on the order of femtoseconds (Figure II.3 left). That deposited energy generated electron-hole pairs on a timescale of femtoseconds to picoseconds (Figure II.3 middle). Finally, the generated charge is separated by internal electric fields and is either collected at the device contacts via drift-diffusion processes or recombines (Figure II.3 right). Charge collection occurs over picoseconds or longer [21-23].
The result of an SEE depends on the device affected. There are two broad categories of SEEs: non-destructive and destructive. Non-destructive SEEs do not cause permanent device failure and can be recovered from, either on their own or through a power cycle. Types of non-destructive SEEs include single event transients (SETs), single event upsets (SEUs), multiple bit upsets (MBUs), and single event functional interrupts (SEFIs). Destructive single event effects cause permanent device or circuit failure and are non-recoverable. Single event burnout (SEB), single event gate rupture (SEGR), and single event latch-up (SEL) are main types of destructive SEEs [2, 24].

Single event transients (SET) are voltage or current transients that result from SEEs. Figure II.4 shows a typical SET for a basic pn junction, with a characteristic double-exponential shape. Charge that is generated in an electric field region, such as pn junction, is collected first through drift. This is the dominant collection mechanism during the fast rise time of the SET and part of the fall time. After the prompt collection ends, charge continues to be collected as it diffuses to an electric field region where it is then collected through drift. This “diffusion + drift” collection mechanism is responsible for the long tails seen in the fall times of some SETs. It is possible for charge to recombine before it diffuses to an electric field, causing the amount of collected charge to be less than the generated charge, or for avalanching to occur, causing a greater amount of charge to be collected [25, 26]. SETs are considered recoverable, or “soft”, errors as the transient self recovers. While this work focuses on SETs, the mechanisms behind them can be generalized to other SEEs.

Figure II.3. An ion passes through a p-n junction and loses energy to the surrounding lattice (left). This lost energy generates electron-hole pairs (middle), which are then collected through drift-diffusion processes (right).
When a critical amount of charge is collected in a sensitive region of a device, single event upsets (SEUs) occur [27, 28]. SEUs occur in analog, digital, and optical devices and present as a change from one logic state to another. In memory devices, SEUs typically present as bit flips [29, 30]. In some cases, an SEU can flip the bits in multiple memory cells; this is called a multiple bit upset (MBU) [31, 32]. SEUs typically persist until the device is power cycled or until the device naturally recovers, but they do not induce permanent changes to the device [33]. SEUs that result in bit flips can be corrected using error detection and correction (EDAC) coding. As such, they are considered soft errors. Figure II.5 is a representative example of an SEU occurring. The device is at a nominal state before the SEE occurs, after which the device falls below the error threshold where it remains until the power is cycled and the device is reset.

Single event functional interrupt (SEFI) is a special type of SEU that occurs in microcircuits and causes a disruption in the nominal operating conditions. SEFIs are generally found when testing for other types of SEEs and are identified when all other possible SEEs are ruled out as explanations for the observed effect. SEFIs typically persist until the registry is reset, either through a power cycle or by reinitiating the program and are considered soft errors [34].
Single event burnout (SEB) and single event gate rupture (SEGR) are destructive SEEs that typically occur in power devices [35-37]. SEB can be identified by a resistive short between the drain and source nodes on power MOSFETs, visible discoloration or damage of the die, and threshold voltage becoming independent of off-state gate bias. SEB occurs when the drain-source voltage exceeds the second breakdown voltage of the MOSFET or when the voltage potential in the source region exceeds the built-in potential of the parasitic bipolar junction transistor (BJT) [26, 38]. SEGR can be identified by a measurable gate current increase and typically does not present with visible damage to the die. While the underlying mechanisms for SEGR are still being investigated, the main area of concern is in the epitaxial area of power MOSFETs underneath the gate oxide, known as the neck region [37, 39, 40].

Single event latch-up (SEL) is a sustained high current state induced by an ion strike. SEL occurs when an ionizing particle generates enough charge to turn on the parasitic bipolar structure of a CMOS device [41, 42]. While the sustained high current state can be recovered from by power...
cycling the device, SEL is typically considered a destructive SEE because the runaway high current can quickly damage other parts in the circuit before there is a chance to power cycle. Because CMOS technology plays a large role in modern devices, SEL is a major concern for spacecraft.
CHAPTER III

GROUND-BASED SEE TESTING METHODS

SEEs have the potential to induce failures into spacecraft systems, both hard and soft failures. To reduce the potential scientific and economic impact of SEE-induced failures, sensitive electronics are typically tested at ground-based facilities before being used in spacecraft systems. Accelerator-based heavy ion test facilities are the conventional choice for ground-based SEE testing due in large part to their known correlation to the space radiation environment. An increased demand and aging infrastructure, however, has led to an availability shortage of these facilities, increasing the use of alternative testing methods [3]. This chapter discusses the three most common types of ground-based SEE testing methods currently used: heavy ions, pulsed lasers, and focused X-rays. The current state of correlation efforts between these testing techniques is discussed at the end of the chapter.

A. Heavy Ions

Heavy ions, and the SEE environment, are characterized by an ion’s linear energy transfer (LET). LET is the rate of energy lost through Coulombic interactions by the incident ion per unit length as it travels through a semiconductor. LET is normalized to the density of the semiconductor, allowing for comparison of LETs amongst different semiconductor materials. Equation III.1 is the mathematical expression for LET, where $\rho$ is the semiconductor density (2.329 g/cm$^3$ for Si) and $E_{elec}(x)$ is the electronic stopping energy of the ion.

$$LET(x) = -\frac{1}{\rho} \frac{dE_{elec}(x)}{dx} \quad (III.1)$$

LET curves can be found using software like SRIM [43], which calculates an ion’s LET curve for user defined material stacks. Figure III.1 shows example LET curves for 1.2 GeV xenon, 660 MeV copper, and 290 MeV silicon in silicon. An ion’s LET is typically reported as the surface incident value (59, 21, and 6 MeV·cm$^2$/mg for the xenon, copper, and silicon in Figure III.3, respectively).
There are several accelerator-based heavy ion facilities in North America and Europe that are regularly used for testing spacecraft electronics [44-47]. These facilities provide a range of LETs for users that span a typical space radiation environment. The LET spectra for the ISS and geosynchronous orbits from Figure II.2 has been reprinted in Figure III.2 and the range of LETs available at the referenced facilities is shown in blue, illustrating the good correlation between these ground-based facilities and the space radiation environment. The lower LETs that are seen in space can be simulated on the ground using protons and light ions [48], thus filling out the whole LET spectra.

The amount of charge generated from heavy ions is directly related to an ion’s LET and can be found by integrating the LET curve and normalizing to the materials electron-hole pair creation energy. The electron-hole pair creation energy is the average amount of energy necessary to free one electron-hole pair (3.6 eV/ehp in silicon). The total amount of charge generated is shown mathematically in Equation III.2, where $q$ is the elementary charge, $\rho$ is the density of the semiconductor, $E_{ehp}$ is the semiconductor’s electron-hole pair creation energy, and $l$ is the path length.
Because semiconductor devices are typically very small compared to a heavy ion’s range, only the portion of the LET curve that passes through the device is of interest.

\[
Q_{\text{gen,ion}} = \frac{q \rho}{E_{\text{ehp}}} \int \text{LET}(x) \, dx = - \frac{q}{E_{\text{ehp}}} \int \frac{dE_{\text{elec}}}{dx} \, dx
\]  

\text{(III.2)}

Charge collection from heavy ions occurs as freed carriers move through a \textit{pn} junction. Under low-carrier injection conditions, when the excess minority carrier density is less than the doping density, excess carriers move via diffusion in regions without an electric field and move via drift within an electric field. When the excess minority carrier density is much greater than the doping density, high-carrier injection conditions occur. Large densities of excess carriers near and within \textit{pn} junctions cause the electric field region to be modulated, extending further than under equilibrium conditions, and resulting in the collection of more charge than would be seen in low-carrier injection conditions [49, 50]. This potential modulation is commonly referred to as

Figure III.2. LET integral flux spectra for an ISS orbit (solid lines) and a GEO orbit (dashed lines) during solar minimum (black) and solar maximum (red). Graphs generated using SPENVIS [17]. The greyed portion of the spectra shows the LET range that conventional heavy ion facilities can achieve.
“funneling,” due to the funnel-like shape of the modulated region from the ion charge-track and is generally thought of as an extension of the depletion region beyond the equilibrium position. However, potential modulation also refers to the perturbation of the internal potential from its nominal condition, as will be seen later in this dissertation. Ions typically result in high-carrier injection conditions [51, 52].

B. Pulsed Lasers

Pulsed lasers have been the subject of investigation for use in SEE testing since the late-1980s [4, 53]. Charge is generated through the absorption of photons, resulting in a heavy ion-like SEE. There are two main types of laser SEE testing, named after the number of photons necessary to create an electron-hole pair. Single photon absorption (SPA) is a linear optical process, generating an electron-hole pair when a single photon is absorbed. Two photon absorption (TPA) is a nonlinear optical process that generates an electron-hole pair when two photons are absorbed nearly simultaneously. SPA only occurs when the photons have energy greater than the bandgap energy of the semiconductor; TPA occurs when the photons have energy less than the bandgap energy, but greater than half the bandgap. These relationships are shown mathematically in Equations III.3 and III.4, where $h$ is Planck’s constant, $c$ is the speed of light, $E_G$ is the semiconductor bandgap energy, and $\nu_X$ and $\lambda_X$ are the frequency and wavelength of the photons, respectively. In silicon, SPA occurs when using wavelengths less than 1100 nm and TPA occurs when using wavelengths between 1100 nm and 2210 nm. Figure III.3 shows SPA (top) and TPA (bottom) processes.

$$h \cdot \nu_{SPA} = \frac{hc}{\lambda_{SPA}} > E_G$$  \hspace{1cm} (III.3)

$$E_g > h \cdot \nu_{TPA} = \frac{hc}{\lambda_{TPA}} > \frac{E_G}{2}$$  \hspace{1cm} (III.4)
As a linear optical process, charge from SPA-induced generation decreases exponentially with depth, following Beer’s law for the absorption of light within a material \( (I = I_0 e^{-\alpha z}) \). The absorption coefficient, \( \alpha \), characterizes how quickly photons are absorbed by a material, and is material and wavelength dependent [54]. More will be said about SPA-induced charge generation in the following subsection on focused X-rays.

Nonlinear optical processes, like TPA, are intensity dependent processes that rely on focused pulsed lasers to achieve necessary photon densities [55]. Focused, femtosecond pulsed lasers allowed for the necessary carrier densities to induced SEEs. Charge generation from TPA is a complex process involving the temporal and spatial evolution of a laser pulse as it propagates through a semiconductor. It can be described by three coupled differential equations the describe the temporal and spatial evolution of the intensity, phase, and free carriers of the laser pulse [4, 56].

\[
\frac{dI(r,z)}{dz} = -\alpha_0 I(r,z) - \beta_2 I^2(r,z) - \sigma_{FCA} N(r,z) I(r,z) \quad (III.5)
\]
\[
\frac{d\Phi(r,z)}{dz} = k_0 n_0 + k_0 \left( n_2 I(r,z,t) + \Delta n_{FCR} N(r,z,t) \right) \tag{III.6}
\]

\[
\frac{dN(r,z)}{dt} = \frac{\alpha_0}{\hbar \omega} I(r,z) + \frac{\beta_2}{2\hbar \omega} I^2(r,z) - \frac{1}{\tau} N(r,z,t) \tag{III.7}
\]

In these equations, \( I \) is the intensity, \( \alpha_0 \) is the linear absorption coefficient, \( \beta_2 \) is the TPA absorption coefficient, \( \sigma_{FCA} \) is the coefficient of free carrier absorption, \( N \) is the number of free carriers, \( \Phi \) is the phase of the light, \( k_0 \) is the vacuum wave vector \( (2\pi/\lambda) \), \( n_0 \) is the refractive index at that wavelength, \( n_2 \) is the Kerr coefficient, \( \Delta n_{FCR} \) is the change in refractive index due to free-carrier refraction, and \( \hbar \omega \) is the photon energy.

The complexity of TPA-induced charge generation necessitates the use of computer aided tools for modeling the charge generation. Two commonly used tools for TPA-induced SEE modeling are Nonlinear Optical Beam Propagation Method (NLOBPM) \[57\] and Lumerical Finite-Difference Time-Domain (FDTD) Solutions \[58\]. Lumerical FDTD Solutions accounts for optical phenomena that can affect charge generation, such as surface reflections and interference \[56, 60\], and is the tool used in this work. An example output from Lumerical FDTD Solutions is given in Figure III.4, which shows a time-integrated charge generation profile (left) and a line charge profile (right). A 990 pJ laser pulse focused 14 \( \mu \)m into silicon is used for the simulation. Perturbations and a discontinuity at 25 \( \mu \)m in the carrier density are due to change in doping density from lightly doped to heavily doped in the substrate. The perturbations are from reflections at the interface at 25 \( \mu \)m and the discontinuity is from the presence of free carrier absorption in the substrate that is not present in the lightly doped region. The line charge profile is found by radially integrating the time-integrated profile, producing a curve that can be more directly compared to an ion’s LET curve. The total amount of charge generated can be found by integrating the time-integrated charge profiles over the desired volume.

Typical focused femtosecond pulsed laser systems use optics that produce a charge generation profile described by Gaussian TPA, as demonstrated in Figure III.4, \[61\]. Recently, an optical configuration has been developed by the U.S. Naval Research Laboratory (NRL) that uses a quasi-Bessel beam to generate an extended charge generation profile \[62\]. This work focused on Gaussian TPA pulsed laser experiments and does not evaluate quasi-Bessel beam TPA or SPA pulsed laser techniques.
C. Focused X-Rays

Focused X-rays are a relatively newer SEE testing technique compared to heavy ions and pulsed lasers, gaining interest in the 1990s [63]. Focused X-rays generate charge in semiconductors through SPA, resulting in charge generation curves that follow Beer’s Law [64]:

\[
\frac{dQ_{gen,x-ray}}{dx} = \frac{E_p}{E_{ehp}} \cdot \alpha e^{-\alpha z} \tag{III.8}
\]

where \(E_p\) is the energy of a single X-ray pulse, \(E_{ehp}\) is the electron-hole pair creation energy (3.6 eV/ehp in silicon), and \(\alpha\) is the absorption coefficient. Table III.1 gives the attenuation lengths, which is equal to \(1/\alpha\), for several common semiconductors and metals at various X-ray energies. \(E_p\) depends on the X-ray source being used. In this work, Argonne National Lab’s Advanced Photon Source (APS) was used, and \(E_p\) can be calculated as [64]:

\[
E_p = \left( \frac{16}{101.9} \right) \cdot \left( \frac{\text{Calibration Constant} \cdot \text{Equivalent Flux} \cdot \text{Scaling Factor}}{\text{Rep Rate}} \right) \times \text{Photon Energy}. \tag{III.9}
\]
Calibration Constant, Equivalent Flux, Scaling Factor, and Rep Rate are all parameters that are measured at the facility before testing begins. The amount of charge generated within a region can be found by integrating Equation III.8, resulting in:

\[
Q_{gen,X-ray} = \frac{E_p}{E_{ehp}} \cdot (e^{-\alpha z_1} - e^{-\alpha z_2})
\]  

(III.10)

where \(z_1\) is the depth closest to the surface of the device (often assumed to be 0) and \(z_2\) is the depth furthest into the semiconductor. Figure III.5 shows the charge generated per unit length profiles for three X-ray energies commonly used at APS (8 keV, 10 keV, and 12 keV).

<table>
<thead>
<tr>
<th>Material/Compound</th>
<th>1/(\alpha) (µm) @ 8 keV</th>
<th>1/(\alpha) (µm) @ 10 keV</th>
<th>1/(\alpha) (µm) @ 12 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon</td>
<td>69.6</td>
<td>133.7</td>
<td>228.7</td>
</tr>
<tr>
<td>SiC</td>
<td>69.9</td>
<td>134.3</td>
<td>229.8</td>
</tr>
<tr>
<td>GaN</td>
<td>31.4</td>
<td>59.4</td>
<td>12.6</td>
</tr>
<tr>
<td>Si(<em>{80})Ge(</em>{20})</td>
<td>67.2</td>
<td>127.4</td>
<td>55.7</td>
</tr>
<tr>
<td>Aluminum</td>
<td>77.6</td>
<td>149.6</td>
<td>256.6</td>
</tr>
<tr>
<td>Copper</td>
<td>21.9</td>
<td>5.1</td>
<td>8.2</td>
</tr>
<tr>
<td>Tungsten</td>
<td>3.1</td>
<td>5.5</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table III.1. Attenuation lengths for common materials from [64]
As was discussed previously in this chapter, heavy ions are the conventional source for ground-based SEE testing due to their ability to mimic the space radiation environment. However, a combination of the growing space industry and aging facilities has led to an availability shortage [3]. There are also technical limitations to heavy ions that are increasingly problematic as devices become smaller and denser. Most heavy ion facilities are broad beam facilities, with target spot sizes on the order of an inch or more [44-47], making it difficult to identify specific areas on a chip or circuit that are exhibiting SEEs. Microbeam facilities [65-67], with beam spot sizes on the order of micrometers, are used for more targeted SEE experiments [68-70], but still suffer from accessibility issues and produce less energetic ions.

Pulsed laser and focused X-ray testing have been extensively studied as alternative methods to heavy ion SEE testing, both to help alleviate the facility shortage and for the advantages they offer over heavy ions [4, 61, 71-75]. Both alternative methods produce smaller spot sizes than ion beam
facilities, on the order of micrometers, allowing for increased spatial resolution when investigating SEE's. Capitalizing on this, numerous studies have been done using pulsed lasers and focused X-rays for spatial mapping of SEE sensitive regions in devices [76-79]. The lateral confinement of generated charge from Gaussian TPA laser pulses (see Figure III.4 for an example) allows for 3D mapping of sensitive areas, targeted SEE testing of buried structures, and through-substrate SEE testing [80, 81]. Increased availability of these alternative sources makes them useful for scientific exploration of SEEs in new and emerging technologies, from highly scaled FinFETs to III-V devices [59, 82-90].

The increased prevalence of alternative testing methods has led to the desire to correlate these alternative methods to heavy ions, thereby leading to a correlation to the space radiation environment. Initial correlation methods were straightforward comparisons of results, wherein experiments from multiple SEE generation methods would be performed on the same device and the results compared [91-96]. To pave a path toward predictive correlation methods, much work has gone into simulating the alternative testing methods, particularly the pulsed laser [97-101]. These simulations show good agreement with experimental results and allow for more detailed understanding of the physical mechanisms at play with the different radiation sources. Research efforts have now switched to developing more predictive correlation methods through a variety of approaches, including through the development of mathematical relationship between the sources [102, 103], creating laser charge generation profiles that look more like heavy ion profiles [62, 104], and by comparing the physical mechanisms behind observed differences [105]. Limitations of the alternative sources also need to be considered when evaluating correlation efforts. Pulsed lasers are limited in their ability to penetrate through metal layers and generate charge in oxides; focused X-rays can lead to significant amounts of total ionizing dose accumulation and have significantly longer pulse durations than ions or pulsed lasers. Overall, it may prove that these techniques are not direct substitutions for each other, but instead enhance the overall ability for SEE mechanism exploration.

This work examines the physical mechanisms responsible for observed differences in SET shape from heavy ion, pulsed laser, and focused X-ray SEE experiments in an epitaxial silicon diode. While the results shown here are not directly generalizable to all devices, they highlight the importance of understanding collection and carrier transport mechanisms when comparing different radiation sources.
CHAPTER IV

SETUP AND PROCEDURES

This work uses an epitaxial silicon diode manufactured by the Beijing Microelectronics Technology Institute (BMTI) as a test structure to explore the physical mechanisms responsible for observed differences in heavy ion-, pulsed laser-, and focused X-ray-induced SET shapes. Sentaurus technology computer aided design (TCAD) simulations [106] were used to verify the conclusions drawn from experiments and identify possible mechanisms behind them.


A. Experimental Setup

1) Diode Test Structure

The epitaxial silicon diode shown in Figure IV.1 was used as the test structure for this work. The general device structure is shown on the left and a detailed doping profile is shown on the right. The diode’s active region, the p⁺ layer and n⁻ epitaxial layer, lies on top of a heavily doped n⁺ substrate which limits the amount of potential modulation [108, 109] that can occur. The diode is 2.2 mm² and 220 µm thick. The top metal contact has 18 holes that are 154 µm² each; the total area of the holes account for ~0.1% of the total contact area. These holes allow for direct illumination of the silicon near the metallurgical junction, allowing for top-side pulsed laser testing. The holes in the metallization are small enough to perturb the laser profile via beam attenuation and diffraction when the laser is focused far from the surface of the device. Effects resulting from the optical perturbations and surface reflections on the silicon are accounted for in the optical simulations when estimating the charge generated by laser pulses.
The diode was reverse biased at 5 V and 90 V, resulting in depletion region widths of 5.5 µm and 14.7 µm, respectively. These bias conditions allow for exploration of the effects of different electric field strengths and charge collection mechanisms. Figure IV.2 shows the band diagrams for the diode at bias conditions of 0 V (top), -5 V (bottom left), and -90 V (bottom right). The depletion region of the -90 V bias condition is closer to the heavily doped substrate region than the -5 V depletion region, which truncates the amount of lateral potential modulation that occurs.

2) Experimental Conditions

A high-speed transient capture setup was used with 12.5 GHz bias tees, 40 GHz Gore cables, and custom milled high-speed packages for all the experiments. More detailed descriptions of the setup and packages and be found in [110] and [111]. Different oscilloscopes were used for heavy ion (12.5 GHz Tektronix), pulsed laser (16 GHz Tektronix), and focused X-ray (16 GHz Tektronix) experiments, all with bandwidths equal to or greater than that of the bias tees. Ion experiments were run in vacuum, while laser and X-ray experiments were run in air. Figure IV.3 gives a schematic of the general setup, including the connections for in-vacuum testing for ions.
Heavy ion experiments were performed at Lawrence Berkley National Lab’s (LBNL) 88” cyclotron [44] using the 10 MeV/u cocktail. All experiments were performed under vacuum. A 100 µm think stainless-steel pinhole (200 µm diameter) was used to isolate ion strikes to the center of the device. For all ions, the flux was approximately $10^7$ particles·cm$^{-2}$·s$^{-1}$. Three ions were used for the experiments: xenon, copper, and silicon. These ions have different LETs and ranges in silicon, though they are all long-range ions that stop well outside the diode’s active region.

Figure IV.2. Band diagrams of the diode biased at 0 V (top), -5 V (bottom left), and -90 V (bottom right). The dashed lines with the arrow between show the depletion region and the solid vertical line shows the beginning of the substrate. These diagrams were made using TCAD.

Figure IV.3. Schematic of experimental setup. All devices were mounted in custom high-speed packages. The purple lines represent the high-speed connections for the SET path from device to oscilloscope. The black lines represent the BNC power connections. A personal computer is used to control the power supplies via ethernet connection and to collect data from the oscilloscope via USB connection.
Table IV.1 summarizes information on the ions and Figure IV.4 shows the ions’ LET curves. Charge generated in active region was calculated by integrating each ion’s LET curve using Equation III.2 over 25 µm, the diode’s active region. For heavy ion testing, 10,000 SETs were captured for each LET and bias condition.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Energy (MeV)</th>
<th>Surface Incident LET (MeV·cm²/mg)</th>
<th>Range in Silicon (µm)</th>
<th>Range in Stainless Steel (µm)</th>
<th>Charge Generated in Active Region (pC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xe</td>
<td>1230</td>
<td>59</td>
<td>90</td>
<td>35</td>
<td>15.9</td>
</tr>
<tr>
<td>Cu</td>
<td>660</td>
<td>21</td>
<td>108</td>
<td>41</td>
<td>5.84</td>
</tr>
<tr>
<td>Si</td>
<td>29</td>
<td>6</td>
<td>142</td>
<td>54</td>
<td>1.65</td>
</tr>
</tbody>
</table>

Figure IV.4. LET curves for the xenon (black), copper (red), and silicon (blue) ions used during heavy ion testing. LET was converted to charge generated on the right y-axis. The dashed grey line shows the cutoff for integration.
TPA pulsed laser experiments were done at the Naval Research Lab’s (NRL) Ultrafast Laser Facility. Experiments were performed using laser pulses with a Gaussian input beam profile, full width at half maximum (FWHM) spot size diameter of 1.36 µm, and FWHM temporal width of 130 fs [112]. The depth of focus for this laser configuration is approximately 8.1 µm. Three laser pulse energies were used during testing: 400 pJ, 750 pJ, and 990 pJ. A series of measurements made by changing the depth of the laser focus within a device, called a depth scan, was performed for each pulse energy and bias condition [60]. Table IV.2 summarizes information on the pulsed laser testing conditions, Figure IV.5 shows the amount of charge generated versus focal position for all pulse energies, and Figures IV.6 – 8 show the charge generated per unit length curves for the pulse energies and focal positions used. The 0 µm position in these figures corresponds to a focal position at the surface of the silicon of the diode’s anode. Lumerical FDTD Solutions was used to create the curves. The discontinuity that occurs in the profiles at 25 µm is due to interactions with the heavily doped substrate. For pulsed laser testing, 200 SETs were captured for each focal position, pulse energy, and bias condition.

![Figure IV.5](image)

Figure IV.5. Charge generated in diode’s active region versus focal position for the pulsed laser at 990 pJ (black circles), 750 pJ (red squares), and 400 pJ (blue triangles). A focal position of 0 µm corresponds to the focus being at the surface of silicon on the diode’s anode.
Table IV.2. NRL TPA laser testing conditions used

<table>
<thead>
<tr>
<th>Pulse Energy (pJ)</th>
<th>Focal Positions (µm)</th>
<th>Charge Generated in Active Region (pC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>990</td>
<td>-4, -3, -2, -1, 0, 3.5, 7, 10.5, 14, 17.5, 21, 24.5</td>
<td>3.3, 4.9, 7.0, 9.6, 12.4, 15.0, 17.1, 18.2, 18.3, 17.2, 15.0, 12.3</td>
</tr>
<tr>
<td>750</td>
<td>-3, -2, -1, 0, 3.5, 7, 10.5, 14, 17.5, 21, 24.5</td>
<td>2.8, 4.2, 5.8, 7.6, 9.3, 10.6, 11.3, 11.3, 10.6, 9.2, 7.4</td>
</tr>
<tr>
<td>400</td>
<td>-4, -3, -2, -1, 0, 3.5, 7, 10.5, 14, 17.5, 21, 24.5</td>
<td>0.6, 0.8, 1.2, 1.8, 2.3, 2.9, 3.3, 3.6, 3.6, 3.3, 2.8, 2.3</td>
</tr>
</tbody>
</table>

Figure IV.6. Charge generated per unit length curves for the 990 pJ focal positions. Focal positions run from -4 µm out of the silicon to 24.5 µm into the silicon. The dashed grey line shows the cutoff for integration.
Figure IV.7. Charge generated per unit length curves for the 750 pJ focal positions. Focal positions run from -3 µm out of the silicon to 24.5 µm into the silicon. The dashed grey line shows the cutoff for integration.

Figure IV.8. Charge generated per unit length curves for the 400 pJ focal positions. Focal positions run from -4 µm out of the silicon to 24.5 µm into the silicon. Note that the y-axis scale for this graph is much smaller than the scale on the 750 pJ and 990 pJ graphs. The dashed grey line shows the cutoff for integration.
Argonne National Lab’s Advances Photon Source (APS) was used to perform focused X-ray experiments. Photon energies of 8 keV, 10 keV, and 12 keV were used. The flux of the pulses (number of photons per pulse) was varied by inserting attenuators in the beamline before the diode, resulting in full flux, ½ flux, and ¼ flux testing conditions for each photon energy. The X-ray pulses have a FWHM spot size of 1.7 µm × 1.9 µm, FWHM pulse width of 120 ps, and repetition rate of 424.3 Hz [64]. Table IV.3 summarizes information on the focused X-ray testing conditions and Figures IV.9 – 11 show the charge generated per unit length curves for the photon energies and fluxes used. Equation III.8 was used to create the curves. For focused X-ray testing, 500 SETs were captured for each photon energy, flux, and bias condition.

<table>
<thead>
<tr>
<th>Photon Energy (keV)</th>
<th>Flux (photons/pulse)</th>
<th>Charge Generated in Active Region (pC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>4.5×10^4</td>
<td>4.78</td>
</tr>
<tr>
<td>8</td>
<td>7.8×10^4</td>
<td>8.35</td>
</tr>
<tr>
<td>8</td>
<td>1.4×10^5</td>
<td>14.62</td>
</tr>
<tr>
<td>10</td>
<td>8.3×10^4</td>
<td>6.26</td>
</tr>
<tr>
<td>10</td>
<td>1.7×10^5</td>
<td>13.05</td>
</tr>
<tr>
<td>10</td>
<td>3.1×10^5</td>
<td>23.54</td>
</tr>
<tr>
<td>12</td>
<td>5.4×10^4</td>
<td>2.96</td>
</tr>
<tr>
<td>12</td>
<td>1.0×10^5</td>
<td>5.52</td>
</tr>
<tr>
<td>12</td>
<td>1.9×10^5</td>
<td>10.24</td>
</tr>
</tbody>
</table>
Figure IV.9. Charge generated per unit length curves for the 8 keV X-ray pulses at full flux (black), ½ flux (red), and ¼ flux (blue). The dashed grey line shows the cutoff for integration.

Figure IV.10. Charge generated per unit length curves for the 10 keV X-ray pulses at full flux (black), ½ flux (red), and ¼ flux (blue). The dashed grey line shows the cutoff for integration.
B. Data Processing Methodology

Each of the experimental SETs was fit to a double exponential function to remove noise and ensure consistency when determining SET shape characteristics. Given the size of the diode, the double exponential function from [23, 27] was used and is given in Equation IV.1. In Equation IV.1, \( b + ct \) is used to capture the noise associated with the setup, \( I \) is proportional to the amplitude, \( a \) is the horizontal offset on the oscilloscope (time the SET starts), and \( \tau_1 \) and \( \tau_2 \) are related to the rise and fall times. Before SET shape analysis is done, the noise component of the fitted SET is removed, and the fitted SET become Equation IV.2, where \( f_2(t) \) is in mA and \( t \) is in ns. Figure IV.12 shows an experimental SET (black) from each of the charge deposition methods and its associated fitted SET (red). The fitted SETs have \( R^2 \) values \( \geq 0.97 \), which is considered a good fit, and the lowest observed \( R^2 \) value was 0.7. It should be noted that \( f_2(t) = 0 \) when \( t < a \).

\[
f_1(t) = b + ct + I(e^{-\tau_1(t-a)} - e^{-\tau_2(t-a)}) \quad (IV.1)
\]
\[ f_2(t) = I\left(e^{-\tau_1(t-a)} - e^{-\tau_2(t-a)}\right) \]  

(IV.2)

Once \( f_2(t) \) was found for an SET, the peak current, collected charge, rise time, fall time, and FWHM (PC, CC, RT, FT, and FWHM, respectively) were calculated. Peak current is found by taking the maximum of \( f_2(t) \), Equation IV.3. Collected charge is found by integrating \( f_2(t) \), using the Trapezoidal rule, Equation V.4. The error associated with the Trapezoidal rule is inversely proportional to the square of number of increments; given that the SETs all contain at least 2000 points, the error is considered negligible. While a closed form solution exists for the rise time, it does not exist for the fall time or FWHM. So, it was decided to use the same analytical solution for all three characteristics for consistency, by solving for the time at which \( f_2(t) \) is equal to a value or when the difference between \( f_2(t) \) and that value becomes negative. Equations IV.5, IV.6, and IV.7 show this logic for rise time, fall time and FWHM, respectively. Rise time is calculated as the time it takes for the fitted SET to go from 1% of the peak value to the peak value. Fall time is the time it takes to go from the peak value to 1% of the peak. FWHM is the time between the 50% of peak values.

The python data-processing code used for the mathematical calculations can be found in Appendix A.

\[
PC = \max (f_2(t))
\]

(IV.3)

\[
CC = \int f_2(t) \, dt \approx \sum_i (x_{i+1} - x_i) \cdot \frac{f_2(x_i) + f_2(x_{i+1})}{2}
\]

(IV.4)
\[ RT_{left\ bound} = t \left[ (f_2(t) - 0.01PC) = 0 \right] \cup \left[ (f_2(t) - 0.01PC) \times (f_2(t) - 0.01PC) < 0 \right] \quad (IV.5) \]

\[ FT_{right\ bound} = t \left[ (f_2(t) - 0.01PC) = 0 \right] \cup \left[ (f_2(t) - 0.01PC) \times (f_2(t) - 0.01PC) < 0 \right] \quad (IV.6) \]

\[ FWHM_{bound} = t \left[ (f_2(t) - 0.5PC) = 0 \right] \cup \left[ (f_2(t) - 0.01PC) \times (f_2(t) - 0.5PC) < 0 \right] \quad (IV.7) \]

C. Simulation Device, Setup, and Models

A full-scale replica of the diode structure was used for the TCAD simulations to better capture the junction capacitance of the diode. A cross section of the simulated diode structure is shown in Figure IV.13. The simulated diode is 220 µm thick (y-direction) and has a radius of 846 µm (x-direction). Because two-dimensional cylindrical simulations were performed, the radius of the diode needed to be a factor of \( 1/\sqrt{\pi} \) the experimental width for the simulated and experimental areas to be equivalent. The doping profiles shown in Figure IV.1 were used to create the simulated doping profiles. Appendix B shows the agreement between the simulated doping profile and experimental doping profiles. Table IV.4 shows the mobility and recombination models used during the simulations. The Shockley-Read-Hall (SRH) recombination lifetimes were modified by a factor of \( \times0.125 \), allowing for good agreement between the experimental and simulation reverse leakage currents, shown in Figure IV.14. The disagreement between the simulated IV curves and experimental IV curves at voltages near 0 V is due to the auto-scaling for the resolution of the parameter analyzer used to make the measurements. Appendix C provides tables of the default model parameters used during the simulations; values were taken from the TCAD user manual [113].

<table>
<thead>
<tr>
<th>Table IV.4. Physics models used in Sentaurus TCAD simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobility</strong></td>
</tr>
<tr>
<td><strong>Recombination-Generation</strong></td>
</tr>
</tbody>
</table>
Figure IV.13. Two-dimensional cross-section of the simulated diode structure. The x-y plane shown here is rotated about the y-axis during simulations to produce a 2D cylindrical simulation.

Figure IV.14. Experimental (black) and TCAD simulated (red) IV curves. The reverse leakage currents show good agreement.
Heavy ion, pulsed laser, and focused X-rays transient simulations were run using TCAD’s mixed mode simulation, allowing for the experimental bias tees to be accounted for in a circuit model. Figure IV.14 shows the circuit diagram for the bias tee on the anode of the diode [114]. A 50 Ω resistor is used to emulate the 50 Ω impedance of the oscilloscopes. Simulated SETs are measured off node N2, analogous to measuring the current on the oscilloscope. An identical bias tee is connected to the diode’s cathode, with the bias is set to ground. While the SETs reported here were measured off N2, it was confirmed that the current through the diode and the current at N2 are equal.

![Circuit schematic of the bias tee attached to the diode’s anode.](image)

Figure IV.15. Circuit schematic of the bias tee attached to the diode’s anode. The components in the dark grey box form the bias tee, which has a dominant capacitance of 82 nF and an inductance of 10 µH. The black box denotes the oscilloscope connections, which has a 50 Ω impedance. The cathode bias tee is identical [114].

The charge generation curves from *Experimental Conditions* (Figures VI.4, VI.6 – VI.7, and VI.9 – VI.11) were used as the SEE stimuli in the simulations. TCAD’s *HeavyIon* physics model was used to generate the heavy ion-based SETs using the standard $1/e^2$ time envelope of 4 ps and a FWHM radial extent of 42 nm, the default values for heavy ions. The pulsed laser and focused X-ray charge generation distributions were imported as *tdr* files using TCAD’s *OpticalGeneration* physics model. The $1/e^2$ time envelopes for the pulsed laser and focused X-ray are based on their
experimental pulse lengths (\textit{Chapter IV.A.2}), and are 20 ps and 144 ps, respectively. The radial extent of their charge profiles was determined by the optical simulations and calculations that created the \textit{tdr} profiles (see \textit{Chapter 2.A}) and is not an input in the TCAD physics model. The SETs resulting from these simulations show good agreement with the experimental SETs, demonstrated in Figures VII.4 and VII.5 that compare the experimentally averaged SET with the TCAD SET. Plus, and minus one standard deviation of the experimentally averaged SETs is shown in grey, showing the consistency of experimental SETs.

![Figure IV.16](image1)

Figure IV.16. Experimentally averaged SET (black) and TCAD simulated SET (red) for the Xe ion (left), 8 keV full flux X-ray (middle), and 990 pJ laser at a focal position of 3.5 \( \mu \)m (right) at a bias of -5 V.

![Figure IV.17](image2)

Figure IV.17. Experimentally averaged SET (black) and TCAD simulated SET (red) for the Xe ion (left), 8 keV full flux X-ray (middle), and 990 pJ laser at a focal position of 3.5 \( \mu \)m (right) at a bias of -90 V.
CHAPTER V

EXPERIMENTAL RESULTS FOR EACH RADIATION SOURCE

Experimental results from heavy ion (V.A), pulsed laser (V.B), and focused X-ray (V.C) SET experiments on the diode are presented. Peak current, collected charge, transient rise time, transient fall time, and transient FWHM are given as functions of charge generated in the diode’s active region for both bias conditions. All data have error bars showing ±1 standard deviation from the mean. Basic analysis of the data is presented for each radiation source, while a comparative analysis is given in Chapter VI. Some results presented here have been published previously in [60, 105, 107]. Sentaurus TCAD simulation analysis is presented, where applicable, to augment experimental evidence.


A. Heavy Ion

Figures V.1 and V.2 give the experimental collected charge and peak current results from the heavy ion experiments (For all heavy ion data, results from the -5 V bias condition are denoted by closed black circles, while the -90 V bias results are denoted by open black circles). Both collected charge and peak current have a linear relationship with charge generated, and both increase with increased reverse bias. The rate of collected charge versus charge generated (also called “collection efficiency”) is 0.64 at -5 V and 1.00 at -90 V, resulting in a 56% increase in collection efficiency. A unity collection efficiency is shown by the dashed grey line in Figure V.1. An increase in collection efficiency is related to an increase in the collected charge sensitive volume, which will be discussed further in Chapter VI. The ratio of peak current to charge generated is 0.06 mA/pC at -5 V and 0.31 mA/pC at -90 V, resulting in a 417% increase. The increases in both collection
efficiency and peak current are consistent with the stronger electric fields associated with the larger reverse bias condition.

Figure V.1. Heavy ion-induced collected charge as a function of charge generated for -5 V (closed circles) and -90 V (open circles) bias conditions. Collected charge shows a linear relationship with charge generated.

Figure V.2. Heavy ion-induced peak current as a function of charge generated for -5 V (closed circles) and -90 V (open circles) bias conditions. Peak current shows a linear relationship with charge generated.
Figures V.3 – 5 show the experimental transient rise time, fall time, and FWHM. The three timing characteristics all show similar trends with respect to both charge generated and bias condition. There is an increase in timing characteristics as the generated charge increases, between 27% and 40%, and a decrease with increased reversed bias, between 57% and 70%. The decrease in timing characteristics with increased reverse bias is consistent with the stronger electric fields, and therefore greater amount of drift, associated with the larger reverse bias condition. The increase in timing characteristics with increased charge generated indicates a decrease in electric field strength due to increased potential modulation.

Figure V.3. Heavy ion-induced transient rise time as a function of charge generated for -5 V (closed circles) and -90 V (open circles) bias conditions. Rise time decreases at as reverse bias increases.
Figure V.4. Heavy ion-induced transient fall time as a function of charge generated for -5 V (closed circles) and -90 V (open circles) bias conditions. Fall time decreases as reverse bias increases.

Figure V.5. Heavy ion-induced transient FWHM as a function of charge generated for -5 V (closed circles) and -90 V (open circles) bias conditions. FWHM decreases as reverse bias increases.
TCAD simulations support the conclusion that increasing the amount of charge generated from ions increases the amount of potential modulation. Figure V.6 shows cuts of the conduction band potential (left) and electric field (right) for the -5 V simulations at two different points in time during the transient. These cuts were taken at the center of the charge injection tracks. At the time of peak charge injection, the conduction band energies show different amounts of modulation from nominal, with xenon’s modulation > copper’s modulation > silicon’s modulation. This corresponds to the differences in electric field seen in the figures on the right, with the silicon simulations showing a stronger initial electric field, and this is consistent with the observed rise times. Silicon has the fastest rise time of the ion experiments, shows the least amount of

![Figure V.6. Heavy ion TCAD simulation results from the -5 V bias condition. Conduction band potential (left) and electric field (right) are shown at two time steps: at peak charge injection (top) and 1 ns post peak charge injection (bottom). Nominal conditions are denoted by the dashed grey lines.](image)
perturbation in the potential from nominal conditions, and has the largest initial electric field during the transient. As time moves forward in the simulations, silicon returns to nominal conditions more quickly than the other ions, as shown in the “Time = 1 ns” simulation results, while xenon takes the longest to return to normal. This is consistent with the observed fall times, with silicon and copper having faster fall times than xenon. All ions return to nominal conditions (not shown in figure) at some time between 10 ns and 100 ns post peak charge injection, which is expected from the experimental fall times of 20 – 40 ns.

Conduction band potential and electric field cuts are shown for the -90 V simulations in Figure V.7, and the results agree with those from the -5 V simulations and experiments. The xenon...
ion, which has the largest amount of generated charge for the ions, creates the most potential modulation and thus has the weakest initial electric field, and takes the longest to recover to nominal conditions. Silicon leads to the least potential modulation, has the strongest initial electric field, and recovers to nominal conditions fastest. Overall, the -90 V simulations return to nominal conditions faster than the -5 V simulations, owing to the dominance of the stronger nominal electric field at this bias condition, which is consistent with experimental observations. This is seen in the simulations with the -5 V simulations still showing modulation for as long as 10 ns after peak charge injection, while the -90 V simulations have returned to nominal by 5 ns post peak injection.

B. Pulsed Laser

The amount of pulsed laser data necessitates separating the -5 V and -90 V results into separate plots. Vertical axes are kept constant for comparisons. The data is organized by pulse energy: black circles for 400 pJ, red squares for 750 pJ, and green triangles for 990 pJ.

Figures V.8 and V.9 show the pulsed laser-induced collected charge for the -5 V and -90 V experiments, respectively, and show linear relationships with charge generated. Amount of generated charge was varied by changing the focal position and the pulse energy. All pulse energies show similar collections efficiencies within a bias condition, though -90 V focal positions that generate similar amounts of charge appear to have slightly different collection efficiencies. At -5 V, the collection efficiency is roughly 1.0, indicated by the dashed grey line, and the -90 V collection efficiency is approximately 1.2, resulting in a 20% increase. Peak current results are shown in Figures V.10 and V.11 and show linear relationships to charge generated, with peak current to charge generated ratios of 0.12 mA/pC and 0.46 mA/pC, respectively, a 283% increase. The increase in collection efficiency and peak current are due to an increase in electric field strength at the larger reverse bias condition.
Figure V.8. Pulsed laser-induced collected charge as a function of charge generated for pulse energies 400 pJ (black circles) 750 pJ (red squares), and 990 pJ (green triangles) at -5 V. Collected charge shows a linear relationship with charge generated.

Figure V.9. Pulsed laser-induced collected charge as a function of charge generated for pulse energies 400 pJ (black circles) 750 pJ (red squares), and 990 pJ (green triangles) at -90 V. Collected charge shows a linear relationship with charge generated.
Figure V.10. Pulsed laser-induced peak current as a function of charge generated for pulse energies 400 pJ (black circles) 750 pJ (red squares), and 990 pJ (green triangles) at -5 V. Peak current shows a linear relationship with charge generated.

Figure V.11. Pulsed laser-induced peak current as a function of charge generated for pulse energies 400 pJ (black circles) 750 pJ (red squares), and 990 pJ (green triangles) at -90 V. Peak current shows a linear relationship with charge generated.
The transient rise times are shown in Figures V.12 and V.13 for -5 V and -90 V, respectively. The black arrow in Figure V.12 shows the direction of moving the focal position deeper into the diode; for other transient shape characteristics (peak current and collected charge), the difference between focal positions with the same generated charge is not as noticeable. At -5 V, there is a large variation in rise time based on charge generated and focal position. For the same amount of charge generated, focal positions deeper into the diode have faster rise times. Given that rise time is dominated by drift, and therefore the internal electric field, this indicates a stronger electric field is present in the experiments with deeper focal positions. There is no distinct difference in transient rise times at different focal positions in the -90 V experiments and more consistency in rise time with respect to charge generated. Both observations are consistent with the stronger internal electric field dominating the response compared to the -5 V results.

Figure V.12. Pulsed laser-induced transient rise time as a function of charge generated for pulse energies 400 pJ (black circles) 750 pJ (red squares), and 990 pJ (green triangles) at -5 V. The black arrow shows the direction of focal positions moving further into the diode.
Pulsed laser-induced transient fall time is shown in Figures V.1 and V.15. Like the rise times, the -5 V fall times show a dependence on both charge generated and focal position, with focal positions deeper into the diode having longer fall times, while the -90 V fall times are consistent with charge generated and focal position. This further highlights the dominance of the internal electric field at -90 V. An interesting observation is that the focal positions that result in faster rise times at -5 V, result in slower fall times. This has an interesting effect on the transient FWHM values at -5 V, shown in Figure V.16, in that there is much less variation with respect to focal position. FWHM does increase with increased charge generated, which is consistent with the rise and fall time trends. The -90 V transient FWHMs are shown in Figure V.17 and display the same trends observed in the -90 V rise and fall times: consistent times across both charge generated and focal position. Taken together, the -5 V pulsed laser-induced timing characteristics demonstrate how different charge profiles interact with the internal electric field differently. The -90 V timing characteristics demonstrate how a strong internal electric field can dominate the device response when potential modulation is limited.

![Graph showing pulsed laser-induced transient rise time as a function of charge generated for pulse energies 400 pJ (black circles), 750 pJ (red squares), and 990 pJ (green triangles) at -90 V. Rise time is consistent as a function of charge generated and focal position.](image)

Figure V.13. Pulsed laser-induced transient rise time as a function of charge generated for pulse energies 400 pJ (black circles), 750 pJ (red squares), and 990 pJ (green triangles) at -90 V. Rise time is consistent as a function of charge generated and focal position.
Figure V.14. Pulsed laser-induced transient fall time as a function of charge generated for pulse energies 400 pJ (black circles), 750 pJ (red squares), and 990 pJ (green triangles) at -5 V. The black arrow shows the direction of focal positions moving further into the diode.

Figure V.15. Pulsed laser-induced transient fall time as a function of charge generated for pulse energies 400 pJ (black circles), 750 pJ (red squares), and 990 pJ (green triangles) at -90 V. Fall time is consistent as a function of charge generated and focal position.
Figure V.16. Pulsed laser-induced transient FWHM as a function of charge generated for pulse energies 400 pJ (black circles) 750 pJ (red squares), and 990 pJ (green triangles) at -90 V. FWHM increases with increased charge generated and shows a slight dependence on focal position.

Figure V.17. Pulsed laser-induced transient FWHM as a function of charge generated for pulse energies 400 pJ (black circles) 750 pJ (red squares), and 990 pJ (green triangles) at -90 V. FWHM is consistent as a function of charge generated and focal position.
Examining the pulsed laser TCAD simulations provides insight into the differences between the focal positions. Figures V.18 and V.19 show the conduction band potential and electric field cuts from -5 V and -90 V pulsed laser simulations at two different time points during the transients. Three laser conditions are shown to highlight how focal position and amount of charge generated affect device response: 990 pJ at 3.5 µm, 750 pJ at 3.5 µm, and 990 pJ at 21 µm. The two 990 pJ laser conditions generate similar amounts of charge in the diode’s active region (~15 pC), while the two 3.5 µm focal position conditions generate different amounts of charge in the same region (9 pC for the 750 pJ condition).

From the experimental results, it is seen that different focal positions with similar generated charges result in different rise and fall times. From the TCAD simulations (the blue and black curves), these focal positions result in differences in potential modulation, with the 3.5 µm focal position pushing the electric field further into the silicon and the 21 µm focal position pushing the electric field closer to the device contact. At -5 V, the differences between the two curves are most prominent 1 ns post peak injection, after the charge has had time to diffuse outward from its initial location. At -90 V, on the other hand, the differences between the two focal positions are most notable at the time of peak charge injection, before the nominal electric field can redistribute.

Comparing the two 3.5 µm focal positions conditions (the blue and red curves) shows similar amounts of potential modulation and a similar time profile of potential modulation, which agrees with the experimental data. Both conditions push the electric field further into the device, closer to the substrate. The three laser conditions show the most similarities at -90 V, which is consistent with the experimental data and demonstrates the dominant role the strong nominal electric field plays in the device response. Overall, the pulsed laser experimental data and TCAD simulations demonstrate that focal position plays a larger role in device response than amount of generated charge in determining device response from pulsed laser-induced SEEs.
Figure V.18. Pulsed laser TCAD simulation results from the -5 V bias condition. Conduction band potential (left) and electric field (right) are shown at two time steps: at peak charge injection (top) and 1 ns post peak charge injection (bottom). Nominal conditions are denoted by the dashed grey lines.
C. Focused X-Ray

Focused X-ray-induced collected charge is shown in Figure V.20 and peak current in Figure V.21. Focused X-ray data is organized by both photon energy and bias condition. Different photon energies are denoted by different colors and shapes: black circles for 8 keV, red squares for 10 keV, and green triangles for 12 keV photons. Bias conditions are denoted by open or closed shapes, with -5 V results being closed shapes and -90 V results being open shapes.

As with the other radiation sources, both collected charge and peak current show linear relationships with charge generated and increase with increased reverse bias. There is no
discernable dependence on photon energy. The collection efficiency increases from 0.62 at -5 V to 0.77 at -90 V, a 24% increase. It is interesting to note that the collection efficiency never reaches 1.0, as it did for the other radiation sources; this will be discussed further in Chapter VI. Overall, there is not much change in collected charge as bias condition increases. Peak current does show significant increase with increased reverse bias, with the peak current to charge generated ratio increasing from 0.07 mA/pC at -5 V to 0.29 mA/pC at -90 V, a 314% increase.

Figure V.20. Focused X-ray-induced collected charge as a function of charge generated for 8 keV (black circles), 10 keV (red squares), and 12 keV (green triangles) photon energies. Closed shapes show -5 V data, while open shapes show -90 V. Collected charge shows a linear relationship with charge generated.
Transient rise time, fall time, and FWHM for the focused X-ray experiments are shown in Figures V.22 – V.24, respectively. All three timing characteristics share similar trends with respect to both charge generated and bias condition; there is no discernable dependence on photon energy. In general, the transient rise time, fall time, and FWHM are constant with respect to charge generated and photon energy, and decrease with increased reverse bias. The decrease in timing characteristics with increased reverse bias is expected due to the stronger internal electric field, while the consistency across charge generated suggests that the X-ray-induced timing characteristics are dominated by the diode’s nominal electric field. The lack of perturbations to the internal electric field is consistent with the small change in collection efficiency, which is indicative of less potential modulation.

Figure V.21. Focused X-ray-induced peak current as a function of charge generated for 8 keV (black circles), 10 keV (red squares), and 12 keV (green triangles) photon energies. Closed shapes show -5 V data, while open shapes show -90 V. Peak current shows a linear relationship with charge generated.
Figure V.22. Focused X-ray-induced transient rise time as a function of charge generated for 8 keV (black circles), 10 keV (red squares), and 12 keV (green triangles) photon energies. Closed shapes show -5 V data, while open shapes show -90 V. Rise time is constant with respect to charge generated.

Figure V.23. Focused X-ray-induced transient fall time as a function of charge generated for 8 keV (black circles), 10 keV (red squares), and 12 keV (green triangles) photon energies. Closed shapes show -5 V data, while open shapes show -90 V. Fall time is constant with respect to charge generated.
As with the other radiation sources, analyzing the band diagrams and electric fields within TCAD supports the experimental observations. Figures V.25 and V.26 show the conduction band energy (left) and electric field (right) at -5 V and -90 V, respectively, for three X-ray pulses at different times during the simulations. The X-ray photon energies and fluxes chosen to be shown encompass the X-ray conditions with the most amount of generated charge (10 keV full flux, 24 pC), the least amount of charge generated (12 keV ¿ flux, 3 pC), and an amount in between (8 keV ¿ flux, 8 pC). Despite the wide range in amounts of charge generated in the diode’s active region, the three X-ray conditions result in very similar amounts of potential modulation at the time of peak injection at -5 V (top of Figure V.25). This uniformity in potential modulation, demonstrated by both the conduction band potential and the electric field at “Time = 0 s”, is consistent with the experimental rise time, which show little to no variation with charge generated. By 1 ns post peak charge injection (bottom of Figure V.25), the differences in potential modulation amongst the different X-ray pulses are still minimal, resulting in the fall time’s observed lack of dependence on charge generated.

Figure V.24. Focused X-ray-induced transient FWHM as a function of charge generated for 8 keV (black circles), 10 keV (red squares), and 12 keV (green triangles) photon energies. Closed shapes show -5 V data, while open shapes show -90 V. FWHM is constant with respect to charge generated.
At -90 V (Figure V.26), there is more deviation in the amount of potential modulation from each of the X-ray pulses, both at the time of peak charge injection and 1 ns post peak injection. The 10 keV full flux X-ray pulse, which has the largest amount of generated charge, results in the most modulation, while the 12 keV ¼ flux pulse results in the least amount of modulation. This results in the observed trends in both rise and fall time, where there is a slight change in both with respect to charge generated. As was observed with the other radiation sources, the potential modulation collapses back to nominal conditions faster at -90 V than at -5 V, which is expected.

Figure V.25. Focused X-ray TCAD simulation results from the -5 V bias condition. Conduction band potential (left) and electric field (right) are shown at two time steps: at peak charge injection (top) and 1 ns post peak charge injection (bottom). Nominal conditions are denoted by the dashed grey lines.
Figure V.26. Focused X-ray TCAD simulation results from the -90 V bias condition. Conduction band potential (left) and electric field (right) are shown at two time steps: at peak charge injection (top) and 1 ns post peak charge injection (bottom). Nominal conditions are denoted by the dashed grey lines.
Experimental results from each of the radiation sources is presented in Chapter V – Experimental Results from each Radiation Source. Here, results from the radiation sources are compared to each other and differences are highlighted. Sentaurus TCAD simulation results are used to support the experimental observations and provide insight into mechanisms. Heavy ion- and pulsed laser-induced sensitive volumes were originally compared in [60]; an update is presented here to include the X-ray-induced sensitive volumes. SETs produced with similar amounts of generated charge from each radiation source are examined, and overall trends in SET shape characteristics as functions of generated charge and bias are investigated. Finally, TCAD simulations are used to investigate the primary mechanisms behind the observed differences.


A. Comparison of Sensitive Volumes

Sensitive volumes have been used since 1978 by the radiation effects community as a method of relating energy deposition from ions to circuit responses in space radiation environments [115]. Typically, sensitive volumes are used to relate collected charge, single event upset cross sections, and other single event effects to energy deposited and charge generated by ions. Multiple sensitive volume models have been developed over time with varying levels of complexity, from the most basic rectangular parallelepiped (RPP) [115, 116] to elaborate multi-region geometries [117, 118]. The most prominent use of sensitive volumes is as inputs to error rate calculations, using simulators such as MRED [117, 118] and CRÊME96 [119, 120]. Sensitive volumes are representative of the
time-integrated device response and examining them gives insight into the overall response from a radiation source.

A collected charge sensitive volume is defined in this work as the volume necessary to produce the experimentally observed collected charge, and a simple rectangular parallelepiped is used for the sensitive volume geometry due to the radial symmetry of the diode. The entire surface area of the diode is equally sensitive to radiation, so the only unknown dimension is the lateral extent, called the sensitive volume depth ($SD_x$). If both the experimental collected charge and charge generation profiles are known, the sensitive volume depth can be found by modifying the charge generation equations from Chapter III, shown as Equations VI.1 – VI.3 below. Solving for $SD_x$ gives the sensitive volume depth for each of the radiation sources.

\begin{align*}
Q_{\text{collected,ion}} &= \frac{q\rho}{E_{\text{ehp}}} \int_{SD_{\text{ion}}} \text{LET}(x)dx \quad (\text{VI.1}) \\
Q_{\text{collected,\text{laser}}} &= \int_{SD_{\text{laser}}} \frac{dQ_{\text{gen,\text{laser}}}}{dx} dx \quad (\text{VI.2}) \\
Q_{\text{collected,X-ray}} &= \frac{E_p}{E_{\text{ehp}}} \cdot (1 - e^{-\alpha SD_{X-ray}}) \quad (\text{VI.3})
\end{align*}

For each experimental condition, the sensitive volume depth was calculated using the appropriate collected charge (Chapter V) and charge generation profile (Chapter IV); the average for each radiation source was computed. The funnel length [107, 108] for each sensitive volume depth was found by subtracting the depletion depth for that bias condition from the sensitive volume depth. Depletion depth is the depth of the bottom of the depletion region, 11.5 µm for -5 V and 20.7 µm for -90 V. Table VI.1 summarizes the sensitive volume depths and funnel lengths for each of the radiation sources and bias conditions. Figure VI.1 shows the sensitive volumes with the nominal depletion region represented by the translucent grey box. The heavy ion sensitive volumes shown in black, pulsed laser shown in blue, and the focused X-ray in red. Only the depths of the sensitive volumes are to scale with the diode structure (dimensions are shown to the right), because the sensitive volume area encompasses the whole device area for all radiation sources.
The heavy ion-induced sensitive volume increased by 67% with increased reverse bias, while its funnel length only increased by 23%. Pulsed laser- and focused X-ray-induced sensitive volumes show less of an increase with bias, 13% and 19%, respectively, and their funnel lengths decrease by 54% and 138%, respectively.

Table VI.1. Summary of sensitive volume depths and funnel lengths

<table>
<thead>
<tr>
<th>Radiation Source</th>
<th>-5 V SD (µm)</th>
<th>-5 V Funnel Length (µm)</th>
<th>-90 V SD (µm)</th>
<th>-90 V Funnel Length (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heavy Ions</td>
<td>15</td>
<td>3.5</td>
<td>25</td>
<td>4.3</td>
</tr>
<tr>
<td>Pulsed Laser</td>
<td>23</td>
<td>11.5</td>
<td>26</td>
<td>5.3</td>
</tr>
<tr>
<td>Focused X-rays</td>
<td>16</td>
<td>4.5</td>
<td>19</td>
<td>-1.7</td>
</tr>
</tbody>
</table>

Figure VI.1. Sensitive volumes for the -5 V (left) and -90 V (right) experiments. Heavy ion volumes are shown in black, pulsed laser volumes in blue, and focused X-ray volumes in red. The translucent grey boxes show the nominal depletion region at that bias condition.

The heavy ion-induced sensitive volumes and funnel lengths display a bias dependence that is absent from the other radiation sources and demonstrates a dependence on the nominal internal electric field. On the other hand, the pulsed laser-induced sensitive volumes appear to be nearly independent of bias condition. This could be due to truncation of potential modulation by the heavily doped substrate at the higher reverse bias. The focused X-ray-induced sensitive volumes
also show less change with respect to bias than the heavy ions but fail to fully deplete the epitaxial layer like the pulsed laser. The nominal depletion region appears to drive the focused X-ray-induced sensitive volumes, while the other radiation sources are less dependent on nominal operating conditions. In short, the time-averaged device response from the different radiation sources differs, with the focused X-ray perturbing the nominal electrostatics the least and the pulsed laser perturbing it the most.

The concepts of funnel length and potential modulation are intricately tied, particularly in discussions involving sensitive volumes. Because sensitive volumes represent the time-integrated device response from SEEs, funnel length inherently refers to a time-integrate abstraction of changes in the electric field throughout a transient event. Potential modulation, as it pertains to funnel length, is conventionally thought of as the change in the width of the depletion modulation. However, as was seen in the TCAD simulations in Chapter V and will be seen later in this chapter, potential modulation can also refer to perturbations of the internal potential and electric field from the nominal conditions at a given point in time. For the other comparisons in this chapter, the latter definition of potential modulation is used.

B. Comparison of SETs at Comparable Charge Generated Values

Across all experimental conditions, there were several that resulted in equivalent amounts of generated charge in the diode’s active region. Comparing the transients that result from the different radiation sources with similar amounts of generated charge provides insight into the temporal differences of the radiation sources. There were three experimental conditions that resulted in approximately 6 pC of charge generated in the active region and three that resulted in 15 pC of generated charge, one from each radiation source.

Three SEE experimental conditions resulted in roughly 6 pC of generated charge in the diode’s active region: the copper heavy ion, the 750 pJ pulsed laser at a focal position of -1 µm outside the silicon, and the 12 keV ½ flux focused X-ray. Averaged SETs from the -5 V experiments are shown in Figure VI.2, Table VI.2 provides the numerical data associated with the SETs. The ion- and X-ray-induced SETs are more similar to each other than the pulsed laser-induced SET at -5 V, with the pulsed laser-induced SET being nearly twice as large (by both peak current and collected charge) than SETs from the other radiation sources. Fall times are the most notable timing
characteristic difference, with the X-ray SET having a much longer fall time than the other transients.

![Graph showing current vs time for different SEE sources.](image)

**Figure VI.2.** Averaged transients from the copper heavy ion (black), 750 pJ pulsed laser at a focal position of -1 µm (blue), and 12 keV, ½ flux focused X-ray (red) at a reverse bias of 5 V. Each of these radiation sources generated approximately 5.8 pC of charge in the diode’s active region.

<table>
<thead>
<tr>
<th>SEE Source</th>
<th>Ion: Cu</th>
<th>Laser: 750 pJ, -1 µm</th>
<th>X-ray: 12 keV, ½ Flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generated Charge (pC)</td>
<td>5.8</td>
<td>5.8</td>
<td>5.5</td>
</tr>
<tr>
<td>Peak Current (mA)</td>
<td>0.4</td>
<td>0.9</td>
<td>0.4</td>
</tr>
<tr>
<td>Collected Charge (pC)</td>
<td>3.1</td>
<td>6.4</td>
<td>3.3</td>
</tr>
<tr>
<td>Rise Time (ns)</td>
<td>1.8</td>
<td>2.4</td>
<td>1.2</td>
</tr>
<tr>
<td>Fall Time (ns)</td>
<td>28.3</td>
<td>21.7</td>
<td>37.7</td>
</tr>
<tr>
<td>FWHM (ns)</td>
<td>6.3</td>
<td>6.3</td>
<td>7.0</td>
</tr>
</tbody>
</table>
Comparing the potential modulation from the TCAD simulations provides insights into these differences. Figure VI.3 provides the conduction band potential and electric field cuts for these simulations at two different points in time during the transients. The differences between the radiation sources are clearest at 1 ns post peak charge injection, after the injected charge has had time to begin diffusing outward from its initial location. Both the ion and X-ray SEEs push the electric field closer to the device contact, while the laser SEE pushes the electric field further into the silicon near the substrate. The electric field in the laser simulation is also weaker and more spread out than the other simulations. These differences are consistent with the observed

Figure VI.3. Copper heavy ion (black), 12 keV ½ flux focused X-ray (red), and 750 pJ -1 μm pulsed laser (blue) TCAD simulation results from the -5 V bias condition. Conduction band potential (left) and electric field (right) are shown at two time steps: at peak charge injection (top) and 1 ns post peak charge injection (bottom). Nominal conditions are denoted by the dashed grey lines.
differences in the experimental results. The weaker electric field over a larger area from the laser SEE results in more charge being collected through drift, albeit a slower drift, than the other radiation sources. Discrepancies in location of injected charge causes the variations in electric field region locations; both the heavy ion and focused X-ray inject charge deep into the diode’s substrate, while the pulsed laser’s injected charge is confined to the active region of the diode. Overall, the TCAD simulations support the conclusions drawn from experimental data.

Similarly, SETs from the -90 V experiments were compared and the averaged SETs from the Cu ion, 12 keV ½ flux focused X-ray, and 750 pJ pulsed laser at a focal position of -1 µm are shown in Figure VI.4 for this bias condition. Table VI.3 provides the numerical data associated with the SETs. Differences are observed in these SETs, as they were for the -5 V bias condition, with the laser-induced SET now being more similar to the ion-induced SET and the X-ray-induced SET being smaller. On the whole, however, these SETs are all more consistent with each other due to how the stronger nominal electric field dominates the device response. This is evident from the TCAD simulated potentials and electric fields, shown in Figure VI.5, which are far more similar in terms of electric field strength and electric field region than the -5 V simulations.

Figure VI.4. Averaged transients from the copper heavy ion (black), 750 pJ pulsed laser at a focal position of -1 µm (blue), and 12 keV, ½ flux focused X-ray (red) at a reverse bias of 90 V. Each of these radiation sources generated approximately 5.8 pC of charge in the diode’s active region.
Figure VI.5. Copper heavy ion (black), 12 keV ½ flux focused X-ray (red), and 750 pJ -1 μm pulsed laser (blue) TCAD simulation results from the -90 V bias condition. Conduction band potential (left) and electric field (right) are shown at two time steps: at peak charge injection (top) and 1 ns post peak charge injection (bottom). Nominal conditions are denoted by the dashed grey lines.
Three SEE experimental conditions resulted in roughly 15 pC of generated charge in the diode’s active region: the xenon heavy ion, the 8 keV full flux focused X-ray, and the 990 pJ pulsed laser at a focal position of 3.5 µm in the silicon. Experimental averaged SETs and the associated TCAD simulations for the -5 V bias condition are shown in Figure VI.6 and VI.7, respectively, and Table VI.4 contains the numerical data. The -90 V experimentally averaged SETs and TCAD simulation results are given in Figures VI.8 and VI.9, and the numerical data is provided in Table VI.5. Overall, the observations from the larger amount of generated charge are consistent with those seen at the lower charge generated value and the TCAD simulations provide similar support. The pulsed laser perturbs the nominal electric field more than the heavy ions or focused X-rays, especially at the lower bias condition, resulting in larger transients with slower drift-driven rise times and faster diffusion-driven fall times. Meanwhile, the focused X-rays produce less potential modulation, resulting in smaller transients with faster drift-driven rise times and slower diffusion-driven fall times. These observations are consistent with those derived from the sensitive volumes, further supporting the claim that the pulsed laser modulates the potential more than heavy ions, while the focused X-ray minimally perturbs the nominal depletion region.
Figure VI.6. Averaged transients from the xenon heavy ion (black), 990 pJ pulsed laser at a focal position of 3.5 µm (blue), and 8 keV, full flux focused X-ray (red) at a reverse bias of 5 V. Each of these radiation sources generated approximately 15 pC of charge in the diode’s active region.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Generated Charge (pC)</td>
<td>15.9</td>
<td>15.0</td>
<td>14.6</td>
</tr>
<tr>
<td>Peak Current (mA)</td>
<td>1.0</td>
<td>1.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Collected Charge (pC)</td>
<td>10.5</td>
<td>16.1</td>
<td>10.9</td>
</tr>
<tr>
<td>Rise Time (ns)</td>
<td>2.0</td>
<td>3.3</td>
<td>1.2</td>
</tr>
<tr>
<td>Fall Time (ns)</td>
<td>37.9</td>
<td>21.9</td>
<td>37.5</td>
</tr>
<tr>
<td>FWHM (ns)</td>
<td>8.0</td>
<td>8.1</td>
<td>6.9</td>
</tr>
</tbody>
</table>
Figure VI.7. Xenon heavy ion (black), 8 keV full flux focused X-ray (red), and 990 pJ 3.5 µm pulsed laser (blue) TCAD simulation results from the -5 V bias condition. Conduction band potential (left) and electric field (right) are shown at two time steps: at peak charge injection (top) and 1 ns post peak charge injection (bottom). Nominal conditions are denoted by the dashed grey lines.
Figure VI.8. Averaged transients from the xenon heavy ion (black), 990 pJ pulsed laser at a focal position of 3.5 µm (blue), and 8 keV, full flux focused X-ray (red) at a reverse bias of 90 V. Each of these radiation sources generated approximately 15 pC of charge in the diode’s active region.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Generated Charge (pC)</td>
<td>15.9</td>
<td>15.0</td>
<td>14.6</td>
</tr>
<tr>
<td>Peak Current (mA)</td>
<td>4.8</td>
<td>7.6</td>
<td>5.3</td>
</tr>
<tr>
<td>Collected Charge (pC)</td>
<td>16.1</td>
<td>20.0</td>
<td>13.8</td>
</tr>
<tr>
<td>Rise Time (ns)</td>
<td>0.9</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>Fall Time (ns)</td>
<td>11.1</td>
<td>8.2</td>
<td>9.6</td>
</tr>
<tr>
<td>FWHM (ns)</td>
<td>2.7</td>
<td>2.1</td>
<td>2.0</td>
</tr>
</tbody>
</table>
The trends in SET shape seen here are consistent with those seen in the sensitive volumes; radiation sources with larger sensitive volumes have more collected charge. Given that collected charge is used in the calculation of sensitive volumes, this is expected. The differences observed in the transient rise and fall times provide insight into the time-dependent behavior of the electric field. The faster rise times are indicative of a stronger electric field, which would result from less modulation. Longer fall times are also indicative of less modulation, as more charge is generated outside the depletion region and must diffuse before being collected. These conclusions are supported by the TCAD simulated potentials and electric field cuts.

Figure VI.9. Xenon heavy ion (black), 8 keV full flux focused X-ray (red), and 990 pJ 3.5 µm pulsed laser (blue) TCAD simulation results from the -90 V bias condition. Conduction band potential (left) and electric field (right) are shown at two time steps: at peak charge injection (top) and 1 ns post peak charge injection (bottom). Nominal conditions are denoted by the dashed grey lines.
C. Comparison of SET Shape Trends Across Radiation sources

Peak current, collected charge, transient rise time, transient fall time, and transient FWHM were examined as a function of collected charge and bias condition for each of the radiation sources. Here, the trends in SET shape characteristics are compared between the three radiation sources. It is observed that each radiation source results in different SET shape characteristic trends across generated charge and bias conditions. For the following figures heavy ion results are denoted by black circles, all focused X-ray photon energies are grouped together as red squares, and pulsed laser results are designated by triangles, with the color denoting the pulse energy: blue for 400 pJ, green for 750 pJ, and purple for 990 pJ.

All radiation sources showed a linear relationship between charge generated and peak current, with increased peak currents at the larger reverse bias condition. Figure VI.10 shows the -5 V (left) and -90 V (right) peak currents for all radiation sources. The pulsed laser, regardless of pulse energy, had greater peak currents per charge generated compared to the other sources, but increased the least with increased reverse bias. The focused X-ray-induced SETs, on the other hand, had the smallest peak current per generated charge. The heavy ion-induced peak current per generated charge is most similar to the peak currents generated by the focused X-rays at -5 V but

![Figure VI.10. Peak current as a function of charge generated at -5 V (left) and -90 V (right) for heavy ion-, focused X-ray-, and pulsed laser-induced SETs.](image-url)
shows a slightly greater increase with increased reverse bias. Despite the heavy ions showing the greatest increase in peak current per generated charge with increased reverse bias, pulsed laser-induced SETs still have substantially larger peak currents at -90 V.

As with peak current, collected charge shows a linear relationship to charge generated for all radiation sources. Figure VI.11 shows the -5 V (left) and -90 V (right) collected charge as a function of charge generated. The dashed grey line shows the unity collection efficiency. At -5 V, both heavy ion- and focused X-ray-induced SETs have similar collection efficiencies that are less than unity, while all laser pulse energies have collection efficiencies near unity. Increasing the reverse bias to -90 V causes the heavy ion-induced collection efficiency to increase to unity, while the focused X-ray-induced collection efficiency remains below unity. Pulsed laser-induced collection efficiency increases slightly above unity and shows the least amount of change with bias condition. These trends are consistent with those observed in the sensitive volumes and are demonstrative of differing amounts of potential modulation occurring between the radiation sources.

![Figure VI.11. Collected charge as a function of charge generated at -5 V (left) and -90 V (right) for heavy ion-, focused X-ray-, and pulsed laser-induced SETs.](image-url)

Transient rise times differ drastically between the radiation sources. Figure VI.12 shows the transient rise times at -5 V (left) and -90 V (right). The most distinctive feature in Figure VI.12 is
the multivalued nature of the pulsed laser-induced rise times, which is a unique by-product of the Gaussian-like charge generation profile (see Chapter IV.2 for one-dimensional profiles). Heavy ion and focused X-ray, due to the linearity of their charge generated profiles, are unable to produce such a trend. The multivalued function of the pulsed laser-induced rise times demonstrates the importance focal position plays in device response. The second interesting feature is the lack of dependence the focused X-ray-induced rise times have with charge generated. Both other radiation sources display a distinct dependence on generated charge, particularly at -5 V. The focused X-ray also results in the fastest rise times, suggesting a stronger electric field than the other radiation sources. At -90 V, the transient rise times are more consistent amongst the radiation sources, which demonstrates the dominance of the increased nominal electric field.

Figure VI.12. Transient rise time as a function of charge generated at -5 V (left) and -90 V (right) for heavy ion-, focused X-ray-, and pulsed laser-induced SETs.

Transient fall times, shown in Figure VI.13, show trends similar to those observed with the rise times. The pulsed laser once again shows a dependence on both charge generated and focal position, while the focused X-ray shows a lack of dependence on charge generated. Heavy ion-induced fall times fall somewhere between the pulsed laser and focused X-ray fall times. The focused X-ray also results in the longest fall times of the radiation sources, suggesting more charge collection through diffusion. As with the rise times, the transient fall times are more consistent at
the higher reverse bias condition, once again demonstrating the dominance of the nominal electric field on the device response.

Transient FWHMs are shown in Figure VI.14. Despite the differences in transient rise and fall time between the radiation sources, the FWHMs show more consistency. The pulsed laser-induced FWHMs shown some multivalued features, and the focused X-ray-induced FWHMs are more consistent with charge generated, but the absolute differences are smaller. The heavy ion-induced FWHMs are more consistent with the pulsed laser values than the focused X-ray. At -90 V, the FWHMs are faster and nearly identical due to the role the larger nominal electric field plays.

The observations obtained from SET shape comparisons are consistent with those from the sensitive volume and direct SET comparisons. At similar amounts of charge generated, pulsed laser-induced SETs have larger peak currents, more collected charge, slower transient rise times, and faster transient fall times compared to the other radiation sources. This is consistent with more potential modulation, resulting in a larger sensitive volume and a weaker electric field. The weaker electric field causes the slower rise time, but the larger sensitive volume results in more charge being collected by drift and therefore the faster fall times. The opposite is observed with the X-ray-induced SETs, which are smaller than those from the other radiation sources and have faster rise times and slower fall times. The smaller sensitive volume results in less charge collection, but
a stronger electric field and faster rise times. However, less charge is collected through drift and so the slower fall times result from the increased role of diffusion.

Comparing the TCAD simulated electric field cut trends for the different radiation sources from Chapter V confirms the experimentally derived conclusions. These electric field cuts have been reprinted in Figures VI.15 and VI.16 for the -5 V and -90 V conditions, respectively. The differences in electric field strength between the various radiation sources at -5 V is most clear at 1 ns post peak charge injection, wherein the ion and X-ray electric fields are more similar to each other than the laser electric fields and are much stronger. In the -90 V simulations, discrepancies are clearest at the time of peak injection, with the ion and laser having the most similar strength in electric fields and the X-ray having stronger peak electric fields. Also in the -90 V simulations, all radiation sources show similar electric fields by 1 ns post peak charge injection, demonstrating the role the stronger nominal field plays in the device response. For both sets of simulations, the laser demonstrates a dependence on location of injected charge that cannot be observed in the cases of ion and X-ray injected charge, and a dependence on amount of charge generated is seen in all radiation sources. In summary, both the experimental results and the TCAD simulations show that the device response is dependent on the radiation source.

Figure VI.14. Transient FWHM as a function of charge generated at -5 V (left) and -90 V (right) for heavy ion-, focused X-ray-, and pulsed laser-induced SETs.
Figure VI.15. Electric field cuts from the -5 V TCAD simulations at the time of peak injection (left) and 1 ns post peak injection (right) for heavy ions (top), focused X-ray (middle), and pulsed laser (bottom).
Figure VI.16. Electric field cuts from the -90 V TCAD simulations at the time of peak injection (left) and 1 ns post peak injection (right) for heavy ions (top), focused X-ray (middle), and pulsed laser (bottom).
D. Mechanisms

It was established previously in this chapter that the diode’s SEE response is dependent on the radiation source. Based on the experimental results and TCAD simulations, heavy ion-, focused X-ray-, and pulsed laser-induced charge generation result in differing amounts of potential modulation. While each radiation source displayed some device response dependence on amount of charge generated, which is expected due to changes in carrier density, this does not account for the disparities in potential modulation amongst the radiation sources. Given that the radiation sources all generated similar ranges of charge generated amounts, the observed variations in potential modulation must be due to differences in the charge generation profiles. The general shape of the charge generation profiles from each source was discussed in Chapter 4.A, and there are several distinct features of each radiation source. Figure VI.17 shows linearly normalized charge generation profiles for each of the radiation sources as an illustration. The direction of propagation for the radiation sources is shown by the white arrow, starting at the surface of the device and moving further into the silicon. The charge generation is normalized from maximum (red) to minimum (blue) for each radiation source. Heavy ions (top) produce a long, nearly linear charge generation track with a very narrow radial width, typically approximated to be on the order of 50 to 100 nm, that inject charge over a time scale of ~500 fs. Focused X-rays (2nd to top) produce a long, nearly linear charge generation profile that is very similar to that of the heavy ions but has

![Figure VI.17. Normalized 2D charge generation profiles for heavy ions (top), focused X-rays (2nd to top), pulsed laser focused at 3.5 µm into the silicon (2nd to bottom), and pulsed laser focused at 21 µm into the silicon (bottom).]
a wider radial width, on the order of ~1 µm, and is injected over a longer time scale, ~100s of ps. The pulsed laser setup used in this work results in a charge generation profile that is roughly Gaussian in both the radial and lateral dimensions over a time scale akin to the ions; two focal positions are shown in Figure VI.17 (bottom two), demonstrating the effect the focal position has on location of generated charge.

Because there are multiple differing aspects of the charge generation profiles from the radiation sources, simplified TCAD simulations were performed to ascertain which of the charge generation profile aspects are most important to the observed differences in potential modulation. Using the same diode structure and simulation space presented in Chapter 4.C, four sets of transient simulations were performed to explore the main differing aspects of charge injection, illustrated in Figure VI.18: (1) temporal duration, (2) radial width, (3) range, and (4) starting location. For all the simulations, the amount of charge generated in the diode’s active region was kept constant at 15 pC and a Gaussian radial distribution was used.

![Diagram](image)

Figure VI.18. Illustration of the charge generation profile aspects. Temporal duration refers to the length of time over which the charge is injected and is Gaussian in shape. Range refers to how long the charge generation profile is. Radial width refers to the radial Gaussian width of the initial charge injection. Starting location refers to the location in the diode where the charge injection begins.
1) Temporal Duration of Charge Injection

Six sets of simulations were run to explore the effect the temporal duration of charge injection has on device response. The simulations use TCAD’s HeavyIon statement for simplicity, with a range of 90 μm, a constant LET of 0.6 pC/μm, and a radial FWHM of 83 nm. Heavy ions in TCAD are injected over a Gaussian distributed time with a default $1/e^2$ time envelope of 4 ps; in these simulations, the time envelope was varied over several orders of magnitude at values of 40 fs, 4 ps, and 400 ps. Bias conditions of -5 V and -90 V were used.

Electric field cuts were taken at several time points during the transients and are shown in Figure VI.19. The top set of curves are from the -5 V simulations and the bottom set of curves are

![Figure VI.19. Electric field cuts for the -5 V (top) and -90 V (bottom) TCAD simulations examining pulse duration at the time of peak charge injection (left) and 1 ns post peak injection (right).](image)
for the -90 V simulations. For both bias conditions, there is some variation in electric field modulation between the different injection duration for the peak-injection cases, but the overall magnitude of the electric field is consistent. By 1 ns post peak injection the electric fields are indistinguishable. It should be noted that the 400 ps temporal duration is not shown in the -90 V results; this simulation was experiencing convergence errors that prevented it from running. However, based on the results from the other simulations it is expected that the results would not be significantly different from the other -90 V simulations.

Given that the range of injection duration used here is wider than those occurring in real experimental conditions, it can be presumed that the injection duration has little to no effect on the overall device response in the experiments performed in this work. However, caution should be taken when working with high speed devices. The focused X-ray has a 1/e\(^2\) pulse duration of 144 ps, which could affect devices operating at frequencies higher than approximately 7 GHz.

2) Radial Width of Charge Injection

Six sets of simulations were run to explore the effect the radial width of charge injection has on device response. The simulations use TCAD’s *HeavyIon* statement for simplicity, with a range of 90 \(\mu\)m, a constant LET of 0.6 pC/\(\mu\)m, and 1/e\(^2\) Gaussian distributed time envelope of 4 ps. Radial FWHM values of 83 nm, 830 nm, and 4.2 \(\mu\)m were used to explore the effects of radial width. The radial FWHM value of 83 nm is one of the common widths used when simulating heavy ion SEEs in TCAD and corresponds to the 1/e radius of 100 nm. Bias conditions of -5 V and -90 V were used.

Electric field cuts were taken at several time points during the transients and are shown in Figure VI.20. The top set of curves are from the -5 V simulations and the bottom set of curves are for the -90 V simulations. The differences in the -5 V simulations are most notable at 1 ns post peak charge injection, in which the wider radial distributions result in weaker electric field that are distributed over a wider area. At -90 V, discrepancies can be seen at both time steps, though they are most prominent at the time of peak injection. Overall, the high bias simulations show the same trends as the lower bias condition: a wider radial distribution results in less potential modulation. This can be expected, as the same amount of charge is being injected over a wider area, resulting in lower carrier densities.
Based on the conclusions from these simulations, the most of observed differences between the heavy ion and focused X-ray experiments, and some of the differences between the heavy ion and pulsed laser experiments can be attributed to the differences in radial widths.

3) Range of Charge Injection

Six sets of simulations were run to explore the effect the starting location of charge injection has on device response. The simulations use TCAD’s HeavyIon statement with a radial FWHM of 83 nm and 1/e² Gaussian distributed time envelope of 4 ps. The ranges of the injected charge were 90 µm, 10 µm, and 5 µm. The constant LET was adjusted for each range to maintain 15 pC of
generated charge in the active region, resulting in LETs of 0.6 pC/µm, 1.5 pC/µm, and 3 pC/µm, respectively. Bias conditions of -5 V and -90 V were used.

Electric field cuts were taken at several time points during the transients and are shown in Figure VI.21. The top set of curves are from the -5 V simulations and the bottom set of curves are for the -90 V simulations. Both bias conditions show a dependence on the range of the injected charge, with the long range charge injection modulating the electric field toward the surface of the device and the short range charge injection modulating the electric field toward the substrate. In all cases, the electric field is being pushed away from the regions with the highest density of excess carriers. The short range charge injection conditions generate all the excess carriers in the upper

Figure VI.21. Electric field cuts for the -5 V (top) and -90 V (bottom) TCAD simulations examining the range of charge injection at the time of peak charge injection (left) and 1 ns post peak injection (right).
portion of the diode, near the contact, while the long range injection condition generates most of its charge in the epitaxial layer and substrate.

Both the ions and X-rays generate charge over a long range, penetrating deep into the substrate, while the laser has a more confined range similar to the short range simulations seen here. Based on these simulations, the differences observed between the heavy ion and pulsed laser experiments, and the focused X-ray and pulsed laser experiments are impacted heavily by the differences in charge injection range.

4) Starting Location of Charge Injection

Six sets of simulations were run to explore the effect the starting location of charge injection has on device response. The simulations use TCAD’s HeavyIon statement, with a range of 10 µm, constant LET of 1.5 pC/µm, radial FWHM of 83 nm, and 1/e² Gaussian distributed time envelope of 4 ps. The starting location for charge injection was set to 0 µm (device surface) 10 µm, and 20 µm. Bias conditions of -5 V and -90 V were used.

Electric field cuts were taken at several time points during the transients and are shown in Figure VI.22. The top set of curves are from the -5 V simulations and the bottom set of curves are for the -90 V simulations. For both bias conditions, the location of the electric field region is dependent on the starting location of charge injection, with the potential being modulated away from the excess carriers. For the surface starting location that means the electric field region is pushed towards the substrate, while the other starting locations push the electric field region into the p+ region toward the device contact.

These simulations most closely resemble the different pulsed laser focal positions, and based on these simulations, the observed differences between focal positions comes down to location of injected charge. Given that the heavy ions and focused X-rays always begin their charge injection at the surface of the device, location of charge is not a major factor in their device responses.
Figure VI.22. Electric field cuts for the -5 V (top) and -90 V (bottom) TCAD simulations examining starting location of charge injection at the time of peak charge injection (left) and 1 ns post peak injection (right).
As the demand for spacecraft increases, so too will the demand for radiation effects testing. The availability of high energy particle accelerators is already struggling to meet current demand, and alternative SEE testing methods are being investigated as possible ways to meet demand. Two of these alternative methods are the picosecond focused X-ray and femtosecond pulsed laser, which generate charge through the absorption of photons. Both of these alternative radiation sources have distinct testing advantages over heavy ions and each other, such as improved spatial and temporal control over charge generation, motivating interest in their use separately from the conventional facility shortage. However, their ability to replace conventional heavy ions for spacecraft validation remains to be seen.

This work used a large area, epitaxial silicon diode to explore the charge collection mechanisms from heavy ion-, pulsed laser-, and focused X-ray-induced charge generation. SET experiments were performed using all three radiation sources over similar ranges of charge generated in the diode’s active region. The experimental data was compared three ways: (1) comparing sensitive volumes, (2) comparing SETs from each source at comparable generated charge values, and (3) comparing the trends in SET shape as a function of bias condition and amount of generated charge. All three comparisons resulted in the same conclusions; each SEE modulates the diode’s internal potential differently, resulting in the observed variations in device response.

Sentaurus TCAD simulations were used to first verify the differences in potential modulation from the experimental results, and then were used to explore which aspects of the radiation sources were responsible for the differences. By varying individual aspects of the charge generation profiles, it could be seen that the most important features to affect the device response were the range and starting location of the injected charge, with radial distribution contributing a small amount of variation and temporal duration having almost no effect on this device. The range and starting location of injected charge heavily affect the location of excess carriers, which in turn effects where and by how much the potential is modulated. The radial width of charge injection is a factor in the density of the excess carriers but is less significant in the overall device response than range and starting location.
While this work focused on the SET response of a large area, epitaxial diode, the conclusions can be generalized to other SEEs and device types. For instance, SEGR and SEB are heavily dependent on the electric fields within power devices. Because the various charge generation profiles modulate the potential and electric field differently for the same amount of generated charge, there could be discrepancies in the amount of generated charge necessary to induce gate rupture and burnout. On the other hand, SEUs in SOI technologies will probably occur under very similar charge generated circumstances due to smaller sensitive volumes and confined regions for modulation to occur. High speed devices, operating at frequencies greater than 7 GHz, may experience different device responses when being exposed to the long X-ray pulsed compared to the faster ions and laser pulses. Finally, the wider radial spot sizes of laser and X-ray pulses can generate charge in multiple transistors simultaneously in high density chips, which may complicate testing efforts.

This work has demonstrated that different charge generation sources result in different device responses, even when the amount of generated charge is equivalent. The differences in device response are caused by variations in the excess carrier density and location, which affect how the potential and electric field are modulated during the transient event, and complicate efforts for developing a universal, predictive correlation methods for the radiation sources. There are still many benefits to using the alternative radiation sources compared to conventional ion facilities, and the necessity of them will increase as demand for SEE testing increases. In the end, alternative SEE testing methods show promise for basic research and ad hoc correlations to heavy ion testing.
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**APPENDIX A – SET CHARACTERISTICS PROCESSING CODE**
def dblexp(tv,td1,tau1,tau2,I,off,bias):
    y = []
    for t in tv:
        try:
            i1 = math.exp(-tau1*(t-td1))-math.exp(-tau2*(t-td1))
            if t<td1:
                y.append(off+t*bias)
            else:
                y.append(off+t*bias+I*i1)
        except OverflowError:
            y.append(0.0)
    return y

def fitDouble(x,y,w1,w2,w3,w4):
    try:
        popt, pcov = curve_fit(dblexp, x,y,p0=[w1,w2,w3,w4,0.0,0.0],maxfev=5000,method='lm',factor=0.1)
        perr = np.sqrt(np.diag(pcov))
        c1,c2,c3,c4,c5,c6=popt
        fits = perr[0]
    except RuntimeError:
        c1 = w1
        c2 = w2
        c3 = w3
        c4 = w4
        c5 = 0.0
        c6 = 0.0
        fits = 1.0
    return c1,c2,c3,c4,c5,c6

def charge_coll(x,y,off,bias):
    charge = 0.0
    temp = 0.0
    for i in range(0,len(y)-1):
        charge = charge + (0.5*(x[i+1]-x[i])*(y[i+1]+y[i]))
        temp = temp + (0.5*(x[i+1]-x[i])*((off+x[i+1]*bias)+(off+x[i]*bias)))
    charge = charge-temp
    return charge

def riseTime(a,b):
    pc = np.max(y1)
    j = np.argmax(y1)
rise_lb = 0.0
for i in range(0,j):
    diff = y1[i]-(0.01*pc)
    if ((diff==0) or (diff*(y1[i+1]-(0.01*pc))<0)):
        rise_lb = x1[i]
rise_time = rise_lb-x1[j]
return rise_time

def fallTime(x1,y1):
    pc = np.max(y1)
j = np.argmax(y1)
fall_rb = 0.0
for i in range(j,len(y1)-1):
    diff = y1[i]-(0.01*pc)
    if ((diff==0) or (diff*(y1[i+1]-(0.01*pc))<0)):
        fall_rb = x1[i]
fall_time = fall_rb-x1[j]
return fall_time

def fwhm(x1,y1):
    pc = np.max(y1)
j = np.argmax(y1)
fwhm_lb = 0.0
fwhm_rb = 0.0
for i in range(0,j):
    diff = (0.5*pc)-y1[i]
    if ((diff==0) or (diff*(0.5*pc-y1[i+1])<0)):
        fwhm_lb = x1[i]
for i in range(j,len(y1)-1):
    diff = (0.5*pc)-y1[i]
    if ((diff==0) or (diff*(0.5*pc-y1[i+1])<0)):
        fwhm_rb = x1[i]
fwhm_time = fwhm_rb-fwhm_lb
return fwhm_time

def r_squared(y,y_fit):
    ss_res = np.sum((y-y_fit)**2)
    ss_tot = np.sum((y-np.mean(y))**2)
r2 = 1.0 - (ss_res/ss_tot)
return r2
APPENDIX B – SIMULATED DOPING PROFILE VS EXPERIMENTAL DOPING PROFILE

![Graph showing carrier concentration vs depth for P-Type Exp, N-Type Exp, P-Type TCAD, and N-Type TCAD]
APPENDIX C – SENTAUROS TCAD PHYSICS MODEL PARAMETERS


Table 46  Philips unified mobility model: Electron and hole parameters (silicon)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter name</th>
<th>Electrons (arsenic)</th>
<th>Electrons (phosphorus)</th>
<th>Holes (boron)</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_{\text{max}} )</td>
<td>( \mu_{\text{max}}^* )</td>
<td>1417</td>
<td>1414</td>
<td>470.5</td>
<td>cm²/Vs</td>
</tr>
<tr>
<td>( \mu_{\text{min}} )</td>
<td>( \mu_{\text{min}}^* )</td>
<td>52.2</td>
<td>68.5</td>
<td>44.9</td>
<td>cm²/Vs</td>
</tr>
<tr>
<td>( \theta )</td>
<td>( \theta^* )</td>
<td>2.285</td>
<td>2.285</td>
<td>2.247</td>
<td>1</td>
</tr>
<tr>
<td>( \varepsilon_{\text{ch},\text{ref}} )</td>
<td>( \varepsilon_{\text{ref}}^* )</td>
<td>( 9.68 \times 10^{16} )</td>
<td>( 9.2 \times 10^{16} )</td>
<td>( 2.23 \times 10^{17} )</td>
<td>cm⁻³</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( \alpha^* )</td>
<td>0.68</td>
<td>0.711</td>
<td>0.719</td>
<td>1</td>
</tr>
</tbody>
</table>
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Table 63  Default parameters for doping- and temperature-dependent SRH lifetime

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter name</th>
<th>Electrons</th>
<th>Holes</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_{\text{min}} )</td>
<td>( \tau_{\text{min}} )</td>
<td>0</td>
<td>0</td>
<td>s</td>
</tr>
<tr>
<td>( \tau_{\text{max}} )</td>
<td>( \tau_{\text{max}} )</td>
<td>( 1 \times 10^{-5} )</td>
<td>( 3 \times 10^{-6} )</td>
<td>s</td>
</tr>
<tr>
<td>( \varepsilon_{\text{ref}} )</td>
<td>( \varepsilon_{\text{ref}} )</td>
<td>( 1 \times 10^{16} )</td>
<td>( 1 \times 10^{16} )</td>
<td>cm⁻³</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>( \gamma )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( T_{\alpha} )</td>
<td>( T_{\alpha} )</td>
<td>–1.5</td>
<td>–1.5</td>
<td>1</td>
</tr>
<tr>
<td>( \varepsilon_{\text{trp}} )</td>
<td>( \varepsilon_{\text{trp}} )</td>
<td>0</td>
<td>0</td>
<td>eV</td>
</tr>
</tbody>
</table>
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Table 65  Default coefficients of Auger recombination model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>( A_A [\text{cm}^6 \text{s}^{-1}] )</th>
<th>( B_A [\text{cm}^6 \text{s}^{-1}] )</th>
<th>( C_A [\text{cm}^6 \text{s}^{-1}] )</th>
<th>( H [1] )</th>
<th>( N_0 [\text{cm}^{-3}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter name</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>H</td>
<td>N_0</td>
</tr>
<tr>
<td>Electrons</td>
<td>( 6.7 \times 10^{-32} )</td>
<td>( 2.45 \times 10^{-31} )</td>
<td>–2.2 \times 10^{-32}</td>
<td>3.46667</td>
<td>( 1 \times 10^{18} )</td>
</tr>
<tr>
<td>Holes</td>
<td>( 7.2 \times 10^{-32} )</td>
<td>( 4.5 \times 10^{-33} )</td>
<td>2.63 \times 10^{-32}</td>
<td>8.25688</td>
<td>( 1 \times 10^{18} )</td>
</tr>
</tbody>
</table>
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### Table 67  Coefficients for Okuto–Crowell model (Eq. 372)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter name</th>
<th>Electrons</th>
<th>Holes</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>a</td>
<td>0.426</td>
<td>0.243</td>
<td>V$^{-1}$</td>
</tr>
<tr>
<td>$b$</td>
<td>b</td>
<td>$4.81 \times 10^5$</td>
<td>$6.53 \times 10^5$</td>
<td>V/cm</td>
</tr>
<tr>
<td>$c$</td>
<td>c</td>
<td>$3.05 \times 10^{-4}$</td>
<td>$5.35 \times 10^{-4}$</td>
<td>K$^{-1}$</td>
</tr>
<tr>
<td>$d$</td>
<td>d</td>
<td>$6.86 \times 10^{-4}$</td>
<td>$5.67 \times 10^{-4}$</td>
<td>K$^{-1}$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>gamma</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\delta$</td>
<td>delta</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
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### Table 102  Coefficients for carrier generation by heavy ion (Heavylon parameter set)

<table>
<thead>
<tr>
<th></th>
<th>$s_{hi}$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$k$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Keyword</strong></td>
<td>$s_{hi}$</td>
<td>$a_1$</td>
<td>$a_2$</td>
<td>$a_3$</td>
<td>$a_4$</td>
<td>$k$</td>
<td>$c_1$</td>
<td>$c_2$</td>
<td>$c_3$</td>
<td>$c_4$</td>
</tr>
<tr>
<td><strong>Default value</strong></td>
<td>2e-12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Default unit</strong></td>
<td>s</td>
<td>pairs/cm$^3$</td>
<td>pairs/cm$^3$/cm</td>
<td>pairs/cm$^3$</td>
<td>cm$^{-1}$</td>
<td>1</td>
<td>pairs/cm$^3$</td>
<td>cm$^{-1}$</td>
<td>1</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td><strong>Unit if PicoCoulomb is chosen</strong></td>
<td>s</td>
<td>pairs/cm$^3$</td>
<td>pairs/cm$^3$/µm</td>
<td>pairs/cm$^3$</td>
<td>µm$^{-1}$</td>
<td>1</td>
<td>pC/µm</td>
<td>1</td>
<td>µm$^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>
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