
Modeling of Material Degradation using Decoupled Finite Element Approaches:

Applications to Localized Corrosion of Iron Alloys and Hydraulic Fracture of Glaciers

By

Xiangming Sun

Dissertation

Submitted to the Faculty of the

Graduate School of Vanderbilt University

in partial fulfillment of the requirements

for the degree of

DOCTOR OF PHILOSOPHY

in

Civil Engineering

December 12, 2020

Nashville, Tennessee

Approved:

Ravindra Duddu, Ph.D.

Alan Bowers, Ph.D.

Caglar Oskay, Ph.D.

Paul Laibinis, Ph.D.



Copyright © 2020 by Xiangming Sun

All Rights Reserved

ii



To my beloved parents, Yi Wang and Weiliang Sun

iii



ACKNOWLEDGMENTS

Firstly, I would like to express my great thankfulness to my advisor Professor Ravindra

Duddu, who has always been encouraging and supportive during the past five years. His

enthusiasm and scrupulous attitude to science led me to be a qualified researcher. Without

his support and guidance, I would not be able to finish this dissertation.

I also would like to thank Dr. Alan Bowers, Dr. Caglar Oskay, and Dr. Paul Laibinis for

serving on my dissertation committee. Their insightful comments and valuable suggestions

motivated me to widen my research from various perspectives.

I would like to extend my thanks to my colleagues who have been along with me for

the academic journey at Vanderbilt University. Especially, I would like to acknowledge my
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Chapter 1

INTRODUCTION

The goal of this dissertation is to apply the notion of decoupling on highly non-linear

mathematical models describing material degradation within the framework of the finite

element method. Multiple chemical and physical processes can cause the degradation of

materials and pose a significant threat to the safety and stability of both man-made or natu-

ral materials and structures [164]. Material degradation induced by localized corrosion is a

huge concern especially for military mobile and fixed equipment and structures because of

their prolonged exposure to harsh/marine (aggressive) environments [28, 35, 51, 128]. To

mitigate these risks, it is essential to fundamentally understand and predict the propagation

of localized corrosion. Damage accumulation over time can also lead to the degradation of

different materials, such as man-made metallic alloys and natural polycrystalline ice. Be-

cause progressive degradation of materials can severely weaken the mechanical strength, a

localized crack can initiate in damaged zone and propagate in a rapid rate.

Complementary to experiments, numerical modeling studies are essential and effective

to better understand the chemical and physical processes associated with material degra-

dation and to predict the failure of materials. It is ideal to use a coupled numerical algo-

rithm to solve the equations describing material degradation. However, the coupled ap-

proaches often encounter numerical issues owing to the complexity of algorithms and high

non-linearity of governing equations. Therefore, decoupled algorithms are developed and

implemented to model the degradation of iron alloys and glaciers. The focus of this disser-

tation is to first test the viability and accuracy of decoupled approaches through verification

and validation studies, and then explore the fundamental mechanisms that dominant mate-

rial degradation related physical and chemical processes, including localized corrosion and

hydraulic fracture of glaciers.
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Fundamental understanding and prediction of localized corrosion is difficult due to the

complex nature of initiation and propagation events spanning multiple size and time scales.

The initiation of localized corrosion sites involving passive film breakdown is stochastic in

nature and takes place on smaller length scales (on the order of nanometers) [55]. There-

fore, it is not possible to predict exactly when and where pits will nucleate, and mecha-

nistic/deterministic models only consider the physical and chemical processes of corrosion

propagation after initiation based on mass and charge balance. The simplest of mechanis-

tic models consider mass transport of solute species (e.g., metal or hydrogen ions) in the

solution environment based on Fickian diffusion [7, 82, 137, 138, 140], but they ignore

electro-migration effects on ion transport. Perhaps, the first-ever comprehensive mecha-

nistic model of pitting and crevice corrosion, considering electro-diffusive mass transport

of multi-ionic species and homogeneous chemical reactions in solution, was proposed by

Sharland and Tasker [131, 133]; however, the analysis was restricted to one-dimension

due to model complexity. Also, because only the equilibrium constants for the chemical

reactions are known, the reformulation of governing equations to eliminate the unknown

forward and backward reaction rate terms is necessary if a chemical species is added to or

removed from the system. An alternative approach is to simply assume a large enough value

of reaction rate so that the reactions are fast compared to diffusive transport [162, 163].

This approach is prone to numerical convergence issues due to poor conditioning of matri-

ces resulting from the discretization of electro-diffusion-reaction equations of multi-ionic

systems. Therefore, it is quite challenging to numerically model the electro-diffusive mass

transport of species and homogeneous chemical reactions within the electrolyte simultane-

ously.

Damage accumulation and fracture (or crevasse) propagation in glaciers and ice shelves

are critical processes that determine the mass balance of continental ice sheets and can con-

tribute to global sea level rise [47]. Crevasses have historically been thought to be opening

(mode I) fractures formed under the action of tensile normal stress. Iceberg calving, which
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is a dominant mode of mass loss from ice sheets, occurs when the combination of basal

and surface crevasses penetrates the entire ice thickness, thus isolating an iceberg [19].

Existing calving models analytically estimated the crevasse penetration depths in glaciers

and ice shelves using linear elastic fracture mechanics (LEFM) models [77, 159]. The fun-

damental assumption of these LEFM models is that crevasses will penetrate to the depth

where stress intensity factor reaches a critical value. However, using the LEFM to explic-

itly track the propagation of crevasse tip can be algorithmically cumbersome. In the recent

decades, crevasse propagation has been implicitly captured by implementing continuum

damage mechanics (CDM) models [44, 116]. While LEFM only requires the critical value

of the stress intensity factor, one needs to define and calibrate several parameters when ap-

plying the phenomenological creep damage model. In contrast, the phase-field method for

brittle fracture [95] can be an ideal tool to model and simulate glacier crevasse propagation.

It replaces discrete sharp crack surfaces with a smeared zone of damaged material by rep-

resenting the crack with the continuous damage (phase field) variable [86, 95]. Because the

phase field is a CDM approach, it enables implicit crack surface tracking but eliminates the

need for calibration of several phenomenological damage parameters. However, a signifi-

cant challenge of the phase field model is that it involves the solution of coupled nonlinear

PDEs for the damage and displacement fields over the computational domain.

As discussed above, the interactions between different physical processes (i.e., mass

transport and chemical reactions during localized corrosion) and field variables (i.e., dam-

age, displacement, and crack driving force during glacier crevasses propagation) can cause

numerical issues when solving the governing nonlinear partial differential equations and

algebraic equations in a fully coupled manner. Decoupled numerical methods, also re-

ferred to as operator-splitting approaches, are better suited to handle the high non-linearity

together with multiple physical processes and fields in a robust, flexible, and efficient man-

ner. To comprehensively demonstrate advantages of the decoupled numerical algorithm on

solving multi-physics problems describing material degradation related chemical and phys-
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ical processes, three objectives are set and systematically discussed in this dissertation.

The first objective of this dissertation is to develop a sequential non-iterative approach

(SNIA) that individually treats electro-diffusive ion transport and homogeneous chemical

reactions using the standard finite element method. The concentration of ionic species

and the electrical potential in the electrolyte domain are described by the Nernst-Planck

equations and the local electro-neutrality (LEN) condition. The metal-solution (electrode-

electrolyte) interface fluxes are defined in terms of the anodic and cathodic current densi-

ties using Tafel kinetics. The electro-diffusion equations are decoupled from the chemical

equilibrium equations using the SNIA in two steps. In the first step, the electro-diffusion

equations are linearized using the Newton-Raphson method, discretized using the standard

finite element method, and solved in the open-source software FEniCS to establish “un-

corrected” species concentrations. In the second step, the nonlinear chemical equilibrium

equations are linearized using the Newton-Raphson method along with the under-relaxation

technique to ensure non-negativity of concentrations and solved in FEniCS to establish the

“corrected” species concentrations. Numerical studies, including model comparison, para-

metric and experimental validation studies, are conducted to simulate localized crevice/cav-

ity corrosion of generic carbon steel and iron-chromium binary alloys and to demonstrate

the efficacy of this proposed approach.

The second objective of this dissertation is to examine critical electrochemical factors

for stable dissolution and repassivation of the localized corrosion site on the surface of

metallic materials using the proposed SNIA. Existing studies have shown that localized

corrosion is a complex electrochemical dissolution process occurring at the interface be-

tween metal (solid) and electrolyte (liquid) [49, 55]. The stable propagation of localized

corrosion is governed by the bulk environment, the composition of the alloy, and the ag-

gressive chemistry within the localized corrosion site [75, 175]. The conditions that ensure

the maintenance of such chemistry are typically analyzed using the one-dimensional (1-

D) pit concept. The 1D pit experiments first apply a high electrical potential in order to
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initiate and grow pits, which leads to the precipitation of a salt film on the corroding sur-

face [64, 151]. Under such circumstance, metal dissolution is diffusion-limited so that

the corroding system is in a quasi-steady state. The pit stability product under a salt film

can then be extracted from measuring the diffusion-limited current density at different pit

depths [57, 81, 98, 104]. To estimate the conditions that govern the transition of the pit

from stability to repassivation, rapid polarization scans can be employed which decrease

the applied potential below the point where the salt film disappears. In this stage, metal

dissolution proceeds in a salt film-free environment. As the applied potential is gradually

decreased, the corresponding decrease in metal dissolution rate and diminished cation hy-

drolysis [92] would lead to an increase of the pH near the corroding surface and eventually

cause the pit to passivate. The repassivation potential is the potential corresponding to the

conditions below which the pit will no longer propagate [12, 67, 149]. These critical elec-

trochemical factors, including species concentrations, electrolyte pH and resistance, and

electrical potential, for 1D pit experiments can be numerically examined using the SNIA

so that fundamental mechanisms dominant localized corrosion and its passivation can be

well explained.

The third objective of this dissertation is to predict the propagation of glacier crevasses

using a decoupled finite element approach based on a phase-field model combining brit-

tle fracture with hydrofracture. Hydrofracture can promote the propagation of glacier

crevasses and, in some cases, lead to full-depth penetration and ice-shelf calving. How-

ever, the stress field driving the hydrofracturing process is simplified even ignored in most

modeling studies about glacier calving. To this end, the phase field model proposed by

Miehe et al. [95] is extended based on the notion of poro-damage mechanics [47, 99] to

model hydrofracturing of water-filled glacier crevasses. The extended poro-damage phase-

field model is based on hybrid formulation and can be implemented using a sequential

non-iterative (or staggered) update scheme of time-discrete fields in three steps. In the first

step, the displacement field u is solved using the momentum balance equation along with
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its boundary conditions. In the second step, the elastic strain energy is calculated and the

crack driving force is updated accordingly. In this step, the strain energy is decomposed into

positive and negative components using three different elastic strain energy decomposition

schemes. Based on the assumption that compressive normal stress at the crack tip will not

lead to crack opening, only the positive component is used to update the history field vari-

able. In the last step, the phase field (damage) variable is obtained from solving the damage

evolution equation using the standard finite element method. As the benchmark solution,

the predictions of maximum crevasse penetration depths obtained using LEFM models for

different idealized scenarios will be compared to corresponding phase-field predictions.
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Chapter 2

A SEQUENTIAL NON-ITERATIVE APPROACH FOR MODELING MULTI-IONIC

SPECIES REACTIVE TRANSPORT DURING LOCALIZED CORROSION

This chapter has been published in the journal Finite Elements in Analysis and Design as
the following peer-reviewed manuscript: Sun X. and Duddu R., A sequential non-iterative
approach for modeling multi-ionic species reactive transport during localized corrosion. Fi-
nite Elements in Analysis and Design 166 (2019) 103318. doi:10.1016/j.finel.2019.103318

2.1 Introduction

Localized corrosion of iron and steel alloys, including pitting, stress corrosion cracking,

corrosion fatigue, and crevice corrosion [87], poses a significant threat to structural safety.

For military mobile and fixed equipment and structures, localized corrosion is a huge con-

cern because of their prolonged exposure to harsh/marine environments [128]. Despite

significant advances in corrosion science research, fundamental understanding and predic-

tion of localized corrosion is difficult due to the complex nature of initiation and propaga-

tion events spanning multiple size and time scales [55]. Complementary to experimental

studies, mechanistic modeling studies are essential to better understand the physical and

chemical processes associated with localized corrosion and to predict corrosion rates under

varying environmental conditions. The propagation or passivation of localized corrosion

sites (i.e., pits or crevices) is significantly influenced by the solution chemistry and alloy

composition [12, 175]. However, it is challenging to numerically solve highly-nonlinear,

time-dependent reactive-transport equations for establishing the solution chemistry with

multi-ionic solute species. Therefore, herein we develop a sequential non-iterative ap-

proach (SNIA) that treats homogeneous chemical reactions along with electro-diffusive

ion transport using the standard finite element method, and establish its viability through

verification and validation studies.
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The initiation of localized corrosion sites involving passive film breakdown is stochastic

in nature and takes place on smaller length scales (on the order of nanometers) [55], it is not

possible to predict exactly when and where pits will nucleate. Therefore, mechanistic/de-

terministic models only consider the physical and chemical processes of corrosion propaga-

tion after initiation based on mass and charge balance. The simplest of mechanistic models

consider mass transport of solute species (e.g., metal or hydrogen ions) in the solution envi-

ronment based on Fickian diffusion [7, 82], but they ignore electro-migration effects on ion

transport. Perhaps, the first-ever comprehensive mechanistic model of pitting and crevice

corrosion, considering electro-diffusive mass transport of multi-ionic species and homoge-

neous chemical reactions in solution, was proposed by Sharland [131, 133]; however, the

analysis was restricted to one-dimension due to model complexity and the propagation of

the corrosion interface was neglected. Also, applying this approach to multi-ionic systems

is cumbersome because it requires reformulating the governing equations to eliminate re-

action terms from mass transport equations, if a chemical species is added to or removed

from the system. The reformulation is necessary because only the equilibrium constants

for the chemical reactions are known; whereas, the reaction rates are largely unknown. An

alternative approach is to simply assume a large enough value of reaction rate so that the

reactions are fast compared to diffusive transport [162, 163]. This approach is prone to

numerical convergence issues due to poor conditioning of matrices resulting from the dis-

cretization of electro-diffusion-reaction equations of multi-ionic systems. Later, with the

advent of commercial finite element software, such as COMSOL, several researchers have

investigated the multi-ionic reactive-transport in the solution environment with a static cor-

rosion interface [91, 145] or a moving corrosion interface of a single pit/crevice [147, 169].

Galvanic corrosion studies usually simplify the model formulation by neglecting electro-

diffusive transport and chemical reactions, and only considering the Laplace equation for

electrical potential [3, 41] which may be valid under certain idealized conditions.

Despite advances in numerical methods and the availability of commercial software, it
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is quite challenging to numerically model the dynamic (spatio-temporal) evolution of the

solution chemistry and electrical potential in the presence of multi-ionic species along with

the morphological evolution of pits/crevices in two or three dimensions. Consequently,

modeling studies that simulate morphology evolution by solving a moving boundary prob-

lem did not consider the electro-diffusion of ionic species and/or homogeneous chemi-

cal reactions. Broadly, these moving boundary models of corrosion interface evolution

can be categorized as: sharp-interface finite element models [42, 156]; diffuse-interface

cellular-automaton models [112, 125, 126]; diffuse-interface phase field models [2, 88–

90]; and peridynamic models [33, 66]. A few modeling studies considered multi-ionic

reactive transport and morphology evolution [13, 124, 170] with limited success. Specif-

ically, the nonlinear fluxes of ionic species generated from electrode reactions and rapid

concentration changes taking place in the solution environment due to nonlinear chemi-

cal reactions [103] can cause severe convergence issues in one-step (coupled) numerical

methods. Furthermore, there exists several orders of magnitude difference in timescales of

corrosive dissolution, homogeneous chemical reactions, and electro-diffusive mass trans-

port [124]. Typically, corrosion interface evolution is much slower than the mass transport

of ions in solution; whereas, chemical reactions are extremely fast so that equilibrium is

attained almost instantaneously. The use of equilibrium equations instead of kinetic ex-

pressions is valid when there is a vast separation of time scales between mass transport

and chemical reactions. The two-step (decoupled) numerical methods, also referred to as

operator-splitting approaches, are better suited to handle the high nonlinearity and vast

separation of timescales in a robust, flexible, and efficient manner.

In two-step numerical methods, multi-ionic mass transport and chemical reactions are

solved separately and sequentially at any given time increment [172]. In general, the two-

step methods are easier to implement than one-step methods on parallel computers and

lead to better conditioned discretized system of equations, because the nonlinear partial

differential equations governing mass transport are decoupled from the nonlinear algebraic
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equations governing chemical reactions. This can be a significant advantage in the treat-

ment of reduction-oxidation (redox) problems, especially, when a large number of chem-

ical species exist in the solution environment [141]. Therefore, two-step methods have

been widely applied to solve reactive-transport problems excluding electro-migration ef-

fects [62, 120, 141, 157, 161, 173]. The main disadvantage is that decoupling the mass

transport and chemical reaction will introduce a numerical error in the resolution of a

reactive-transport problem. However, previous studies [62, 157] have shown that the er-

ror can be reduced by decreasing the size of time increment. The two-step methods can be

divided in two main classes: the sequential iterative approach (SIA) and the sequential non-

iterative approach (SNIA). In the SIA, iterations are performed between the mass transport

and chemical reaction steps within a time increment until convergence is reached; whereas,

in the SNIA iterations are not performed between the two steps [121]. Because the iteration

between two steps will reduce the decoupling (or splitting) error, the SIA does not require

the time increment size as small as the SNIA to ensure numerical accuracy [62]. Remark-

ably, Walter et al. [161] found that the discrepancy between results obtained from the SIA

and the SNIA is less than 2% when the same size of time increment was applied. However,

the CPU load of the SIA is about 3.5 times compared to that of the SNIA, which means

the SNIA is adequately accurate and much more efficient to solve the reactive-transport

problems.

The current trend in reactive transport modeling is to use two-step methods, but existing

studies usually consider advection-diffusion of chemical species and neglect the influence

of the electric potential field established due to ion migration [62, 120, 141, 157, 161, 173].

Relatively, fewer studies in the literature [14, 121] have implemented the SNIA for electro-

diffusive-reactive transport with applications to ion transport in porous media. The SNIA

has been seldom applied for corrosion problems, except for Sharland [132] wherein a two-

step (SNIA-like) method was implemented. To our knowledge, previous studies did not

investigate the numerical accuracy and its time increment sensitivity within the context of
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finite element analysis of electrochemical systems. Therefore, in this chapter, we present

a two-step sequential non-iterative approach (SNIA) to solve the electro-diffusion-reaction

equations corresponding to localized corrosion, and comprehensively study its numerical

accuracy and time increment sensitivity. The concentration of ionic species and the electri-

cal potential in the electrolyte domain are described by the Nernst-Planck equations and the

local electro-neutrality (LEN) condition. The metal-solution (electrode-electrolyte) inter-

face fluxes are defined in terms of the anodic and cathodic current densities using Tafel

kinetics. The electro-diffusion equations are decoupled from the chemical equilibrium

equations using the SNIA in two steps. In the first step, the electro-diffusion equations

are linearized using the Newton-Raphson method, discretized using the standard finite el-

ement method, and solved in the open-source software FEniCS to establish “uncorrected”

species concentrations. In the second step, the nonlinear chemical equilibrium equations

are linearized using the Newton-Raphson method along with the under-relaxation tech-

nique to ensure non-negativity of concentrations and solved in FEniCS to establish the

“corrected” species concentrations. Herein, we do not consider interface evolution due to

corrosive dissolution, because the emphasis is on evaluating the accuracy and robustness of

the SNIA.

The remainder of this chapter is organized as follows: in Section 2.2, we establish the

governing equations of the reactive-transport model for localized corrosion, including the

coupled and decoupled forms; in Section 2.3, we detail the numerical implementation of

the SNIA, including the linearization and discretization of the governing equations with

the under-relaxation technique; in Section 2.4, we present several benchmark numerical

examples simulating localized corrosion of carbon steel and iron-chromium binary alloys

to illustrate the viability of the SNIA; in Section 2.5, we conclude with a brief summary

and closing remarks.
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2.2 Model formulation

In this section, we first present the multi-ionic species reactive transport equations cor-

responding to the localized corrosion problem, wherein the motion of the corrosion inter-

face is neglected. We next present an alternative set of governing equations for the same

corrosion problem by separating the electro-diffusion-based mass transport equations from

the chemical-equilibrium-based reaction equations.

2.2.1 Coupled form

The multi-ionic species reactive transport equations describing the concentration of

chemical species are derived based on the dilute solution theory [87]. We define a regular

two-dimensional domain Ω ⊂ R2 that consists of two phases: the solid metal domain Ωs

and the liquid solution domain Ωl , as shown in Figure 2.1. The solid and liquid domains are

separated by a sharp corrosion interface Γint = Γa∪Γc, where Γa and Γc denote the anodic

and cathodic boundaries, respectively. In the electrolyte domain Ωl , the rate of change of

ionic concentration occurs due to both species mass transport and homogeneous chemical

reactions. According to the law of conservation of mass, the transport equation of species

i can be expressed as

∂Ci

∂ t
=−∇ ·Ji +Ri in Ωl , i = {1,2, · · · ,n} , (2.1)

where Ci and Ji are the concentration and flux density of chemical species i, respectively,

and are functions of both spatial coordinates x and time t; ∇ denotes the spatial gradient

vector; Ri is the rate of chemical reactions and n denotes the total number of species in Ωl .

By assuming the electrolyte to be in a stagnant condition, advection can be ignored, and

the flux Ji of the ith species due to ionic diffusion and electro-migration is given by

Ji =−Di∇Ci−
ziF
R∗T

DiCi∇φ , (2.2)
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Figure 2.1: Schematic diagram of the two-dimensional domain for the localized (crevice)
corrosion problem. The corrosion interface Γa (red) between solid metal Ωs (gold) and
liquid solution Ωl (light blue) domains. The anodic (red) and cathodic (green) boundaries
are denoted by Γa and Γc, where electrode reactions occur. The rest of the domain (gray)
may be composed of a passive material and is excluded from the domain. Far-field (or bulk
solution) concentrations and zero potential conditions are prescribed at the external (dark
blue) boundary Γext.

where Di [m2/s] is the Fickian diffusion coefficient of species i, zi [–] is the charge number,

F [C/mol] is the Faraday’s constant, R∗ [J/mol/K] is the universal gas constant, T [K] is the

temperature, and φ [V] is the electrical potential.

Let us consider that there are nr total number of homogeneous chemical reactions oc-

curring in the electrolyte domain Ωl involving certain chemical species as reactants and

products. The general form of the rth chemical reaction can be written as

∑
p

νrpSp 
 ∑
q

νrqSq, (2.3)

where Sp and Sq denote the symbol for the chemical formula of the reactant and product

species involved in the reaction, respectively; νrp denotes the stoichiometric coefficient for

species p in the rth chemical reaction. The rate of production (or consumption) of chemical
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species i due to homogeneous chemical reactions can be generalized as [87]

Ri =
nr

∑
r=1

{
ωrikr

(
Kr ∏

p
Cνrp

p −∏
q

Cνrq
q

)}
, (2.4)

where kr and Kr are the rate and the equilibrium constants of the rth reaction, respectively,

ωri represents whether chemical substance Si is a reactant, product or not involved in the

forward direction of the rth reaction. If Si is not involved in the rth reaction, ωri = 0;

however, if involved in the forward reaction as the product then ωri = 1, or as the reactant

then ωri = −1. Substituting Equations (2.2) and (2.4) into the transport equation (2.1)

yields

∂Ci

∂ t
= Di∇

2Ci +
ziDiF
R∗T

∇ · (Ci∇φ)+
nr

∑
r=1

{
ωrikr

(
Kr ∏

p
Cνrp

p −∏
q

Cνrq
q

)}
. (2.5)

Solving Equation (2.5) directly maybe impractical because the value of the rate con-

stant kr for a specific reaction is not known and only the equilibrium constant Kr is known

from thermodynamic considerations [87]. However, Equation (2.5) can be numerically

solved by considering kr as an adjustable numerical-rate parameter for fast reactions that

are in equilibrium at any given location and time. The choice of kr is usually based on

numerical stability and convenience; choosing a large value for kr ensures chemical equi-

librium, but it may lead to numerical issues, such as ill-conditioning, instability and lack

of convergence. Alternatively, the steady-state form of Equation (2.5) can be rearranged

to eliminate the reaction terms Ri and solved together with chemical equilibrium equations

[131], as described in Appendix B. The drawbacks of this alternative model formulation are

that the governing equations need to be manually rearranged for each particular electrolyte

system and it is still prone to numerical issues while solving nonlinear algebraic (chemical

reaction) equations together with partial differential (mass transport) equations.
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2.2.2 Decoupled form

To accurately describe the chemical equilibrium state and to alleviate numerical issues,

we consider a decoupled model formulation. According to the operator splitting approach

[162], we split Equation (2.5) into two separate equations describing mass transport and

homogeneous chemical reactions. The advantage of our model formulation is that it can be

solved using sequential non-iterative or partly-iterative algorithms in an accurate, efficient

and robust manner [14].

2.2.2.1 Mass transport

The ionic concentrations and electrical potential in the electrolyte domain are governed

by the Nernst-Planck equations that do not include reaction kinetics. Neglecting chemical

reactions will yield physically incorrect ionic concentrations, which can be corrected us-

ing chemical equilibrium equations. The so-called “uncorrected” concentrations C̃i can be

computed as

∂C̃i

∂ t
−Di∇

2C̃i−
ziDiF
R∗T

∇ ·
(

C̃i∇φ

)
= 0 in Ωl , i = {1,2, · · · ,n} , (2.6)

where C̃i and φ are functions of both spatial coordinates x and time t. Because the chemical

reactions satisfy charge balance, the electrical potential can be established by enforcing the

local electro-neutrality (LEN) condition on the “uncorrected” concentrations as

n

∑
i=1

ziC̃i = 0 in Ωl. (2.7)

Thus, the uncorrected concentrations and electrical potential can be determined by solv-

ing Equation (2.6) along with LEN condition Equation (2.7). The intial and boundary con-
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ditions corresponding to Equations (2.6) and (2.7) are given by

C̃i(x,0) = C∞
i and φ(x,0) = 0 in Ωl,

C̃i(x, t) = C∞
i and φ(x, t) = 0 on Γext,

−Di

(
∇C̃i +

ziF
R∗T

C̃i∇φ

)
·n =

Ii

ziF
on Γint,

(2.8)

where C∞
i is the far-field concentration of species i, n denotes the unit normal to the inter-

face Γint pointing outward from Ωl , and Ii [A/m2] represents the electrode current density.

According to Tafel kinetics [133], the electrode current density is usually defined by an

exponential function of over-potential η [V] as

Ii = Îi exp
(

αiFη

R∗T

)
, (2.9)

where the exchange current density Îi [A/m2] and the charge transfer coefficient αi [–] are

obtained from polarization experiments. The over-potential is defined as

η = φM−φE, (2.10)

where φM is the metal potential and φE the potential drop from Γint to Γext. It is possible that

the electrode current density depends also on the concentration of certain chemical species,

which will be considered later in Section 2.4.

2.2.2.2 Homogeneous chemical reactions

We assume that characteristic times of chemical reactions in aqueous solution are much

shorter than those of the mass transport or corrosion processes [132, 162]. Thus, the reac-

tant and product species concentration in the electrolyte solution reaches the equilibrium

state instantly as given by
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Kr ∏
p

Cνrp
p = ∏

q
Cνrq

q . (2.11)

The corrected concentration Ci that satisfy the chemical equilibrium condition in Equation

(2.11) are related to the uncorrected concentrations C̃i as

Ci = C̃i +
nr

∑
r=1

ωriνriĈr, (2.12)

where νriĈr is the absolute value of concentration change of species i due to the rth reaction.

In Appendix A, we show that above equation defining the corrected concentration satisfies

mass balance of all chemical species. Substituting Equation (2.12) into Equation (2.11),

we can obtain nr number of nonlinear algebraic (chemical reaction) equations to solve for

unknowns Ĉr as follows:

Kr ∏
p

(
C̃p +

nr

∑
l=1

ωl pνl pĈl

)νrp

−∏
q

(
C̃q +

nr

∑
l=1

ωlqνlqĈl

)νrq

= 0, r = {1,2, · · · ,nr} .

(2.13)

Equations (2.6), (2.7) and (2.13) along with initial and boundary conditions defined

in Equation (2.8) establish the governing equations of the decoupled model formulation

for the multi-ionic species reactive transport associated with localized corrosion in a pit or

crevice with a fixed geometry.
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2.3 Numerical Implementation

In this section, we detail the sequential non-iterative approach (SNIA) and its imple-

mentation for solving the decoupled model formulation. To ensure non-negativity of ionic

concentrations, we employ a modified Newton-Raphson scheme using the under-relaxation

technique while solving the chemical equilibrium equations.

2.3.1 Solution strategy

We employ a two-step staggered numerical solution strategy at any given time incre-

ment as follows:

1. Compute the uncorrected concentrations C̃i and electrical potential φ from the non-

linear Nernst-Planck equations (2.6) and the LEN condition (2.7) along with initial

and boundary conditions defined in Equation (2.8);

2. Compute the corrected concentrations Ci of each species by solving the nonlinear

chemical equilibrium equations (2.13).

Thus, the coupled equations of ion transport and homogeneous chemical reactions are

solved sequentially only once within the given time increment. Because we do not iterative

between the transport and reaction steps, the proposed numerical scheme can be classified

as a sequential non-iterative approach. The pseudocode for SNIA at time increment k+1

is given in Algorithm 1.

2.3.2 Finite element approximation

The nonlinear Nernst-Planck equations (2.6) and the LEN condition (2.7) are discretized

and solved using the standard finite element method in the open-source software FEniCS

[9]. The electrolyte solution domain Ωl is spatially discretized using quadratic (three-

noded line or six-noded triangular) finite elements. At each finite element node there are
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Algorithm 1: The sequential non-iterative approach (SNIA) for simulating multi-
species reactive transport. In our notation, the left superscript indicates the time
increment.

input : kCi and k
φ

output : k+1Ci and k+1
φ

parameter: t∞, ∆t, Di, zi, F , R∗, T , Ki, νi j, and ωi j

1 if t ≥ t∞ then
2 return k+1Ci =

kCi and k+1
φ = k

φ ;
3 break
4 else
5 solve Electro−diffusion equations ; // Eqs.(2.6) and

(2.7)

6 compute
k+1

C̃i and k+1
φ ;

7 return k+1
φ ;

8 if
k+1

C̃i compatible with chemical equilibrium state then // Eq.(2.11)

9 return k+1Ci =
k+1

C̃i;
10 else
11 solve Chemical equilibrium equations ; // Eq.(2.13)

12 compute
k+1

Ĉi ; // Refer to Algorithm 2

13 return k+1Ci =
k+1

C̃i +∑
nr
j=1 ω jiν ji

k+1
Ĉi;

14 end
15 update t = t +∆t;
16 end
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n+1 unknown variables, including n uncorrected concentrations C̃i and electrical potential

φ , which are approximated as

C̃i (x, t) =
ne

∑
A=1

NA (x)C̃A
i (t) ,

φ (x, t) =
ne

∑
A=1

NA (x)φ
A (t) ,

(2.14)

where NA are the standard finite element shape functions, ne is the total number of nodes in

the mesh, C̃A
i and φ A denote the nodal degrees-of-freedom corresponding to the uncorrected

concentration of species i and electrical potential at node A, respectively. The weak form

for establishing the unknown fields C̃i ∈ C̃ and φ ∈Φ is given by

n

∑
i=1

{∫
Γint

uiIi

ziF
dΩ−

∫
Ωl

ui
˙̃Ci dΩ−

∫
Ωl

∇ui ·Di

(
∇C̃i +

ziF
R∗T

C̃i∇φ

)
dΩ

}
+
∫

Ωl

v
n

∑
i=1

ziC̃i dΩ = 0, (2.15)

where ui and v are weighting functions, C̃ and Φ are spaces of sufficiently continuous func-

tions corresponding to the uncorrected concentrations and electrical potential, respectively.

To solve the non-stationary, nonlinear weak form in Equation (2.15), we temporally

discretize it using the backward Euler method and linearize using the Newton-Raphson

method. To denote the value of a variable at time increment k we use the left superscript;

for iterative procedures we use m as the counter and set it as a left subscript. Any symbol

written without the left subscript indicates the converged value at the given time increment.

For example,
k+1

mC̃i denotes the uncorrected concentration of species i at time increment

k+1 and iteration m; whereas, kCi denotes the converged corrected concentration of species

i at time increment k. The rate of change of species concentration at time increment k+1

can be defined as
k+1

m
˙̃Ci =

∂
k+1

mC̃i

∂ t
=

k+1
mC̃i− kCi

∆t
, (2.16)
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where ∆t is the size of time increment. Assuming all the variable fields are known at

iteration m and time increment k+1, these fields can be linearized at iteration m+1 as

k+1
m+1C̃i =

k+1
mC̃i +δC̃i,

k+1
m+1φ = k+1

mφ +δφ .

(2.17)

Depending on the electrode kinetics, the current density Ii may be a function of C̃i and

φ and can be further linearized at iteration m+1 and time increment k+1 as

Ii

( k+1
m+1C̃i,

k+1
m+1φ

)
= Ii

(k+1
mC̃i,

k+1
mφ

)
+

∂ Ii

∂
k+1

mC̃i

δC̃i +
∂ Ii

∂
k+1

mφ
δφ . (2.18)

Substituting Equations (2.16) − (2.18) into Equation (2.15), the discretized and lin-

earized weak form of the governing electro-diffusion equations can be written as

A
(

ui,δC̃i,v,δφ

)
=

n

∑
i=1

{(
ui,

δC̃i

∆t

)
Ωl

+
(

∇ui,Di∇δC̃i

)
Ωl

+

(
∇ui,

DiziF
R∗T

(
δC̃i∇

k+1
mφ +

k+1
mC̃i∇δφ

))
Ωl

+
(

v,ziδC̃i

)
Ωl
−

(
ui,

∂ Ii

∂
k+1

mC̃i

δC̃i

ziF
+

∂ Ii

∂
k+1

mφ

δφ

ziF

)
Γint

}
,

L (ui,v) =
n

∑
i=1

{(
ui,

kCi−
k+1

mC̃i

∆t

)
Ωl

−
(

∇ui,Di∇
k+1

mC̃i

)
Ωl

−
(

∇ui,
DiziF
R∗T

k+1
mC̃i∇

k+1
mφ

)
Ωl

−
(

v,zi
k+1

mC̃i

)
Ωl

+

(
ui,

1
ziF

Ii

(k+1
mC̃i,

k+1
mφ

))
Γint

}
,

(2.19)

where A denotes the left-hand side of governing equations and L denotes the right-hand

side, and (u,v)Ω =
∫

Ω
uv dΩ denotes the inner product of u and v measured in the domain

Ω.
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2.3.3 Under-relaxation technique

The condition that chemical species concentrations must be positive or zero is known

in transport modeling, involving diffusion-advection and/or reaction, as the non-negativity

constraint [32, 101]. For a set of nonlinear algebraic equations, such as chemical equilib-

rium equations (2.13), there will be a number of solutions, but usually only one solution

satisfies the non-negativity constraint. A simple method for ensuring non-negativity is to

set the initial values of concentration fields to be positive and then scale back corrections

that would induce any unknown variable to be negative [20]. This technique in numerical

analysis is known as under-relaxation and is widely used in geochemical reaction mod-

eling. For the sake of completeness, in this section we detail the implementation of the

under-relaxation technique.

We express Equation (2.13) as a residual Rr at iteration m+1 and time increment k+1

as

Rr

( k+1
m+1Ĉ j

)
= Kr ∏

p

(
C̃p +

nr

∑
l=1

ωl pνl p
k+1

m+1Ĉl

)νrp

−∏
q

(
C̃q +

nr

∑
l=1

ωlqνlq
k+1

m+1Ĉl

)νrq

.

(2.20)

Henceforth, we will omit the left superscript because all concentrations are considered at

time increment k+1. Using the Newton-Raphson method, m+1Ĉi can be determined as

m+1Ĉi = mĈi +∆Ĉi. (2.21)

∆Ĉi =−

[
∂Rr

∂ mĈi

]−1

Rr

(
mĈ j

)
. (2.22)

Substituting Equation (2.21) into Equation (2.12), the corrected concentrations Ci at itera-

tion m+1 are given by

m+1Ci = C̃i +
nr

∑
r=1

ωr jνr j

(
m+1Ĉr

)
= C̃i +

nr

∑
r=1

ωr jνr j

(
mĈr +∆Ĉr

)
, (2.23)
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and the increment of corrected concentration variables is given by

∆Ci = m+1Ci−mCi = m+1Ci−

(
C̃i +

nr

∑
r=1

ωr jνr j

(
mĈr

))
=

nr

∑
r=1

ωr jνr j∆Ĉr. (2.24)

Combining Equations (2.22) – (2.24), we can directly obtain the increment in corrected

concentrations as

∆Ci =−
nr

∑
r=1

ωr jνr j

[
∂Rr

∂ mĈi

]−1

Rr

(
mĈ j

)
. (2.25)

If mCi +∆Ci < 0, the non-negativity constraint will not be satisfied, leading to nonphysical

concentrations. To resolve this issue, we define an under-relaxation factor δUR as

1
δUR

= max

{
1,− ∆C1

1
2 mC1

,− ∆C2
1
2 mC2

, · · · ,− ∆Cn
1
2 mCn

}
, (2.26)

and compute the corrected concentrations as

m+1Ci = mCi +δUR∆Ci. (2.27)

Thus, in the under-relaxation technique, the net change in corrected concentrations at any

iteration m+ 1 is allowed to reduce the previous corrected concentration mCi by no more

than half the value. This ensures that the concentrations at any iteration do not become

negative. The pseudocode for the modified Newton-Raphson method at m+ 1 iteration is

given in Algorithm 2.

23



Algorithm 2: The modified Newton-Raphson method using the under-relaxation
technique. Note that ε denotes the maximum absolute value of net concentration
change and Tol = 10−10 is the chosen numerical tolerance.

input : mε , mCi, and mĈi

output : m+1ε , m+1Ci, and m+1Ĉi
parameter: Tol, Ki, νi j, and ωi j

1 if mε > Tol then
2 solve Chemical equilibrium equations ; // Eq.(2.13)

3 | compute ∆Ĉi ; // Eq.(2.21)
4 compute ∆Ci ; // Eq.(2.25)
5 update δUR ; // Eq.(2.26)

6 return m+1Ĉi = mĈi +δUR∆Ĉi;
7 return m+1Ci = mCi +δUR∆Ci;
8 return m+1ε = max{|δUR∆C1| , |δUR∆C2| , · · · , |δUR∆Cn|};
9 else

10 return m+1Ĉi = mĈi and m+1Ci = mCi;
11 break
12 end
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2.4 Numerical Examples

In this section, we will illustrate the accuracy and robustness of the SNIA for solving

the multi-species reactive transport in the solution phase during localized corrosion. We

also establish the applicability of the approach for different material/chemical systems by

considering two different types of steel: a generic carbon steel and Fe-Cr binary alloys.

2.4.1 Corrosion of Carbon Steel

We consider 1D and 2D models of localized corrosion in a cavity or crevice. To demon-

strate the accuracy of the proposed approach, we evaluate the error in steady-state species

concentrations against the solution obtained from Sharland’s approach [131]. Due to the

highly nonlinear nature of the localized corrosive dissolution problem, numerical conver-

gence may not be guaranteed for all values of electrochemical and crevice geometry param-

eters. Therefore, to demonstrate robustness of the SNIA, we perform parametric studies in

2D by varying the over-potential and crevice length L examining the variation of electro-

chemical variables, specifically, corrosion current density and electrolyte pH.

2.4.1.1 Electrochemical Reactions and Kinetics

Sharland and Tasker [133] modeled the localized corrosion of carbon steel by consid-

ering six ionic species: Fe2+, FeOH+, Na+, Cl– , H+, and OH– ; these species are numbered

in this order from i = 1 to 6 and denoted by the right subscript of variables. Except for

Fe2+ and FeOH+ that are produced from electrochemical reactions, all other species exist

initially in 10−3 M NaCl solution at room temperature T = 25◦C. We consider three elec-

trode reactions taking place on Γint and two chemical reactions in Ωl . The anodic reaction

involving the oxidation of iron on Γa is

Fe → Fe2++2e−. (2.28)
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As noted in [153], the above reaction follows Tafel kinetics defined in Equation (2.9). The

cathodic reaction involving the reduction of water on Γc also follows Tafel kinetics and is

given by

H2O+ e− → H+OH−. (2.29)

The other cathodic reaction involving the hydrogen discharge on Γc is

2H++2e− → H2 ↑ . (2.30)

The hydrogen discharge reaction shows a first order dependence on the concentration of

H+ and its kinetics can be expressed as [154]

I5 = Î5C5 exp
(

α5Fη

R∗T

)
. (2.31)

The two homogeneous chemical reactions considered in this model are:

Fe2++H2O 
 FeOH++H+, (2.32)

H2O 
 H++OH−, (2.33)

and the corresponding equilibrium constants are denoted by K1 and K2, respectively. All

parameters used in the corrosion model of carbon steel are listed in Table 2.1.
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Î 5
2.

0
×

10
−

7
[A

m
/

m
ol
]

[1
54

]
α

5
−

0.
5
[−

]
[1

54
]
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Figure 2.2: Schematic diagram of the one-dimensional domain for cavity corrosion of car-
bon steel Ωs (gold) in NaCl solution Ωl (light blue). Anodic and cathodic boundaries
coincide with Γint (red line). The gray region is insulated from the electrolyte solution by
passive walls (thick black lines).

2.4.1.2 1D Cavity corrosion

Following Sharland and Tasker [133], we model the corrosion environment within a

rectangular cavity (L×W = 2 mm× 10 µm) shown in Figure 2.2. Although the domain

is two-dimensional, the ion transport is restricted to one dimension by assuming zero flux

conditions at passive sidewalls and that anode Γa and cathode Γc boundaries coincide with

Γint. Therefore, we perform simulations on a 1D domain of length L = 2 mm and discretize

it using quadratic (three-noded) line elements with an element length of 1 µm.

Because corrosive dissolution is slow compared to ion migration, the steady-state ion

concentrations and electrical potential in the cavity can be used to estimate the corrosion

rate. Therefore, we assess the accuracy of the SNIA in predicting the steady-state con-

centrations and corrosion current density against those obtained from Sharland’s approach

(see Appendix B). We define the Normalized Root Mean Square (NRMS) error in species

concentrations in the electrolyte domain Ωl as

εNRMS =

√
1
ne

∑
ne
i=1(Ci−C̄i)2

C̄max−C̄min
, (2.34)

where Ci and C̄i are ionic concentrations at the ith node computed from SNIA and Shar-
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land’s approach, respectively. We evaluate the corrosion current density corresponding to

iron dissolution at Γint as

I =−z1D1F
(

∇C1 +
z1F
R∗T

C1∇φ

)
·n. (2.35)

We first solve the steady-state ion transport equations (i.e., without the time derivative

term ˙̃Ci in Equation (2.6)) and the chemical equilibrium equations using the SNIA. In Fig-

ure 2.3, we show the steady-state concentrations and electrical potential along the cavity

length computed from Sharland’s approach and SNIA. It is evident that the electrical poten-

tial profiles from both approaches match exactly as shown in Figure 2.3(b), which indicates

that the uncorrected concentrations correspond with the true electrical potential. The con-

centration correction based on homogeneous chemical reactions is charge balanced, so it

does not affect the potential field. The steady-state ionic concentrations computed using

Sharland’s approach and SNIA presented in Figure 2.3(a) and Figure 2.3(d) show similar

trends, except for the discrepancy in the predicted values of FeOH+ and H+. Table 2.2 lists

the NRMS errors in concentrations of the six ionic species considered in this example com-

pared to Sharland’s results. The current density computed from SNIA is 5651.09 A/m2 and

that from Sharland’s approach is 5645.49 A/m2, thus the relative error in predicted current

density is 0.099%. While the errors in current density and Fe2+ concentration are negligi-

ble, the NRMS errors in concentrations of FeOH+ and H+ are significant (about 20% and

33% respectively). Because the chemical reactions in Equations (2.32) and (2.33) occur

must faster compared to ion transport, the SNIA applied to steady-state transport equa-

tions does not accurately describe the concentrations of reaction products FeOH+ and H+.

However, the SNIA is still reasonably accurate for capturing the evolution of the corrosion

interface based on the quasi-steady-state assumption.

We next solve the time-dependent transport equations and chemical equilibrium equa-

tions using the SNIA and determine the steady-state concentrations and potential using

different sizes of time increment ∆t = {1,10,102,103,104,105,106} seconds. We ran all
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Figure 2.3: Numerical results of multi-ionic species concentration at steady-state for 1D
cavity corrosion of carbon steel with φM = −0.2 V: (a) Benchmark concentration profiles
along the cavity length [133]; (b) Comparison of potential profile along cavity length com-
puted from Sharland’s approach and SNIA; (c) Uncorrected concentration profiles along
the cavity length computed from SNIA with the size of time increment ∆t → ∞; (d) Cor-
rected concentration profiles along the cavity length computed from SNIA with the size of
time increment ∆t→ ∞.

Table 2.2: The normalized root mean square (NRMS) errors of steady-state ionic concen-
trations by comparing SNIA results to Sharland’s for multi-ionic species reactive transport
within 1D cavity corrosion of carbon steel.

Variable C1 C2 C3 C4 C5 C6

εNRMS (%) 0.059 20.455 0.058 0.0003 32.550 0.193
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simulations until a final time t∞ = 3× 106 seconds to attain steady-state. In Figure 2.4(a)

we calculate error between the steady-state numerical solution obtained from Sharland’s

approach [131] and the t∞-solution obtained from the SNIA for transient transport and

equilibrium reaction equations. As we increase the size of time increment, the error in

FeOH+ and H+ concentrations in the SNIA varies non-monotonically (i.e., error increases

till ∆t = 103 seconds and then decreases); the errors in all other ion concentrations are

relatively small. Decreasing the size of time increment to ∆t = 1 seconds decreases the

error in FeOH+ and H+ concentrations to less than 2%. In Figures 2.4(c) and (d), we fur-

ther compare the predicted steady-state concentrations of FeOH+ and H+ along the cavity

length using time increment sizes ∆t = 1 and 103 seconds against Sharland’s results. For

this example, the characteristic diffusion time scale td = L2/4D5≈ 100 seconds. This time-

step convergence study suggests that ∆t ≤ 0.01× td yields adequately accurate results. We

next evaluate the steady-state corrosion current densities for the dissolution of iron at Γint

using Equation (2.35) for different sizes of time increment. It is evident from Figure 2.4(b)

that the maximum error in current density computed from Sharland’s approach and SNIA

is about 0.3%, which is negligible. This study suggests that while the SNIA is accurate for

predicting corrosion rate using larger sizes of time increment, using smaller time increment

sizes (∆t ≤ 10 seconds) is necessary to capture the steady-state concentrations of all ionic

species accurately and to obtain results that are consistent with Sharland’s results.

2.4.1.3 2D Crevice Corrosion

Using the same chemical system and time-dependent mass transport, we perform sim-

ulations of the crevice corrosion problem on a 2D domain shown in Figure 2.1. We assume

a constant crevice width w = 2 µm and different crevice lengths l = {0, 2.5, 5, 7.5, 10,

12.5, 15} µm. Following the example in [46, 124], we take the dimension of the rect-

angular electrolyte region above the crevice to be W × L = 42× 21 µm2. The domain

Ωl is then discretized using quadratic (six-noded) triangular elements with the leg length
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Figure 2.4: Numerical accuracy study with respect to time increment size ∆t. (a) Normal-
ized Root Mean Square (NRMS) error of concentrations obtained from SNIA compared
to Sharland’s approach. Lines representing NRMS errors of Fe2+, Na+, Cl– and OH–

concentrations overlap on the blue dotted line for OH– ; (b) Corrosion current density cor-
responding to iron dissolution at Γint. Comparison of (c) FeOH+ and (d) H+ concentration
distributions computed from different methods within the cavity using different time incre-
ment sizes.
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Figure 2.5: Structured finite element meshes consisting of quadratic (six-noded) triangules
are used to discretize the computational domain for localized corrosion problem with dif-
ferent crevice lengths: (a) l = 0; (b) l = 10 µm

0.5 µm. The structured finite element mesh of domains with l = 0 and 10 µm are shown

in Figures 2.5(a) and (b), respectively. For this example, the characteristic diffusion time

scale td = L2/4D5 ≈ 10−2 seconds. Therefore, we take ∆t = 0.01× td = 10−4 seconds to

ensure sufficient accuracy.

We first show the accuracy of the SNIA relative to the Sharland’s approach for predict-

ing steady-state concentrations and electrical potential within a 2D geometry. We take the

metal potential φM =−0.2 V. The steady-state results for the concentration of Fe2+, electri-

cal potential, the concentration of FeOH+ and the pH (=−log10[H+], where [H+] denotes

the concentration of hydrogen ion in the unit of mol/L) with l = 0 and 10 µm are plotted in

Figures 2.6(a)–(d) and 2.7(a)–(d), respectively. Because there can be larger discrepancies

in the steady-state concentration of FeOH+ and H+ from SNIA and Sharland’s approach,

we plot the corresponding relative errors within the entire domain in Figures 2.6(e)–(f)

and 2.7(e)–(f). We find that relative errors of FeOH+ and H+ concentrations are negligible

except for the limited region near the anode boundary; consequently, the corresponding

NRMS errors are sufficiently small, as noted in subfigures (e) and (f). This study indicates
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that the 2D steady-state results obtained from SNIA are consistent with those obtained from

Sharland’s approach, so long as the size of time increment is chosen appropriately.

Figure 2.6: Concentration and potential profiles predicted by the SNIA for 2D crevice
corrosion of carbon steel with crevice length l = 0 and φM =−0.2 V. (a) Concentration of
Fe2+; (b) Potential; (c) Concentration of FeOH+; (d) pH =−log10[H+]; (e) Relative error
of FeOH+ concentration comparing SNIA to Sharland’s approach; (f) Relative error of H+

concentration comparing SNIA against Sharland’s approach.

We next perform a parametric study to the variation of steady-state corrosion current

density I and electrolyte pH at the crevice tip in relation to crevice length L for three differ-

ent metal potentials. The results from this study are shown in Figure 2.8. For each different

crevice length L, we generate an appropriate finite element mesh to capture the domain ge-

ometry and use the SNIA to determine the steady-state values of relevant electrochemical

variables. From Figure 2.8(a) it is evident that the corrosion current density decreases (ex-

ponentially) with crevice length, which is in good agreement with the results presented by
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Figure 2.7: Concentration and potential profiles predicted by the SNIA for 2D crevice
corrosion of carbon steel with crevice length l = 10 µm and φM = −0.2 V. Note that
only electrochemical variables inside the liquid phase are plotted for all contours shown
in this chapter. (a) Concentration of Fe2+; (b) Potential; (c) Concentration of FeOH+; (d)
pH = −log10[H+]; (e) Relative error of FeOH+ concentration comparing SNIA to Shar-
land’s approach; (f) Relative error of H+ concentration comparing SNIA against Sharland’s
approach.
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Sharland and Tasker [133]. This is because increasing the crevice length will decrease the

concentration gradient of Fe2+, which decreases the corrosion current density. Also, as ex-

pected the corrosion current density is larger for larger metal potential. From Figure 2.8(b)

we find that pH at the crevice tip decreases with crevice length. This result indicates that

an increase of the geometry factor l2/w of the crevice will lead to a drop in pH within the

crevice, which is consistent with the analysis done by Yaya et al. [171]. Due to the highly

nonlinear nature of the corrosive dissolution problem, numerical convergence in Sharland’s

approach is not guaranteed for all values of electrochemical and crevice geometry parame-

ters. For example, if we take a large value of metal potential φM =−0.1 V, the simulation

using Sharland’s approach does not converge; whereas, there is no apparent convergence

issue with the SNIA. We find that solving the nonlinear algebraic (chemical reaction) equa-

tions separately from the partial differential (mass transport) equations is more robust with

regard to numerical convergence, demonstrating the advantage of the proposed SNIA over

Sharland’s approach.

Figure 2.8: Parametric sensitivity of corrosion variables with respect to crevice length L
and metal potential φM: (a) Corrosion current density corresponding to iron dissolution at
Γa; (b) pH at crevice tip.
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2.4.2 Corrosion of Fe-Cr Alloy

As noted by Walton [163], the main drawback of Sharland’s approach is that governing

equations generally must be rederived if a new electrochemical system is considered. How-

ever, this issue can be effectively avoided using the SNIA. To demonstrate the applicability

of the SNIA, we next consider the crevice corrosion of Fe-Cr binary alloys, which involves

additional ions and reactions. To validate our model, we further perform parametric studies

by varying the chemical compositions of alloys and compare our results to experimental

data reported by Bogar and Fujii [22].

2.4.2.1 Electrochemical Reactions and Kinetics

Bogar and Fujii performed experiments to demonstrate the influence of chromium on

the solution chemistry within an artificial crevice [22]. As shown in Figure 2.9(a), the

crevice was constructed using the disk with radius r = 0.4375 inch on one side and a

2× 2 inch2 acrylic plastic plate on the other. The disk was made of Fe-Cr binary alloys

with different weight fractions of chromium. The metal disk and the plastic plate were

mounted vertically and placed at a distance of 0.015 inch by inserting a thickness gauge in

between. The edges and the back surface of the disk were shielded from the electrolyte by

pouring sealing cement. When the sealing cement dried out, the entire setup was placed

into a container filled with 3.5% NaCl solution under room temperature T = 25◦C. After

removing the thickness gauge, the crevice with the dimensions l×w× d = 0.9× 0.4×

0.015 inch3 was formed, which was a rectangular slot open to the bulk solution at top and

bottom ends. A potentiostat was used to polarize the iron/chromium anode and the platinum

cathode. The potential on the anode was maintained at 0.3 V throughout the experiment.

The reference and cathodic electrodes were placed far enough away from the crevice to

avoid possible interference.

To model the crevice corrosion of Fe-Cr binary alloys, here we consider the simplified

electrochemical system proposed by Stroe et al. [145]. In addition to six ionic species for
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Figure 2.9: Schematic diagrams of crevice corrosion of Fe-Cr binary alloy: (a) Bogar and
Fujii’s experiment setup and sectional views; (b) Idealized domain and boundary conditions
of the 2D artificial crevice between the metal disk and the acrylic plastic plate.

localized corrosion of carbon steel: Fe2+, FeOH+, Na+, Cl– , H+, and OH– , we also con-

sider another four ions: Cr3+, FeCl+, CrOH2+, and CrCl2+; all these species are numbered

in this order from i = 1 to 10 and denoted by the right subscript of variables in this study.

Because we only focus on the solution chemistry within the crevice, cathodic reactions are

neglected. In addition to the oxidation of iron, we consider the following anodic reaction

involving the oxidation of chromuim on Γa

Cr → Cr3++3e−. (2.36)

Bogar and Fujii reported the calculated weights of ferrous and chromium content within the

crevice by integrating the current/time curves recorded during the experiment. Sharland

[132] used the calculated data to estimate the current density of alloys Ia by assuming a

uniform distribution of it over the electrode surface, as tabulated in Table 2.3. According

to [145], it is assumed that the current density for the dissolution of binary alloys Ia is the
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Table 2.3: Current densities of Fe-Cr binary alloys (Ia) for different weight fractions of
chromium ( f7) estimated by Sharland [132].

f7 1% 10% 15% 20% 25%

Ia (A/m2) 45.0 27.0 20.0 5.7 2.5

sum of current densities for the oxidation of iron and chromium, which are in proportion to

their weight fractions f1 and f7, respectively. Therefore, electrode kinetics of oxidation of

iron and chromium separately can be expressed as

I1 = f1Ia, (2.37)

I7 = f7Ia. (2.38)

In addition to homogeneous chemical reactions (2.32) and (2.33), we consider another

three reactions taking place in Ωl

Fe2++Cl− 
 FeCl+, (2.39)

Cr3++H2O 
 CrOH2++H+, (2.40)

Cr3++Cl− 
 CrCl2+, (2.41)

and the corresponding equilibrium constants are denoted by K3, K4, and K5, respectively.

All parameters used in the corrosion model of Fe-Cr binary alloys are listed in Table 2.4.

2.4.2.2 2D Crevice Corrosion

As shown in Figure 2.9(b), we perform simulations on the crevice corrosion of Fe-Cr

binary alloys with different weight fractions of chromium f7 = {1%,10%,15%,20%,25%}

on a 2D rectangular domain with the dimension 0.5L×d = 1×0.015 inch2. The geometry

is simplified from the experimental setup based on the following assumptions:
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1. We neglect the shape effect of the metal disk and assume the dissolution of Fe-Cr

alloys to be uniform, which decreases the dimension of the problem from three to

two;

2. We enforce bulk concentrations of ionic species at the far-field boundary of the ide-

alized domain shown in Figure 2.9(b). Thus, we neglect the changes to bulk solution

concentrations caused by the small amount of ferrous and chromium ions diffusing

from the crevice;

3. We assume the left boundary of the domain to be insulated by taking the advantage

of the four-fold symmetry of the crevice in the experimental setup.

The domain is then discretized using quadratic (six-noded) triangular elements with the leg

length 20 µm. For this example, the characteristic diffusion time scale td = d2/4D5 ≈ 102

seconds. Therefore, we take ∆t = 0.01× td = 1 second to ensure sufficient accuracy. Based

on the experimental results, we chose to run all simulations until a final time t∞ = 5 hours=

1.8× 104 seconds to attain the experimental steady state. We first investigate the electro-

chemistry of crevice corrosion for Fe-15Cr binary alloy (i.e., f7 = 15%). The simulation

results for the pH and the concentrations of Fe2+, Cr3+, FeCl+, CrCl2+, CrOH2+, Na+,

and Cl− are shown in Figure 2.10. After polarizing the crevice, Fe and Cr dissolve into so-

lution as Fe2+ and Cr3+ ions, which increases their concentration in the crevice, as evident

from Figures 2.10(a) and (b). The accumulation of these metal ions within the crevice is

accompanied by the migration of Cl− ions from the bulk solution into the crevice and of

Na+ ions from the crevice into the bulk solution, as shown in Figures 2.10(g) and (h). This

ion migration helps maintain the local electro-neutrality condition. Along with the mass

transport of ionic species, chemical reactions producing FeCl+, CrCl2+, FeOH+, CrOH2+,

and H+ occur simultaneously, but with different rates. The chemical equilibrium constants

of the reactions producing metal-chloride ions (K2 and K3) are several orders of magnitude

larger than those producing metal-hydroxide ions (K1 and K4); consequently, the concen-
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trations of FeOH+ and CrOH2+ are less than the other ionic products listed above. Due to

the relatively small amount of FeOH+ compared to other species, we do not show its con-

centration profile in Figure 2.10. Notably, all ionic concentrations show large variations

near the crevice mouth (x1 = 0.4375 inch), and show little variation within the crevice so-

lution. Thus, the ionic concentrations at the far-field boundary do not affect those within

the crevice. This suggests that our second modeling assumption is valid and will not affect

the accuracy of predicted concentrations inside the crevice.

Figure 2.10: Steady-state numerical results obtained from the SNIA for 2D crevice cor-
rosion of Fe-15Cr binary alloy: Concentrations of (a) Fe2+, (b) Cr3+, (c) FeCl+, and (d)
CrCl2+; (e) the pH =−log10[H+]; Concentrations of (f) CrOH2+, (g) Na+, and (h) Cl−.

We next perform a parametric study by varying the chromium weight fraction f7 to

examine following experimental observations:

1. In the experiment with f7 = 25%, steady state is reached after approximately 5 hours;

2. The time taken to attain the steady state increases with the weight fraction of chromium,

so the experiment with f7 = 25% takes longer time than other experiments;

3. The steady-state pH at the crevice mouth decreases as the chromium content in-

creases.
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The results from this study are shown in Figure 2.11. We compare the pH at crevice mouth

predicted by SNIA with the experimental data reported by Bogar and Fujii and the simu-

lation results of Sharland’s [132], as shown in Figure 2.11(a). In this example, Sharland

applied the two-step method using CHEQMATE and PHREEQE different from the one-

step reformulation-based approach described in Appendix B. Interestingly, the SNIA gives

better predictions of the pH for Fe-Cr binary alloys with chromium content less than 20%

and shows a consistent trend with experimental results, that is, the predicted pH at crevice

mouth decreases with an increase in the weight fraction of chromium. As remarked by

Sharland [132], the discrepancy between the predicted pH and the experimental data is at-

tributed to the lower value of assumed current densities for f7 ≥ 20%, as tabulated in Table

2.3. Because of the underestimation of current densities, the amount of metal ions dissolv-

ing into the electrolyte from the solid phase is lesser; consequently, the amount of hydrogen

ion getting produced through chemical reactions (2.32) and (2.40) is also lesser. Figure

2.11(b) shows the evolution of the hydrogen ion concentration at the crevice mouth for

f7 = 1%, 10%, and 15%. While the hydrogen ion concentration for f7 = 1% seems to have

reached the steady state after 5 hours, the other two cases still seem to be asymptotically

approaching the steady state. This result is consistent with the experimental observation

that time taken to attain the steady state increases with the weight fraction of chromium.

To further demonstrate the consistency between predicted results obtained from the

SNIA and the experimental data, the total amount of iron and chromium ions in the crevice

solution is evaluated. In Bogar and Fujii’s experiment, they inserted a microcapillary of

uniform bore into the crevice and withdrew 1 µL samples of crevice solution in the vicinity

of the crevice opening. They obtained the local concentrations of Fe2+ and Cr3+ by analyz-

ing these samples, and then calculated the total amount of these ions by assuming a uniform

concentration throughout the crevice. However, the specific location where they withdrew

the crevice solution was not clearly reported. Therefore, we compute the total amount of

Fe2+ and Cr3+ from the SNIA using the mean concentrations of these ions throughout the
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Figure 2.11: (a) Parameter sensitivity study examining the relationship between the weight
fraction of chromium in Fe-Cr alloy and pH at crevice mouth. Numerical results of Shar-
land’s and experimental data of Bogar and Fujii’s are taken from Table 10 in [132]; (b)
Time dependence of hydrogen ion concentration at crevice mouth for Fe-1Cr, Fe-10Cr and
Fe-15Cr binary alloys in 3.5% NaCl solution.

crevice. To understand the variability in the weight prediction of metal ions, we account

for the uncertainty in the location where the sample is withdrawn. We estimated the total

amount of Fe2+ and Cr3+ using the predicted concentrations at the crevice tip (x1 = 0) and

mouth (x1 = 0.4375 inch), based on the uniform concentration assumption. In Figure 2.12,

we plotted the estimated total amounts of metal ions from the crevice tip and mouth as

the upper and lower bounds of the error bar, respectively. From Figure 2.12, we can see

that our predictions of Fe2+ and Cr3+ are in better agreement with the experimentally mea-

sured value compared to Sharland’s results. We think that this improvement is due to the

better representation of the experimental setup, particularly, the imposition of the far-field

boundary conditions. However, because of the lower estimation of the electrode current

density, the predicted amount of Cr3+ is significantly less than the measured value for al-

loys with the weight fraction of chromium greater than 20%. We believe the accuracy of

predicted ionic concentrations can be further improved if more detailed experimental data

is available.
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Figure 2.12: Parameter sensitivity study examining the relationship between weight frac-
tion of chromium in Fe-Cr alloy and: (a) amount of Fe2+ in the crevice solution; (b) amount
of Cr3+ in the crevice solution. Numerical results of Sharland’s and experimental data of
Bogar and Fujii’s are taken from Table 10 in [132].
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2.5 Conclusions

The corrosive dissolution problem is quite challenging because it involves multiple

ionic species, multi-timescale processes due to electro-diffusive-reactive transport and mul-

tiple physical/chemical phenomena governed by highly non-linear partial differential equa-

tions. In this chapter, we propose a sequential non-iterative approach (SNIA) to model

the multi-ionic species reactive transport in the liquid (electrolyte) phase during localized

corrosion. We use the concept of total solute concentration to de-couple the governing

equations of electro-diffusive mass transport from homogeneous equilibrium chemical re-

actions, leading to a two-step staggered numerical solution strategy: first, we compute the

uncorrected concentrations and potential from the nonlinear Nernst-Planck equations and

local electroneutrality (LEN) condition along with initial and boundary conditions; second,

we compute the corrected concentrations by solving the nonlinear chemical equilibrium

equations. Herein, the nonlinear Nernst-Planck equations along with the LEN condition are

linearized using the Newton-Raphson method, discretized in space using standard quadratic

finite elements (six-noded triangles), discretized in time using the backward Euler scheme,

and solved within the open-source software FEniCS. The nonlinear chemical equilibrium

equations are also solved using the Newton’s method but with an the under-relaxation fac-

tor to ensure non-negativity of corrected concentrations. We then compared and validated

the accuracy and robustness of the SNIA by conducting two sets of simulations studies

focusing on corrosion of carbon steel and Fe-Cr binary alloys within 1D cavity and 2D

crevice.

An important contribution of this study to the literature on finite element analysis of

electrochemical systems is the evaluation of the numerical accuracy. Particularly, we con-

ducted studies evaluating the error (relative to Sharland’s approach) in resolving ionic con-

centrations and corrosion current densities as a function of the time increment size. Figure

2.4 indicates that an appropriate size of time increment chosen based on the characteristic

diffusion time scale of the corrosion system will ensure sufficient numerical accuracy of
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the SNIA. We also demonstrate the robustness of the SNIA by varying the values of elec-

trochemical and crevice geometry parameters. For the larger metal potential φM =−0.1 V

(see Figure 2.8), the one-step coupled formulation (see Appendix B) encountered difficulty

with numerical convergence; whereas, there were no convergence issues with the SNIA.

This is because in the SNIA we solve the nonlinear algebraic (chemical reaction) equa-

tions separately from the partial differential (mass transport) equations. We also illustrate

the flexibility of the SNIA in handling different electrochemical systems corresponding

to carbon steel and Fe-Cr binary alloys without requiring any reorganization of equations

or readjustment of kinetic reaction rate constants. The parametric study examining the

variation of steady-state pH at the crevice mouth (see Figure 2.11) and total amount of

ferrous and chromium ions in relation to the chromium weight fraction (see Figure 2.12)

during crevice corrosion of Fe-Cr binary alloys showed good agreement between results

obtained from SNIA and the experimental data reported by Bogar and Fujii [22]. While the

advantages of the SNIA are its robustness and flexibility, the disadvantage is reduced com-

putational efficiency due to time increment size restrictions to ensure sufficient numerical

accuracy.

Because the SNIA was rarely applied to electrochemical corrosion, we restricted the

scope of this chapter to demonstrating that the SNIA performs well in comparison with

previous simulation results [132, 133] and experimental data [22]. The SNIA is relatively

straightforward and robust, so it holds great promise for studying and understanding the

complex electrochemistry problems, involving the electro-diffusive-reactive transport of

multiple chemical species in the solution.

47



Chapter 3

NUMERICAL INVESTIGATION OF CRITICAL ELECTROCHEMICAL FACTORS

FOR PITTING CORROSION USING THE SEQUENTIAL NON-ITERATIVE

APPROACH

3.1 Introduction

Austenitic stainless steels are widely used by the U.S. military in mobile and fixed

equipment and structures due to their outstanding resistance to uniform corrosion [53, 94].

However, the main use of these equipment and structures is in harsh marine environments,

which can be acidic and usually contain high concentrations of chloride [129, 136, 168].

Due to prolonged exposure in such an aggressive atmospheric environment, these steels

are susceptible to localized corrosion, which can lead to high maintenance costs as well

as potential threats to structural health and safety [28, 35, 51]. To mitigate these risks, it

is essential to fundamentally understand and predict the propagation of localized corro-

sion. Existing studies have shown that localized corrosion is a complex electrochemical

dissolution process occurring at the interface between metal (solid) and electrolyte (liquid)

[49, 55]. The stable propagation of localized corrosion is governed by the bulk environ-

ment, the composition of the alloy, and the aggressive chemistry within the localized cor-

rosion site [75, 175]. To better understand the critical chemistry that enables or prevents

the localized corrosion of 300 series stainless steels, herein we conduct numerical studies

using a multi-species reactive transport model [40, 46, 108, 148] to investigate key elec-

trochemical factors responsible for stable pitting and repassivation of 316L stainless steel

wire immersed in sodium chloride solution.

Sustained pit dissolution, which is often termed as stable propagation of an active pit,

involves aggressive chemistry: high concentrations of metal cations produced by the oxi-

dation of the metal alloys, low (acidic) pH caused by the subsequent hydrolysis of those
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cations, and high concentration of chloride migrating from the bulk solution [18, 92, 144].

The conditions that ensure the maintenance of such chemistry are typically analyzed us-

ing the one-dimensional (1-D) pit concept. Because the 1D pit has a simpler geometry

than the natural pits occurring in service, it can be directly used to quantitatively study the

correlation between the internal electrochemistry evolution and pit depth as well as other

variables in experiments. Galvele first formulated the steady-state relationship between

metal dissolution and mass transport inside the 1D pit [56]. In Galvele’s study, it was theo-

retically demonstrated that the product of the current density and the pit depth needed to be

greater than a critical value to maintain the necessary local aggressive chemistry for sus-

tained/stable pit growth. This critical value has been referred to as the pit stability product

(Xps) in the literature [27, 114]. Additionally, other critical electrochemical factors can also

be evaluated by constructing the 1D pit, as shown in several recent studies [74, 139, 166].

These critical electrochemical factors are associated with different stages of experiments:

stable pit growth under a salt film, film-free metal dissolution, and the transition to repas-

sivation.

The 1D pit experiments first apply a high electrical potential in order to initiate and

grow pits, which leads to the precipitation of a salt film on the corroding surface [64, 151].

The formation of this salt film is dictated by solubility limits of metal chlorides. Compared

to the pit depth, the thickness of the salt film is negligible so its structure will not affect ionic

transport within the pit [81]. The salt film only serves as source/sink for metal and chloride

ions considering that perturbations in current may occur during experiments [139]. Under

such circumstance, metal dissolution is diffusion-limited so that the corroding system is in

a quasi-steady state. The pit stability product under a salt film can then be extracted from

measuring the diffusion-limited current density at different pit depths [57, 81, 98, 104]. To

estimate the conditions that govern the transition of the pit from stability to repassivation,

rapid polarization scans can be employed which decrease the applied potential below the

point where the salt film disappears. In this stage, metal dissolution proceeds in a salt
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film-free environment. As the applied potential is gradually decreased, the corresponding

decrease in metal dissolution rate and diminished cation hydrolysis [92] would lead to an

increase of the pH near the corroding surface and eventually cause the pit to passivate. The

repassivation potential is the potential corresponding to the conditions below which the pit

will no longer propagate [12, 67, 149]. It is important to note here that these experiments

utilize applied polarization to develop and evaluate the critical electrochemical conditions

associated with stable pitting and the transition to repassivation, although corresponding

conditions are independent of how they are attained. In other words, pitting in practice

will also be governed by the same critical conditions, and the 1D pit experiments provide

an effective testbed to attain and evaluate such conditions via a simplified geometry and

applied polarization.

Complementary to experimental studies of pitting corrosion, mechanistic modeling

studies are essential to better understand the chemistry evolution of both active and pas-

sive pits as experimental access to in-situ measurements of important parameters is highly

limited due to the size scale. The simplest of mechanistic models consider mass transport of

solute species (e.g., metal or hydrogen ions) in the solution environment based on the Fick’s

law of diffusion [52]. The 1D Fickian diffusion model has been widely used to simulate

the evolution of the chemistry inside the 1D pit [7, 42, 72, 82, 137, 138, 140]. Srinivasan

et al. used this model to evaluate the effect of the external hemispherical boundary layer

on the cation flux inside the pit [140] and to demonstrate the dilution of cations near the

corroding surface when repassivation happens [137, 138]. Jun et al. applied the similar

model to analyze the effects of chloride concentration and temperature on 1D pit growth

[72]. The main drawback of this 1D diffusion model is that it ignores the effect of electro-

migration and viscosity on species transport. Therefore, Jun et al. further extended their

model to calculate the flux inside the pit by incorporating the effect of electro-migration

and viscosity into the species diffusion coefficient based on the Stokes-Einstein equation

[73]. However, this improvement is based only on parametric calibration, so it does not

50



fully account for the governing physics of ion transport. As such, Jun et al. model is appli-

cable only for estimating the flux, but not for predicting the species concentrations and the

electrical potential.

To better understand and predict the evolution of species concentration and electrical

potential, it is necessary to use a comprehensive mechanistic model of pitting corrosion

that considers electro-diffusive mass transport of multiple species and homogenous chem-

ical reactions in solution. However, there is a vast separation of times scales between mass

transport and chemical reaction processes. For this reason, the evolution of chemistry dom-

inated by chemical reactions in the electrolyte are often solved using special commercial

software and databases, separate from those used for solving the diffusion models using

decoupled approaches. In this study, we adopt a multi-species reactive transport model

based on the sequential non-iterative approach (SNIA) developed by Sun and Duddu [148].

Compared to other numerical approaches proposed for solving electro-diffusive-reactive

transport equations [89, 131, 163], the SNIA is able to establish the pit chemistry with

multiple species and reactions in a more robust and flexible manner. The robustness of the

SNIA arises from the decoupling of the time-dependent partial differential equations of the

slower mass transport process from the nonlinear algebraic equations of the faster equi-

librium chemical reactions. The flexibility of SNIA stems from the utilization of the total

solute concentration concept to establish the corrected concentrations, which eliminates

the necessity to reorganize the governing equations. However, the drawback of the SNIA

is that it can be computationally more expensive compared to the coupled approaches, due

to the restrictions on time increment size to ensure numerical accuracy.

The remainder of this chapter is organized as follows: in Section 3.2, we briefly describe

the setup of artificial pit experiments and two commonly used mass transport models for

simulating multi-species reactive transport during corrosive dissolution; in Section 3.3, we

establish the decoupled governing equations of the reactive-transport model for corrosion

and summarize the strategy for solving those equations; in Section 3.4, we detail the cali-
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bration of parameters based on experimental data; in Section 3.5, we present the predicted

critical electrochemical factors for both stable dissolution under a salt film and transitioning

from film-free stable pitting to repassivation, and discuss the potential mechanisms domi-

nating the evolution of the local chemistry for pit stability and repassivation; in Section 3.6,

we conclude with a brief summary and closing remarks.
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3.2 Background

In this section, we first introduce the setup of artificial pit experiments, from which

we extract data to calibrate parameters of electrode kinetics. We next briefly describe two

commonly used mass transport models and their limitations for simulating multi-species

reactive transport during corrosive dissolution.

3.2.1 Artificial pit experiments

This study utilized data from one-dimensional artificial pit experiments reported by

Srinivasan et al. [138, 139]. Lead-in-pencil electrode can better describe the geometry of

these experiments as shown in Figure 3.1(a). The pit was constructed using 316L stainless

steel wires with diameter � = 50.8 µm embedded in epoxy. The wires were composed

of 67.98 wt% Fe, 17.07 wt% Cr, 10.66 wt% Ni, and 2.16 wt% Mo, with trace amounts of

other elements that were ignored in this study. After surface polishing to a finish of 320 grit

with SiC abrasive , the electrode was placed upright in the test container filled with 0.6 M

NaCl solution. A saturated calomel electrode (SCE) and a platinum mesh electrode were

employed as the reference and counter electrode, respectively. All tests were performed

at an average ambient temperature of 22 ◦C using a Bio-Logic SP-200 (Bio-Logic SAS,

Claix, France) potentiostat. The pit was initiated with a potential of +750 mVSCE and

then propagated to different depths by applying a lower potential of +450 mVSCE. After

that, a rapid cathodic polarization scan at 5 mV/s to a final potential of −900 mVSCE was

conducted to extract the pit stability product, the transition and the repassivation potentials

for a specific pit geometry. Parametric calibration based on the experimental data will be

detailed in Section 3.4.
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Figure 3.1: Schematic diagram of: (a) the experimental setup; (b) the two-dimensional
domain for the artificial pit corrosion problem used in simulation studies. The corrosion
interface Γint (orange) separates the solid metal Ωs (gray) and liquid solution Ωl (light blue)
domains. Far-field (or bulk solution) concentrations and applied potential are prescribed at
the external (dark blue) boundary Γext. Zero flux condition is enforced on the boundaries
marked by red color. The rest of the domain (green) is composed of epoxy and is excluded
from the simulation domain.
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3.2.2 Existing mathematical models

Based on the geometric setup of artificial pit experiments, we define a two-dimensional

domain for our simulation studies that consists of two phases: the solid electrode domain Ωs

and the liquid electrolyte domain Ωl , as shown in Figure 3.1(b). The reference and counter

electrodes can be ignored here considering their spatial distances away from the pit mouth.

The electrode and electrolyte domains are separated by a sharp corrosion interface Γint.

In the electrolyte domain Ωl , both mass transport and homogeneous chemical reactions

can cause changes in species concentrations and distribution. According to the law of

conservation of mass, the rate of change of concentration of the species i can be expressed

as
∂Ci

∂ t
=−∇ ·Ji +Ri in Ωl , i = {1,2, · · · ,n} , (3.1)

where Ci [mol/m3] and Ji [mol/m2/s] are the concentration and flux density of the ith

species at time t [s], respectively; ∇ denotes the spatial gradient vector; Ri [mol/m3/s] is

the rate of chemical reactions and n denotes the total number of species in Ωl . In the stag-

nant electrolyte environment, the transport of species is driven by species concentration

gradients and/or the electrical potential gradient [133]. Depending on whether the electro-

migration effect is taken into consideration or not, the flux Ji can be described by two

different models: the Fickian (diffusion) model and the Nernst-Planck (electro-diffusion)

model.

According to Fick’s laws of diffusion [52], the magnitude of species flux density Ji is

proportional to the concentration gradient, which can be written as

Ji =−Di∇Ci, (3.2)

where Di [m2/s] is the Fickian diffusion coefficient of species i. However, charge balance

is not satisfied for multi-ionic species in the Fickian model because the electrical potential
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field due to ion migration is not properly described. A better way is to incorporate multi-

species transport with charge balance using the Nernst-Planck model, which considers the

transport of species due to both diffusion and electro-migration. By assuming the elec-

trolyte to be in a stagnant condition in the artificial pit, advection can be ignored. The flux

Ji of the ith species can be written as

Ji =−Di∇Ci−
ziF
R∗T

DiCi∇φ , (3.3)

where zi [–] is the charge number of species i, F [C/mol] is the Faraday’s constant, R∗

[J/mol/K] is the universal gas constant, T [K] is the temperature, and φ [V] is the electrical

potential of electrolyte. The potential field can be established by solving the Poisson’s

equation as given by

∇
2
φ =−F

ε

n

∑
i=1

ziCi in Ωl, (3.4)

where ε is the permittivity of the electrolyte. The permittivity of the electrolyte is relatively

small compared to the value of Faraday’s constant, resulting in the large value of the right-

hand term F/ε in Equation (3.4). That means any deviation from electro-neutrality requires

unrealistically large electrical restoring force. Such large electric force removes charge

gradients on a much faster timescale than that of species diffusion [133]. Furthermore,

visible deviation from electro-neutrality can only be observed in the double layer near the

electrode interface with the order of 1 to 10 nm in thickness [87]. Therefore, the local

electro-neutrality (LEN) condition is applied as an good approximation of the Poisson’s

equation, which can be expressed as

n

∑
i=1

ziCi = 0 in Ωl. (3.5)

Note that the electrolyte near the electrode will reach to saturation when a large enough

electrical potential is applied during artificial pit experiments [138]. Because the Nernst-
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Planck model is used to describe the mass transport of aqueous chemical species in dilute

electrolytic solutions [76, 133], we need to extend Equation (3.3) by considering the ef-

fect of viscosity associated with temperature on the diffusivity of the species in the highly

concentrated electrolytic environment.
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3.3 Numerical Framework

In this section, we first detail the decoupled multi-species reactive transport equations

corresponding to the pitting corrosion problem. To solve these equations in a robust and

flexible manner, we next briefly discuss the solution strategy based on the sequential non-

iterative approach.

3.3.1 Decoupled formulation

Using the sequential non-iterative approach (SNIA) [14, 148], we split Equation (3.1)

into two separate equations describing mass transport and chemical reaction in strong ionic

solutions, respectively. The rate of chemical reaction Ri will be first eliminated from the

species transport Equation (3.1), which will yield physically incorrect ionic concentrations.

The so-called “uncorrected” concentrations C̃i can be computed as

∂C̃i

∂ t
= Di∇

2C̃i +
ziDiF
R∗T

∇ ·
(

C̃i∇φ

)
in Ωl , i = {1,2, · · · ,n} . (3.6)

Because the neglected chemical reactions satisfy charge balance, the LEN condition

in Equation (3.5) is still valid for the uncorrected concentrations and can be enforced to

establish the electrical potential field. Thus, the uncorrected concentrations and electrical

potential can be determined by solving Equation (3.6) along with LEN condition in Equa-

tion (3.5). The boundary conditions corresponding to Equations (3.5) and (3.6) are given

by

C̃i(x, t) = C∞
i and φ(x, t) =−ESCE on Γext,

Ji ·n =
κiia
ziF

on Γint,
(3.7)

where C∞
i is the far-field concentration of species i, ESCE is the reference electrode poten-

tial, n denotes the unit normal to the interface Γint pointing outward from Ωl , ia [A/m2]

represents the anodic current density, and κi [–] is the coefficient of electrode kinetics. The
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product of κi and ia gives the current flux corresponding to species i due to electrode reac-

tions. For metal cations dissolving into the electrolyte through anodic reactions, κi is taken

as the molar fraction of the corresponding metal element in the alloy. For the hydroxide

ion generated by the local cathodic reaction, κi is taken equal to an experiment-determined

ratio of the local cathodic current density to the anodic current density [137].

Typically, corrosion interface evolution is much slower than the mass transport of ions

in solution; whereas, chemical reactions are extremely fast so that equilibrium is attained

almost instantaneously. Because there exists several orders of magnitude difference in

timescales of corrosive dissolution, homogeneous chemical reactions, and electro-diffusive

mass transport [124], it is physically consistent to use the SNIA. Neglecting the motion of

corrosive interface Γint, the concentration of species involved in chemical reactions must

satisfy the chemical equilibrium condition as given by

Kr ∏
p

Cνrp
p = ∏

q
Cνrq

q . (3.8)

where Kr is the equilibrium constant of the rth reaction, Cp and Cq are concentrations of the

reactant and product species, respectively, and νrp denotes the stoichiometric coefficient

of species p in the rth reaction. The corrected concentrations Ci that satisfy the chemical

equilibrium condition described above are related to the uncorrected concentrations C̃i as

[148]

Ci = C̃i +
nr

∑
r=1

ωriνriĈr, (3.9)

where nr is the total number of chemical reactions occurring in the electrolyte, the product

of νri and Ĉr gives the absolute value of concentration change of species i due to the rth

chemical reaction, and ωri represents whether species i is a reactant, product or not involved

in the forward direction of the rth reaction. If the species i is not involved in the rth reaction,

ωri = 0; however, if involved in the forward reaction as the product then ωri = 1, or as the

reactant then ωri = −1. Substituting Equation (3.9) into Equation (3.8), we can obtain nr
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number of nonlinear algebraic (chemical reaction) equations to solve for unknowns Ĉr as

follows:

Kr ∏
p

(
C̃p +

nr

∑
l=1

ωl pνl pĈl

)νrp

−∏
q

(
C̃q +

nr

∑
l=1

ωlqνlqĈl

)νrq

= 0, r = {1,2, · · · ,nr} .

(3.10)

To ensure the non-negativity of species concentrations, the nonlinear chemical reactions

equations (3.10) are solved using the Newton-Raphson method together with the under-

relaxation technique. This decoupled formulation can lead to better-conditioned discretized

system of equations, which is a significant advantage in the treatment of reduction-oxidation

(redox) problems. However, the disadvantage is that decoupling of the species transport and

chemical reaction will introduce numerical error. For numerical accuracy, we found it nec-

essary to restrict the size of the time increment to 1% of the characteristic diffusion time

scale of the domain [148].

3.3.2 Solution strategy

Based on the SNIA [148], we employ a two-step staggered numerical solution strategy

at any given time increment as follows:

1. Compute the uncorrected concentrations C̃i and electrical potential φ from the Nernst-

Planck equations (3.6) and the LEN condition (3.5) along with boundary conditions

(3.7);

2. Compute the corrected concentrations Ci of each species by solving the chemical

equilibrium equations (3.10) using the modified Newton-Raphson method.

The detailed version of the above solution strategy in the format of a pseudocode has been

introduced in Algorithm 1.
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3.4 Parameterization and Calibration

In this section, we first clarify the two major stages of the 1D pit experiment considered

in this numerical study: stable dissolution under a salt film and film-free dissolution that

eventually transitions to repassivation. We then detail the calibration process for several key

parameters including the elapsed time of each stage, the kinetics of electrode and chemical

reactions, and the diffusivity and viscosity of each species.

3.4.1 Stages of the 1D pit experiment

We consider two main stages of the artificial pit experiments as the simulation targets

of the numerical investigation: Stage I – stable dissolution under a salt film, and Stage II –

film-free dissolution and transition to repassivation. In Stage I, the application of high elec-

trical potential leads to metal dissolution and hydrolysis, which results in a local aggressive

chemistry inside the pit. Due to the continuous high-rate metal dissolution and limited dif-

fusion, a salt film precipitates on the corroding surface within the saturated metal chloride

solution. The presence of the salt film results in diffusion-limited dissolution of the 316L

cation species and fixes its concentration at the bottom of the pit. Note that the concen-

tration here refers to that of the saturated solution adjacent to the salt film, not of the salt

film itself. In this study, we do not consider any blocking of the electrode area, nor do we

consider the solid-liquid interface motion caused by the formation of salt film . We assume

the ‘316L cation’ species consists of Fe2+, Cr3+, Ni2+, and Mo3+ in the same proportion

as the respective metal atoms in the alloy composition [137, 138, 140]. For brevity, the

‘316L cation’ is referred to as “Me” in Section 3.5. The pit depth is considered as the

diffusion distance when the current density is diffusion-limited. In experiments, Faraday’s

Law is used to calculate the pit depth because it can describe the relationship between pit

depth and charge density [139]. The charge density is obtained from time-integration of

the average current density (i.e., the measured current divided by the corroding surface
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Figure 3.2: Extraction of kinetic parameters from experiments: (a) Polarization kinetics
data indicating measurements of the diffusion-limited dissolution current density iL, the
transition potential ET, and the repassivation potential Erp. tII denotes the elapsed time of
Stage II. Red line represents the polarization curve obtained from the experiment. Green
and orange regions are the first (stable dissolution under a salt film) and second (film-free
dissolution and transition to repassivation) stages of the study, respectively; (b) Estimation
of the transition potential ET and the repassivation potential Erp with respect to the pit depth
d by least squares curve fitting based on the power law: ET = 791.9d−0.2406−131.4, Erp =
2005d−0.2345− 648.5. Note that these fitted curves are applicable for pits with diameter
� = 50 µm.

area). Once the pit is corroded to the expected depth, decreasing the applied potential leads

to dissolution of the salt film and film-free dissolution ensues. As the applied potential

is further reduced, the anodic dissolution rate and the associated current density across

the electrode-electrolyte interface Γint also decrease in response. The consequent dilution

of the aggressive chemistry at the pit base, due to lesser metal dissolution rate as well as

diffusion of concentrated aggressive species out of the pit, ultimately leads to repassivation.

The transition from Stage I and Stage II can be identified using the experimental po-

larization kinetics data as plotted in Figure 3.2(a). As long as the current density passing

Γint stays at the diffusion-limited current density iL, the system is in Stage I and the pit is

expected to grow stably under a salt film. In this stage, we aim to investigate the pit chem-

istry at the saturated state by neglecting the motion of the corroding interface. The elapsed

time of Stage I in experiments, which is adequately long to grow the pit to the expected
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depth, is not relevant for numerical modeling. Instead, we directly run the simulation with

the expected pit depth till the saturated state is attained. Note that the saturated state is

not the same as steady state, where concentrations and electrical potential inside the pit no

longer evolve over time as well as space. In Stage I of the 1D pit experiment, only saturated

state is ensured because it can be easily identified by a constant diffusion-limited current

measured. When the rapid polarization scan starts, we consider the beginning of Stage II

as the time when the applied electrical potential decreases to the transition potential ET,

and the current density becomes less than iL. At the end of this stage, the repassivation of

the pit is estimated to occur when the current density is reduced to irp =30 µA/cm2. The

applied potential recorded instantly when the current density reaches irp is referred to as

the repassivation potential Erp. Because the polarization scan rate Ėapp [V/s] is a constant,

the elapsed time of the second stage tII can be estimated by

tII =
ET−Erp

Ėapp
. (3.11)

To evaluate the elapsed time of the second stage for pits with intermediate depths that are

not measured through experimental studies, we further perform least squares curve fitting

based on the power law for both the transition and repassivation potentials with respect

to the pit depth (d), as shown in Figure 3.2(b). Note that the fitted curves are directly

applicable only for pits with a constant diameter � = 50 µm.

3.4.2 Electrode reactions and kinetics

There are three types of electrode reactions occurring during the experiment: anodic

metal dissolution, internal and external cathodic reactions [137]. We use the terms internal

and external cathodic reactions to note the spatial difference as to where these cathodic

reactions occur during experiments. Anodic dissolution and the internal cathodic reaction

occur on the corroding surface of the 316L stainless steel wire, which is directly exposed
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to sodium chloride solution. Anodic dissolution includes the oxidation of iron, chromium,

nickel, and molybdenum:

Fe → Fe2++2e−,

Cr → Cr3++3e−,

Ni → Ni2++2e−,

Mo → Mo3++3e−.

Because the conditions inside the pit are oxygen-poor, the local (internal) cathodic reac-

tion is considered to be the hydrogen evolution reaction (HER) which can proceed as the

reduction of water or protons listed below

2H2O+2e− → H2 +2OH−.

In the experiments considered, significant proportion of the cathodic reaction typically oc-

curs on the counter electrode. Based on the fact that the counter electrode is spatially dis-

tant from the pit, the external cathodic reaction is assumed not to affect the local chemistry

inside the pit and is therefore ignored in this study.

To specify the electrode flux boundary condition defined in Equation (3.7), we need to

calibrate the anodic current density ia based on experimental results. In the artificial pit

experiments, the net current density inet can be directly monitored using the potentiostat.

Theoretically, the net current density is a difference between the anodic current density ia

and the local cathodic current density ic,local, which can be written as

inet = ia− ic,local. (3.12)

Owing to the large potential difference applied during Stage I, the local cathodic reaction

(HER) is negligible [137]. Therefore, the anodic current density is approximately equal to
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the measured net (diffusion-limited) current density (ia = inet = iL). However, once Stage

II begins, the local cathodic reaction rate is considered to increase, coincident with the

decrease of the anodic dissolution rate. Srinivasan and Kelly [137] previously estimated the

ratio of the local cathodic current density to the anodic current density via Mixed Potential

Theory analysis to be about 0.3% when the pH of the pit is sufficiently high to initiate

the nucleation of passive oxides. Based on this estimate, the anodic current density at

repassivation can then be calculated as

ia =
inet

1−0.003
=

irp
1−0.003

. (3.13)

Regardless of the pit depth, we set the threshold of net current density to be a constant

value of 30 µA/cm2 in order to determine when repassivation occurs in artificial pit exper-

iments [137]. In contrast, the diffusion-limited current density does vary for pits with dif-

ferent depths. Experiments demonstrated that the product of the diffusion-limited current

density iL and the pit depth d is constant as long as the temperature and the bulk concen-

tration of sodium chloride do not change [139]. This allows us to define the pit stability

product Xps = iL · d, which can be obtained from the linear regression analysis of the ex-

perimental data. Appendix C lists the pit stability product values for stainless steel in NaCl

solution at different temperatures and bulk concentrations. We use these values to calculate

the diffusion-limited current density iL, which defines the flux boundary conditions in our

simulation studies of Stage I.

3.4.3 Diffusivity and viscosity

The metal chloride solution near the corroding surface will reach saturation when a

large enough electrical potential is applied. As demonstrated by Jun et al. [73], the effect

of electrolyte viscosity on mass transport in such a concentrated electrolyte environment

cannot be ignored. The effect of viscosity η and temperature T on the diffusion coefficient
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can be described using the Stokes-Einstein relation as

D =
kT

6πηr
, (3.14)

where k [J/mol/K] is the Boltzmann constant and r [m] is the radius of the species. For the

sake of simplicity, we assume that the the effect of temperature on the radius of the species

can be neglected. Thus, the diffusion coefficient can be approximately calculated using its

reference value Dref as

D =
T Dref

ηTref
, (3.15)

where the reference temperature Tref is taken as the room temperature 298.15 K. The ref-

erence values of diffusion coefficients for all species considered in this study are listed in

Appendix D. The viscosity of the electrolyte can be analytically represented based on the

extended Jones–Dole equation [5], which can be written as

η = 1+a0Cl
1
2 +a1Cl +a2Cl

2 +a3Cl
3, (3.16)

where Cl is the concentration of the electrolyte, and coefficients ai can be calculated from

its temperature-pressure dependence

ai =
1

∑
m=0

4

∑
n=0

ζmn pm
τ

n, i = {0,1,2,3} , (3.17)

where p is the pressure, τ = T0/T = 400 K/T is the relative temperature, and ζmn are the

coefficients calibrated from a series of experiments [5], which are listed in Appendix E. The

integral indices m and n are only used for calibration without any physical interpretation.

As noted by Aleksandrov et al. [5], Equation (3.16) is valid for describing the viscosity

of aqueous solutions of sodium chloride in the concentration ranging from 0 to 6 M at

temperatures from 0 to 325 ◦C. Based on the assumption of the LEN condition (3.5), we
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herein use the concentration of Cl– as the estimate for the electrolyte concentration Cl to

calculate the viscosity of the solution.

3.4.4 Chemical reactions and kinetics

To capture the evolution of local chemistry inside the pit, we consider three types of

homogeneous chemical reactions taking place in the electrolyte phase Ωl including water

dissociation, hydrolysis, and chloride complexation of metal ions, as follows

H++OH− 
 H2O,

Mn++ aH2O 
 MOH(n−a)+
a + aH+,

Mn++ aCl− 
 MCl(n−a)+
a .

where M refers to the constituent metallic elements that dissolve into electrolyte as cations

through the oxidation reaction. For ferrous and nickel ions, n = 2 and a = 1 or 2, and for

chromium and molybdenum ions, n = 3 and a = 1, 2 or 3. The calculation of equilibrium

constants Kr for all three types of reactions is summarized in Appendix F.
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3.5 Results and Discussion

In this section, we consider a 2D model of pitting corrosion as depicted in Figure 3.1(b).

We assume a constant pit diameter � = 50 µm and different pit depths d = {50, 100, 150,

200, 250, 350, 500, 750, 1000} µm. Because the movement of the corroding surface

is neglected, the geometry of the pit does not change while dissolution is taking place.

Following the example in [140], we take the dimension of the rectangular bulk electrolyte

region above the pit to be W ×L = 20×10 cm2. In our previous work [148], we found that

the size of time increment ∆t should be less than 1% of the characteristic diffusion time

scale td = d2/4D to ensure sufficient accuracy of the sequential non-iterative approach. We

take the diffusion coefficient of metal ions (0.824×10−9 m2/s) and the minimum pit depth

(50 µm) to estimate the characteristic diffusion time scale. The size of time increment

can then be calculated as ∆t = 1%× (50× 10−6)2/(4× 0.8× 10−9) ≈ 0.01 second. The

governing equations of the model are solved using the standard finite element method in

the open-source software FEniCS [9]. In accordance with the artificial pit experiments,

the remainder of this section is organized by two experimental stages: stable pitting and

repassivation.

3.5.1 Stage I: Stable dissolution under a salt film

At the first stage, we conduct a series of numerical studies by varying the pit depth, the

temperature and the bulk concentration of the electrolyte. The ranges of these geometric

and environmental parameters will be specified in the corresponding subsection. The initial

conditions of concentrations and the electrical potential fields can be expressed as

C̃i(x,0) = C∞
i and φ(x,0) = 0 in Ωl. (3.18)

We define the metal cation “Me” as all species inside the pit that contain the primary al-

loying elements of 316L stainless steel (i.e., Fe, Cr, Ni, Mo). From in situ X-ray studies
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on solutions of 18-8 stainless steel in chloride media conducted by Isaacs et al. [65], the

saturated concentration of the metal cation CMe near the pit base is reported as Csat = 5.02

M. Therefore, simulations are run until CMe at the pit base reaches saturation (i.e., 5.02

M). Our goal in this section is to calculate the chemical composition (including the pH)

and distribution inside active pits in order to provide a starting point for the analysis of

repassivation during Stage II.

3.5.1.1 Local chemistry

We first investigate the local chemistry inside the pit in the saturated state at different

depths. The temperature T and the bulk concentration of the sodium chloride electrolyte

C∞ are taken as 25 ◦C and 0.6 M, respectively. In Figure 3.3(a), we show the concentrations

of metal cation at the pit mouth together with the pH at the pit base with respect to different

pit depths. The concentration of metal cation at the pit mouth decreases from 1.4 M (∼

28%Csat) to 0.2 M (∼ 4%Csat) as the pit depth is increased from 50 to 1000 µm. This trend

was also captured by the numerical results obtained from the 1D Fick’s diffusion model

[140]. For shallow pits, the characteristic length of cation mass transport is longer than

the pit depth. Therefore, there exists the external hemispherical boundary layer such that

the concentration of the metal cation outside the pit does not immediately vanish at the pit

mouth. According to Srinivasan et al. [140], the flux of metal cations JMe inside the pit can

be calculated as

JMe =
D∆CMe

d
=

D(Cbase
Me −Cmouth

Me )

d
=

DCsat

d
. (3.19)

Note that this calculation of flux is only based on the 1D Fick’s law of diffusion. To ensure

accuracy of this flux calculation, Srinivasan et al. [140] suggest choosing pit depths that

are 8 to 10 times the pit diameter so that CMe at the pit mouth approaches zero. Our

predicted results also lead to a similar conclusion: for pits with diameter � = 50 µm,

CMe at the pit mouth is negligible (< 4%Csat) only when the pit depth reaches 500 µm
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Figure 3.3: Numerical results of local chemistry inside the pit at the saturated state for
pitting corrosion of 316L stainless steel wire within 0.6 M NaCl solution under room tem-
perature T = 25 ◦C: (a) The concentration of metal cation at the pit mouth and the pH at
the pit base with respect to different pit depths; (b) Concentration profiles of cations inside
the pit with depth d = 500 µm.

(= 10�). However, owing to the effect of electrolyte viscosity and electro-migration, the

flux may not be calculated using Equation (3.19) in our simulation studies. As shown in

Figure 3.3(b), the linear relationship between the concentration of cations and the spatial

coordinate governed by Equation (3.2) is no longer valid. The flux varies non-linearly

inside the pit, so it should be calculated using Equation (3.3).

From Figure 3.3(a), we also find that the pH at the pit base slightly increases with pit

depth. Such a slight increase can be explained by considering the elapsed time of Stage I

for different pit depths. The elapsed time tI for shallow pits to reach to the saturated state is

less than that of deep pits. Therefore, more H+ generated from metal hydrolysis reactions

diffuse out from the base of deep pits than that of shallow ones. The predicted values of the

pH are all within the range of 1.63 to 1.71, which represent a locally acidic environment

near the corroding surface. Srinivasan and Kelly [137] modeled the local chemistry near

the corroding pit surface using the solution thermodynamics database of the OLI Analyzer

Studio 9.2 (OLI Systems, Inc., Cedar Knolls, NJ) software. They found that formation of

metal oxides, which isolates the pit base from acidic electrolyte, is dependent on the lo-
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cal pH. According to their simulation results, the lowest pH that enabled the formation of

metal oxide (CrO(OH)) is about 2.65. Based on this estimate, we conclude that our pre-

dicted chemistry near the pit base is aggressive enough that repassivation would not occur

in this stage. Srinivasan and Kelly [137] also estimated the local pH near the pit base if

only anodic dissolution was considered. This case corresponded to the absence of any lo-

cal cathodic reaction, thus representing the conditions inside the pit during high-rate anodic

dissolution, as expected when a salt film is present. The resulting pH predictions of as low

as −0.25 may be due to the fact that they ignored the mass transport of individual cation

species, and uniformly saturated the mixed solution of FeCl2, CrCl3, NiCl2, and MoCl3

in their calculations. The model introduced in this chapter is more comprehensive with

respect to individual cation transport. Also, the predicted pH range at the corroding surface

for high anodic dissolution (1.63 to 1.71) shows good agreement with the experimental

data reported by Oldfield and Sutton [107], which measured the pH values of highly con-

centrated mixed solutions of CrCl3·6H2O and FeCl2·4H2O to be in the the range of 1.25 to

1.75. It is reasonable to compare their results with our prediction because of the chemical

similarity between their prepared mixtures and our electrochemically produced solution.

3.5.1.2 Electrolytic resistance

To further quantitatively validate our model, we next focus on the prediction of the

specific resistance of the electrolyte as the resistance of the pit is a measurable quantity. The

electrolyte resistance in the pitting corrosion system consists of two parts: the resistance of

the electrolyte in the pit, and that of the bulk solution [57]. Theoretically, the resistance of

the pit Rp with a constant diameter is supposed to increase linearly with the increase of pit

depth, whereas the bulk resistance is a constant and not dependent on the depth of the pit.

Therefore, the pit electrolytic resistance is related to dimensions of the pit as given by

Rp =
4dαr

π�2 , (3.20)
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where αr is the specific resistance of the electrolyte solution. The IR drop commonly refers

to the decrease of electrical potential from the pit base to the mouth owing to the resistance

of the electrolyte. According to Ohm’s law, the IR drop within the pit can be expressed as

∆EIR = iRp, (3.21)

where i is the electric current that passes through the entire pit system. In the first stage,

the IR drop inside the pit can be calculated using the electrical potential at the pit base (φb)

and mouth (φm) obtained from the SNIA. The corresponding current passing through the

system is a constant, and is equal to the product of diffusion-limited current density (iL)

and the cross-sectional area of the 316L stainless steel wire. Therefore, the pit resistance

can be estimated using the predicted electrical potential field obtained from our model as

Rp =
∆EIR

i
=

φb−φm

iLπ

(
�
2

)2 . (3.22)

Substituting Equation (3.20) into Equation (3.22), we can then calculate the specific re-

sistance αr of the pit based on the theoretical understanding of the electrolyte resistance

as

αr =
φb−φm

iLd
. (3.23)

Experiments demonstrate that the specific resistance of solution decreases with the in-

crease of solution concentration [119]. For the solution of chloride salt at room temperature

T = 25 ◦C, the measured specific resistance decreases from 11.66 to 4.368 Ω·cm as the con-

centration of the solution increases from 1 to 5 M. In Figure 3.4, we show predicted specific

resistances of the pit electrolyte with respect to different pit depths. With the increase of

the pit depth, the predicted specific resistance of the pit electrolyte increases from 4.9 to

6.4 Ω·cm. However, the concentration of the electrolyte is not uniformly distributed inside

the pit, as shown in Figure 3.3(b). To understand the relationship between the predicted αr
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and the electrolyte concentration, we need to consider the average electrolyte concentration

inside the pit. The spatially averaged concentration of metal cation inside the pit obtained

from our simulations is plotted in Figure 3.4, which decreases from 3.0 to 2.5 M as the

pit depth increases from 50 to 1000 µm. We thus find that the specific resistance of the

pit electrolyte and the concentration of the electrolyte are inversely proportional, which is

consistent with the experimental observation [57]. Furthermore, the prediction obtained

from our simulations shows a reasonable quantitative match with the experimental data.

Specifically, the predicted αr and the spatially averaged CMe obtained from our simulations

are within the range of the experimental results reported in [119]. From Figure 3.4, we

also notice that there exists a plateau of αr at approximately 6.4 Ω·cm when the pit depth

is greater than 500 µm. This plateau implies that the specific solution resistance of the

deep pit filled with specific type of electrolyte is a constant. As a consequence, the actual

pit resistance increases linearly with its depth, which is attested to by calculations in the

literature [83, 84]. The corollary result that the IR drop becomes constant for sufficiently

deep pits is also consistent with prior work [81, 84].

3.5.1.3 Effect of temperature and bulk concentration

We next evaluate the effect of temperature and concentration of sodium chloride (bulk)

solution on the local chemistry near the pit base and the specific resistance of the pit so-

lution. We perform parametric studies on pitting corrosion of stainless steel by varying

the temperature T = {25, 35, 45, 55} ◦C and bulk concentrations Cbulk = {0.6, 1.0, 3.0,

5.5}M. To preclude any possible influence on those electrochemical factors caused by dif-

ferent pit depths, we here consider the pit with constant depth d = 500 µm. All simulations

are run until a final (elapsed) time tI = 400 seconds to attain the saturated state of the solu-

tion inside the pit for T = 25 ◦C. As the ion motion increases with temperature, this final

simulation time tI = 400 seconds ensures that saturation is reached at higher temperatures

T > 25 ◦C.
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Figure 3.4: Numerical results of pit specific resistance and spatial average concentration of
metal cation inside the pit with respect to different pit depths at the saturated state for pitting
corrosion of 316L stainless steel wire within 0.6 M NaCl solution under room temperature
T = 25 ◦C.
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In Figure 3.5, we demonstrate the effect of temperature and bulk concentration on the

local chemistry near the pit base. It is evident that the saturation concentration of metal

cation increases with the increase of temperature, as shown in Figure 3.5(a). The same

trend has also been reported based on experimental investigation of the ferrous chloride

solution [36] and the corrosive electrolyte of 304L stainless steel [50, 75]. This result can

be simply explained by the fact that the solubility of most salts increases with temperature

[109]. From Figure 3.5(a), we also find that the saturation concentration of the metal cation

decreases as the bulk concentration increases. Because of the common ion effect, the solu-

bility of the metal cation decreases significantly with an increase in chloride concentration.

This inverse relationship between the saturation concentration of metal cation and the bulk

concentration of sodium chloride has also been noted by several experimental [51] and nu-

merical studies [72, 73]. In Figure 3.5(b), we show the dependence of pH at the pit base on

the temperature and bulk concentrations. Based on our previous analysis, the metal cation

concentration at the pit base is higher in the system at higher temperature and lower bulk

concentration. Under such circumstances, the hydrolysis of metal cations producing hy-

drogen ion is more intensive, which leads to the decrease of pH near the pit base [18, 92].

Therefore, the pH decreases with the increase of temperature and the decrease of the bulk

concentration.

In Figure 3.6, we calculate the specific resistance of the pit solution at different tem-

perature and bulk concentrations based on Equation (3.23). The pit specific resistance

decreases with the increase of the temperature because of two important changes in the

electrolyte: (1) the interionic attraction decreases with the temperature, so the ionic mobil-

ity increases [59]; (2) the degree of electrolyte dissociation increases with the temperature,

so the number of ions available for conduction increases [15]. The pit specific resistance

decreases with the increase in the concentration of the sodium chloride (bulk) solution, sim-

ply because the electrolyte with higher concentration has more charged particles capable

of carrying an electrical current. However, the positive correlation between the electrolyte
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Figure 3.5: Parametric sensitivity of critical electrochemical factors with respect to tem-
perature T and bulk concentrations Cbulk: (a) Concentration of metal cation CMe at the pit
base; (b) pH at the pit base.

concentration and conductivity may not always hold. As the electrolyte concentration in-

creases above a certain value, the decrease of average distance between cation and anion

can lead to more intensive interionic interaction and thereby limit the ionic mobility [115].

Such phenomena can be mathematically described using the activity coefficient (i.e., a

function of the electrolyte ionic strength) [115, 143], providing a potential direction for

future model extension.

3.5.2 Stage II: Film-free dissolution and transition to repassivation

We now perform simulations of localized corrosion inside pits with different depths in

Stage II where the focus is repassivation. We take the constant temperature and concen-

tration of the bulk solution as T = 25 ◦C and Cbulk = 0.6 M, respectively. All simulations

are run until the final time tII calibrated from the experimental data as detailed in Section

3.4.1 to ensure that the pit is repassivated. This stage is initialized by the conditions listed

as follows

C̃i(x,0) = Ci(x, tI) and φ(x,0) = φ(x, tI) in Ωl. (3.24)
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Figure 3.6: Parametric sensitivity of the pit specific resistance with respect to temperature
T and bulk concentrations Cbulk.

where tI represents the elapsed time of the corresponding Stage I simulation. Therefore, the

initial electrochemical fields of Stage II are the saturated-state results obtained at the end

of Stage I simulations. As noted in Section 3.4.1, the current density passing through the

pit decreases with the decrease in applied electrical potential during Stage II. To accurately

model the evolution of chemistry near the pit base during repassivation, it would be ideal to

apply transient flux boundary conditions calibrated from the experimental data. However,

Srinivasan and Kelly [138] showed that the critical pit chemistry determined using the

transient flux boundary conditions is consistent with that determined using the constant

flux boundary condition based on the repassivation current density irp. We therefore apply

the simpler, constant flux boundary condition.

We first consider the pit with constant depth d = 500 µm as it is about to repassivate.

In Figure 3.7, we compare the local chemistry inside the pit predicted by our model at the

saturation and repassivation state. The dilution of metal cation at the corroding interface
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Figure 3.7: Comparison of the local chemistry inside the pit with depth d = 500µm at
active (saturated state of Stage I) and passive (repassivated state of Stage II) states of pitting
corrosion of 316L stainless steel wire within 0.6 M NaCl under room temperature T =
25 ◦C: (a) Concentration of metal cation CMe; (b) the pH.

is in evidence and the concentration of the metal cation at the pit base decreases from

Csat = 5.02 M to 61.16%Csat = 3.07 M, as shown in Figure 3.7(a). There are two major

mechanisms leading to the dilution of the metal cation at the pit base:

1. During the rapid polarization scan, the decrease of the applied electrical potential

diminishes the current passing through the corroding surface. Therefore, the flux of

metal cations entering the electrolyte via anodic dissolution at the pit base becomes

almost negligible at the onset of repassivation;

2. Ion diffusion and electro-migration are controlled by the electrochemical potential

gradient of the corresponding species [102]. Therefore the species of metal cations

and salts will continuously move out of the pit, so long as the gradients of the con-

centration and/or the electrical potential exist, leading to the metal cation dilution

during Stage II.

From Figure 3.7(b) we find that the pH near the corroding surface increases when the

transition from pit stability to repassivation happens. As mentioned earlier, a sufficiently
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low pH at the pit base is indicative that aggressive chemistry is necessary for continued pit

stability is maintained. Therefore, an increase in pH at the pit base is naturally expected

to take place for the pit to repassivate. Based on the qualitative analysis of the multi-

species reactive transport model, we propose two underlying mechanisms that can cause

the increase of the pH near the pit base:

1. The dilution of metal cations breaks the local chemical equilibrium of reactions listed

in Section 3.4.4. To restore the chemical equilibrium, the hydrolysis of metal ions

can occur in its backward direction, which consumes H+ and produce metal cations.

The consumption of H+ can then lead to the production of OH– through the water

dissociation reaction and eventually cause the pH increase. We refer to this as the

dilution-induced mechanism.

2. The local cathodic reaction, that is, the hydrogen electrode reaction, will be re-

activated once the applied electrical potential approaches the repassivation potential.

Therefore, the rate of the local cathodic reaction increases after the transition from

pit stability to repassivation occurs. As the major product of the local cathodic re-

action, the hydroxide ion causes a pH rise near the pit base. We refer to this as the

HER-induced mechanism.

To further determine the dominant mechanism that leads to the pH increase near the

corroding surface, we investigate the evolution of the critical chemistry at the pit base

throughout stage II, as shown in Figure 3.8. The metal cation concentration at the pit base

is continuously being diluted during Stage II as evident from Figure 3.8(a); whereas, the

concentration of hydroxide ion at the pit base changes non-monotonically, that is, [OH– ]

increases initially, then decreases for a little while and eventually increases again. Accord-

ing to the previous analysis on the dilution-induced mechanism, the necessary condition

for it to dominate the pH increase is that the concentration variation of both metal cation

and hydroxide ion with respect to time should be synchronous. Therefore, in this study, the
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dilution of metal cation cannot be the dominant mechanism that results in the pH increase

near the pit base. To check that the HER-induced mechanism is dominant we calculate the

flux of OH– near the corroding surface. As depicted in Figure 3.8(b), we take an extremely

small control volume at the pit base with the dimension of 1× 1 µm2. To estimate the

amount of OH– inside the control volume, we compute the fluxes of OH– passing through

the top ( ft) and bottom ( fb) surfaces as

ft/b =−DOH-
∂COH-

∂y
+

FDOH-COH-

R∗T
∂φ

∂y
, (3.25)

where y is the vertical coordinate originated from the pit base. Two right hand side terms of

Equation (3.25) correspond to the fluxes of ionic diffusion and electro-migration, respec-

tively. And species entering into the volume is counted as positive flux, whereas species

leaving from the volume as negative. The concentration of OH– at the pit base can then be

approximated as

COH-(t) =COH-(0)+
∫
( ft + fb)dt. (3.26)

As shown in Figure 3.8(b), the bottom flux of hydroxide ion fb is a positive constant,

whereas the top flux of hydroxide ion ft decreases sharply from positive to negative at

the beginning of the repassivation stage and then keep increasing. At Stage II, because

the repassivation current density is assumed to be constant, we enforce a constant flux of

OH– at the pit base as the boundary condition. Therefore, the bottom flux of hydroxide

ion does not vary with time, which demonstrates that the change of OH– concentration

at the pit base is actually controlled by the top flux. The time evolution of the top flux

can be well understood by analyzing the direction of hydroxide ion diffusion and electro-

migration. Initially, the concentration of OH– at the pit mouth is greater than that at the

pit base, as shown in Figure 3.7(b). Thus, the direction of hydroxide ion diffusion inside

the pit is from the mouth to the base. Because the direction of the electrical current is
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Figure 3.8: (a) Time dependence of metal cation and hydroxide ion concentration at the
base of the pit with depth d = 500µm during Stage II under room temperature T = 25 ◦C
in 0.6 M NaCl solution; (b) Schematic diagram of the pit base control volume and time
dependence of the flux of hydroxide ion at the top and bottom surfaces of the volume.

always from the pit base to the pit mouth, the electrical potential is higher near the base

and lower near the mouth. Considering the fact that OH– is a negatively charged ion, its

electro-migration direction is the same as the diffusion direction. Therefore, OH– enters

from both the top and bottom surface into the control volume at the beginning of Stage II,

leading to the rapid increase of the hydroxide ion concentration at the pit base. However,

such an increase causes the concentration of OH– at the bottom surface to become greater

than that at the top surface of the control volume. The diffusion direction of hydroxide ion

inside the volume is then reversed (i.e., from the bottom to the top), which is the opposite

of the electro-migration direction. Consequently, the electro-migration flux is offset by

the diffusion flux at the top surface, and the hydroxide ion leaves the volume through the

top surface because the diffusion gradually dominates the flux of OH– . Despite the small

increase in top flux at later times, the bottom flux remains the major source of increase in

the hydroxide ion concentration inside the pit base control volume. Because the bottom

flux of OH– is generated from the local cathodic reaction, the HER-induced mechanism

plays a dominant role in increasing the pH at the pit base.
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We next evaluate the local chemistry at the base of pits with different depths when

repassivation happens. As demonstrated in Figure 3.9, because the metal cation is saturated

initially, the dilution of metal cation at the pit base occurs at all depths when repassivation

happens but to different levels. Given the short diffusion length of the shallow pits, the

concentration gradient of metal cation is greater than that of the deep pits. The species

transport inside shallow pits is faster and hence the concentrations of the metal cations

at the base of shallow pits are less than those at the base of deep pits. For sufficiently

deep pits (d/� > 8), the critical surface concentration of metal cation is herein predicted

to be in the range from 60% to 75% of saturation (3.012 to 3.765 M). Gaudet et al. [57]

estimated the critical solution chemistry of pits approaching repassivation to be about 60%

to 80% of saturation based on multiple intermediate steady states that follow the salt film-

free dissolution of 304 stainless steel artificial pits . Ernst and Newman [51] determined

the lower bound value for this concentration to be around 60% to 65% of saturation from

artificial pit experiments on 316L stainless steel. Our prediction of the critical surface

concentration is therefore consistent with these existing studies. Furthermore, we find that

the pH of repassivation at the pit base is distinctly greater than the pH in the saturated state,

as shown in Figure 3.9. As we argued above, the pH rise is mainly due to the production of

hydroxide ion from the local cathodic reaction. Considering the fact that the flux of OH–

is a constant regardless of the pit depth, the increase of the pH at the pit base is actually

proportional to the elapsed time of the second stage tII. However, our predicted critical

pH of repassivation is about 2.2, which is slightly less than the estimated critical pH of

2.65 that enables oxide nucleation [137]. Note that this simulated oxide nucleation pH is

based on thermodynamics, which means any improved kinetic formulations can lead to the

change of this estimation. Also, an underestimation of the ratio of the local cathodic current

density to the anodic current density could have also resulted in the prediction of a lower

repassivation pH as the OH– is mainly produced via the local cathodic reaction.
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Figure 3.9: Numerical results of local chemistry inside the pit at the saturation (end of
Stage I, replotted from Figure 3.3(a) for comparison) and the repassivation (end of Stage
II) states for pitting corrosion of 316L stainless steel wire within 0.6 M NaCl solution under
room temperature T = 25 ◦C: the concentration of metal cation and the pH at the pit base
with respect to different pit depths.
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3.6 Conclusions

In this chapter, we examined several critical electrochemical factors, including species

concentrations, electrolyte pH and resistance, and electrical potential, for artificial pit ex-

periments of 316L stainless steel wire using a multi-species reactive transport model. The

electrolytic environment of experiments are highly-concentrated so that we implemented

the extended Jones–Dole equation to estimate solution viscosity. The effects of viscosity

and temperature on species diffusivity are considered and mathematically described using

the Stokes-Einstein equation. The pit stability products and critical electrical potential (ET

and Erp) collected from experiments are applied to estimate the electrode current density

and the elapsed time of the simulation. We considered two stages of simulation based on

the change of the electrical current density during the artificial pit experiments: stable dis-

solution under a salt film and film-free dissolution that transitions to repassivation. The

main findings from these two sets simulations are:

1. At the saturated-state of Stage I, a salt film exists and the pH near the corroding

surface is within the range of 1.63 to 1.71, which is small enough to sustain the

aggressive chemistry necessary for sustained or stable pit growth. The predicted

specific resistance of the pit solution shows a good agreement with the experiment

results. For sufficiently deep pits, the specific resistance of electrolyte and the IR

drop become constant. The effects of the temperature and the bulk concentration on

pit electrochemical factors can be captured well using our model and are qualitatively

consistent with existing experimental and numerical studies;

2. During Stage II, the dilution of metal cation and the increase of pH near the corrod-

ing surface from the range of 1.63∼ 1.71 to that of 1.76∼ 2.21 are evident from the

numerical results. The dilution of metal cation at the pit base is due to the transport

of corresponding species and the decrease of the anodic current density. The critical

surface concentration of metal cation is predicted to be in the range from 60% to 75%
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of saturation when repassivation occurs, assuming a current density at repassivation

of 30 µA/cm2. The pH increase at the pit base responsible for the onset of repassi-

vation is a consequence of the contribution by the local cathodic reaction, which was

suppressed during the high-rate anodic dissolution in Stage I.

In conclusion, the simulations conducted in this chapter are based on a more compre-

hensive multi-ionic reactive transport model, which provides a better description of species

diffusion, electro-migration, and chemical reactions. These results provided an improved

understanding of the critical electrochemical factors governing the transition from pit sta-

bility to repassivation in 316L stainless steel. The estimates of critical surface concentration

that emerged from this study are central to developing accurate damage predictors such as

maximum pit size for structural integrity analysis [34]. Additionally, useful insights into

the influence of the local cathodic reaction at the dissolving pit base can be gained from

this study. Our results qualitatively support and quantitatively improve the estimate of the

pH at the corroding surface [137], which has been shown to be a key factor in inducing

repassivation via oxide nucleation [106].
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Chapter 4

A PHASE-FIELD PORO-DAMAGE MODEL FOR THE PROPAGATION OF

WATER-FILLED CREVASSES IN GLACIERS AND ICE SHELVES

4.1 Introduction

Crevasses are predominantly mode I fractures and are ubiquitous in both Antarctic and

Greenland glaciers and ice shelves. Most crevasses are shallow fractures as the longitudinal

stress due to glacial deformation under self-gravity load changes from tensile to compres-

sive at lower depths. Meltwater in surface crevasses and subglacial/ocean water in basal

crevasses can apply pressure on crevasse walls and promote crevasse growth deeper into

the glacier, a process that is often referred to as hydrofracture. Under certain conditions,

water-filled crevasses can penetrate through the full thickness of the glacier leading to ice-

berg calving [19, 159, 165] and enhance basal sliding by altering subglacial hydrology

[8, 80, 152]. However, the physical factors (e.g. glacier geometry, stress state, boundary

conditions) enabling the full-depth propagation of hydrofractures are poorly understood.

It is crucial that we investigate these factors in glacier and ice shelves to better describe

iceberg calving and subglacial hydrology, which are two of most enigmatic glaciological

processes. An advanced modeling approach for describing hydrofracture-driven ice shelf

weakening and iceberg calving is essential to reducing the uncertainty in sea level rise pro-

jections. With this in mind, we develop a phase field model for hydrofracture of water-filled

crevasses by extending the notion of poro-damage mechanics [99].

In the glaciology community, analytical linear elastic fracture mechanics (LEFM) mod-

els [134, 158, 159, 165] are still used to estimate the penetration depth of water-filled

crevasses and predict iceberg calving [77, 79, 176]. However, analytical LEFM models use

weight functions to evaluate the stress intensity factor by assuming idealized glacier ge-

ometries (e.g. rectangular) and basal boundary conditions (e.g. traction free or symmetric
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edge), so their relevance to iceberg calving of real glaciers and ice shelves is somewhat

limited [69]. Moreover, LEFM models only describe crack propagation, so ad hoc criteria

are often necessary to describe when/where a crack will nucleate, and how much and in

which direction it will propagate [54], but these criteria can alter crack trajectories and lead

to non-physical outcomes [24, 48]. Despite advances in the numerical implementations of

LEFM model [23, 61, 93, 135, 146], the underlying algorithms can be cumbersome and

simulating crack branching and coalescence can still be challenging.

In contrast, continuum damage mechanics (CDM) models can describe both nucle-

ation and propagation of cracks, including crack length and orientation [30, 100, 110, 113].

Specifically, CDM models describing creep fracture of glaciers [44, 45, 71, 116] can handle

arbitrary glacier geometries and basal boundary conditions, without requiring complicated

crack tracking algorithms or the assumption of pre-existing cracks. However, phenomeno-

logical CDM models can involve several empirical parameters and may not be thermody-

namically or variationally consistent for describing brittle fracture. In contrast, cohesive

zone models (CZMs), which can be categorized as a special type of CDM [6, 70, 85]

can describe mixed-mode fracture propagation consistently with LEFM models. Although

CZMs can describe both crack initiation and propagation, a major limitation is that special

interface elements need to be inserted into the finite element mesh either a priori or dynam-

ically, which can introduce additional mesh dependency issues or algorithmic complexity

[1, 4, 58]. Nevertheless, CZMs have been implemented to simulate hydraulically drive

fracture in two and three dimensions [29, 130].

To address the shortcomings of the LEFM and CDM models, the phase field model

(PFM) for fracture introduced in the seminal works of [25, 54] that describes crack prop-

agation in solids by minimizing the total potential energy based on Griffith’s theory [60].

The PFM for fracture can be categorized as a continuum damage model, and as such en-

ables robust simulation of complex crack growth, including crack initiation, propagation,

and branching and merging. For brittle fracture, the crack is defined by a diffused damage
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zone and material failure is characterized by a constitutive damage relation arising from

variational [25] or thermodynamical arguments [96]. Kuhn and Müller [78] augmented

Bourdin et al. [25] model by a Ginzburg-Landau type evolution equation for the phase-

field/damage variable and incorporated an additional mobility parameter by representing

cracking as a phase transition process. A major limitation of the phase-field models is its

inability to capture asymmetric damage growth under multi-axial and mixed tensile and

compressive stress states. To avoid the growth of damage under compression in PFMs and

inter-penetr-ation of crack surfaces, ad hoc approaches were proposed based on: volumet-

ric/deviatoric split of strain energy [11], spectral decomposition (positive/negative split) of

strain tensor [95]. Hybrid formulations were also proposed with spectral decomposition of

strain tensor only applied to damage evolution for tensile fracture [10].

In the past few years, numerous extensions and advanced implementations of PFMs for

dynamic, cohesive and fatigue crack propagation have been developed [86, 117, 127, 160].

A comprehensive review of these developments is beyond the scope of this chapter, so

here we limit the discussion to articles that proposed improvements to crack driving force

functions for describing fracture under mixed-mode, compression-shear, and/or hydraulic

loadings. Zhang et al. [177] proposed normalizing the volumetric and deviatoric part of

the strain energy with fracture energy under pure mode I (opening) and mode II (sliding)

loading, respectively, to define the crack driving force under mixed-mode loading, which

was later extended to anisotropic rocks in [26]. However, this energy splitting approach

can still unphysically evolve damage under certain stress states with all negative principal

stress [167] and does not capture the crack boundary conditions correctly under compres-

sion and shear [142]. Zhou et al. [178] proposed a new crack driving force function to

capture compression-shear fractures in rock-like materials that was validated with uniaxial

compression tests. Santillán et al. [122, 123] developed a phase field model of hydraulic

fracturing in poroelastic media, where they used the spectral decomposition scheme [95].

Despite recent advances, the phase field formulation is not still not well-established to
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simulate fracture in geological media under self-gravity loading. Here we demonstrate that

the multi-axial stress state and (flexure-like) tensile-compressive stress variation along with

low fracture toughness of glacier results in unphysical damage patterns and computational

challenges for existing PFMs. In this chapter, we take the first step towards extending the

PFM to simulate quasi-static hydrofracture propagation and understand the conditions en-

abling the full-depth crevasses in glaciers and ice shelves due to surface melt water or basal

ocean water. Unlike hydraulic fracture of rocks under high pressure, where fluid flow rate

dictates the fracture process, we assume that water-filled crevasses can be modeled to prop-

agate under quasi-static conditions using the poro-damage approach [47, 99]. Additionally,

we assume that glacier ice on smaller time scales of crevasse propagation can exhibit com-

pressible elastic behavior based on observational data [155]. The novelty and contribution

of this objective is threefold:

1. We illustrate that the crack driving force function presented in Lo et al. [86] along

with a fracture toughness threshold is a viable option for simulating tensile fracture in

self-gravitating glaciers and ice shelves (which broadly applies to geological media);

2. We establish a thermodynamically-consistent alternative to the nonlocal continuum

poro-damage mechanics model for quasi-static hydrofracture of glaciers and ice shelves

[47];

3. We derive the analytical stress solution of compressible linear elastic glaciers based

on theory of elasticity and membrane assumption, and compare the PFM results with

those against the stress intensity factor based LEFM model for crevasse propagation

[69, 77].

The rest of this chapter is organized as follows: in Section 4.2, we review the phase-

field formulation for brittle fracture and extend it to simulate quasi-static hydrofracture

based on the notion of poro-damage mechanics; in Section 4.3, we summarize the strategy

adopted to solve the hybrid poro-damage phase-field model and implement it using the
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standard finite element method; in Section 4.4, we compare the predictions of crevasses

depths for grounded glaciers and floating ice shelves using the phase field method against

that using the linear elastic fracture mechanics models; in Section 4.5, we conclude with a

brief summary and closing remarks.
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4.2 Model Formulation

In this section, we first review the fundamental concepts of the phase field model, where

the brittle fracture is described by a scalar order parameter, that is, the phase-field damage

variable. We next propose modified phase-field formulation for hydrofracture based on the

notion of poro-damage mechanics that incorporates hydraulic pressure within the cracks

and voids situated in the nonlocal damage zone. Finally, we summarize the strong form of

the governing equations of the phase-field poro-damage model for quasi-static hydrofrac-

ture and the corresponding boundary conditions.

4.2.1 Review of phase-field formulation for brittle fracture

We consider an arbitrary solid domain Ω⊂Rn with n = 2 in two dimensions, as shown

in Figure 4.1. The domain Ω has an external boundary ∂Ω and an embedded crack interface

that can be explicitly represented as a sharp discontinuity Γ or implicitly captured as a

smooth damage zone using the phase-field variable D(x, t). The boundary ∂Ωu is enforced

by the Dirichlet boundary condition with a prescribed displacement u∗. Another partition

of the external boundary ∂Ωt is enforced by the Neumann boundary condition with an

imposed traction t∗. Boundaries ∂Ωu and ∂Ωt are two disjoint parts of ∂Ω such that

∂Ωu∩∂Ωt = /0.

Based on Griffith’s theory of brittle fracture [60], the total energy stored in a cracked

solid body (Ψ) includes internal (Ψint) and external (Ψext) components, which can be ex-

pressed as

Ψ = Ψint−Ψext = ΨE +ΨD−Ψext, (4.1)

where ΨE is the elastic energy of Ω, and ΨD the fracture energy needed for the propagation

of the crack interface Γ. The small strain tensor ε is defined by the symmetric part of the

91



(a) (b)!∗ !∗
#Ω% #Ω%

#Ω&

Γ
Ω Ω (

0

1

+,

((., 0)

2 = 2∗ #Ω&2 = 2∗

Figure 4.1: Schematic diagrams of the domain Ω with: (a) an internal sharp crack interface
Γ; (b) a diffuse crack interface described by the phase-field damage variable D(x, t)∈ [0,1].
The length scale of the diffuse interface is denoted by lc.

displacement gradient tensor as given by

ε=
1
2
(
∇u+∇uT) . (4.2)

where ∇ is the spatial gradient operator and u is the displacement vector. The damage

state of a material point at position x at time t is given by D(x, t) ∈ [0,1], such that D = 0

represents undamaged state and D = 1 the fully damaged state. The internal energy of the

solid Ψint can be calculated as

Ψint = ΨE +ΨD =
∫

Ω

ψe(ε,D) dΩ+
∫

Γ

Gc dΓ, (4.3)

where ψe is the elastic strain energy density function and Gc is the critical strain energy

release rate. The width of the diffuse interface is controlled by the length scale parameter

lc and its appropriate choice can provide experimentally supported crack growth prediction

[111]. The fracture energy can then be approximated as

ΨD =
∫

Γ

GcdΓ≈
∫

Ω

Gc

(
D2

2lc
+

lc
2
|∇D|2

)
dΩ. (4.4)

For isotropic linear elasticity, the strain energy density function of intact material ψ0
e is
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given by

ψ
0
e (ε) =

λ

2
(tr(ε))2 +µ tr(ε2), (4.5)

where λ and µ are the Lamé parameters. In the hybrid phase-field formulation for fracture

[10], the strain energy density function of damaged material ψe is approximated as

ψe(ε,D) = gd(D)ψ0
e (ε), (4.6)

where we assume the quadratic degradation function gd = (1−D)2. Therefore, the Cauchy

stress tensor can be obtained as

σ =
∂ψe

∂ε
= gd(D) [λ tr(ε)I+2µε] , (4.7)

where I represents the identity tensor. However, Equation (4.6) can lead to physically

unrealistic energy release due to fracture in both tension and compression. To remedy this

issue, Miehe et al. [96] conducted an assumed additive decomposition of the elastic strain

energy density and modified Equation (4.6) as

ψe(ε,D) = gd(D)ψ+
e (ε)+ψ

−
e (ε), (4.8)

where ψ+
e and ψ−e represent the contribution to the elastic strain energy from tensile and

compressive strain states. The Cauchy stress tensor based on strain energy decomposition

is defined as

σ =
∂ψe

∂ε
= gd(D)

∂ψ+
e

∂ε
+

∂ψ−e
∂ε

. (4.9)

Furthermore, the external energy of the solid Ψext can be calculated as

Ψext =
∫

Ω

b ·u dΩ+
∫

∂Ωu

t∗ ·u dΓ, (4.10)

where b represents the body force. Following Miehe et al. [95], the time evolution of
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phase-field variable can be obtained by minimizing the total potential energy functional as

ηḊ =
∂Ψ

∂D
−∇·

(
∂Ψ

∂∇D

)
= lc∆D− D

lc
+2(1−D)

H

Gc
, (4.11)

where ∆ =∇·∇ is the Laplace operator, η is the viscous regularization parameter de-

fined for numerical stabilization, and H the history field variable that ensures monotonic

increase of the phase-field variable. Here we evaluate three different schemes for calculat-

ing the history field variable that were proposed in the literature.

Miehe’s scheme: Miehe et al. [95] defined the history field variable as

H (x, t) = max
τ∈[0,t]

ψ
+
e (ε(x,τ)), (4.12)

where the positive component of elastic strain energy ψ+
e is given by

ψ
+
e (ε) =

λ

2
〈tr(ε)〉2 +µtr(〈ε〉2), (4.13)

where 〈·〉= (·+ | · |)/2 denotes the Macaulay’s bracket.

Zhang’s scheme: To handle mixed mode fracture, Zhang et al. [177] defined the history

field variable as

H (x, t) = max
τ∈[0,t]

(
HI(x,τ)

GcI
+

HII(x,τ)
GcII

)
Gc, (4.14)

where HI =
λ

2 〈tr(ε)〉
2 and HII = µtr(〈ε〉2) are history field variables contributing to mode

I and mode II fracture, respectively. Notably, Zhang’s scheme based on Equation (4.14)

recovers to Miehe’s when GcII is taken as the same as GcI.

Lo’s scheme: Lo et al. [86] asserted that the strain energy decomposition scheme proposed

by Miehe et al. [96] does not guarantee the prohibition of damage accumulation in com-

pressive regions due to Poisson’s ratio effects. Therefore, they implemented a different

decomposition scheme in three dimensions to ensure that compressive stresses do not con-

tribute to crack growth. We reduce their formulation for the two-dimensional (2D) plane
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strain case as follows:

if ε1 ≥ ε2 ≥ 0,

then ψ+
e = λ

2 (ε1 + ε2)
2 +µ(ε2

1 + ε2
1 );

elseif ε1 ≥ 0≥ ε2 and (1−ν)ε1 +νε2 > 0,

then ψ+
e =

E [(1−ν)ε1 +νε2]
2

2(1−2ν)(1−ν2)
;

else ψ+
e = 0.

(4.15)

where ε1 ≥ ε2 are taken as the ordered principal strains. The history field variable can then

be updated using Equation (4.12).

4.2.2 Phase-field poro-damage approximation for quasi-static hydrofracture

We extend the phase-field formulation using the notion of poro-damage mechanics to

simulate the propagation of fluid-filled fractures in geological media. As depicted in Figure

4.2, the specific physical problem consists of a glacier crevasse filled with either air or wa-

ter depending on the water level within the damaged region (D > 0). Because the crevasse

region is much smaller compared to the entire glacier or ice-shelf, we approximate it as a

thin, finite-thickness damage zone. We also consider the plane strain approximation to sim-

ulate the crevasse problem in 2D, and thus reduce the computational burden. Five different

physical representative volume elements (RVE) can be conceived to exist in the glacier

domain. Figure 4.2(a) shows an intact physical RVE (D = 0) that does not contain microc-

racks or microvoids. Figures 4.2(b) and (d) show the damaged physical RVEs (0 < D < 1)

where microvoids and microcracks are filled with air and water, respectively. Figures 4.2(c)

and (e) show the fully damaged physical RVEs (D = 1) with a macrocrack that are located

above and beneath the water level, respectively. The isotropic phase-field damage variable

can be interpreted as the ratio of the area of microcracks and microvoids to the total area of

the maximum principal plane. Thus, it is inherently related to porosity defined as the ratio
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of the volume of microvoids to the total volume of the RVE.

(b) (c)

(d) (e)

Intact Ice(" = 0)

0 < " < 1 " = 1

Water-filledCrevasse

0 < " < 1 " = 1

(a)

Air-filledCrevasse

WaterSaturated Ice
Air-filledPorous Ice

Figure 4.2: Schematic illustration of the damaged glacier. The fully damaged region (D =
1) of the crevasse is filled with either air or water depending on the assumed water level
within the crevasse. The principal planes of the physical representative volume elements
(RVE) for (a) intact ice (D = 0); (b) cracking ice with air-filled microcracks and microvoids
(0 < D < 1); (c) air-filled broken ice (D = 1); (d) water saturated cracking ice (0 < D < 1);
(e) water-filled broken ice (D = 1).

To account for the effect of fluid/poroelastic pressure on crack propagation, we interpret

the damaged region of the crevasse beneath the water level as a fluid-saturated poroelastic

medium. The total internal energy stored in this region can then be defined as

Ψint = ΨE +ΨD +ΨF, (4.16)

where ΨF is the potential energy stored in the fluid. In the fully damaged region ΩD of the
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diffuse damage zone, the potential energy stored in the fluid (water) can be defined as [97]

ΨF =
∫

ΩD

ψf (p,∇·u) dΩ, (4.17)

where p is the fluid/poroelastic pressure, and ψf is the potential energy density of the fluid.

We assume water within the crevasse to be flowing slow enough and at times stagnant,

so that the hydrostatic condition applies. In other words, we assume the fluid/poroelastic

pressure within the fully damaged region is equal to the hydrostatic pressure pw. The

potential energy density of the fluid inside ΩD can then be calculated as

ψf (p,∇·u) =−pα∇·u=−pwαtr(ε), (4.18)

where α is the Biot coefficient.

The hydrostatic/hydraulic pressure within the damaged region can be calculated by sim-

ply determining the water depth at a specific location. For illustration, consider a glacier

that terminates at the ocean with a seawater level hw containing both surface and basal

crevasses, as shown in Figure 4.3. The depths of surface and basal crevasses are denoted

by ds and db, respectively. The surface crevasses can either partially or fully filled with

freshwater depending on available amount of surface meltwater, so the water level of sur-

face crevasses hs is an independent variable. In contrast, the basal crevasses are assumed

to be hydrologically connected to the external ocean water through 3-D networks of basal

channels [17]. Thus, the basal crevasse is fully-filled with seawater if its crack tip is below

the seawater level hw, or partially filled with seawater up to hw if the crack tip is above the

seawater level. With the origin at the glacier base, we define the hydraulic pressure as

pw(z) =


ρfg〈hs− (z− zs)〉 in surface crevasses,

ρsg〈hw− z〉 in basal crevasses,
(4.19)
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where g is the gravitational acceleration. In this chapter, we use the Cartesian coordinate

system with (x1,x2,x3) = (x,y,z), where x and z represent in-plane horizontal and vertical

coordinates, respectively; and the direction of y-axis must point into the x-z plane to obey

the right-handed rule. Furthermore, we use zs to denote the vertical coordinate of the

surface crevasse tip in Equation (4.19).
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Figure 4.3: Schematic diagram of the glacier with both surface and basal crevasses. Sea-
water level at the terminus is denoted by hw. Surface crevasse depth is ds and freshwater
level within the surface crevasse is hs. Basal crevasse depth is db. To calculate hydraulic
pressure pw, the origin is set at the lower-left corner with x and z denoting the horizontal
and vertical coordinates, respectively. The vertical coordinate of the surface crevasse tip is
zs.

Note that the integral in Equation (4.17) is defined over the fully damaged region ΩD,

which changes in size as the crack propagates. To account for the effect of fluid/poroelastic

pressure in the entire the diffuse crack region (0 < D≤ 1), we modify Equation (4.18) as

ψf (p,∇·u,D) =−gf(D)pwα∇·u, (4.20)

where gf(D) = 1−gd(D) is an interpolation function that satisfies three conditions as

gf(0) = 0, gf(1) = 1, g
′
f(1) = 0. (4.21)

The first condition indicates that no fluid energy is stored in intact elastic medium, which
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contains no microcrack or microvoid. The second condition ensures that Equation (4.20)

reduces to Equation (4.17) in the fully-damage region (i.e. D = 1). The third condition

ensures that the crack driving force leading to hydrofracture converges to a finite value if

the phase-field variable converges to 1. The modified definition in Equation (4.20) allows

us to define the integral in Equation (4.17) over the whole domain Ω, instead of just over

ΩD.

We employ the hybrid approach to solve the PFM for hydrofracture and decompose

elastic strain energy only for calculation of the history field variable H . Thus, the Cauchy

stress tensor can be obtained as

σ =
∂ψ

∂ε
=

∂ψe

∂ε
+

∂ψf

∂ε
= gd(D) [λ tr(ε)I+2µε]−gf(D)pwαI, (4.22)

To further regularize the formulation, we modify the constitutive equation (4.22) as

σ = max(gd(D),κ) [λ tr(ε)I+2µε]−gf(D)pwαI, (4.23)

where κ is a numerical parameter. Specifically, the value of κ is taken as 10−6 if D =

1, and 0 if D < 1. We note that the expression max(gd(D),κ) essentially the same as

(1−κ)gd(D)+κ , which is more commonly used [178]. The phase-field evolution equation

can be obtained by minimizing the modified total potential energy functional as

ηḊ = lc∆D− D
lc
+2(1−D)

H

Gc
, (4.24)

where the history variable is given by

H (x, t) = max
τ∈[0,t]

[
ψ

+
e (ε(x,τ))+ pwαtr(ε(x,τ))

]
. (4.25)

The phase-field poro-damage formulation here can model the propagation of both air-filled

99



and water-filled crevasses. Specifically, the constitutive relation is defined by Equation

(4.23) and the history field variable is defined by Equation (4.25) with the positive elastic

strain energy defined using the Lo’s scheme in Equation (4.15). For air-filled crevasses,

the poroelastic pressure p = 0 everywhere within Ω, which corresponds to the case when

there is no surface melt water. In this case, the phase-field poro-damage formulation for

hydrofracture reduces to that for brittle fracture introduced in Section 4.2.1.

4.2.3 Strong form of governing equations

The displacement field u is obtained by solving the elastostatic boundary value prob-

lem. The strong form of the corresponding governing equations and the boundary condi-

tions are: 
∇·σ+b= 0 in Ω,

u= u∗ on ∂Ωu,

σ ·n = t∗ on ∂Ωt,

(4.26)

where n denotes the unit normal to the boundary ∂Ω pointing outward from Ω, and the

Cauchy stress σ is calculated using the constitutive equation (4.23). We apply self-weight

as the body force with the magnitude of −ρg in the z-direction. Material density ρ is

determined based on the interpretation of the phase-field variable as porosity, and can be

calculated as

ρ = (1−D)ρi +Dρw, (4.27)

where ρi and ρw are densities of ice and water, respectively. For surface crevasses, ρw is

taken as the density of freshwater ρf; and for basal crevasses, ρw is taken as the density of

seawater ρs. The governing equation of phase-field variable evolution in the rate form and

100



the associated boundary condition are:


ηḊ = lc∆D− D

lc
+2(1−D)H

Gc
in Ω,

∇D ·n = 0 on ∂Ω.

(4.28)
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4.3 Numerical Implementation

In this section, we first introduce the operator-splitting strategy adopted for solving the

hybrid formulation of the phase field model. We next detail its implementation based on

the standard finite element method.

4.3.1 Solution strategy

The hybrid phase-field formulation allows damage accumulation driven by the tensile

elastic strain energy, but assumes the simpler constitutive damage law for defining the

Cauchy stress, which significantly reduces the computational burden [10]. This feature of

the hybrid formulation enables the usage of the staggered scheme, which provides greater

flexibility and stability compared with the monolithic scheme [178]. In this study, we em-

ploy a three-step staggered numerical solution strategy at any given pseudo time increment

as follows:

1. Compute the displacement u using static equilibrium along with its boundary condi-

tions defined in Equation (4.26) and the constitutive damage law defined by Equation

(4.23);

2. Compute the tensile elastic strain energy ψ+
e and/or the history variable H using

Equations (4.12), (4.14), or (4.25), then update the crack driving force H /Gc;

3. Compute the isotropic damage variable D by solving the phase-field evolution equa-

tion (4.28).

As shown in Figure 4.4, we use the flowchart to illustrate our staggered implementation

of the hybrid (decoupled) phase field model. The magenta arrows and numbers in blocks

represent the direction and sequence of data transfer at the nth pseudo time step.
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Figure 4.4: Flowchart of the staggered numerical solution strategy implemented to solve
the hybrid phase field model.

4.3.2 Finite element approximation

We discretize and solve the governing equations of the PFM using the standard finite

element method in the open-source software FEniCS [9]. The domain Ω is spatially dis-

cretized using three-noded triangular finite elements. At the pseudo time increment n+1,

the time derivative of the phase-field variable D can be approximated based on the back-

ward Euler scheme as

Ḋ =
n+1D− nD

∆t
, (4.29)

where ∆t is the size of the pseudo time increment, and the left superscript index denotes

the time increment. The Galerkin weak form for establishing the displacement and phase

field at the pseudo time increment n+1 can be stated as follows:

Find ũ ∈ V and D̃ ∈S such that ∀ v ∈ V and ω ∈S ,

∫
Ω

σ(ũ,nD) : ε(v) dΩ =
∫

Ω

b ·v dΩ+
∫

∂Ωt

t∗ ·v dS, (4.30)

and ∫
Ω

{
lc∇D̃ ·∇ω +

[
η

∆t
+

1
lc
+

2H (n+1u)

Gc

]
D̃ω

}
dΩ

=
∫

Ω

[
2H (n+1u)

Gc
ω +

η

∆t
nDω

]
dΩ,

(4.31)
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where ũ and D̃ are trial functions corresponding to the displacement and phase field, and

v as well as ω are test functions for the displacement and phase field, respectively. The

appropriate vector and scalar function spaces are denoted by V and S , respectively. To

check the accuracy of our hybrid PFM implementation, we considered the benchmark test

involving a single edge cracked specimen under unaxial tension using three different strain

energy decomposition schemes introduced in Section 4.2.1. For more details see Appendix

H.
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4.4 Results and Discussion

In this section, we use the PFM for hydrofracture to simulate water-filled crevasse prop-

agation in grounded glaciers and floating ice shelves. We then compare the predicted max-

imum crevasse depths against with those obtained from the linear elastic fracture mechan-

ics (LEFM) model detailed in Appendix I. Glacier ice on smaller time scales of crevasse

propagation is considered to exhibit compressible elastic behavior. Material properties and

related phase field parameters assumed in this study are listed in Table 4.1. These proper-

ties are generally assumed from our prior studies [43, 47], and do not account for those of

actual glacier ice cores [37, 118].

Table 4.1: Material properties of compressible, linear elastic ice and phase-field parameters
for modeling the propagation of glacier crevasses. The Young’s modulus and Poisson’s
ratio of ice are assumed from [43], and the densities of glacier ice and seawater are assumed
from [69].

Parameter Symbol Value [Unit]

Biot coefficient α 1.0 [−]
Viscous regularization parameter η 50 [N · s/m2]

Poisson’s ratio ν 0.35 [−]
Freshwater density ρf 1000 [kg/m3]

Ice density ρi 917 [kg/m3]
Seawater density ρs 1020 [kg/m3]
Young’s modulus E 9500 [MPa]

Gravitational acceleration g 9.81 [m/s2]
Length scale parameter lc 0.625 [m]

4.4.1 Grounded glacier

For grounded glacier, we consider the rectangular domain with length L = 500 m and

height H = 125 m under plane strain assumptions. As shown in Figure 4.5, the free slip

boundary condition is enforced at the left and bottom edges of the domain (indicated by

rollers). We also consider different seawater depths hw at the terminus of grounded glaciers.

In the case of marine-terminating grounded glacier (i.e., hw > 0), we apply a hydrostatic
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load with hydraulic head hw to the right edge of the domain as a depth-varying (triangu-

larly) distributed load. To simulate the propagation of a single isolated surface crevasse

in the glacier and compare the result with the LEFM model, we prescribe a rectangular

pre-damaged zone (D = 0.99) with 4lc in width and d0
s in depth. The horizontal distance

between the left edge of the domain and the center of the pre-damaged zone is denoted by

x0
s .
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Figure 4.5: Schematic diagram of marine-terminating grounded glacier with free slip at the
left edge and the base. A hydrostatic load with hydraulic head hw is applied to the right
edge of the domain as a depth-varying (triangularly) distributed load. A rectangular pre-
damaged zone (D = 0.99) with width 4lc and depth d0

s is defined to initiate the propagation
of surface crevasse. The horizontal distance between the left edge of the domain and the
center of the pre-damaged zone is denoted by x0

s .

4.4.1.1 Stress state and crack driving force

We first evaluate the stress state in a pristine land-terminating glacier, that is, without

a pre-damage zone and without seawater pressure acting at the right terminus (i.e., hw =

0). As per the plane strain assumption, we have four components of the Cauchy stress

tensor, including three normal stress components and one shear stress component in the

x-z plane, which are plotted in Figure 4.6. We can see that the traction-free condition

leads to non-uniformity in normal stress components at the terminus; whereas in the far-

field region (away from the terminus) the three normal stress components vary linearly in

the vertical (z) direction, but do not vary in the longitudinal (x) direction. On the other

hand, the in-plane shear stress in the far-field region is negligibly small; whereas near the

106



terminus it show some non-uniformity and stress concentration. Furthermore, the far-field

longitudinal stress σxx is positive (i.e. tensile) near the top surface and linearly changes

to negative (i.e. compressive) with depth. Because most crevasses are mode I (opening)

vertical fractures driven by tensile stress, they cannot propagate beyond a certain depth

where the longitudinal stress becomes zero. Also, due to the self-gravitational load of

glaciers, the far-field vertical stress σyy is always compressive (i.e. negative).

Figure 4.6: Stress state of intact land-terminating glaciers under plane strain assumptions
using the finite element method (FEM): (a) σxx: normal stress in x-direction; (b) σzz: nor-
mal stress in z-direction; (c) σxz: shear stress in x-z plane; (d) σyy: normal stress in out-of-
plane direction.

We next calculate the crack driving force in the pristine land-terminating glacier using
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the three strain energy decomposition schemes described in Section 4.2.1. As shown in

Figure 4.7(a), the maximum crack driving force calculated using Miehe’s scheme occurs

at the base of the near-terminus region. The maximum crack driving force computed from

Zhang’s scheme is at the top surface of the far-field region, as shown in Figure 4.7(b).

However, with Zhang’s scheme we notice that the crack driving force at the base of the

near-terminus region is relatively larger than that at the surrounding area. Furthermore,

the disparity in the magnitudes of crack driving forces computed from Miehe and Zhang

schemes is quite significant. Regardless of the differences, the major concern is that both

Miehe’s and Zhang’s schemes lead to finite crack driving force in regions where longitudi-

nal normal stress σxx is negative. Consequently, the PFMs proposed by Miehe et al. [95]

and Zhang et al. [177] predict fracture in the highly compressive regions of the glacier. This

contradicts the results of the linear elastic fracture mechanics model for mode I fracture and

violates the condition that damage should only evolve on in the tensile regions.

To further clarify the issue with Miehe’s and Zhang’s schemes, we calculate the in-

plane strain components of the land-terminating glacier. As shown in Figure 4.8(a), the

longitudinal strain εxx is positive almost everywhere; whereas the longitudinal stress σxx

becomes negative with depth in the far-field region, as shown in Figure 4.6(b). Because

the vertical strain εzz must be negative everywhere due to the self-gravitational load, the

longitudinal strain must be positive everywhere due to the Poisson’s ratio effect. Accord-

ing to Equations (4.12) and (4.14), the history field variable is dictated by the trace of 〈ε〉2.

Because the longitudinal strain is positive everywhere, the trace of 〈ε〉2 and consequently

the crack driving force are positive in Miehe’s and Zhang’s schemes, even in the regions

where the longitudinal stress σxx is compressive. To ensure the compressive longitudinal

stress does not contribute to mode I fracture, Lo et al. [86] introduced a modified scheme

based on formulations for masonry-like materials. As shown in Figure 4.7(c), the crack

driving force obtained from this modified scheme is zero for all regions where the longitu-

dinal stress is negative, and reaches to the maximum at the surface of the far-field region.
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Figure 4.7: Crack driving force of intact land-terminating glaciers H /Gc using three dif-
ferent strain energy decomposition schemes proposed by: (a) Miehe et al. [95]; (b) Zhang
et al. [177]; (c) Lo et al. [86].
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Thus, only the Lo’s scheme leads to description of mode I fracture that is consistent with

the LEFM model for self-gravitating geological media.

Figure 4.8: Normal strains of pristine land-terminating glaciers under plane strain assump-
tions: (a) εxx and (b) εzz.

4.4.1.2 Damage evolution with different schemes

We study the evolution of damage field corresponding to an air-filled surface crevasse in

a land-terminating glacier using the PFM based on the Miehe’s, Zhang’s and Lo’s schemes.

We define the pre-damaged zone at x0
s = 250 m with depth d0

s = 0.08H = 10 m, and then

compute the phase-field damage variable using three different schemes at the pseudo time

step n = 100. The length scale parameter is taken as lc = 0.625 m. According to Hillerborg

et al. [63], lc is indicative of the size of the fracture/damage process zone ahead of the crack

tip and can be related to the cohesive strength σc as

lc ≈
EGcI

σ2
c

=
(1−ν2)K2

cI
σ2

c
, (4.32)

where KcI is the critical stress intensity factor (SIF) for mode I fracture. For glacier ice,

the value of KcI is taken as 0.1 MPa
√

m [69]. Thus, the cohesive strength corresponding

to lc = 0.625 m is 0.1185 MPa. The damage fields of grounded glaciers predicted by
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Miehe’s and Zhang’s schemes are plotted in Figure 4.9(a) and (b), respectively. These two

figures indicate the nucleation and propagation of damage (indicative of surface crevasses)

with the final damage D ≈ 1 everywhere in the glacier domain, which is neither realistic

nor consistent with LEFM. In contrast, the results from the Lo’s scheme in Figure 4.9(c)

show the localization of damage with a crack-like feature propagating to a final depth ds =

0.955H, which is consistent with the LEFM model result.

In Figure 4.9(c), we also notice that a second crack-like feature nucleates and prop-

agates near the left edge of the domain. The left crack seems to develop as the central

crack ceases to propagate, illustrating the ability of the PFM to capture crevasse initiation.

Thus, the PFM can be an indispensable approach for understanding the fracture mechanics

of closely-spaced glacier crevasses that are widely observed [38]. However, in this study

our aim is to verify the PFM with the LEFM model by comparing the predicted maximum

(or final) depth of isolated crevasses, and examine the conditions that enable the full-depth

penetration of the isolated surface crevasse under different boundary conditions. Therefore,

to promote the localized propagation of a single surface crevasse at the pre-damaged zone

(i.e. x0
s = 250 m) and prevent the initiation of new surface crevasses, we decrease lc to

0.1 m. This has the effect of increasing the cohesive strength σc to 0.2962 MPa such that

damage evolution only occurs at pre-damaged zone due to the local stress concentration.

Figure 4.9(d) shows the final damage field with Lo’s scheme with lc = 0.1 m at the pseudo

time step n = 100. The maximum penetration depth of this surface crevasse is predicted

to be ds = 0.949H, which shows good agreement with the previous result ds = 0.955H for

lc = 0.625 m.

By comparing Figure 4.9(c) to (d), we find that the final damage field with smaller

length scale is more localized and resembles an isolated surface crevasse. Because this

corresponds to the assumption of larger cohesive strength of glacier ice, this suppresses the

initiation of damage except near the pre-damaged zone. However, a significant drawback

of decreasing lc is the increased computational burden arising from the need to resolve the
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Figure 4.9: Predicted damage fields at pseudo time step n = 100 using the phase field
models based on decomposition schemes proposed by: (a) Miehe et al. [95] with lc = 0.625
m; (b) Zhang et al. [177] with lc = 0.625 m; (c) Lo et al. [86] with lc = 0.625 m; (d) Lo
et al. [86] with lc = 0.1 m, for air-filled surface crevasse propagation on land-terminating
glacier.
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damage zone with an extremely fine mesh. For the sake of numerical accuracy of the PFM,

it is customary that the finite element mesh size needs to be sufficiently smaller than the

chosen length scale. Consequently, defining lc = 0.1 can be unnecessarily burdensome for

evaluating the depth/height of glacier crevasses. Therefore, here we implement a somewhat

ad hoc approach to localize the surface crevasse at the pre-damaged zone by assuming

a threshold F th for the crack driving force. Specifically, at each pseudo time step, we

evaluate the crack driving force H /Gc at each integration point using the Lo’s scheme and

set it to zero if H /Gc ≤F th. We take the value of this threshold as the maximum crack

driving force calculated based on the stress state of pristine glacier for the specific boundary

condition. The thresholds assumed for grounded glaciers with different seawater levels at

terminus in this study are listed in Table 4.2. Note that for a near-floating grounded glacier

(i.e., hw = 0.9H), F th = 0 because the compressive seawater pressure at the terminus

nullifies the crack driving force in the far-field region of the glacier.

Table 4.2: Thresholds of crack driving force for grounded glaciers with different seawater
level at terminus.

hw/H 0% 50% 90%

F th 3.271 0.754 0

4.4.1.3 Maximum surface crevasse depth

We next evaluate the maximum penetration depths of crevasses from the PFM and com-

pare them with those predicted by the LEFM model. In Figure 4.10(a) shows the final

damage field corresponding to an air-filled surface crevasse in a land-terminating glacier,

which looks like an inverted teardrop with the maximum penetration depth ds = 0.953H.

The application of threshold F th = 3.271 (refer to Table 4.2) localizes the propagation

of the crevasse near the assumed pre-damaged region. To test the sensitivity of the pre-

dicted maximum depth to the threshold value, we increase the threshold by ten times

(i.e. F th = 32.71) and re-run the simulation. As shown in Figure 4.10(b), the width of
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the damaged zone decreases significantly, but the predicted maximum depth remains at

ds = 0.953H, demonstrating the lack of sensitivity.

Figure 4.10: Final damage fields predicted by PFM using the Lo’s scheme for an air-filled
surface crevasse (i.e., hs = 0) in a land-terminating glacier with threshold: (a) F = 3.271;
(b) F th = 32.71. The predicted maximum crevasse depth is insensitive to the assumed
value of the threshold.

We next check the efficacy of the threshold to localize a partially water-filled (i.e.,

hs = 0.375ds) surface crevasse in a marine-terminating glacier with seawater level hw =

0.5H at the terminus. As shown in Figure 4.11(a), without the assumption of threshold

(i.e. F th = 0), the pre-defined damaged zone propagates to ds = 0.655H, but two surface

crevasses nucleate and propagate on both sides of the original crevasse. By taking the

threshold F th = 0.754, a single surface crevasse can be effectively localized at the pre-

defined damage zone, as demonstrated by Figure 4.11(b). The maximum depth of the single

surface crevasse ds = 0.655H, which is the same as that obtained without the threshold.

Furthermore, increasing the threshold to F th = 7.54 (i.e tenfold increase) we obtain the

maximum penetration depth ds = 0.654H, illustrating the lack of sensitivity. The above
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two studies show that the thresholds values listed in Table 4.2 allow the propagation of

a single isolated crevasse without affecting the prediction of maximum crevasse depths.

Increasing the threshold value only decreases the width of the damaged zone resulting a

sharp crack-like feature.

Figure 4.11: Final damage fields predicted by PFM using the Lo’s scheme for a partially
water-filled surface crevasse (i.e., hs = 0.375ds) in a marine-terminating glacier with sea-
water level hw = 0.5H and threshold: (a) F = 0; (b) F th = 0.754; (c) F th = 7.54. The
predicted maximum crevasse depth is insensitive to the assumed value of the threshold.
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4.4.1.4 Comparison with the LEFM model

Figure 4.12 shows the normalized final crevasse depths ds/H for isolated surface crevasses

filled with freshwater to different levels, hs/ds = {0, 12.5, 25, 37.5, 50, 62.5, 75, 87.5,

100}%, within grounded glaciers terminating at the ocean with varying sea levels, hw/H =

{0, 50, 90}%. As before, surface crevasses are initiated by a pre-damaged zone at x0
s = 250

m with depth d0
s = 0.08H = 10 m. Because we are only interested in predicting the crevasse

depth, all the PFM simulations we use the Lo’s scheme with the threshold applied to cal-

culate crack driving force and lc = 0.625 m. The LEFM model results are obtained using

the symmetric double edge-cracked plate weight functions as detailed in Appendix I. From

Figure 4.12, it is evident that the PFM results are in excellent agreement with those from

the LEFM model for all cases. In the scenario of land-terminating glaciers (i.e., hw = 0),

ice slabs are extremely vulnerable because there is no compressive seawater pressure act-

ing on the terminus to restrict the glacier flow. In this case, an air-filled surface crevasse

can propagate to 95.5% of the thickness of glacier. As the seawater level at terminus is in-

creased, the propagation of surface crevasses requires the presence of melt water to enable

hydrofracture. For example, a surface crevasse in a marine-terminating grounded glacier

with seawater level hw/H = 50% can propagate to 65% of the glacier thickness if it is

partially filled with meltwater (hs = 0.375ds). The same crevasse if filled with more melt

water (hs/ds ≥ 50%) can penetrate the entire thickness of the marine-terminating glacier,

leading to iceberg calving. However, in a grounded marine-terminating glacier that is near-

floatation (i.e., hw/H ≈ 90%), the propagation of surface crevasse is arrested even if there

is enough meltwater to fully-fill the crevasse.

The above study leads us to the conclusion that an isolated surface crevasse in a near-

floating glacier cannot propagate and cause iceberg calving. However, this result is de-

pendent on the assumption of pre-damaged zone size. To illustrate this further, in Figure

4.13(a) we plot the net mode I SIF Knet
I at the tip of the surface crevasse with depth ds for

three different meltwater levels within the crevasses, hs/ds = {87.5, 93.75, 100}%. We
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Figure 4.12: Surface crevasse depth ds normalized with the domain height H = 125 m for
varying freshwater levels hs filling the surface crevasse within grounded glaciers. The solid
and dashed lines depict the ‘double edge cracks’ LEFM model result for different seawater
depths hw at the terminus. The markers (i.e. black squares, red dots, and blue triangles)
represent phase field method (PFM) results based on strain energy decomposition scheme
proposed by Lo et al. [86] with threshold F th applied.
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find that the surface crevasse filled with meltwater up to 87.5% of the crevasse depth can-

not propagate because the SIF is always negative (see blue solid line in Figure 4.13(a)).

However, if we assume the crevasse filled with more freshwater, we find that the SIFs

change from negative to positive along with the increase of normalized crevasse depth ra-

tio ds/H. That means a sufficiently deep pre-crack can penetrate through the full depth

of a near-floatation grounded glacier. The pre-crack depths that can lead to the calving of

near-floatation glaciers are estimated to be 0.68H and 0.52H for the crevasses filled with

freshwater in levels of hs/ds = 93.75% and 100%, respectively. We also conduct phase

field studies to validate the influence of pre-crack depth on near-floatation glaciers calving.

As shown in Figure 4.13(b), we consider four different depths of the pre-defined damaged

zone, d0
s /H = {8, 40, 50, 70}%. When the crevasse is fully filled with freshwater (i.e.,

hs/ds = 100%), a pre-crack with 0.5H in depth can cause glacier calving; whereas, for wa-

ter level inside the crevasse as 0.9375ds, calving can occur only if a deeper pre-crack with

0.7H in depth exists. Therefore, PFM results are consistent with LEFM predictions for

understanding the effect of pre-crack length on near-floatation glaciers calving. However,

note that such deep crevasses are unlikely to pre-exist in reality, which means calving of

near-floatation glaciers may only occur in extreme scenarios.

4.4.2 Floating ice shelves

As a marine-terminating glacier enters the ocean it gradually goes from grounded to

floating, thus forming an ice shelf. By definition an ice shelf is a floating glacier, which

typically are several kilometers long. Here we consider a rectangular domain with length

L = 5000 m and height H = 125 m under plane strain assumptions. As shown in Figure

4.14, the free slip boundary condition is enforced at the left edge of the domain (indicated

by rollers) and buoyant force is applied at the base of the domain (indicated by yellow ar-

rows). The buoyancy pressure on the ice shelf base is enforced as a Robin/mixed boundary
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Figure 4.13: (a) Mode I net stress intensity factor Knet
I computed at the tip of surface

crevasses with depth ds penetrating through a near-floatation grounded glacier with thick-
ness H = 125 m using the ‘double edge cracks’ LEFM model. Surface crevasses are filled
with freshwater to different levels hs/ds = {87.5, 93.75, 100}%; (b) the maximum penetra-
tion depths ds of surface crevasses with different pre-crack depths d0

s for varying freshwater
levels hs filling the surface crevasse predicted by phase field models.

condition given by

σ ·n =

[
0 ρsg(hw−uz)

]T

on ∂Ωb, (4.33)

where uz is the vertical component of the displacement vector, and ∂Ωb represents the base

of the domain where buoyancy is applied. The seawater depth at the terminus is determined

by the ratio of ice density to sea water density (i.e., hw/H = ρi/ρs ≈ 90%). The seawater

pressure with hydraulic head hw is applied to the right edge of the domain as a depth-

varying (triangularly) distributed load. As noted by Nick et al. [105], ice-shelf calving is

associated with propagation of both surface and basal crevasses. Therefore, we consider

the preset damaged zone not only on the surface of ice shelves but also at the base of the

domain. This starter crevasse is still defined as a rectangular damaged zone (D = 0.99)

with 4lc in width. The initial depths for surface and basal crevasses are represented by d0
s

and d0
b , respectively. The horizontal distance between the left edge of the domain and the

center of the starter crevasse on the surface and base of ice shelves are denoted by x0
s and

x0
b, respectively.
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Figure 4.14: Schematic diagram of floating ice shelves with free slip at the left edge and
buoyancy applied at the base. A hydrostatic load with hydraulic head hw = 90%H is ap-
plied to the right edge of the domain as a depth-varying (triangularly) distributed load. A
rectangular pre-damaged zone (D = 0.99) with width 4lc is defined to initiate the propa-
gation of surface and basal crevasses. The depths of pre-damaged zone on the surface and
base of the ice shelves are denoted by d0

s and d0
b , respectively. The horizontal distance

between the left edge of the domain and the center of pre-damaged zones on the surface
and base of ice shelves are denoted by x0

s and x0
b, respectively.

4.4.2.1 Stress state and near-terminus edge effect

We first evaluate the stress state of a pristine floating ice shelf. In Figure 4.15, we

plot the longitudinal normal stress σxx through the ice shelf thickness at four different

locations x = {0, 2500, 4750, 4950} m obtained using the FEM. We compare the FEM

result with the analytical solution of σxx given by Equation (G.16), which is derived using

the theory of elasticity along with the membrane stress assumption in Appendix G. At

locations that are farther from the terminus (i.e., x= 0 and 2500 m), the longitudinal normal

stress evaluated using the FEM are in good agreement with the analytical solution Equation

(G.16). However, at locations that are nearer to the terminus (i.e., x = 4750 and 4950

m) we find that there is significant discrepancy between the longitudinal normal stresses

evaluated using the FEM and the analytical solution. This indicates that the near-terminus

edge effect on the longitudinal normal stress in a floating ice shelf is still significant at the

location x= 4750 m, which is 250 m away from the terminus. In contrast, the near-terminus

edge effect on the longitudinal normal stress in a grounded glacier becomes negligible at a
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location that is 250 m away from the right edge of the domain, as shown in Figure 4.6(a).

From Figure 4.15, we also find that the longitudinal stress σxx is tensile (positive) at the

surface only near the terminus (i.e. x = 4750 and 4950 m), whereas it is compressive

(negative) over the entire depth away from the terminus (i.e., x = 0 and 2500 m). Thus,

the stress state in an ice shelf is different from that in a grounded glacier, owing to flexural

(bending) deformation caused by the buoyancy condition at the basal surface and seawater

pressure at the terminus.

Figure 4.15: Comparison of the longitudinal normal stress σxx through the thickness of
intact floating ice shelf at four different locations x = {0, 2500, 4750, 4950} m obtained
using the finite element method (FEM) with analytical solution Equation (G.16) based on
the theory of compressible linear elasticity.

4.4.2.2 Surface crevasse propagation

We simulate surface crevasse propagation in a floating ice shelves to better understand

the effects of near-terminus and far-field stress states. We initiate the localized propagation

of isolated surface crevasses by a pre-crack with d0
s = 0.08H = 10 m in depth at three
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different horizontal locations x0
s = {2500, 4750, 4950} m. The levels of freshwater filling

the surface crevasse are taken as hs/ds = {0, 12.5, 25, 37.5, 50, 62.5, 75, 87.5, 100}%.

Figure 4.16 shows the normalized final crevasse depths ds/H for isolated surface crevasses

within floating ice shelves obtained from both PFM and LEFM models. The PFM results

are obtained using the Lo’s scheme along with a threshold on the crack driving force. The

LEFM model results are obtained using the single edge crack weight function described in

Appendix I. To evaluate the near-terminus edge effect on crevasse propagation using the

LEFM model, we use a linear approximation of the stress variation with depth at x = 4750

m and 4950 m in Figure 4.15 to calculate the SIFs. In the far-field, we use the analytical

solution given by Equation (G.16) to calculate the SIFs. In Figure 4.16, we show the

predicted final depths of surface crevasses initiated at different horizontal locations.

Figure 4.16: Surface crevasse depth ds normalized with the domain height H = 125 m for
varying freshwater levels hs filling the surface crevasse within floating ice shelves. The
solid and dashed line depict the ‘single edge cracks’ LEFM model result. The markers (i.e.
black squares, red dots, and blue triangles) represent numerical results with pre-crevasse
defined at three different locations using phase field method (PFM) based on strain energy
decomposition scheme proposed by Lo et al. [86].
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According to both PFM and LEFM models, the surface crevasse in the far-field region

(x = 2500 m) cannot propagate no matter how much freshwater filled into it. However, ice-

shelf calving can occur when fully water-filled crevasses (i.e., hs/ds = 100%) are initiated

in the near-terminus region (x = 4750 and 4950 m). This is due to the fact that the longitu-

dinal normal stress on the surface of ice shelves is in tension for the near-terminus region

while in compression for the far-field region. Furthermore, for surface crevasses filled with

the same level of freshwater, the less the distance between the crevasse and the terminus,

the deeper the crevasse can propagate to. Therefore, the surface crevasse can make floating

ice shelves more vulnerable as the place where it is initiated getting closer to the terminus.

In other words, ice-shelf calving is more likely to happen near the terminus. This could

possibly explain the reason why the size of detached iceberg is much less than that of ice

shelves. We do notice the quantitative discrepancy between PFM and LEFM results of the

predicted final depths of near-terminus surface crevasses. Note that the weight function

utilized here for the LEFM model is originally formulated for evaluating the SIF for a rect-

angular, finite-width plate with a single edge-crack subjected to far-field uniaxial normal

stress. Therefore, it may not be completely applicable for predicting calving from floating

ice shelves owing to differences in boundary conditions [69]. We shelve the quantitative

discrepancy as for now because numerical predictions of crevasses depths obtained from

both PFM and LEFM models yield the same qualitative analysis for the near-terminus edge

effect on surface crevasse propagation.

4.4.2.3 Basal crevasse propagation

We next evaluate the near-terminus edge effect on propagation of basal crevasses within

floating ice shelves. The propagation of isolated basal crevasses are also initiated by a pre-

crack with d0
b = 8%H = 10 m in depth at three different locations x0

b = {2500, 4750, 4950}

m. Because basal crevasses are hydrologically connected to the external seawater, the level

of seawater filling basal crevasses will increase associated with crevasses propagation until
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reaching to the seawater level at ice-shelf terminus hw.

Figure 4.17(a) shows mode I net SIFs (Knet
I ) computed at the tip of basal crevasses with

depth db penetrating through a floating ice shelf using the single edge cracks LEFM model.

The longitudinal normal stress of two near-terminus locations utilized to calculate SIFs are

obtained from curve fitting as introduced in Section 4.4.2.2. For basal crevasse initiated

at the far-field region (x = 2500 m), SIF computed at the crevasse tip is always positive

so that the corresponding basal crevasse can penetrate the entire thickness of the ice shelf.

The same prediction is provided by LEFM models for basal crevasse initiated at the location

250 m away from the terminus (see red dashed line in Figure 4.17(a)). However, for the

basal crevasse initiated at x0
b = 4950 m, the SIF changes from positive to negative when the

normalized basal crevasse depth increases to db/H = 88%. Therefore, the basal crevasse

at the location 50 m away from the terminus will stop propagating when its depth reaching

to 88%H. Figure 4.17(b) shows pseudo time history of basal crevasses propagation from

three different locations of floating ice shelves using PFM. For the far-field basal crevasse,

both PFM and LEFM models provide the same prediction of its final depth, which equals to

the entire thickness of the floating ice shelf. Furthermore, the near-terminus basal crevasse

can propagate to 79.8%H if initiated at x0
b = 4750 m according to PFM results; whereas, no

propagation occurs if the basal crevasse is initiated closer to the terminus at x0
b = 4950 m.

Despite the discrepancy of predicting near-terminus basal crevasses depths using PFM and

LEFM models, the underlying edge effect of the terminus on basal crevasses propagation

is consistent: the propagation of basal crevasses is suppressed as its nucleating location

getting closer to the terminus.
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Figure 4.17: (a) Mode I net stress intensity factor Knet
I computed at the tip of basal crevasses

with depth db penetrating through a floating ice shelf with thickness H = 125 m using the
‘single edge cracks’ LEFM model at three different locations x0

b = {2500, 4750, 4950} m;
(b) pseudo time history of basal crevasses propagation within floating ice shelves at three
different locations x0

b = {2500, 4750, 4950} m.
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4.5 Conclusions

In this chapter, we present a phase-field poro-damage model for hydrofracturing and

use it to simulate the propagation of water-filled crevasses in glaciers and ice shelves. The

displacement and damage fields are solved in a staggered manner using the standard finite

element method in the open-source software FEniCS. Three elastic strain energy decompo-

sition schemes are implemented to calculate the crack driving force (history field variable),

which are proposed by Miehe et al. [95], Zhang et al. [177], and Lo et al. [86], respec-

tively. The maximum penetration depths of crevasses in grounded glaciers and floating ice

shelves are evaluated using the proposed phase field model (PFM), and then compared to

the corresponding predictions based on linear elastic fracture mechanics (LEFM) models.

The results of our study reveal several important findings as follows:

1. The crack driving force calculated using schemes proposed by Miehe et al. [95] and

Zhang et al. [177] predicts damage accumulation in regions where the longitudinal

normal stress is in compression. This is contrary to LEFM and violates the tension-

compression asymmetry of damage evolution normally assumed for brittle materials;

2. Strain energy decomposition scheme modified by Lo et al. [86] nullifies positive

crack driving force in regions where the longitudinal stress is negative thus leading

to an accurate description of fracture, especially in geological media that subjected

to self-gravitational load;

3. For land- and marine-terminating grounded glaciers, applying a sufficiently large

threshold on crack driving force calculated using Lo’s scheme is an efficient ad hoc

approach to effectively localize the propagation of preset crevasses without signifi-

cantly affecting the prediction of final crevasses depths;

4. The maximum penetration depths of water-filled surface crevasses within grounded

glaciers predicted using PFM are in good agreement with those evaluated based on
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double edge crack LEFM models;

5. For floating ice shelves, there exists near-terminus edge effect on water-filled crevasses

propagation according to both PFM and LEFM results: growth of surface crevasses

will be promoted while that of basal crevasses will be suppressed as nucleated loca-

tions of crevasses approaching to the terminus.

In conclusion, the phase-field poro-damage model based on the strain energy decom-

position scheme proposed by Lo et al. [86] can effectively simulate glacier crevasses prop-

agation resulting from hydrofracture and self-gravitational load. Useful insights into the

near-terminus edge effect of floating ice shelves on crevasses propagation can be gained

from this study. Compared to widely used LEFM models, the PFM model can describe

the formation and propagation of crevasses in glaciers with more complex geometries and

boundary conditions. However, the current PFM model is based on the assumption of

ice compressibility, which is contrary to observations reported from field experiments on

glaciers [39]. Furthermore, glacier ice is generally considered as visco-elastic/plastic ma-

terial, but the PFM is not well established for such materials despite some recent attempts

[174]. Therefore, our future work will focus on extending the current poro-damage phase-

field formulation to make it applicable for different rheology.
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Chapter 5

CONCLUSIONS

This dissertation presented novel decoupled approaches to model the corrosive disso-

lution of iron alloys and hydraulic fracture in glaciers, and discusses their implementation

using the standard finite element method (FEM). Simulation studies, including verification

and validation studies, were conducted to establish the flexibility, efficiency, and accuracy

of the decoupled FEM and address specific science questions in the areas of corrosion and

glaciology, which shows the broader applicability of the decoupled method.

In Chapter 2, we proposed a sequential non-iterative approach (SNIA) to model the

multi-ionic species reactive transport in the liquid (electrolyte) phase during localized cor-

rosion. We used the concept of total solute concentration to de-couple the governing equa-

tions of electro-diffusive mass transport from homogeneous equilibrium chemical reac-

tions, leading to a two-step staggered numerical solution strategy. We compared and val-

idated the accuracy and robustness of the SNIA by conducting two sets of simulations

studies focusing on corrosion of carbon steel and Fe-Cr binary alloys within 1D cavity and

2D crevice. Specifically, we conducted studies evaluating the error (relative to Sharland’s

approach) in resolving ionic concentrations and corrosion current densities as a function

of the time increment size. Figure 2.4 indicates that an appropriate size of time increment

chosen based on the characteristic diffusion time scale of the corrosion system will en-

sure sufficient numerical accuracy of the SNIA. We also demonstrated the robustness of

the SNIA by varying the values of electrochemical and crevice geometry parameters. For

the larger metal potential φM = −0.1 V (see Figure 2.8), the one-step coupled formula-

tion (see Appendix B) encountered difficulty with numerical convergence; whereas, there

were no convergence issues with the SNIA. Furthermore, the parametric study examining

the variation of steady-state pH at the crevice mouth (see Figure 2.11) and total amount of
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ferrous and chromium ions in relation to the chromium weight fraction (see Figure 2.12)

during crevice corrosion of Fe-Cr binary alloys showed good agreement between results

obtained from SNIA and the experimental data reported by Bogar and Fujii [22]. While the

advantages of the SNIA are its robustness and flexibility, the disadvantage is reduced com-

putational efficiency due to time increment size restrictions to ensure sufficient numerical

accuracy.

In Chapter 3, we examined several critical electrochemical factors, including species

concentrations, electrolyte pH and resistance, and electrical potential, for artificial pit ex-

periments of 316L stainless steel wire using a multi-species reactive transport model. The

pit stability products and critical electrical potential (ET and Erp) collected from exper-

iments are applied to estimate the electrode current density and the elapsed time of the

simulation. We considered two stages of simulation based on the change of the electrical

current density during the artificial pit experiments: stable dissolution under a salt film and

film-free dissolution that transitions to repassivation. In the first stage, a salt film exists and

the pH near the corroding surface is within the range of 1.63 to 1.71, which is small enough

to sustain the aggressive chemistry necessary for sustained or stable pit growth. The pre-

dicted specific resistance of the pit solution shows a good agreement with the experiment

results. The effects of the temperature and the bulk concentration on pit electrochemical

factors can be captured well using our model and are qualitatively consistent with exist-

ing experimental and numerical studies. In the second stage, the dilution of metal cation

and the increase of pH near the corroding surface from the range of 1.63∼ 1.71 to that of

1.76 ∼ 2.21 are evident from the numerical results. The dilution of metal cation at the pit

base is due to the transport of corresponding species and the decrease of the anodic current

density. The critical surface concentration of metal cation is predicted to be in the range

from 60% to 75% of saturation when repassivation occurs, assuming a current density at

repassivation of 30 µA/cm2. The pH increase at the pit base responsible for the onset of

repassivation is a consequence of the contribution by the local cathodic reaction, which
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was suppressed during the high-rate anodic dissolution in the first stage. The simulations

conducted in this chapter are based on a more comprehensive multi-ionic reactive trans-

port model, which provides a better description of species diffusion, electro-migration, and

chemical reactions compared to existing numerical studies.

In Chapter 4, we presented a phase-field poro-damage model for hydrofracturing and

used it to simulate the propagation of water-filled crevasses in glaciers and ice shelves.

Specifically, the phase-field formulation for brittle fracture is extended by the addition of

the fluid stored energy term into the total energy functional of glaciers. The displace-

ment and damage fields are solved in a staggered manner using the standard finite ele-

ment method in the open-source software FEniCS. Three elastic strain energy decomposi-

tion schemes are implemented to calculate the crack driving force (history field variable),

which are proposed by Miehe et al. [95], Zhang et al. [177], and Lo et al. [86], respectively.

Among these schemes, the one based on formulations for masonry-like materials proposed

by Lo et al. [86] is validated to provide an accurate description of fracture in geological

media that subjected to self-gravitational load. We further modified this scheme by apply-

ing thresholds on crack driving force to localize the propagation of isolated crevasses. The

maximum penetration depths of surface crevasses within grounded glaciers predicted us-

ing PFM are in good agreement with those obtained from linear elastic fracture mechanics

(LEFM) models. Useful insights into the near-terminus edge effect on crevasses propa-

gation within floating ice shelves are gained from both PFM and LEFM models: growth

of surface crevasses will be promoted while that of basal crevasses will be suppressed as

nucleated locations of crevasses approaching to the terminus. While PFM shows broader

applicability for describing the formation and propagation of crevasses in glaciers with

more complex geometries and boundary conditions compared to LEFM models, the cur-

rent PFM model is based on the assumption of ice compressibility, which is contrary to

observations reported from field experiments on glaciers [39].
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APPENDIX

Appendix A Proof of species mass balance

The chemical species in Ωl can be classified into primary species and secondary species.

Primary species refers to those produced from the oxidation of metallic electrode, while

secondary species, which consists of the same metal element as the primary species, are

products from homogeneous chemical reactions. For example, Fe2+ is one of the primary

species considered in the localized corrosion of Fe-Cr binary alloys. Because FeOH+ and

FeCl+ are products from homogeneous chemical reactions involving Fe2+, they are the

secondary species of Fe2+. In this appendix, we illustrate that the concentration correction

according to Equation (2.12) satisfies local mass balance of primary and corresponding

secondary species. If we consider local mass balance of Fe2+, then the total amount of

Fe2+ together with FeOH+ and FeCl+ should be the same before and after the concentration

correction. In general, the total local masses of primary and secondary species before (M̃)

and after (M) the concentration correction can be evaluated as

M̃ =Vw

n

∑
s=1

τpsC̃s,

M =Vw

n

∑
s=1

τpsCs,

(A.1)

where Vw [L] is the local volume of water and assumed to be constant, τps [–] is the ratio

of the stoichiometric coefficients of the primary species p to the secondary species s and

τpp = 1. Substituting Equation (2.12) into Equation (A.1), the difference between M̃ and

M is given by

M =Vw

n

∑
s=1

τps

(
C̃s +

nr

∑
i=1

ωisνisĈi

)
= M̃+Vw

nr

∑
i=1

n

∑
s=1

τpsωisνisĈi. (A.2)

We now consider the ith chemical reaction which consumes primary species p and pro-
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duces secondary species s. From the law of conservation of mass, for substances containing

the same metal element, the amount consumed and produced within the ith reaction should

be equal

−τppωipνip =
n

∑
j 6=p

τp jωi jνi j, =⇒
n

∑
j=1

τp jωi jνi j = 0. (A.3)

Substituting Equation (A.3) into Equation (A.2), the last term in the right-hand side

of Equation (A.2) becomes zero. Thus, the total local masses of primary and secondary

species before and after the concentration correction are the same.
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Appendix B Model formulation of Sharland and Tasker [131]

In Sharland’s approach [131], reaction terms Ri can be eliminated by linear combination

of the steady-state mass transport equations defined by

Di∇
2Ci +

ziDiF
R∗T

∇ · (Ci∇φ)+Ri = 0. (B.1)

Missing degrees of freedom can then be compensated by chemical equilibrium equation

(2.11). For the Fe-NaCl electrochemical system described in Section 2.4.1.1, there are six

ionic species taken into consideration: Fe2+, FeOH+, Na+, Cl– , H+, and OH– ; these species

are numbered in this order from i = 1 to 6 and denoted by the right subscript of variables.

Then, the reaction term Ri in Equation (B.1) can be written as

R1 =−R2 =−k1(K1C1−C2C5),

R3 = R4 = 0,

R5 = k1(K1C1−C2C5)+ k2(K2−C5C6),

R6 = k2(K2−C5C6).

(B.2)

After rearrangement of equations (B.1) following Sharland’s approach, the governing equa-

tions for this specific system includes the modified mass-transport equations, chemical

equilibrium equations and LEN condition:
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

D1∇2C1 +D2∇2C2 +
F

R∗T ∇ · [(z1D1C1 + z2D2C2)∇φ ] = 0,

D1∇2C1 +D5∇2C5−D6∇2C6 +
F

R∗T ∇ · [(z1D1C1 + z5D5C5− z6D6C6)∇φ ] = 0,

D3∇2C3 +
z3D3F
R∗T ∇ · (C3∇φ) = 0,

D4∇2C4 +
z4D4F
R∗T ∇ · (C4∇φ) = 0,

C2C5−K1C1 = 0,

C5C6−K2 = 0,

∑
6
i=1 ziCi = 0.

(B.3)

Then governing equations (B.3) are linearized using the Newton-Raphson method, dis-

cretized using the standard finite element method, and solved in FEniCS software. Element

types and mesh are the same as we used for the implementation of the SNIA.

134



Appendix C Pit stability product

Table C.1: Pit stability products obtained from artificial pit experiments of type 300 stain-
less steel wire in the NaCl environment under different temperature as reported in a Srini-
vasan and Kelly [138]; b Katona et al. [75].

Cbulk [M] 25 ◦C 35 ◦C 45 ◦C 55 ◦C

0.6 0.90a 1.06b 1.10b 1.45b

1.0 0.75b 0.88b 1.00b 1.08b

3.0 0.54b 0.60b 0.70b 0.90b

5.5 0.20b 0.36b 0.40b 0.64b
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Appendix D Diffusion coefficient

Table D.1: Reference values of species diffusion coefficients Dref under room temperature
298.15 K.

Species Dref [10−9 m2/s] Reference Species Dref [10−9 m2/s] Reference

H+ 9.31 [31] OH– 5.27 [31]
Na+ 1.33 [31] Cl– 2.03 [31]
Fe2+ 0.824 [57] Cr3+ 0.824 [57]
Ni2+ 0.824 [57] Mo3+ 0.824 [57]

FeCl+ 0.824 [57] FeCl2 0.008 −
FeOH+ 0.824 [57] Fe(OH)2 0.008 −
CrCl2+ 0.824 [57] CrCl2+ 0.824 [57]
CrCl3 0.008 − CrOH2+ 0.824 [57]

Cr(OH)2
+ 0.824 [57] Cr(OH)3 0.008 −

NiCl+ 0.824 [57] NiCl2 0.008 −
NiOH+ 0.824 [57] Ni(OH)2 0.008 −
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Appendix E Temperature-pressure dependence of solution viscosity

Parameters ζmn calibrated from experiments [5] are listed in Table E.1, which are used

for the calculation of coefficient ai describing temperature-pressure dependence of solution

viscosity as introduced in Equation (3.17). The solution viscosity under room temperature

(298.15 K) and standard atmosphere can then be estimated in accordance with different

concentrations, as shown in Figure E.1.

Table E.1: Parameters describing temperature-pressure dependence of solution viscosity
calibrated from experiments [5].

ζmn n m = 0 m = 1

a0

0 7.65306227×10−1 −
1 −1.78087723 −1.39287121×10−2

2 1.25374926 1.50838568×10−2

3 −1.61102861×10−1 3.08379974×10−3

4 −7.27978696×10−2 −5.27719410×10−3

a1

1 9.84225044×10−2 2.22367778×10−2

2 2.43031313×10−1 −3.68121974×10−2

3 −2.05007685×10−1 1.57724556×10−2

a2

1 1.62231138×10−1 −5.78612528×10−3

2 −2.91448434×10−1 9.45954845×10−3

3 1.31605764×10−1 −3.96672431×10−3

a3

1 −2.08142179×10−2 5.49316850×10−4

2 3.80923122×10−2 −9.01751419×10−4

3 −1.66477653×10−2 3.77212002×10−4
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Figure E.1: Estimation of solution viscosity with respect to solution concentrations under
room temperature (298.15 K) and standard atmosphere using Equation (3.17).
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Appendix F Calculation of chemical reaction equilibrium constants

To better capture the temperature dependence of chemical reaction properties, we cal-

culate the chemical reaction equilibrium constants Kr following the calibrated formulation

obtained from the Thermoddem database [21]

log10 Kr = b0 +b1T +b2T−1 +b3 log10(T )+b4T−2, (F.1)

where bi are calibrated coefficients directly available from the database. We list bi for

the equilibrium constants calculation of all chemical reactions considered in this work as

below.
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Appendix G Derivation of the far-field longitudinal (horizontal) normal stress σxx

We consider a freely floating ice shelf (i.e., no tangential traction at the base) under

plane strain assumptions, as depicted in Figure G.1(a). A body force with magnitude of

−ρig in the z-direction is applied as the gravity loading. And a hydrostatic load with

hydraulic head hw is applied to the right terminus of the ice shelf as a depth-varying (tri-

angularly) distributed load. Under such circumstance, we have the far-field equilibrium

equations in three dimensions as given by

!""

#$%ℎ'
(

) *

+

,

#$%ℎ'

ℎ-

(a)

(b)

#.%
/

Far-field Section

Figure G.1: (a) Schematic diagram of the floating ice shelf (L� H) with no tangential
traction at the base. A body force with magnitude −ρig in the z-direction is applied as
the gravity loading. And a hydrostatic load with hydraulic head hw is applied to the right
terminus of the ice shelf as a depth-varying (triangularly) distributed load. The out-of-
plane direction is denoted by y; (b) Free body diagram of forces in x-direction applied on
the far-field section of the ice shelf cut at the red dashed line with the surface normal vector
denoted by n.



∂σxx
∂x +

∂σxy
∂y + ∂σxz

∂ z = 0,

∂σxy
∂x +

∂σyy
∂y +

∂σyz
∂ z = 0,

∂σzx
∂x +

∂σzy
∂y + ∂σzz

∂ z +ρig = 0.

(G.1)

We assume that far-field stresses are invariant with x-coordinate and out-of-plane stresses
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are zero. We can now simplify Equation (G.1) as



∂σxy
∂y = 0,

∂σyy
∂y = 0,

∂σzz
∂ z +ρig = 0.

(G.2)

At z-direction, we can solve the stress component σzz based on the feature of gravitational

loading. The corresponding boundary conditions for Equation (G.2c) can be expressed as


σzz =−ρigH at z = 0,

σzz = 0 at z = H.

(G.3)

Therefore, the vertical normal stress σzz can be expressed as

σzz(z) =−ρig(H− z) . (G.4)

Based on the theory of compressible linear elasticity, we have the constitutive relations as

given by 
εxx =

1
E

[
σxx−ν

(
σyy +σzz

)]
,

εyy =
1
E

[
σyy−ν (σxx +σzz)

]
,

εzz =
1
E

[
σzz−ν

(
σxx +σyy

)]
.

(G.5)

Based on the plane strain assumption (i.e., εyy = 0), we can further simplify Equation

(G.5b) as

σyy = ν (σxx +σzz) . (G.6)

Upon substituting Equation (G.6) into Equation (G.5a), we have

εxx =
1
E

[(
1−ν

2)
σxx−ν (1+ν)σzz

]
. (G.7)
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Furthermore, the length of typical ice shelves is at the level of kilometers, whereas its

thickness is at the level of hundred meters. Therefore, we here adopt the membrance stress

assumption based on the geometric feature of glaciers. The horizontal displacement is then

assumed to be vertically invariant, which can be expressed as

∂u
∂ z

=
∂v
∂ z

= 0 =⇒ ∂

∂x

(
∂u
∂ z

)
= 0. (G.8)

The above partial derivative is interchangeable, we thus have

∂

∂ z

(
∂u
∂x

)
= 0 =⇒ ∂εxx

∂ z
= 0, (G.9)

which means the horizontal strain component is depth invariant. Upon taking derivative on

both sides of Equation (G.7) with z and simplifying it based on Equation (G.9), we have

∂σxx

∂ z
=

ν

1−ν

∂σzz

∂ z
. (G.10)

Combining Equations (G.10) and (G.2c), we have

∂σxx

∂ z
=− ν

1−ν
ρig. (G.11)

We know that far-field stresses are invariant with x-coordinate and for the plane strain

problem
∂σxx

∂y
= 0. (G.12)

Therefore, the stress component σxx is only dependent on z-coordinate. Equation (G.11)

can be integrated with respect to z as

σxx =−
ν

1−ν
ρigz+C, (G.13)
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where C is an unknown constant. We next consider the force balance in x-direction based

on the free body diagram of a far-field section of the floating ice shelf cut at the red dashed

line, as shown in Figure G.1(b). The equilibrium equation in x-direction can be written as

∑Fx =
∫ H

0
σxxdz+Fw = 0, (G.14)

where Fw = 1
2ρsgh2

w is the resultant force caused by the hydrostatic load. Substituting

Equation (G.13) into Equation (G.14), we have

C =
ν

2(1−ν)
ρigH− 1

2
ρsg

h2
w

H
. (G.15)

Combining Equations (G.13) and (G.15), we have the expression of far-field longitudinal

normal stress through ice thickness as

σxx =
ν

1−ν

[
1
2

ρigH−ρig(H− z)
]
− 1

2
ρsg

h2
w

H
. (G.16)
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Appendix H Numerical verification study: single edge notched tension test

To verify our staggered implementation of the hybrid phase field model introduced in

Section 4.2.1, we conduct a standard benchmark study of the single edge notched specimen

subjected to tensile loading. As shown in Figure H.1, we consider a square plate containing

a horizontal notch with a length of 0.5 mm located at mid-height of the left boundary. The

specimen is pinned at the bottom and tensile loading is realized by a monotonic displace-

ment u applied on the top boundary.

0.5

0.5

0.5 0.5

!

Figure H.1: Geometry and boundary conditions of a square single edge notched specimen
subjected to tensile loading.

The parameters of material properties and phase field model are chosen to be the same

as those used by Miehe et al. [95], as listed in Table H.1. We consider three different

strain energy decomposition schemes proposed by Miehe et al. [95], Zhang et al. [177],

and Lo et al. [86], respectively. Note that for Zhang’s scheme, the critical strain energy

release rate for mode I fracture GcI is taken as the same value of Gc listed in Table H.1. The

displacement control is applied with a constant increment ∆u = 10−5 mm in the first 500
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time steps. After that, the displacement increment is adjusted to 10−6 mm owing to the

rapid propagation of the crack.

Table H.1: Parameters of material properties and phase field modeling of single edged
notch tension test [95].

Parameter Value Unit

λ 121.5 kN/mm2

µ 80.7 kN/mm2

Gc 2.7×10−3 kN/mm
lc 0.015 mm
η 10−6 kN · s/m2

Figure H.2 shows three load-displacement curves obtained from phase field modeling

based on corresponding strain energy decomposition schemes. The benchmark solution is

plotted as black circular markers, which is digitized from Figure 9 of [10]. The results

computed from our models using Miehe’s and Lo’s schemes are in good agreement with

the benchmark solution; whereas, the discrepancy between the benchmark solution and

the result obtained using Zhang’s scheme is caused by the choice of critical strain energy

release rate for mode II fracture GcII = 10GcI.
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Figure H.2: Load-displacement curves for single edge notched tension test. The solid and
dashed lines depict the numerical results obtained from phase field model based on the
corresponding strain energy decomposition schemes. The black circular maker represents
the benchmark solution digitized from Figure 9 of [10].
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Appendix I LEFM model applied to predict the final depths of crevasses

The LEFM models proposed by Smith [134], Van der Veen [158, 159], and Krug et al.

[77] are ideally suited for a rectangular plate-like glacier made of linear elastic ice with a

single edge crack subjected to the far-field longitudinal normal stress given by Equation

(G.16), as shown in Figure I.1(a). In this appendix, we consider two scenarios: i. surface

crevasse propagation in grounded glaciers, and ii. surface or basal crevasse propagation in

floating ice shelves. The single edge crack can approximate a surface or basal crevasse in a

floating ice shelf. Furthermore, a surface crevasse in a grounded glacier with free tangential

slip can be represented by double edge cracks as shown in Figure I.1(b).

(a) Single edge crack

(b) Double edge crack

!

2!

#

#

#

Figure I.1: (a) Single edge crack and (b) double edge cracks through finite slabs with H
in width and d in crack length. The yellow arrows indicate applied loading on the crack
surface that leads to crack opening. The dashed line of symmetry in (b) represent the free
slip surface at the base of the glacier.
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In LEFM models, the crack propagation is governed by the stress intensity factor (SIF)

at the crack tip, which depends on the applied far-field stress and the initial crack length.

The maximum penetration depth of crevasses can be determined by equating the mode I

net SIF Knet
I at the crevasse tip to the experimentally measured critical SIF of ice KcI =

0.1 MPa ·m 1
2 . The mode I net SIF can be evaluated as

Knet
I =

∫ d

0
M(ζ ,H,d)σnet(ζ )dζ , (I.1)

where M(ζ ,H,d) is an appropriate weight function for specific geometry and boundary

conditions, and σnet is the net longitudinal stress that leads to crevasse opening, which can

be expressed as [16, 68, 105]

σnet(z) = σxx(z)+ pw(z), (I.2)

where the hydraulic pressure pw is given by Equation (4.19).

For the single edge crack LEFM model, we choose the weight function MS(ζ ,H,d)

utilized by Krug et al. [77]

MS(ζ ,H,d) =
2√

2π(d−ζ )

[
1+M1

(
1− ζ

d

)1/2

+M2

(
1− ζ

d

)
+M3

(
1− ζ

d

)3/2
]
,

(I.3)

where d = ds and ζ = H− z for surface crevasses; whereas, for basal crevasses, d = db and

ζ = z. Furthermore, M1, M2, and M3 are given by polynomial functions listed below, which
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are calibrated based on the geometry of the glacier

M1 = 0.0719768−1.513476χ−61.1001χ
2

+1554.95χ
3−14583.8χ

4 +71590.7χ
5

−205384χ
6 +356469χ

7−368270χ
8

+208233χ
9−49544χ

10,

(I.4)

M2 = 0.246984+6.47583χ +176.456χ
2

−4058.76χ
3 +37303.8χ

4−181755χ
5

+520551χ
6−904370χ

7 +936863χ
8

−531940χ
9 +127291χ

10,

(I.5)

M3 = 0.529659−22.3235χ +532.074χ
2

−5479.53χ
3 +28592.2χ

4−81388.6χ
5

+128746χ
6−106246χ

+35780.7χ
8,

(I.6)

where the term χ = ζ/H. As noted by Jiménez and Duddu [69], because the buoyancy

force applied on the base is not captured by the LEFM models, the single edge crack case

is not an exact analogy to a crevasse in a floating ice shelf. Therefore, LEFM predictions

of the maximum penetration depths in Figures 4.16 and 4.17 can only be considered as

reference results. The weight function for the double edge cracks LEFM model has been

given by Tada et al. [150] as

MD(ζ ,H,d) =
2√
2H

[
1+ f1

(
ζ

d

)
f2

(
d
H

)]
φ

(
d
H
,

ζ

H

)
, (I.7)

where the function f1 is given as

f1

(
ζ

d

)
= 0.3

[
1−
(

ζ

d

)5/4
]
, (I.8)
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and the function f2 is given as

f2

(
d
H

)
=

1
2

[
1− sin

(
πd
2H

)][
2+ sin

(
πd
2H

)]
, (I.9)

and the function φ is given as

φ

(
d
H
,

ζ

H

)
=

√
tan
(

πd
2H

)√
1−
[
cos
(

πd
2H

)
/cos

(
πζ

2H

)]2
. (I.10)

To obtain the LEFM predicted final depths of crevasses as plotted in Figures 4.12 and 4.16,

we next equate the mode I net SIF evaluated using Equation (I.1) to the experimentally

determined critical SIF. These nonlinear equations with the unknowns of maximum pene-

tration depths are solved using an iterative algorithm based on the bisection method.
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