
PERCEPTION AUGMENTATION AND ASSISTANCE FOR

IMPROVED SURGICAL AWARENESS

By

Rashid Muhammed Yasin

Dissertation

Submitted to the Faculty of the

Graduate School of Vanderbilt University

in partial fulfillment of the requirements

for the degree of

DOCTOR OF PHILOSOPHY

in

Mechanical Engineering

January 31, 2020

Nashville, Tennessee

Approved:

Nabil Simaan, Ph.D

Robert Webster, Ph.D

Karl Zelik, Ph.D

Jack Noble, Ph.D

Peter Kazanzides, Ph.D



Õæ


kQË@ 	áÔgQË@ é<Ë @ Õæ��.

ii



ACKNOWLEDGMENTS

I thank my wife, Eftitan, for her love, support, and strength. The pride and accomplish-

ment I feel from this thesis is nothing in comparison to how much I have benefitted and

grown from your companionship. I strive to emulate your accomplishments and character.

You became a doctor before me, so now I’m getting closer to your level.

There would have been no graduate degree and no thesis without the guidance and

example set by my parents. For their continual feedback throughout studies, I am eternally

grateful. For Baba, I thank you for all the conversations that helped me understand the high

level importance of my research and how to focus and crystalize my thoughts. Thank you,

Mom, for being always encouraging me to work hard but also to take advantage of the one

life that I have to live and not go *too* crazy with research work.

The members of the ARMA lab have been a continual source of assistance. From my

early mentors, Jason and Haoran, who helped me learn the basics; to my comrades Nima,

Long, and Giuseppe who struggled alongside me; to the next generation who I am proud to

have continue the lab legacy, Colette, Andrew, Garrison, Neel, and Elan: you have been an

important part of my career. Thank you for your camaraderie and feedback.

I thank my collaborators from a variety of institutions. All the members of the NRI-

CSA grant were integral to the success of my research and your collaboration is much

appreciated. Our clinical collaborators at Vanderbilt were extremely important in providing

clinical expertise and guidance: Drs. Rivas, O’Connell, Dedmon, and Hunter. I especially

appreciate Dr. Labadie for providing access to shared research space and a CT scanner.

Further, a thank you to the physicians who took part in our user study (especially Drs.

Chaudhri and Roland who travelled from New York to participate). I also thank Claudiu

( éÔgQK
 é<Ë @) and the team from Cochlear for their assistance and feedback throughout our

research collaboration.

I also thank the funding institutions. NSF NRI: Large: Collaborative Research: Com-

iii



plementary Situational Awareness for Human-Robot Partnerships IIS-1327566, as well as

the funding from Cochlear Corporation that supported portions of this work.

Thanks to the dissertation committee for reviewing and providing feedback on this

work. It is a long work to review, and I am appreciative of your time.

Lastly, I have to give a tremendous thank you to Nabil. I was not a roboticist when I

came to Vanderbilt, but I feel comfortable taking that label now. My abilities as a researcher

and engineer have been revolutionized from where I was before entering the program. I

learned greatly from your classroom knowledge, research supervision, and direct feedback.

But moreover, your refusal to compromise research quality and to always insist on putting

out exceptional work will stay with me for my entire career. I am especially grateful that

you have been so clear on not approaching cutting corners on the ethics of responsible

research and professional behavior. To have had an advisor produce such high quality

research while also maintaining impeccable integrity has been a blessing and inspiration.

iv



TABLE OF CONTENTS

Page

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation: Situational Awareness and Perception Augmentation in Surgery . 1

1.1.1 Intraoperative Dexterity: Deep Reach into the Anatomy . . . . . . . . 3

1.1.2 Sensing: Visualization and Intraoperative Perception Aids . . . . . . . 4

1.1.3 Sensing: Robot-Environment Interaction Forces . . . . . . . . . . . . . 6

1.1.4 Haptic and Force Feedback During RAMIS Teleoperation . . . . . . . 7

1.2 Motivation and Technical Gaps . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3 Key Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 Inspection and Tools For Deep Access to the Middle Ear . . . . . . . . . . . . . . 14

2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Medical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Methods And Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3.1 Robot Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3.2 Telemanipulation Architecture . . . . . . . . . . . . . . . . . . . . . . 17

2.3.3 Tool-Robot Comparison Experiments . . . . . . . . . . . . . . . . . . 22

2.3.4 Temporal Bone Feasibility Experiments . . . . . . . . . . . . . . . . . 25

2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.6 Limitations and Considerations for Future Work . . . . . . . . . . . . . . . . 30

v



2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 Inspection and Guidance Tools

for Cochlear Implant Insertion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1 Medical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1.1 Relevant Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.1.2 Motivation and Contribution . . . . . . . . . . . . . . . . . . . . . . . 37

3.2 Tool Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2.1 Tool Tracking and Calibration . . . . . . . . . . . . . . . . . . . . . . 38

3.2.2 Camera Frame Calibration . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.3 Electrode Tip Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3 Basal Turn Depth Segmentation . . . . . . . . . . . . . . . . . . . . . . . . 43

3.3.1 Reflected Light to Estimate Depth of the Basal Turn . . . . . . . . . . 45

3.3.2 Reflected Light Depth Results . . . . . . . . . . . . . . . . . . . . . . 47

3.4 User Study Materials & Methods . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4.1 Electrode Arrays Insertion Performance Metrics . . . . . . . . . . . . . 49

3.4.2 User Study Experimental Setup . . . . . . . . . . . . . . . . . . . . . 51

3.5 User Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.5.1 Unguided Orientation and Assessment of AOS Onset Depth . . . . . . 55

3.5.2 Guided Orientation and Assessment of AOS Onset Depth . . . . . . . 56

3.5.3 Unguided Full Electrode Insertion . . . . . . . . . . . . . . . . . . . . 59

3.5.4 Guided Full Electrode Insertion . . . . . . . . . . . . . . . . . . . . . 59

3.6 User Study Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.6.1 Insertion Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.6.2 Approach Angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6.3 AOS Depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6.4 Basal Turn Orientation . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.6.5 Final Placement of Full Insertions . . . . . . . . . . . . . . . . . . . . 67

vi



3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4 Continuum Robot Organ Palpation . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.1 Continuum Robot Palpation Background . . . . . . . . . . . . . . . . . . . . 73

4.1.1 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2 Kinematic Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.2.1 Inverse Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2.2 Forward Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.3 Mixed Feedback Control for Continuum Robot Palpation . . . . . . . . . . . 80

4.3.1 Full Arm Kinematic Model . . . . . . . . . . . . . . . . . . . . . . . . 81

4.3.2 Task Space Controller . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3.3 Admittance-Based Hybrid Force/Position Control . . . . . . . . . . . . 84

4.3.4 Force Control Direction Update . . . . . . . . . . . . . . . . . . . . . 86

4.3.5 Mixed Feedback Controller for Closed Loop Control . . . . . . . . . . 87

4.4 Mixed Feedback Organ Exploration . . . . . . . . . . . . . . . . . . . . . . 89

4.4.1 Organ Deformable Registration . . . . . . . . . . . . . . . . . . . . . 90

4.4.2 Ground Truth Comparison . . . . . . . . . . . . . . . . . . . . . . . . 91

4.5 Challenges In Mixed Feedback Palpation . . . . . . . . . . . . . . . . . . . . 92

4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5 Continuum Robot Force Sensing and Control . . . . . . . . . . . . . . . . . . . . 95

5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.2 Motivation and Prior Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.2.1 Background for Continuum Force Sensing . . . . . . . . . . . . . . . . 96

5.2.2 Related Sensing Works . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.2.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.3 Force Sensing Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.3.1 Joint Space Compensation: . . . . . . . . . . . . . . . . . . . . . . . . 102

5.3.2 Support Vector Regression Compensation: . . . . . . . . . . . . . . . . 104

vii



5.3.3 Free-Space Training Result: . . . . . . . . . . . . . . . . . . . . . . . 108

5.3.4 Model Parameter Calibration . . . . . . . . . . . . . . . . . . . . . . . 109

5.3.5 JEFS Feedback Hybrid Controller . . . . . . . . . . . . . . . . . . . . 113

5.4 Automated Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.4.1 Rotary Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.4.2 Organ Palpation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.4.3 Knot-Tightening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.4.4 Mock Ablation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.5 Telemanipulated User Study . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.5.1 Mock Ablation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.5.2 Knot-Tightening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.5.3 User Study Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.6.1 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.6.2 Model Assumptions and Improvements . . . . . . . . . . . . . . . . . 127

5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6 User Assistance in Forceful Telemanipulation . . . . . . . . . . . . . . . . . . . . 130

6.1 Motivation and Prior Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.2 System Control Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.2.1 High-Level Telemanipulation Feedback Modes . . . . . . . . . . . . . 134

6.2.2 Contact State Mismatch Between the Proxy and Real PSM . . . . . . . 136

6.2.3 Position Discrepancy Between the Proxy and Real PSM . . . . . . . . 137

6.2.4 Wrist Alignment Virtual Fixture . . . . . . . . . . . . . . . . . . . . . 140

6.2.5 Path-Guidance Virtual Fixture . . . . . . . . . . . . . . . . . . . . . . 141

6.2.6 Stiffness Estimation Using Gaussian Processes . . . . . . . . . . . . . 142

6.3 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.3.1 Silicone Model Preparation . . . . . . . . . . . . . . . . . . . . . . . . 144

viii



6.3.2 Organ and Stereo Registration . . . . . . . . . . . . . . . . . . . . . . 145

6.4 User Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.4.1 Mock Ablation Task . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

6.4.2 Organ Palpation Task . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

6.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.5.1 Mock Ablation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.5.2 Organ Palpation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.5.3 Subjective Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

6.6.1 Ablation Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

6.6.2 Palpation Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

7.1 Summary of Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

7.2 Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

A.1 Journal Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

A.2 Conference Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

A.3 Publications in Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

A.4 List of Multimedia Extensions . . . . . . . . . . . . . . . . . . . . . . . . . 167

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

ix



LIST OF TABLES

Table Page

2.1 Frames and transformations used in middle ear telemanipulation framework . 18

3.1 Design parameters of the user study to evaluate utility of cochlear inspection

and guidance in insertion of electrode arrays. *The protocol originally spec-

ified 5 bones per surgeon, but fewer were used in practice after preliminary

statistical analysis to respect time constraints of enrolled surgeons. . . . . . . 56

3.2 Electrode roll statistics for all surgeons across different bones, measured in

degrees. σ and N designate the standard deviation and the number of samples. 66

3.3 Electrode roll statistics for all surgeons broken down by individual, measured

in degrees. σ and N designate the standard deviation and the number of

samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.1 Nomenclature for kinematics and statics in force sensing formulations . . . . 76

4.2 Comparison of error between mixed feedback controller and for the uncali-

brated forward kinematics controller. All errors are reported in millimeters. . 88

5.1 Regression results for different SVR estimation techniques based on back-

bone force measurements while moving the robot without any load at its

tip. The middle column shows the average regression error. This error

is in generalized force in the first two rows and in joint-level force in the

last two rows. The right column shows the regression error when used for

compensation in the estimate of end-effector forces. . . . . . . . . . . . . . . 108

x



5.2 Average applied forces, force estimation errors, and force regulation errors

for automated experiments. All measurements reported in Newtons. ()

denote experimental results using SVR without model parameter correction,

* denotes that estimation included measurements of training set data for

model parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.1 Table of Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.2 Assistance modes for mock ablation experiments. . . . . . . . . . . . . . . . 147

6.3 Assistance modes for mock organ palpation experiments. . . . . . . . . . . . 150

6.4 Results for ablation experiments. Refer to Table 6.2 for the definition of user

assistance modes and control modes used. . . . . . . . . . . . . . . . . . . . 152

6.5 Results of palpation experiments: similar feature-finding accuracy was found

for both modes with reduced time using bilateral telemanipulation. . . . . . . 155

xi



LIST OF FIGURES

Figure Page

1.1 Left) da Vinci Xi system by Intuitive Surgical. Right) IREP surgical sys-

tem with complex environment contact states outside the surgeon’s field of

view. Figure adapted from [1] . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 Robotic System Overview (A) Parallel robot, distal dexterity robot and

rotation stage; (B) the stem, cannula and gripper; (C) a representation of

the workspace of the gripper as it is extended and rotated. . . . . . . . . . . 16

2.2 Teleoperation method for parallel robot with rotational stage . . . . . . . . 20

2.3 Experimental Setup - The surgeon was seated in front of a pre-prepared

temporal bone (A) with endoscope (B) and master telemanipulation device

(C) in his hands which controlled the robot (D). Visualization of the endo-

scope view was available on a monitor (E) along with the robot control user

interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.4 Tool Tracking Setup - (A) Rosen needle equipped with optical tracking

marker for tip tracking; (B) Surgeon performing stapes touch experiment

with bone, tool, endoscope, and MicronTracker; (C) Temporal bone speci-

men with optical tracking marker affixed to bowl. . . . . . . . . . . . . . . 25

2.5 Workspace Comparison - (A) shows the size of the manual tool’s workspace

within the middle ear compared to (B) the robot’s workspace with the

extendable cannula. I, S, P, A denote inferior, superior, posterior, and

anterior directions, respectively. . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6 Robotic Anatomy Access - Using the curved cannula, the robot gripper

is seen touching (A) the entrance of the Eustachian tube; (B) the round

window; (C) the sinus tympani. . . . . . . . . . . . . . . . . . . . . . . . . 27

xii



2.7 Stapes Prosthesis Placement - A basic grasp of the prosthesis with the robot

is seen in (A), the placement of the prosthesis is pictured in (B), and fine

adjustment of the prosthesis placement is pictured in (C) and (D). . . . . . . 28

3.1 The insertion process for a perimodiolar electrode array. A) An electrode

is inserted into the cochlea B) At the beginning of the Advance Off-Stylet

(AOS) procedure, the tip of the electrode has been inserted to the proper

depth so that it is at the basal turn. C) With the stylet held in place, the

electrode is slid off the stylet to match the shape of the cochlea. . . . . . . . 35

3.2 Cochlear Inspection Tool comprised of a 1mm flexible fiberscope with

10,000 imaging fibers, a user handle and optical tracking markers. . . . . . 38

3.3 Tip calibration procedure for Cochlear Inspection Tool (CIT). The tool is

rotated around a central pivot point to find the tip location in each optical

tracking marker’s frame. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 Calculation of the camera calibration matrix with the aid of a calibration

marker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.5 Electrode calibration marker . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.6 Binary images and edge segmentation of basal turn . . . . . . . . . . . . . 44

3.7 RANSAC Algorithm Results . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.8 (a, b) Experimental setup for controlled insertion of CIT into temporal

bone specimen with force measurements and fiberscopic visualization (c)

example intensity images as the fiberscope approaches the modiolar wall . . 46

3.9 Intensity vs wall distance results: mean intensity (solid line), 95% CI error

bars of the mean, 95% of expected data (dotted line), max and min bounds

(gray area) for behavior in (a) all insertions (b) insertions without fiber

deflection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

xiii



3.10 Surgeons must roll the array about its longitudinal axis b̂ to allow the
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CHAPTER 1

INTRODUCTION

1.1 Motivation: Situational Awareness and Perception Augmentation in Surgery

The introduction of minimally invasive surgery (MIS) and robot-assisted minimally

invasive surgery (RAMIS) have created many opportunities for enabling new surgical ap-

proaches that limit patient trauma, improve outcomes, or expand the set of possible capa-

bilities compared to traditional open surgery. However, these new opportunities are also

coupled with new challenges. Some challenges are mechanical: how to create physical

systems capable of retaining surgical dexterity and large workspaces even when entering

the body through small incisions or natural orifices. Other challenges are sensory: when

a surgeon must operate a robot through telemanipulation, the basic sense of touch through

haptic feedback is lost. Given that commercially available robotic surgical systems do not

currently provide force sensing and haptic feedback capabilities, this presents a sensory

barrier that complicates task execution when surgeons attempt to safeguard the anatomy

against trauma during forceful interaction with tissue.

Some of these challenges are being addressed through works exploring new methods of

intraoperative sensing to extract more information during surgery. This sensing problem

is coupled to a broader category of perception deficit: in addition to the collection of

raw information (i.e. interaction forces), there is the question of how to interpret these

sensing signals and build surgeon perception. For example, if force sensing capabilities are

added to a robot, how are those forces used to guide the surgeon’s understanding of the

environment interaction? The core questions of this research involve not only what sensory

information to collect and how to collect it, but also how to use and convey that information

in a way to maximise the surgeon’s situational awareness of the environment and improve
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Figure 1.1: Left) da Vinci Xi system by Intuitive Surgical. Right) IREP surgical system
with complex environment contact states outside the surgeon’s field of view. Figure adapted
from [1]

task execution and dexterity.

A concurrent development to the above is the desire for robotic systems to not merely

replicate the abilities present in manual surgery but to augment surgeon capabilities to

improve surgical execution and eventual patient outcomes. While the technical and regula-

tory barriers to achieving fully autonomous control are high, semi-autonomous control and

guidance methods present a variety of methods for improving task-execution in RAMIS. To

allow increased autonomy and semi-automated task execution, accurate surgical registra-

tion is required. Collecting sufficient information intraoperatively to register preoperative

plans/information and update them for intraoperative guidance is an important step in this

development.

Our group recently published a review on medical robotic technologies and the asso-

ciated challenges in different kinds of surgical interventions [1]. In RAMIS, this work

highlighted the need for and progress toward both perception and manipulation augmenta-

tion. For MIS systems as pictured in Fig. 1.1, it is common to have complex environment

contact states that may not be visible through an endoscope. Imaging technologies such

as MRI, CT, and ultrasound have allowed for better understanding of patient anatomy,

while robotic solutions like the da Vinci or IREP have presented methods for improved

manipulation through minimally invasive means while retaining high dexterity and intu-
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itive control strategies, but maintaining a surgeon’s awareness of the entire, increasingly

complex, surgical scene is still a challenge.

The current limitations of robotic surgical systems in terms of dexterity, sensing, and

perception motivate the broad aspects of this dissertation which comprise the key chapters

of this work. The following is a brief review of relevant works in several areas related to

surgical intervention, sensing and user feedback. This review helps establish the scientific

gaps and the societal needs that have motivated this research.

1.1.1 Intraoperative Dexterity: Deep Reach into the Anatomy

One of key drivers for greater adoption of RAMIS has been the ability to provide

enhanced distal dexterity, motion scaling and to offer deep reach of multiple instruments

while avoiding the need for mastering the reverse kinematic mapping required during

manual laprascopic procedures[4, 5, 6]. The da Vinci, ZEUS, and RAVEN surgical systems

provided this baseline level of manipulation assistance, however continued demand for

deeper reach into the anatomy through natural orifices or single port access have motivated

new areas of research to overcome the limitations of multi-port robotic access with rigid

tools limited to dexterous motion only at their distal tip.

One trend is the move toward even more minimally invasive surgical systems that allow

natural orifice transluminal endoscopic surgery (NOTES) or single-port access (SPA). The

single site da Vinci system allowed laparoscopic procedures to be performed through a

single incision. A variety of other research platforms have been developed for minimally

invasive or single-port access as reviewed in [7, 1]. These platforms represent a variety

of design architectures, including embedded actuation in the joints, linkage-based systems,

wire-driven systems, and those with continuum arms. Many of these systems use multiple

arms for coordinated motion and often use distal wrists for enhanced end-effector dexterity.

Continuum structures for minimally invasive access have taken on a variety of forms

for different applications, including actuated catheters, concentric tube robots, and multi-
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backbone or wire-driven continuum robots [8]. These have been designed for applica-

tions including single-port surgery in the abdomen, transurethral, transoral, and transnasal

surgery.[9, 10, 11, 12]

Additional systems have been presented to apply the benefits of RAMIS to different

surgical domains, including microsurgery in a variety of anatomical areas. This requires the

development of new robot architectures to provide high dexterity with end-effectors of the

appropriate size and manipulators of the proper accuracy to fit particular applications. In the

eye, sub-micron or micron-level accuracy systems have been created for telemanipulated

access [13, 14], collaborative control [15], or handheld tremor reduction [16].

As the adoption of robotic assistance expands to encompass more additional surgical

domains and approaches, new robotic architectures will be needed for the particular needs

of the workspace size, required tools, dexterity, and manipulation accuracy presented by

these applications. Chapter 2, contains a review of robotic systems that have been de-

veloped for middle ear surgery. Also, in Chapter 2 we build on previous results using a

robotic platform for robot-assisted and image guided retinal microsurgery using optical

coherence tomopgraphy[17]. This system is used to explore the possible benefits of a

new approach to minimally invasive middle ear surgery while focusing on quantifying the

reachable workspace using current manual tools and comparing it to when using a custom

miniature continuum robot.

1.1.2 Sensing: Visualization and Intraoperative Perception Aids

During minimally invasive surgery, a key component to surgical perception is white-

light visualization of the surgical scene and the ability of the expert surgeon to relate visual

cues to pre-operative images and their own understanding of the anatomy. When interacting

with the anatomy, surgeons must form their own situational awareness of the surgical site

and the sequence of surgical steps that should be carried out. Surgeons must adapt their

work to reflect the intraoperative scene, and they often rely on sensory cues in the form
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of vision and forces of interaction with the anatomy. A review of the challenges facing

surgeons in terms of surgical situational awareness was presented in [1, 18, 8] within the

context of multi-port MIS and NOTES. In this review we include works focused on use

of white-light imaging and use of artificial perception to offer complementary perception

during surgery.

The sense of sight is one of the core ways that humans understand their environment

and regulate task performance - this is especially true in MIS where the sense of touch is

severely degraded and surgeons must rely on images from whatever visualization method is

put into the patient minimally invasively. Due to the centrality of vision in performing these

procedures, the methodology of obtaining visual feedback is extremely important. From

cystoscopes to Hopkins rod endoscopes to stereo endoscopes with 3D visualization, tech-

nological developments in visualization have allowed more minimally invasive procedures

and facilitated the use of finer instrumentation and robotic solutions under visual control.

With these minimally invasive techniques, patients can benefit from reduced blood loss,

scarring, infection rates, pain, and recovery times.

In endoscopically-guided procedures, the endoscope is often offset from the center of

the working channel and can be occluded by tools intersecting with the field of view. In

single-port systems, this is exacerbated by the close proximity of the vision system and the

tools or robot arms. On top of this, continuum robots or other non-straight architectures

may also have elbows that protrude outside the field of view and move in directions differ-

ent from those commanded to the end-effector, causing undesired tissue interaction outside

the visualized field.

Reiter and Allen [19] presented methods for visual tracking of the arms of the IREP

single port system for when parts of the continuum arm may be occluded or outside the

camera’s field of view. Probabilistic roadmaps have been used to penalize motions blocking

the view of an eye-in-hand camera [20] or to plan occlusion-free trajectories [21]. Others

have looked at methods for redundancy-resolution of continuum robots for task completion
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while minimizing occlusion of the field of view [22].

While surgeons have reported great utility in the stereo vision available with the da

Vinci system, the lack of other sensory information is reportedly a challenge. Augmenting

direct vision of the surgical scene with overlaid information or with other sensory modal-

ities will be useful in providing surgeons with more information about the state of the

environment. Furthermore, since vision feedback is a prerequisite for enabling the surgeons

to operate, the use of visual cues to form artificial perception is an interesting research

question. For example, visual tracking has been used to estimate applied forces during

organ manipulation and overlay deformation maps on the surgical scene [23].

Within the context of this dissertation, we explore the use of intraoperative light-intensity

as a means to estimate depth of insertion of cochlear implant electrode arrays. In Chapter 3

we propose this modality as a low cost approach to providing surgical perception augmen-

tation and we explore the potential benefits of white-light imaging for guiding surgeons

during manual insertion of electrode arrays in cochlear implant surgery. In Chapters 5 and

6, we explore the utility of sensory information overlay during teleoperation with the aim

of reducing mental burden during surgery and improving surgical performance in tasks of

force-controlled ablation, knot tightening, and organ palpation.

1.1.3 Sensing: Robot-Environment Interaction Forces

During RAMIS for soft-tissue surgery, a lack of sensing and control of environmental

interaction forces can lead to worse surgical outcomes and adverse events that endanger

patients’ health. Excess forces applied to soft tissues can damage sensitive anatomy [24].

Improperly sutured organs can be damaged through limited bloodflow [25] or blood leakage

due to loose suturing[26]. Due to these factors and surgeon feedback that the lack of haptic

interaction control is detrimental to surgical performance, a number of studies have in-

vestigated various methods for sensing, regulating, and communicating robot-environment

forces, finding force feedback useful in reinstating surgeons’ ability to sense and control
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forceful interactions [24, 27, 28, 29, 30, 31].

A number of different approaches have been used in collecting force sensing infor-

mation during robot-environment interaction. A 2008 review [32] cataloged a variety of

methods: strain gauges [33, 34, 35, 36, 37, 38], load cells [39], LVDT sensors [40], fiber

Bragg grating [41, 42] and optical micrometry [43, 44]. Laparoscopic tools have been

augmented with sensors in a variety of fashions [39, 45, 33, 46, 47].

Because of the challenges in integration of these sensors into largely disposable devices

that must also be sterilizable, rugged, and not overly expensive, others have looked at

acutation-level sensing for estimation of tip forces through actuator-level current moni-

toring [48, 49], strain gauges [34, 50, 37], pneumatic pressure monitoring [45, 51], or

backbone loadcell forces [52, 53] with investigations into the use of dithering for improved

estimation [54, 55]. There is still work to be done in the field before clinical adoption to

address challenges in cost, sterilizability, or dealing with frictional and other uncertainties

in indirect force estimation algorithms using actuation-level measurements.

Considering prior works, there are several questions that remain to be answered. First, if

force sensing is present, how can this be used to augment surgical performance during force

regulation and force-guided exploration tasks? And which methods of feedback are more

or less effective? Furthermore, in the case where robot control may be partitioned between

user control and semi-autonomous control, how would such semi-automation be beneficial

compared to direct sensory feedback or augmented sensory feedback? In Chapter 5 we try

to answer these questions while using continuum robots with online estimation of forces

of interaction and then with the use of a traditional RAMIS system with a model-mediated

controller in Chapter 6.

1.1.4 Haptic and Force Feedback During RAMIS Teleoperation

In open surgery, surgeons identify subsurface organ features through manual palpation

of soft tissues [56], and the lack of haptic feedback to accomplish palpation or other force-
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regulation tasks is known to be a major limitation of RAMIS [57, 58]. Due to this known

limitation, investigation of haptics in robotics and RAMIS has continued on a number of

different fronts and a number of literature reviews [59, 60, 61] have been conducted.

Haptic feedback has been studied in a variety of contexts, showing efficacy in increasing

accuracy during task execution [62, 63, 64, 65, 66], decreasing task completion time [67,

68], and decreasing interaction forces [69, 70]. This has been applied to a variety of

contexts: catheter insertion [71]; suturing [72, 73]; palpation [70]; keyhole neurosurgery

[74]; needle insertion [75, 76].

Many previous works have investigated a variety of palpation methods for stiffness

estimation from tool-interaction. Embedded sensor arrays have been integrated into probes

to extract stiffness information [77, 78, 79, 80]. Others have used rolling probes across

the surface of an organ [81] or discrete probing motions in a grid on top of an organ

[53, 82, 83]. A telemanipulated continuum robot was used under force control to map

environment stiffness and geometry in [84]. Dynamic excitation of tissue was used to

estimate impedance parameters alongside a multi-resolution probing algorithm [85].

Once a method to measure forces or stiffnesses has been identified and used in a

particular system, there are still open questions in the communication of that information to

the user for effective understanding of the underlying data. Researchers have investigated

visual, auditory, kinesthetic, and tactile feedback mechanisms to relay diverse types of data,

including bending forces, grip forces, blunt dissection forces, or suture-tightening forces

[86].

An important distinction in the classification of haptic interaction is the difference

between kinesthetic and tactile feedback. The former relays forces to some device grasped

by the user to transmit force information. The latter uses some form of cutaneous feedback

display that can be palpated or felt with the fingers that can convey finer features than the

raw interaction forces conveyed in kinesthetic feedback [86]. Research has been made in

a variety of types of tactile feedback devices [70, 87, 88, 68] or "pseudo-haptic" displays
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that use visual cues to convey the status of some haptic interaction feature [89, 90].

In kinesthetic feedback using telemanipulated devices, an important methodological

question is the stability and transparency of the feedback scheme. Different control meth-

ods have been compared for perceiving object deformability [91], and many have inves-

tigated how to optimize for transparency while still guaranteeing stability. The 2-layer

method in [92, 93] separates out a passivity layer from the transparency layer. This gives

an absolute guarantee of stability by preventing the generation of "virtual energy"; the

method has been used to magnify interaction forces for better sensitivity in detection of

varying stiffness and changing interaction forces [94].

Haptic feedback alone, especially kinesthetic feedback for relaying end-effector forces,

is insufficient for conveying the more complicated contact/interaction situations that may

appear in a number of surgical scenarios. In the reaching into deep anatomy by continuum

robots, contact may happen at more locations than purely at the end effector. In the

identification of subsurface features, the ability to palpate and find the location of tumors,

arteries, or other unseen anatomy, it may be useful to supplement pure force information

with algorithmic identification of stiffness or other features that identify the location of

these structures. Additionally, when dealing with virtual fixtures and other sources of force

information, a lack of semi-automated assistance may lead to high cognitive load that may

impede accurate and quick task execution. These challenges motivate the work in Chapter

6 which investigates multi-modality feedback and integration of semi-autonomous actions

into RAMIS systems to relieve the mental and physical burden on the surgeon.

1.2 Motivation and Technical Gaps

Given the surgical needs and prior work commented on above, great progress has been

made in visualizing the surgical field, sensing robot-environment interaction forces, and

using those sensed forces for guiding haptic feedback methods and improved robot control.

However, there remain a number of technological gaps that this research aims to fill.
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This dissertation explores addressing the particular technical needs within a diverse

set of medical applications and in a variety of anatomical contexts. These range from

the Otologic space in middle ear microsurgery (Chapter 2) to cochlear implant insertion

(Chapter 3) to single-port laparoscopic surgery (Chapters 4, 5, 6). The first investigation

in middle ear surgery focused on manipulation assistance, but the lack of additional sen-

sory information motivated additional investigations into perception augmentation in other

domains. A subsequent investigation in cochlear implant insertion focused on collecting

visual intraoperative data and assisting surgeons in task execution. Intraoperative assistance

was then explored in robotic applications to show the utility of new force-sensing methods

using continuum robots and to develop methods for organ exploration and task autonomy

in RAMIS.

Middle Ear Deep Manipulation: The introduction of angled endoscopes allowed for

better visualization of larger regions of the middle ear than would be able to be accessed

with the traditional surgical armamentarium. These newly visualizable areas of the middle

ear workspace may contain disease that should be removed, as in malignant skin growth in

cholesteatoma. There is a need to reach these areas to remove this tissue, but the current

rigid tools are unable to reach these areas.

Cochlear Implant Insertion Metrics: Cochlear implant insertion is a delicate proce-

dure that is complicated by the lack of an ability to see the execution of implant insertion

due to the inability to see into the cochlea during insertion. There is a lack of information on

the metrics of how different surgeons perform insertions and how technique varies between

surgeons and when a single surgeon performs an insertion multiple times on the same

anatomy.

Cochlear Implant Guidance: Various (semi-)automated techniques have been pro-

posed for assisting cochlear implant insertion, as well as for visualization of the inner ear.

However, there are few investigations into the utility of low-cost assistance methods that

do not change the fundamental surgical methods as found in current clinical practice.
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Continuum Robot Palpation Assistance: The adoption of continuum robots for RAMIS

has been proposed in a number of works due to their high dexterity and ability to reach into

deep anatomy. However, due to their flexible nature, it is still a challenge to use them for

forceful environment interaction tasks. This is especially the case when using these flexible

systems to interact with soft anatomy as may be found in soft organ palpation.

Continuum Robot Intrinsic Force Sensing: A number of methods have been proposed

to achieve force sensing in continuum robots – either through actuation load measurement

(joint-level force sensing) or through imaging (indirect ex-situ force sensing) or embedded

sensors (in-situ force sensing). Previously presented methods for joint-level sensing are

insufficient to deal with estimation of forces for continuum robots in high-force contact

with soft environments in the presence of large actuation line friction. This is character-

istic of what may be found in clinically deployable systems which have more frictional

uncertainties than some of the research platforms presented in the literature.

Telemanipulation Feedback: When operating in contact with the anatomy and desir-

ing to regulate interaction forces, there is a lack of established methods for user assistance.

In scenarios like exploratory palpation and force-regulated dissection or ablation, surgeons

must control and measure forces during soft organ interaction. Currently, clinically avail-

able laparoscopic systems do not have force feedback capabilities, and the question of how

to achieve forceful interaction tasks without greatly increasing cognitive load is still an

open question.

1.3 Key Contributions

Given the above technical gaps and clinical motivations, this thesis presents a number

of contributions aimed at filling those gaps and providing new techniques and methods for

addressing the above problems.

Middle Ear Deep Manipulation: A study was carried out to evaluate the feasibility of

dextrous robotic solutions to allow deeper access into the middle ear to match the visual
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capabilities with new manipulation techniques. The system was able to reach large areas

of the workspace unable to be reached through traditional tools. The newly developed

system allowed for access to a broader workspace than the current surgical tools with slower

manipulation speed but higher accuracy than handheld tools. This study points towards the

potential of robotic tools for greater reach and more accurate disease resection that could

lead to better hearing outcomes and less re-resection in treating diseases in the middle ear.

Cochlear Guidance and Technique Measurement: A novel tool for imaging the

cochlea was developed that allowed for intraoperative visualization of cochlear anatomy

and tracking methods were developed to allow visual segmentation of clinically relevant

parameters and guidance for instrument guidance for more repeatable clinical performance.

Data was taken that helped establish a baseline for variability in cochlear implant insertion

both between surgeons and among a single surgeon’s repeated procedures.

Continuum Robot Palpation and Force Sensing: A control algorithm and accompa-

nying palpation techniques were developed and validated on a single port access continuum

robot for soft organ palpation and registration. The same system was used for the devel-

opment of improved methods for force sensing that account for actuation uncertainty via

a new modeling formulation that better accounts for uncertainties from hysteresis and a

method to update model parameters for increased sensing accuracy. This work has enabled

better exploration and interaction capabilities applicable to a broad set of continuum robotic

platforms.

Forceful Telemanipulation Assistance: A user study was carried out to compare tele-

operated task execution with a variety of feedback methods. Specific methods for robot-

environment forceful interaction were investigated. The use of a model-mediated tele-

operation framework allowed for better force regulation and more comfortable forceful

exploration than simple feedback methods. Model-update methods are presented to allow

for independent force regulation during model-mediated telemanipulation.
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1.4 Outline

This work is organized as follows: Chapter 2 presents the design and evaluation of

a robotic platform for middle ear interventions to match manipulation abilities with the

visualization capabilities developed through angled endoscopes. A visualization and track-

ing/guidance system for cochlear implant insertion guidance is presented in Chapter 3.

In the above works, the problem of forceful environment interaction, a major stumbling

block to full integration of assistive technologies in RAMIS, was not explored. Therefore,

forceful environment interaction strategies for continuum robots are presented in Chapter 4.

This is extended to work which integrates force sensing into the continuum robot without

the use of external force sensors in Chapter 5. Alongside the specific contributions in

continuum robots, a user study was designed and carried out for evaluating user feedback

methods for forceful interaction in the control of articulated robotic surgical systems, as

described in Chapter 6. Lastly, Chapter 7 concludes with a summary of the work in this

thesis and the avenues for future work.
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CHAPTER 2

INSPECTION AND TOOLS FOR DEEP ACCESS TO THE MIDDLE EAR

2.1 Overview

Middle ear surgery presents unique challenges because of the constrained operative

space and limited access to certain anatomic regions. Angled endoscopes have increased

the ability to visualize more of this space, but the traditional surgical armamentarium has

been unable to manipulate in the spaces that have become newly visualizable. We hypoth-

esized that the use of a robotic manipulator with a dexterously orientable gripper would

expand the ability of middle ear surgeons to perform precise tasks and access otherwise

challenging anatomic regions.

We developed a custom-designed robot with a sideways-reaching gripper to evalu-

ate feasibility of manipulation tasks in different middle-ear anatomical zones. Reachable

workspace within the middle ear, accuracy of free-space path following, and tool steadi-

ness were compared between robotic telemanipulation and manual control. Preliminarily

assessments of the robot’s clinical utility included: 1) touching the round window niche,

Eustachian tube orifice, and sinus tympani; 2) placing a stapes prosthesis; 3) removal of

mockup diseased tissue in the sinus tympani.

2.2 Medical Background

As RAMIS applications have expanded, most prominently in laparoscopic surgery with

the use of the da Vinci surgical system, other robotic manipulators have been proposed in

the literature in a variety of surgical fields from orthopedics to urology. Middle ear surgery

is a field ripe for expansion of robotics because of the particular demands related to surgical

technique. With the advent of endoscopic ear surgery, visualization of certain middle ear

regions has been greatly enhanced [95]. However, because of the constraints of the ear
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canal that are imposed on rigid tools, accessing these areas with currently available surgical

instrumentation remains a significant challenge. This challenge presents an opportunity to

introduce new robotic manipulators designed specifically for this anatomical region.

Several groups have already investigated the benefits of using robots for middle ear

surgery. Rothbaum et al.[96] and Brett et al.[97] have investigated the use of a robotic drill

for stapedotomy footplate fenestration. Miroir et al. created a prototype system for middle

ear surgery, dubbed the RobOtol [98, 99] that allowed access to the middle ear through

the ear canal with rigid tools. Further investigation [100] by the same group resulted

in a surgical simulation environment for practicing the use of the robotic system within

a simulated ear environment. Anticipating robotic instrumentation in the middle ear, a

training system for teleoperated tasks has also been developed [101].

This work differs from prior investigations into robotics for middle ear surgery in that

the prototype robotic system was designed to be capable of providing distal dexterity within

the confines of the middle ear. The presented system is able to reach sideways once in

the middle ear by the use of a retractable, curved gripper that allows surgeons to access

anatomy that is visualizable with angled endoscopes, but difficult to reach with current

instrumentation. Accordingly, the goal of this research is to explore the capability of the

robotic system to access regions of the middle ear that would otherwise be difficult to reach

with current tools, and to compare motion precision between manual and robotic tools.

This design can facilitate dexterous manipulation within hard-to reach anatomical areas

of the middle ear and if used to treat patients with cholesteatoma, abnormal skin growth

within the middle ear, this technology may help increase the coverage of disease removal

and potentially better preserve ossicles during resection. [102, 103]
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Figure 2.1: Robotic System Overview (A) Parallel robot, distal dexterity robot and rotation
stage; (B) the stem, cannula and gripper; (C) a representation of the workspace of the
gripper as it is extended and rotated.

2.3 Methods And Materials

2.3.1 Robot Architecture

A hybrid parallel-serial robot was designed to allow access into middle ear anatomy.

The robot is composed of two modules connected in series, a custom-designed 6 degree of

freedom (DoF) parallel robot and a two DoF distal dexterity robot (DDR). These systems

have the same kinematic structure and geometry as detailed in Yu et al.[104] The modules

are connected by a 1 DoF rotary axis, resulting in a 9 DoF robot which can be seen in

Fig. 2.1A.

The parallel robot is a Stewart/Gough Platform [105, 106]. By changing the length of

six struts supporting the moving platform, the position and orientation of the moving plat-

form are controlled in 6 degrees of freedom. Because of the limited orientation workspace

of the platform, an additional rotation stage was added to allow the DDR to spin about the

longitudinal axis of the tool as shown in Fig. 2.1B. This rotation stage was made of 3D

printed ultraviolet cured resin (VeroWhite, Stratasys Inc.) and actuated by an additional

motor with a wire-driven transmission.

The DDR makes this work unique by allowing the robot to reach sideways while manip-
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ulating within the middle ear. Fig. 2.1B shows the gripper in its extended configuration, and

a representation of a range of gripper configurations is shown in Fig. 2.1C. The gripper was

constructed from an ophthalmic tool and is attached to a long wire encased by a slightly

larger tube. When the gripper is pulled back into the tube, the jaws are forced closed,

closing the gripper. The tube is a 0.65 mm superelastic nitinol tube that has been shape set

to have a bend at its tip with a radius of 7.5 mm which acts as an orientable cannula.

This cannula allows the robot to access areas of the anatomy unreachable with straight

tools. The cannula is surrounded by a stainless steel stem; retracting the cannula into

the stem straightens the cannula. When the cannula is fully retracted, the gripper points

straight along the axis of the tool, whereas when the cannula is fully extended, the gripper

is oriented at the end of a 7.5mm radius bend. By retracting and extending the tube and

spinning the DDR about its longitudinal axis, the gripper can act as a straight tool or reach

a variety of areas deep in the anatomy. The gripper and cannula are actuated by two motors

with leadscrews on the top of the DDR.

2.3.2 Telemanipulation Architecture

Because there are kinematic redundancies in the 9 DoF robot architecture, some method

must be used to resolve how to control the end-effector motion and that of the redundant

actuators. One option would be to use 6 DoF end-effector control with some form of

automated redundancy resolution method, however the differences in speed and accuracy

between the parallel robot and DDR make this approach cumbersome. Instead, a parti-

tioned approach was undertaken that gave the user full control over the robot’s motion.

The frames and nomenclature for the presented approach method are shown in Table

2.1. The telemanipulation framework is separated into two pieces: the first is the control of

the rotation stage and the parallel robot to form one 7 DoF robot. The remaining 2 DoF in

the DDR are controlled independently, precluding the ability to simultaneously control all 9

DoF, but allowing for sequential control of the DDR and the 7 DoF robot. Users controlled
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the device using an Omega.7 haptic device from Force Dimension (Lyon, Switzerland) and

a pair of footpedals - a telemanipulation pedal and a DDR control pedal.

Symbol Description
aHb Homogeneous transform which transforms a point in frame {b}, bh, to a

point in frame {a}, ah, via the relationship ah = aHb
bh

aRb Rotation matrix that rotates some vector in frame {b} to frame {a}
apc Vector c as observed in frame a
{o} Frame of the Omega.7 master device
{m} Frame of the master device handle
{w} Robot world/base frame
{p} Frame of the robot’s moving platform
{t} Frame of the robot tool tip

Table 2.1: Frames and transformations used in middle ear telemanipulation framework

Fig. 2.2 shows the overall telemanipulation architecture used for the 7 DoF robot.

When the telemanipulation footpedal was not pressed, the robot’s desired position was

held constant, and when pressed, the robot followed the user’s movement on the Omega.7

master device.

When a user pressed the telemanipulation pedal, the “Telemanipulation” block in Fig. 2.2

became active. On the press event, the controller saved the homogeneous transform of the

current master pose, oH0
m and tool pose, wH0

t . These were used to calculate the desired

tool pose, wHdes
t , as the user moved the master during a given footpedal press. A priori

knowledge of the rotation, oRw, between the frame of the Omega.7, {o}, and the robot

world frame, {w}, was assumed.

While the pedal was pressed, the desired orientation (wRdes
t ) and position (wpt

des) that

form wHdes
t were calculated as:

wRm = wRo
oRm

oRw (2.1)

∆
wRm =

(
wR0

m

)T wRm (2.2)

wRdes
t = wR0

t (∆wRm) (2.3)

wpt
des = wRo(

opm
cur− opm

0)+wpt
0 (2.4)
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This was used to calculate the updated tool pose. Because of the redundant nature of the

task, some adjustments were made to the above “standard” telemanipulation framework.

First, motions from the master were filtered such that:

oRm = Rotx(θa)Roty(θb) (2.5)

Where θa and θb are the angles of rotation of the proximal angles of the Omega.7 haptic

device - this ignores rotation of the third axis of the Omega.7, meaning that the master was

nominally only controlling 5 DoF of the robot. Rotx and and Roty are defined as:

Rotx(γ) =


1 0 0

0 cosγ −sinγ

0 sinγ cosγ

 (2.6)

Roty(γ) =


cosγ 0 sinγ

0 1 0

−sinγ 0 cosγ

 (2.7)

The third axis of the Omega.7, θc, was used to directly control the rotational stage. Similar

to the above framework, when the telemanipulation footpedal was pressed, the current

angle of the third axis, θ 0
c , and the current angle of the rotational stage, θ 0

7 , were saved.

Then, the desired angle of the rotation stage was set as:

θ
des
7 = (θc−θ

0
c )+θ

0
7 (2.8)

The rotational stage was then controlled by a low level PID controller.

Trajectory generation: Because a user’s hand could move rapidly and abruptly change

the desired pose of the tool, a trajectory planner was implemented to not feed wHdes
t directly

into the low level joint controller. This also was used to implement a secondary control
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Figure 2.2: Teleoperation method for parallel robot with rotational stage

mode using the “Manual Control” input in Fig. 2.2, which allowed a user to programmati-

cally input desired poses to the robot.

First, a world frame definition of the differential rotation between the tool pose at the

previous time step and the desired tool pose was calculated as:

∆R = wRdes
t (wRprev

t )T (2.9)

This was decomposed into an axis-angle formulation:

∆θ = cos−1
(

trace(∆R)−1
2

)
(2.10)

ν =
1

2sin(∆θ)


∆R(3,2)−∆R(2,3)

∆R(1,3)−∆R(3,1)

∆R(2,1)−∆R(1,2)

 (2.11)

Where ν represents the rotation axis of the rotation and ∆θ the angular error. A scaling
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factor αo for orientational velocity was defined as:

αo =


0, i f ∆θ < εo

∆θ

ωmax
, i f | ∆θ

ωmax
|< 1

1, otherwise

(2.12)

Where εo is the smallest angular error desired and ωmax is the maximum orientational

velocity. This was used to scale the desired angular velocity as:

ωsdes = αo ωmaxν dt (2.13)

The instantaneous rotational velocity can then be found

Ω = [ωsdes]x (2.14)

Ṙ = Ω
wRprev

t (2.15)

where [∗]x the cross product matrix of a vector. Scaling of the positional velocity was taken

care of in a similar way:

δ p = ‖tdes− tprev‖ (2.16)

δ p̂=
tdes− tprev

δ p
(2.17)

αp =


0, δ p < εp

δ p
vmax

, δ p
vmax

< 1

1, otherwise

(2.18)

ṗ = αpvmaxδ p̂dt (2.19)

Where εp and vmax are the minimum desired positional error and maximum Cartesian
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velocity. Once Ṙ and ṗ are found, the reference transformation was set as:

Rre f = Rprev + Ṙ (2.20)

pre f = ppre f + ṗ (2.21)

wHre f
t =

Rre f pre f

0 1

 (2.22)

The tool reference frame wHre f
t is then multiplied by the tooltip-to-moving-platform trans-

formation tHp to find the homogeneous transformation of the pose of the moving platform

wHre f
p . Knowing the reference pose of the moving platform, a simple inverse kinematic

solution was used to find the corresponding joint lengths for all the joints of the parallel

robot. These were fed into a low-level PID controller.

2 DoF DDR Control: The DDR footpedal was used to command cannula action,

independent of telemanipulation of the 7 DoF robot. When the DDR pedal was pressed, the

gripper of the Omega.7 was used to control the gripper of the robot and the pitch joint of

the Omega.7 was used to control the extension of the cannula using the same relationship

as (2.8). Telemanipulation of the robot was disabled when this footpedal was pressed.

2.3.3 Tool-Robot Comparison Experiments

The experimental setup can be seen in Fig. 2.3 where the surgeon is seen seated with the

temporal bone, endoscope, haptic control device, robot, and a screen in front of him. The

ear canal skin and tympanic membrane were removed from the cadaveric bones. Although

this provides greater access to the middle ear than in most clinical scenarios, the physicians

performing this research routinely elevate the tympanic membrane off the malleus during

chronic ear surgery, therefore the operative exposure is not drastically different.

To evaluate differences in reachable areas, the workspace of the robot’s extendable

cannula was compared to that of a curved manual tool. A Rosen needle was chosen for the
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Figure 2.3: Experimental Setup - The surgeon was seated in front of a pre-prepared
temporal bone (A) with endoscope (B) and master telemanipulation device (C) in his hands
which controlled the robot (D). Visualization of the endoscope view was available on a
monitor (E) along with the robot control user interface.

manual tool, as it can be used in tasks that require both in-line and curved manipulation.

Optical tracking markers were attached to the back of the needle and the top of the robot

as well as to a standard bone-specimen holder to track the position of the tool tip and robot

gripper relative to the bone, as pictured in Fig. 2.4. The needle and robot were used to trace

the edges of the reachable area within the bone to characterize the size of the workspace.

The tympanic ring was used as a cut-off plane for the experiment: points lateral to the plane

of the tympanic ring were not included in the workspace evaluation. A H40 MicronTracker

optical tracking system with 15Hz measurement rate and 0.14mm RMS target jitter was

used for acquiring the 3D positions of the markers (ClaroNav).

To choose a robot control method and compare robot performance with manual tool use,

surgeons tested different robot control techniques and manual tools in free space. Surgeons

were asked to follow a square path on a piece of 1 mm spacing grid paper with the tip

of the gripper 10 times. Using standard color-thresholding image processing techniques,

the location of the tool tip was identified in videos of the experiments. Tracking error was

calculated as the distance in mm to the closest point on the square path in all frames of the
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video. Results were compared between three user-control strategies.

Two fellowship trained neurotologists carried out the line-tracing experiments. The first

user control strategy was a manual approach simply holding a straight pick in hand: the

current standard for middle ear operation. The second approach utilized a “collaborative

control” scheme. The surgeon steered the robot by manipulating the DDR grasped in his

hand. A force sensor attached at the base of the DDR commanded the robot to actively

move with the forces applied by the user. In the third method, the robot was telemanipulated

using the Omega.7 haptic device to move the robot. The telemanipulation scheme included

motion-scaling to allow the user to make finer, more precise movements. The results of

this experiment, detailed below, did not show a difference in control accuracy between

telemanipulated and collaborative control schemes, but to allow users to command all

9 DoF of the system in a single interface, the telemanipulated scheme was used for the

remaining experiments.

In addition to the comparison experiments outside the bone, tool steadiness was com-

pared in a temporal bone between manual control of the Rosen needle and robotic control

of the gripper. The needle and robot were equipped with optical tracking frames in the

same method as during the workspace experiments (Fig. 2.4). An accelerometer (Bosch

BNO055) was attached to both tools to better measure dynamic movement.

To test tool steadiness in static tasks, a non-surgeon user was asked to hold the tooltip

of the Rosen needle and the robot at a fixed location. Tooltip steadiness for the static task

was calculated as the average radius of the point cloud representing all tool tip positions

captured by the MicronTracker, with a smaller radius indicating increased steadiness. Five

trials were carried out for both the needle and robot with a length of 40 seconds per trial.

To test tooltip steadiness during dynamic motion tasks, a surgeon touched the stapes

capitulum and then exited the bone using both the needle and the robot. This was repeated

six consecutive times per trial and repeated in five trials for a sample size of 30 motion

paths. For this dynamic motion task, steadiness was calculated as the average tooltip
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Figure 2.4: Tool Tracking Setup - (A) Rosen needle equipped with optical tracking
marker for tip tracking; (B) Surgeon performing stapes touch experiment with bone, tool,
endoscope, and MicronTracker; (C) Temporal bone specimen with optical tracking marker
affixed to bowl.

deviation from a smoothed tooltip path: a smaller deviation relating to increased tool

steadiness. The smoothed path representing intentional motion was extracted using all

movements associated with frequencies smaller than 1 Hz. This cutoff frequency was

chosen by inspecting the Fourier transform of the tooltip acceleration obtained from the

accelerometer. There were two clusters of signal power around 0 Hz and around 5-10

Hz, so filtering at 1 Hz separated low frequency intentional motion from high frequency

unintentional motion.

2.3.4 Temporal Bone Feasibility Experiments

The robot was used in a number of feasibility tasks in temporal bones to assess the

workspace of the system and capability to accomplish surgical tasks. As a proof of fea-

sibility for use of this system in eradicating cholesteatoma and accessing hard-to-access

regions of the middle ear in patients with intact ossicles, the user touched the tips of the

gripper to the Eustachian tube entrance, the round window region, and the sinus tympani
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Figure 2.5: Workspace Comparison - (A) shows the size of the manual tool’s workspace
within the middle ear compared to (B) the robot’s workspace with the extendable cannula.
I, S, P, A denote inferior, superior, posterior, and anterior directions, respectively.

in three temporal bones.

The robot was then used to perform a series of clinically relevant surgical tasks within

the middle ear. The first task was the ability to place a nitinol stapes piston prosthesis

(Grace Medical, Memphis TN). This was chosen as it was felt to be a challenging ma-

nipulation task. The second task was the removal of mockup disease tissue from the sinus

tympani. A small piece of paper was coated in glycerin and inserted into the sinus tympani.

The robot’s gripper was used to grab and remove this foreign body.

2.4 Results

In evaluating the workspace of the robot and the manual tool, the robot demonstrated

a much larger workspace due to the use of the extendable cannula, Fig. 2.5. Specifically,

the manual tool had an estimated total workspace of 430 mm3, whereas the robot had an

estimated workspace of 1960 mm3 (an increase in reachable area of 355%).

Micro-manipulation with our robotic system was associated with reduced tracking er-

rors when compared to manual manipulation. Following the line-tracing procedure outlined

in section 2.3.3, manual manipulation (0.14mm) had a larger average tracking error when

compared to the cooperative (0.09mm) and telemanipulated (0.09mm) modes. The stan-
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Figure 2.6: Robotic Anatomy Access - Using the curved cannula, the robot gripper is seen
touching (A) the entrance of the Eustachian tube; (B) the round window; (C) the sinus
tympani.

dard deviation of the error in the manual mode (0.13mm) was also larger than that of the

telemanipulated (0.09mm) and cooperative modes (0.09mm).

Experiments in the middle ear also showed increased tool tip steadiness when using the

robot. In a 40 second static steadiness experiment with no desired movement, manual tool

use exhibited a mean norm deviation of 2.24 mm compared to 0.81 mm using the robot

(p < .001). The mean norm of tool tip deviation during a dynamic experiment touching

the stapes was 1.85 mm for the manual tool compared to 1.44 mm of average deviation

using the robot (p < 10−6). However, the robot was slower in completing the task: the

average time to carefully touch the stapes and remove the tool was 7.23 seconds manually

compared to 14.27 seconds for the robot (p < 10−8).

In regard to feasibility tasks, the DDR was able to successfully access anatomy in the

periphery of the middle ear without injury or manipulation of the intact ossicular chain.

Specifically, the DDR forceps were used to touch the Eustachian tube orifice (Fig. 2.6A),

the round window membrane (Fig. 2.6B), and sinus tympani (Fig. 2.6C) with ease in 3

separate temporal bones. The ability of the DDR to place a stapes piston prosthesis in a

stapedotomy and onto the incus was assessed. A 4.5 mm piston prosthesis remained stable

in the retractable gripper throughout the procedure, and placement in the stapedotomy and

onto the incus was achieved (Fig. 2.7). The ability of the DDR to grasp and remove foreign
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Figure 2.7: Stapes Prosthesis Placement - A basic grasp of the prosthesis with the robot is
seen in (A), the placement of the prosthesis is pictured in (B), and fine adjustment of the
prosthesis placement is pictured in (C) and (D).

materials/undesirable disease from the sinus tympani was achieved and proved feasible.

2.5 Discussion

This robotic system expands on prior works on middle ear robotic surgery by offering

steerable tools with distal dexterity suitable for the confined space of the middle ear. The

results demonstrate the ability of our robotic system to perform with better tracking and

more steady motion than manual manipulation. This has significant clinical implications in

regards to middle ear surgery. Given the small space of the middle ear combined with the

need to manipulate delicate structures in an anatomically sensitive region, greater control

of the operating instrument is desirable.

The robot was chosen to be telemanipulated for the experiments inside the middle

ear after preliminary experiments showed no difference in gross motion accuracy between

cooperative control and telemanipulated control. However, the cooperative control method

did not allow surgeons to control additional DoF easily in the same interface and was

more difficult to use when performing tasks with both positional and orientational control.

This is something to keep in mind for future developments - the increased number of DoF

prevented easy control through a collaborative interface without an intuitive method for

redundancy resolution. The use of telemanipulation is also expected to reduce the burden
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on the surgeon from an ergonomic standpoint by removing the need to stabilize the surgical

tools while holding a specific posture over the patient and allowing the surgeon to sit in a

comfortably designed telemanipulation environment without worrying about tool position

except at the gripper tip.

The use of a parallel robot has a number of advantages over prior work using serial

manipulators for middle ear surgery. First, the robot is able to carry large loads for its

weight and is much stiffer than a comparable serial robot. The largest drawback of parallel

architectures is the robot’s small workspace which has been mitigated by an additional

actuator that allows the DDR to spin around the gripper’s main axis. Other than this, the

workspace does not need to be enlarged because the middle ear is a relatively small area

and large gross motion is not needed to access all areas of the relevant anatomy.

The system was shown to be able to reach anatomic regions of the middle ear which

can be challenging to access with available tools. With the introduction of endoscopes,

visualization of these regions is enhanced, but manipulation of sites such as the posterior re-

cesses and Eustachian tube orifice remains difficult. As seen from our reachable workspace

evaluation, the robot increases the space reachable inside the inner ear by 355%. The ability

to reach regions in the periphery of the middle ear space, as demonstrated by this research,

would be useful for a variety of middle ear procedures. Specifically, improved removal

of cholesteatoma from these regions could potentially impact preservation of ossicles,

recurrence rates and the need for second look procedures. This is speculative at the current

time, but the robotic steerable gripper is promising and the use of dexterous robotic end

effectors in middle ear surgery still should be further explored.

Lastly, this new method of access will provide the opportunity for surgeons to attempt

interventions that are currently difficult to realize. As an example, access to the Eustachian

tube may improve the ability of surgeons to insert balloons or remove lesion on the interior

of the Eustachian tube through the middle ear. Further, the ability to access and manipulate

tissue within the sinus tympani, as demonstrated herein, would have significant clinical
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applications in surgery for cholesteatoma. While the endoscope can now provide visual-

ization of these areas, disease removal from the posterior recesses remains challenging.

Important to note is that one potential source of error in the workspace calculation is

that measurements were made at the top of the robot, as it is impossible to attach optical

markers to the tool tip and visualize inside the ear. This means that the position of the

tip is calculated based on a model of the robot’s geometry and not measured in real-

time. Therefore, if the stem of the cannula was bent during experiments, results would

be inaccurate. While care was taken to prevent this from occurring, it is possible that there

could be some distortion of the data due to bending of the stem.

2.6 Limitations and Considerations for Future Work

While the removal of the mockup disease was successful, visualization proved difficult

due to the position of the robot above the workspace. This suggests that a future design

of the robot should minimize bulk above the middle ear and/or incorporate visualization

tools in its design. The use of the gripper without stereo vision or haptic feedback was dif-

ficult. Future developments would need to include better feedback modalities for enhanced

usability.

The strength of the ophthalmic gripper used in this prototype design is another potential

area needing improvement. While the right size for an instrument to be used in the middle

ear and able to hold a prosthesis without difficulty, it is likely that the grasping force will be

insufficient for the higher forces needed in removal of tissue when treating cholesteatoma.

The future of robotics in the middle ear depends on a variety of implementation factors

in addition to the questions of technical feasibility which were started to be addressed in this

work. Studies in various surgical domains have found robotic approaches to significantly

increase cost, decrease cost, or to not have significant results [107, 108, 109]. The costs

of robotic surgery compared to manual surgery depend heavily on the particular benefits

of robotics in a given type of intervention and if outcomes, procedure time, or length of
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hospital stay are affected. Cost can even increase further if training is required, particularly

when using a new robotic system, as such systems will have a steeper learning curve [110].

Ultimately, the cost-effectiveness of robotics in the middle ear will depend on changes

in operative time and outcomes associated with a clinically deployed system. If clinical

outcomes can be improved and repeat surgeries can be avoided through the use of robotic

technology, such systems may have a widespread adoption. The ability to comprehensively

remove cholesteatoma from the entire middle ear cleft will potentially be possible with

robotic systems such as the one described herein; however, a more robust system and

further tests will certainly be required to achieve this goal.

This work is a preliminary first step intended to demonstrate the potential feasibility

of robotic approaches in the middle ear space. In order to fully improve the ergonomics

of middle ear surgery through use of telemanipulated tools, additional components will

need to be developed to position an endoscope during surgery and collision avoidance

methods will need to be developed. In addition, the workspace of the robot has not been

optimized - the bending angle of the cannula is suitable for reaching relevant anatomy, but

future work should explore optimal design of the bent curvature in order to best cover all

relevant anatomy within the middle ear while avoiding environment collision. Collision

avoidance can be achieved via registration to preoperative scans or the incorporation of

haptic feedback to the user based on robot force sensing. Sterilizability, rapid deployability,

and similar concerns necessary for clinical realization have not been addressed with this

current work - future work will need to be done to make a truly translational system.

2.7 Conclusion

This investigation demonstrated that robotic assistance allows surgeons to access chal-

lenging regions of the middle ear with an increased workspace compared to simple manual

tools. Coordinated and accurate manipulation was evidenced by motion analyses which

compared favorably to manual manipulation. The completion of feasibility tasks within the

31



middle ear showed the robot is able to perform clinically relevant tasks such as reaching

the sinus tympani, placing a stapes prosthesis and removing mock-up disease from the

posterior recesses.

The reachable workspace in the middle ear was considerably greater with the robot

as compared to manual manipulation using a Rosen needle. In a simple path tracing

task outside the ear, robotic telemanipulation was associated with significantly reduced

error. Within the middle ear, the robot contributed to steadier movement, but longer task

completion time. The gripper successfully placed a 4.5 mm piston prosthesis, accessed the

round window niche, Eustachian tube orifice, and removed mockup disease from the sinus

tympani.

The lack of haptic feedback and the overall nonintuitive user interface of holding an en-

doscope with one hand while using a master device in the other made this system difficult to

control and use, especially during any sort of robotic task dealing with forceful interaction.

This was exacerbated by the low grasping capabilities of the gripper. This points the way

for future needed developments not only in improved designs for robots than can combine

visualization control with manipulation control, but with interfaces and data collection that

allow for more intuitive user control with force information conveyed to the user.

32



CHAPTER 3

INSPECTION AND GUIDANCE TOOLS

FOR COCHLEAR IMPLANT INSERTION

Cochlear implants are used to treat severe to profound sensorineural hearing loss. Proper

placement of the electrode array (EA) inside the cochlea is required for effective stimulation

of the auditory nerve and for reducing intracochlear trauma during implantation. Reduction

of intracochlear trauma can preserve functioning hair cells in patients with residual hearing.

However, because the bony structure of the cochlea prevents direct surgical visualization, it

is technically challenging to ensure proper placement of the EA - leading to intracochlear

trauma and limited preservation of residual hearing.

Due to the precision required for proper cochlear implant placement and the require-

ments of a soft surgical technique to reduce trauma and preserve residual hearing, this

chapter investigates the use of a cochlear inspection tool and real time guidance via visual

and auditory cues to reduce variability in surgical execution of perimodiolar electrode

array placement. Variability of surgical technique is characterized in standard practice on

temporal bone specimens, then the changes in surgical behavior when using intracochlear

visualization and assistance are assessed.

3.1 Medical Background

Hearing loss and deafness are serious medical impairments that affect a large proportion

of the population. In the United States of America, there are almost 2 million residents over

the age of 12 with severe hearing loss and 0.4 million with profound hearing loss in their

better ear [111]. Despite this large number of affected individuals, as of 2012, only 58,000

adults and 38,000 children had been fitted with cochlear implants [112]. Hearing loss

can have drastic impacts on socioeconomic status of those with this condition, lowering
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educational attainment rates and increasing the odds of low income, unemployment, or

underemployment [113]. Medical interventions that can reduce the amount of hearing loss

may recoup some of the estimated almost $300,000 in economic costs to the country per

individual with profound deafness or severe hearing impairment [114].

Cochlear implants are suited for individuals with deafness or severe hardness of hear-

ing, and while not all people with such conditions will be candidates for cochlear implant

surgery, there is a growing range of individuals who can serve as candidates. In addition

to an aging population that will have a higher prevalence of hearing difficulties and the

fact that approximately 3 out of 1000 children are born deaf [115], the candidate pool

for CI implantation is growing due to the expansion of situations in which implantation is

medically advisable, including those with residual hearing that must be preserved [116]. As

more patients with residual hearing are being treated with cochlear implants, a soft surgical

technique has been adopted to avoid intracochlear trauma. Trauma to structures inside the

ear can affect residual hearing, leading to worse hearing outcomes [117].

There are two major types of electrode arrays: outer wall and perimodiolar. Outer wall

electrodes are inserted directly into the cochlea and their flexible nature allows them to

follow the outer wall and align with the helical structure of the cochlea. Perimodiolar EAs

are designed to follow the inner wall, which is hypothesized to allow for better electrical

stimulation since the stimulation target (the auditory nerve bundle) resides at the center

of the helix. These EAs have a naturally bent shape that matches the nominal cochlear

geometry. A platinum stylet holds each array straight for original insertion into the cochlea,

but as the array is pushed off the stylet, it bends to match the shape of the cochlea in a sur-

gical technique referred to as Advance Off-Stylet (AOS). The AOS procedure is shown in

Fig. 3.1. Due to the need to insert the array in a particular orientation and with AOS started

at the proper depth such that the shape of the EA matches the shape of the cochlea, the

surgical technique involved in perimodiolar EA insertion is more technically challenging

than that in outer wall arrays. This work used practice electrodes of the most commonly
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Figure 3.1: The insertion process for a perimodiolar electrode array. A) An electrode is
inserted into the cochlea B) At the beginning of the Advance Off-Stylet (AOS) procedure,
the tip of the electrode has been inserted to the proper depth so that it is at the basal turn.
C) With the stylet held in place, the electrode is slid off the stylet to match the shape of the
cochlea.

used perimodiolar EA, the Contour Advance, provided by Cochlear Corporation.

Regardless of the array type, one of the factors most important for good hearing out-

comes is atraumatic insertion with the electrode array residing fully in the scala tympani

[118, 119] (a helical chamber within the cochlea). However, membrane rupture causing

electrodes to leave the scala tympani and other intracochlear trauma may occur with very

small forces [120] at or below the limit of force perception by hand. In addition, placement

of the electrode array close to the modiolar wall has been shown to reduce excitation

thresholds [121] and lead to better hearing outcomes [122]. Placement of perimodioloar

electrode arrays requires skill in choosing the access point into the scala tympani [123] and

in aligning the pre-bent electrode array accurately with the natural bend of the cochlear

basal turn. This skill dependence was shown to lead to lower rates of electrode positioning

within the scala tympani for perimodiolar electrodes [122], highlighting the need for better

guidance when using this kind of array.

The combined surgical requirements of maintaining optimal electrode position for bet-

ter nerve stimulation and soft insertion technique for reduced trauma are complicated by a

number of factors. Since the cochlea is a closed bony structure, there is no way to visual-
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ize the electrode position intraoperatively. While surgeons can inspect the extra-cochlear

anatomy, there are variations in cochlear anatomy between different individuals, so it is

impossible to fully discern intracochlear anatomy by inspecting extracochlear anatomical

landmarks [116, 124]. While surgeons can approximate what should be done on average,

their surgical technique may or may not match the anatomy of any given patient if they must

rely solely on extracochlear inspection. These combined factors contribute to a perception

deficit which, when added to the inability of surgeons to fully control the shape of the EA

during insertion, leads to intrachochlear trauma.

3.1.1 Relevant Works

There have been a number of works in the past that have worked toward automatic or

robotic insertion of cochlear electrode arrays. These have included automated insertion

of custom electrodes with embedded actuation [125], parallel robots for insertion [126,

127], and an automated insertion tool [128] with force sensing [129] and image guidance

[130]. Preoperative imaging has been used to guide the insertion process combined with a

specialized drilling procedure with a patient-mounted frame [131] or a robotically drilled

narrow mastoidectomy [132]. These approaches require large changes to the surgical

workflow and may require specialized tools to insert the electrode through a narrow channel

compared to a standard mastoidectomy.

Due to the complexity, cost, and need for precise registration of robotic techniques,

simpler methods for improving cochlear implant insertion have been attempted as well.

Intracochlear inspection has been achieved previously [133] but without an examination

of the possible uses of what to do with the information gained by the surgeon after the

use of an intracochlear visualization tool. Surgical simulators have been used to show that

training and image guidance is possible for the improvement of surgical technique [134],

and preoperative imaging has been shown to improve insertion technique and electrode

positioning when surgeons are given directions on how to insert an EA [135]. In the broader
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otologic space, visualization of the middle ear through the eustachian tube has also been

proposed [136].

Other methods to improve electrode positioning have investigated additional sensory

modalities to localize electrodes during insertion, including the use of intracochlear bipolar

impedance measurements [137], OCT measurements [138] or a built-in MEMS sensor

within a custom electrode [139]. Previous work on complementing the surgeon’s per-

ception has shown that the combination of in-vivo force sensing with machine learning

methods can warn the surgeon about an impending electrode insertion failure such as the

onset of tip foldover [140].

3.1.2 Motivation and Contribution

This work is motivated by the lack of baseline data regarding surgeon performance in

terms of insertion metrics defined as the AOS depth and alignment error of the perimodiolar

electrode array with the basal turn of the cochlea. In addition, the potential benefits of

visual guidance in reducing variability in insertion metrics has not been investigated. The

contribution is aimed at addressing these two needs while also investigating the utility of

intracochlear inspection prior to implantation as an aid for surgeons’ understanding of the

internal anatomy relative to the externally visible bony anatomy.

This work expands on prior works by investigating the possibility of surgical guidance

with minimally disruptive imaging techniques in order to elucidate the potential benefits

of low-cost and simple methods in improving surgeons’ performance. By focusing on

fiberscopic inspection and improved instrument motion guidance, we present a low-cost,

simple to implement system for improvement in electrode array insertion and investigate

the utility of different guidance cues in improving the consistency of surgical performance.
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Figure 3.2: Cochlear Inspection Tool comprised of a 1mm flexible fiberscope with 10,000
imaging fibers, a user handle and optical tracking markers.

3.2 Tool Design

An intracochlear inspection tool was designed to provide surgeons more information

about the patient anatomy; this was combined with tool tracking and a graphical user

interface (GUI) in order to provide real-time guidance and recording of tool movements

during EA insertion. Visualization of the intracochlear anatomy was achieved by insertion

of a small fiberscope through the cochleostomy. The handle for this device can be seen in

Fig. 3.2, which is termed the Cochlear Inspection Tool (CIT).

The CIT was composed of a 3D-printed resin case that clamped around a 1mm fiber-

scope with 10,000 image fibers, manufactured by Medit Inc (Manitoba, Canada). Weighing

only 32 g, it fit comfortably in a surgeon’s hand. The fiberscope fit into the cochlea

without contacting the walls of the scala tympani, however it was large enough that in many

bones a larger extended window cochleostomy had to be performed than would normally

be clinically necessary. Smaller diameter endoscopes or fiberscopes are commercially

available and could be substituted in eventual clinical adoption, but the overall procedure

would remain unchanged and so the slightly larger diameter should not affect the study

results. The fiberscope was attached to a Toshiba (Tokyo, Japan) IK-M44H camera with

an Omex Technologies (Illinois, USA) 45mm optical coupler. Light for the fiberscope was

provided with a Karl Storz (Tuttlingen, Germany) Xenon 175 Watt light source.

3.2.1 Tool Tracking and Calibration

The CIT, along with electrode-holding forceps and stylet-pulling tweezers were out-

fitted with four tracking markers to record the location and orientation of the instrument
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{a}
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Figure 3.3: Tip calibration procedure for Cochlear Inspection Tool (CIT). The tool is
rotated around a central pivot point to find the tip location in each optical tracking marker’s
frame.

movements throughout an experiment. A Claron Technology (Ontario, Canada) Micron-

Tracker 2 optical tracker was used to measure the tool poses, which has a calibrated RMS

accuracy of 0.2 mm and jitter of 0.015 mm for a static target. Tracked tool locations

were reported in reference to a reference marker mounted on the temporal bone so that all

instrument locations were reported relative to a frame attached to the cochlea.

The location of the tip of the tool relative to its markers was determined in a calibration

procedure by rotating the tool around its tip. By attaching a sphere at the end of the tool,

the tip was constrained to remain in place while the sphere rolled within a cone. The sphere

adds a known offset to the tooltip distance which can be subtracted off after the calibration

procedure is finished. Fig. 3.3 represents this process graphically. After collecting the

poses of the markers during the rotation, the tool tip frame can be calculated.The readings

taken by the optical tracker during this calibration can be represented as:

abrot =
admi +

aRmi
mbtip (3.1)

Where the superscript ‘a’ represents a measurement in the optical tracker frame {a}, and
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the superscript ‘m’ a measurement expressed in the marker’s frame {m}. The vector abrot

is the location of the pivot point around which the tool was rotated, admi is the location of

the marker in the ith pose of the tool, aRmi is the rotation matrix of the marker’s orientation

in the ith pose, and mbtip is the location of the tip of the tool in the marker frame. Since

mbtip and abrot represent constant unknowns, they do not require any subscripts, whereas

aRmi and admi are pose-dependent. Rearranging this relationship as:

aRmi
mbtip− abrot = −admi (3.2)

Multiple readings can be stacked to find a least squares solution for the unknowns:

mbtip

abrot

=


...

...

aRmi −I
...

...


†

...

−admi

...

 (3.3)

where the † superscript represents the Moore-Penrose Pseudo-Inverse.

Each tool was equipped with 4 optical tracking markers on the top, bottom, left, and

right sides of the tool so that at least one marker could be seen no matter how the surgeon

held the tool relative to the optical tracker. The above procedure estimated the location

of the tip only for one marker on one tool, so it was repeated for every marker on each

tool. This procedure only produces the location of the tip, so one of the markers was

defined as a reference frame and its orientation was defined as the tip orientation. When this

reference marker was not visible, the average relative rotation between the currently visible

marker and the reference marker was used to calculate the tip pose during an experiment.

Measurements of the relative rotation between the markers were taken with the tool in

various poses and averaged to eliminate sensor noise. Averaging of rotations was carried

out using quaternion-based rotation averaging as described in [141]. The resulting tool-tip

position and orientation is henceforth referred to as ‘CIT tip frame’.
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To account for the effects of possible movement of the temporal bone or the tracker

during an experiment, a world frame is defined as a marker rigidly affixed to each temporal

bone. This frame is designated as {w} and is simultaneously tracked along with all tool

markers. All other marker measurements are pre-multiplied by the homogeneous transform

aHw
−1, the inverse of the homogeneous transform of the {w} frame seen by the tracker, to

put them in the frame of the bone-attached world frame. This procedure is carried out for

all poses describing tool motion and is therefore omitted in the equations describing tool

pose for brevity of notation.

3.2.2 Camera Frame Calibration

While the pose of the CIT is known from the markers and associated calibration, the

fiberscope camera is not necessarily aligned with the tool itself. The fiber, before being

clamped in place by the CIT, can spin and may not be facing in the exact direction of the a

priori frame of the CIT. Therefore, a rotation must be introduced between the CIT tip frame

and the fiberscope camera frame.

The calibration procedure can be performed using a marker recognizable from the

optical tracker that can be simultaneously visualized through the CIT. Fig. 3.5 shows the

calibration setup to define the rotation matrix between the view in the endoscope camera

frame {c} and the calibrated CIT tip frame {tip}, designated cRtip. The CIT is oriented

perpendicular to a fixed calibration marker with frame {d} that is visible to the optical

tracker and also through the endoscope camera (note that the figure does not show exact

perpendicularity for ease of visualization). The CIT is rotated about its longitudinal axis

until a red line in the image view aligns with a designated line on the calibration marker.

The lines were designed so that the frames {c} and {d} align when the lines overlap.

The calculation of the rotation matrix cRtip is found using a loop closure equation of

41



{d}

{c}

{tip}
{ma}

{mb}

mRtip

tipRc

cRd

{a}

aRm

aRd

Figure 3.4: Calculation of the camera calibration matrix with the aid of a calibration marker

the frames in Fig. 3.4 and rearranging to solve:

dRa =
mRa

tipRm
cRtip

dRc (3.4)

When the user has aligned the image properly, dRc is an identity matrix. Both dRa and

mRa are measured directly from the optical tracker. tipRm is known from the CIT tip

frame calibration procedure in Section 3.2.1. Therefore, cRtip can be calculated and saved

according to equation 3.5. This rotation is applied to the CIT tip frame when saving any

orientations measured according to the view in the CIT image.

cRtip =
(mRa

tipRm
)T dRa (

dRc)
T (3.5)

3.2.3 Electrode Tip Calibration

Every time an electrode was first grasped in the electrode forceps, the surgeon was

asked to calibrate the electrode tip by aligning the electrode array tip to be tangent to a line

in an optical calibration marker, as in Fig. 3.5. The relative pose between the tool tip and the

indicated mark on the calibration marker was used to discern the fixed offset between the

orientation of the electrode holder and the tip of the electrode array. Since each electrode

was grasped slightly differently, this step was necessary to account for variations in grasp
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Figure 3.5: Electrode calibration marker

from trial to trial and from surgeon to surgeon.

3.3 Basal Turn Depth Segmentation

During PEA insertion, the depth of AOS is one important metric for accurate placement

of the EA inside the cochlea. A number of different methods were attempted to achieve

reliable, automatic depth measurement of the basal turn relative to the distal end of the

fiberscope.

A first approach was the use of optical flow to measure depth into the cochlea. This

method suffered from both implementation issues specific to the anatomy/geometry as

well as more fundamental issues with depth estimation by using optical flow. Firstly,

the anatomy inside the ear is relatively smooth, lacking the sharp corners that are best

for tracking in optical flow algorithms. Additionally, the lighting that is attached to the

image fiber results in a constantly changing lighting condition that can result in tracking the

light coming from the fiber instead of objects in the image. Furthermore, the optical flow

algorithm only results in generalized movement of points, from which estimation of camera

movement must be calculated. And even when that is done, there is no measurement or

segmentation of the basal turn itself, only the depth of insertion. For all these reasons, this

was determined not to be a suitable method to continue pursuing.
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Because of the need to segment the basal turn, direct image processing was attempted

to try to extract the edge of the turn in images and use that as a guideline for the depth

estimation. The first task is to extract that particular edge from the image. The segmenta-

tion process involved multiple steps of thresholding, edge detection, noise reduction, and

picking the longest edge in a cleaned image, some of which are shown in Fig. 3.6. Once
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Figure 3.6: Binary images and edge segmentation of basal turn

the edge representing the basal turn has been segmented, it is still necessary to create some

unified metric of size. For this task, it was decided that fitting an ellipse is generally in

keeping with the anatomy. While the anatomy is not exactly elliptical, it can be well-

approximated by such a shape. It is also appealing because the major axis of the ellipse

can be used as the size of the basal turn, and then that size can be fed into a monocular

vision algorithm to estimate the depth of the turn. However, fitting an ellipse to a subset

of arbitrary points is a somewhat difficult problem - the Random Sample and Consensus

(RANSAC) algorithm is one good option that works well in a number of contexts. An

example of the total segmentation and the ellipse fit to the edge can be seen in Fig. 3.7.

While the RANSAC algorithm can be made to work, it requires relatively long processing
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Figure 3.7: RANSAC Algorithm Results

time to pick the right ellipse out of the image. Also, because it is based on randomly picking

points out of the image, there is no guarantee of convergence. There is also the problem

that, if the image contains other smooth features, there can be multiple ellipses detected in

the images which can confuse the algorithm’s results. In the end, this complicated method

contained a large number of parameters that would need re-tuning and a long computation

time, so a simpler method was sought.

3.3.1 Reflected Light to Estimate Depth of the Basal Turn

While simpler than the above methods in image segmentation or optical flow, an image-

intensity-based method proved more repeatable. When approaching the wall, more of the

light from the fiber is reflected back into the image and image intensity increases. This

intensity can be thresholded to determine proximity to the basal turn which can inform

when to initiate AOS technique.

The method was tested on human temporal bones prepared with a lateral round window

mastoidectomy mounted on an ATI Nano43 force-torque transducer. Repeated insertions

were carried out using the bone holder setup and Cartesian robot seen in Fig. 3.8a and b.

45



Bone Holder

PVC Connector

Force 
Sensor

Grid Plate

(a) (b)

(c)

Connector 
Plates

Figure 3.8: (a, b) Experimental setup for controlled insertion of CIT into temporal bone
specimen with force measurements and fiberscopic visualization (c) example intensity
images as the fiberscope approaches the modiolar wall

The CIT was mounted on a 3-axis Cartesian robot and aligned to have clear access

through a cochleostomy into the cochlea. The robot was used to slowly insert the fiber into

the cochlea vertically until its tip made contact with the wall of the basal turn. Contact

with the wall was determined by manually segmenting a rise in the force measurements

indicating wall contact. While repeatable, this manual process is one source of potential

error. After wall contact, the fiber was retracted 5mm to set a home point. From this point,

repeated insertions were carried out in steps of 0.2 mm until reaching the original home

point. An image was taken at each step to characterize the intensity vs depth relationship;

an example set of images is shown in Fig. 3.8c. The force sensor was unbiased at the start

of each insertion into the cochlea and force data was filtered by a moving-window averaging

filter with a length of 10 samples at 5kHz sampling frequency. Intensity was reported as

the mean of all pixels in the image, normalized between 0 and 1, where 1 represents the

intensity of an image with the tip of the fiber placed in front of a white background (as

close as possible, but within the limits of the focal length of the fiberscope lens).

36 insertions were carried out in 3 temporal bones. Originally, 5 bones were analyzed

using the experimental setup, however 2 bones were removed from analysis due to discol-
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oration from mold/bacteria not representative of living anatomy due to long storage time.

The 36 insertion experiments were divided into 3 groups of 4 insertions per bone. For

each insertion group, the bone was removed and affixed to the setup in a new orientation to

capture changes in approach angle and rotation of the endoscope relative to the bone that

may occur in the eventual use of this tool.

3.3.2 Reflected Light Depth Results

Fig. 3.9 shows the intensity-measurement results across 36 insertion in 3 temporal

bones. The solid line is the average intensity, the error bars are the 95% confidence

interval on the mean, the dotted lines are the 95% data intervals (two standard deviations

from the mean), and the gray bounds represent the maximum and minimum intensities.

In two insertion groups, the fiber was deflected away from the wall, reducing intensity

measurements. Since a surgeon would know to reorient when seeing such a deflection,

these were dropped from analysis in Fig. 3.9b. With this exclusion, a threshold of mean

normalized intensity of 0.33 can estimate the basal turn depth in 95% of cases with an

uncertainty of 1.2 mm without touching the wall of the basal turn.

This method shows the viability of using fiberscopic visualization of cochlear anatomy

and the usefulness of light-intensity-based methods for characterizing distance to the basal

turn. This a naive approach to estimate the distance to the basal turn based on 95% of

expected normalized intensity across bones.

Additional methods that could be investigated include Bayesian filtering considering

measurement history for a given bone and a statistical prior across many bones to improve

the distance estimation robustness and accuracy. The intensity rise near the basal turn

should be more prominent in a clinical setting where the surgeon can manually re-orient

the fiber, and in living specimens where there will be less drying out of the bone which, even

after re-wetting, contributed to decreased light reflectivity. Future work should investigate

the repeatability of these results across additional bones and in in-vivo situations, as this
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Figure 3.9: Intensity vs wall distance results: mean intensity (solid line), 95% CI error
bars of the mean, 95% of expected data (dotted line), max and min bounds (gray area) for
behavior in (a) all insertions (b) insertions without fiber deflection.

work has limited data to draw on. Whereas the ex-vivo bones were largely devoid of visual

features suitable for application of optic flow because the bone appearance in formalin-fixed

cadaver bones is white and very smooth, the vasculature in living tissue would presumably

provide additional visual features (e.g. vasculature) and different optical properties in light

reflection.

3.4 User Study Materials & Methods

A user study was developed to establish a baseline for surgeon performance during

perimodiolar electrode array insertion and to investigate the utility of surgical guidance

using the CIT. Performance metrics were defined by which the electrode array alignment

and the depth of AOS initiation were quantified. This included a definition of ground-truth

data for optimal parameters for each of these measurements. A physical experimental setup

was designed and constructed and a software suite was created consisting of a user guidance

graphical user interface (GUI), tool motion tracking, and data-logging. Practice Contour

Advance perimodiolar EAs that were not connected to a receiver were used as a stand-in for
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functioning electrodes (supplied by Cochlear Corporation). The practice electrode arrays

have not undergone a rigorous post-manufacturing certification process and therefore may

not be an accurate depiction of EA’s for clinical use. These components were used in a user

study of trained otologic surgeons whose protocol is presented in section 3.5.

3.4.1 Electrode Arrays Insertion Performance Metrics

Three metrics were used to characterize surgeon performance: AOS depth, EA ap-

proach vector, and EA roll.

Advance Off-Stylet Depth: Improper depth of AOS can contribute to improper EA

seating and potential tip fold-over [142]. While markers on the PEA indicate a preferred

AOS initiation depth, variability in anatomy and drilling changes the optimal AOS depth

for a given patient. While tip fold-over has relatively low rates of occurrence, around 2%

[143], more accurate and repeatable AOS initiation should reduce this adverse effect as well

as improve EA placement and reduce trauma, which motivates AOS depth as one important

surgical metric.

Electrode Roll: To improve the alignment of a PEA’s shape and that of the cochlea, the

EA should be inserted so that it curls in the same direction as the helix of the cochlea. This

alignment was characterized by the angle θ in Fig. 3.10, which represents the roll angle

of the EA around its longitudinal axis, b̂, with respect to the cochlea’s major axis, ĥ. θ is

calculated as the angle between ĥ and ê, the bending axis of the EA.

Surgical technique characterized by misalignment of the EA’s natural bending plane

and the cochlea’s basal turn are noted when θ is very large or highly variable. This

misalignment can result in deviation from the soft surgical technique, rubbing the EA

against the walls of the cochlea or causing a translocation of the EA from the ST to the

SV.

Electrode Approach Vector: The approach vector into the cochlea characterized the

overall orientation of vector b̂ in Fig. 3.10. There is no ground truth vector that has been
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Figure 3.10: Surgeons must roll the array about its longitudinal axis b̂ to allow the electrode
curl about ê to match the major axis of the cochlear helix ĥ. Cochlear longitudinal section
in public domain from [2]

reported in the literature that would represent an “optimal” electrode approach vector.

We hypothesized that the vector corresponding to the longitudinal axis of the fiber of the

CIT during inspection would present a useful target. However, surgeons found it difficult

to control 3 orientational degrees of freedom and insertion depth while simultaneously

respecting the constraints provided by the geometry of the cochleostomy, mastoidectomy,

and facial recess, which limited the potential access angles into the cochlea. Additionally,

the curved and flexible shape of the electrodes made the determination of what constituted

a “tip approach vector” difficult to standardize and communicate to surgeons. Because of

these factors, and in consultation with local surgeons testing the system, we did not provide

guidance in controlling this vector but still collected data to show baseline variability of this

metric.

Ground Truth Measurements: To assess the above metrics, it was necessary to deter-

mine appropriate ground truth measurements of the relevant anatomical characteristics. We
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created a 3D CT model of each temporal bone using a Xoran xCAT ENT scanner (Xoran

Technologies, Ann Arbor, MI) with isotropic 0.3mm voxels, tube potential of 125 kV, and

current of 6 mA [144]. Two scans were taken, one before any experiments took place and

another with EAs glued in place after all experiments were completed.

The plane of the basal turn was determined by automatic segmentation of the major

axis of the cochlea in CT following previously published methods[145, 146]. While this

process gives a particular plane of the curling of the cochlea, it may deviate slightly from

the optimal angle for the electrode roll, which depends not only on the anatomy, but also on

EA design and the insertion trajectory; the determination of this exact angle is beyond the

scope of this research. After segmentation of the cochleostomy in CT, the depth into the

cochlea toward the basal turn was measured along the vector from the cochleostomy to the

outer wall at the basal turn. The optimal depth was defined as the length along this vector at

the basal turn. This linear measurement of depth approximates the angular measurements

from Cohen’s template[147] that more closely corresponds to the physical motion of the

surgeon during insertion.

3.4.2 User Study Experimental Setup

An experimental setup was devised to facilitate the user study described in Section

3.5. The setup was designed to allow data-logging of tool positions and orientations and

insertion force data while also making use of a custom graphic user interface (GUI) with

audio and visual cues for assisting surgeons in achieving proper alignment during electrode

insertion.

Fig. 3.11 shows the experimental setup used to carry out the experiments. In addition

to the tracked tools and calibration marker, a surgical microscope was used for illumination

and visualization of the bone specimen. Twelve temporal bone specimens were prepared

with access to the scala tympani of the cochlea via a mastoidectomy and extended round

window cochleostomies drilled by otology fellows and residents at Vanderbilt University
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Figure 3.11: A view of the experimental setup: 1) The Cochlear Inspection Tool 2)
Electrode-holding forceps 3) Stylet-holding tweezers 4) Bone holder mounted on a force
sensor 5) Screen to see CIT images and GUI for tool guidance 6) Calibration Marker 7)
Surgical Microscope.

Medical Center. The variability of cochleostomy location may provide additional uncer-

tainty in the final outcomes of the study, as cochleostomy location can impact electrode

placement [148].

Each bone was numbered and affixed with an optical tracking marker. The bones were

supplied in a formalin-fixed state to allow for greater longevity than fresh bones. Since

the study relies on the general anatomy of the cochlea and not measurements or interaction

with tissue or other sensitive structures directly, the use of fixed as opposed to fresh bones

should not have provided any significant detriment to the realism of the study. Each bone

specimen was placed in a standard temporal bone holder as seen in Fig. 3.12. Surgeons

were allowed to adjust the position of the holder and the position of the bone in the holder

to best approximate the orientation of an ear as they would expect to see it in surgery.
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Figure 3.12: Each bone was equipped with: 1) fiducials and 2) a unique tracking marker so
that the tracking software could measure the location of the bone and a registration could
be performed between CT scans of the bone and the optical tracking measurements.

To be able to register the bones to the optical tracking system as well as any CT images

taken, multiple screws with spherical fiducial attachments were affixed to the bones to act

as tracking fiducials. Three screws, seen in Fig. 3.12, were attached to the bone for easy

segmentation in both CT and by an optically tracked tool. With these locations saved in

both CT and optical tracking frames, any CT scans can be registered to the frame of the

optical tracking marker on the bone via a rigid registration.

Forces were recorded during electrode insertion using an ATI Nano 43 force/torque sen-

sor. The sensor was rigidly attached to a metal plate. A custom-made attachment connected

the force sensor to the bowl holding the bone specimen. For the surgeons’ ease in aligning

the bones, the bowl was not rigidly attached to the fixture but instead held in place by a

rubber ring; friction between the ring and the heavy metal bowl prevented movement during

standard surgical practice and forces could be measured as transmitted through the ring, but

it still allowed the surgeon to reposition the bone between experiments. A software system

was created to assist in carrying out these experiments for data recording and providing

visual guidance. The system was written in C++ using Qt and contained functionality

integral to many different pieces of the experimental protocol. It displayed images from the

CIT camera with interfaces for capturing still images and recording video. The software
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communicated with the MicronTracker system to record and display representations of the

tool orientations in real-time with various different graphical user interface (GUI) overlays.

The software was used to save all relevant pieces of information during the experiment

so that all the orientations and positions of the tools could be used during evaluation and

statistical analysis. It was made to be easy to use by an assistant to the surgeon who pressed

various buttons on a visual interface to record pertinent data of the tool movements during

the procedure.

3.5 User Study Design

In order to establish baseline surgeon performance during electrode array insertion and

evaluate the utility of CIT visualization and guidance, a group of surgeons were enrolled in

an IRB-approved user study. A total of 7 surgeons were enrolled in the protocol, however

2 less-experienced surgical residents were excluded from analysis after taking a partial

dataset due to stated lack of familiarity with the procedure.

The surgeons consisted of 2 attending physicians, 2 surgical fellows, and 1 senior

resident. Surgeons were recruited from Vanderbilt University and New York University

medical centers. Most surgeons sat for multiple sessions due to the length of the full

protocol spanning over 3 hours in total. One of the surgeons assisted with the ergonomics of

the experimental setup and the fine-tuning of the user interface; therefore this user acquired

significant skill using the tool and experience completing the steps of the experimental

protocol compared to the other surgeons who only had a brief 15-30 minute training period

at the beginning of the protocol.

The overall design of the user study is summarized in Table 3.1. There were 4 types

of procedures performed by each surgeon enrolled in the study: there were both unguided

and CIT-guided experiments of both electrode orientation experiments and full electrode

insertion experiments. The difference between guided/unguided experiments and orienta-

tion/insertion experiments are defined in more detail in the sections below. The orientation
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experiments used the same 5 bones across all surgeons; however some of the surgeons used

only a subset of these bones due to time constraints and preliminary statistical analysis

showing that a smaller dataset would be satisfactory. Each surgeon was assigned 2 bones

for the full insertion experiments that were not shared with the other surgeons.

Each surgeon was afforded a period of training and orientation to practice using the

CIT to inspect the anatomy and learning how to understand the software associated with

the visualization and guidance. Additionally, each surgeon was given the opportunity to

rearrange each bone presented to him/her in the bone holder to match the expected position

of a human ear in surgery.

In the final trial of the full insertion experiments, the electrode was glued in place and

the final electrode location was segmented in a CT scan. Each surgeon had one glued trial

with an unguided insertion and one glued trial with a guided experiment. After the user

study had concluded for all 5 surgeons, 100 trials had been completed across 5 bones

for both unguided and guided orientation experiments and 20 trials over 10 bones for

both unguided and guided full insertion experiments. One reason for repeating the full

insertion experiments was to measure forces during insertion. However, there were no

statistical differences in the forces between unguided and guided experiments and more

inter-experiment differences due to the conditions of the bones used and the particulars

of the method we used to soak the bones in a perilymph-imitating fluid (a glycerin-saline

mixture). Therefore, details of these results have not been included.

3.5.1 Unguided Orientation and Assessment of AOS Onset Depth

During unguided mock-insertions the surgeons were asked to hold an electrode array

with standard electrode forceps and align the electrode as if (s)he were starting an insertion,

but not performing the Advance-Off-Stylet (AOS) procedure. This procedure is termed an

“orientation experiment” since the electrode is oriented in the direction of insertion, but not

inserted fully into the cochlea. The surgeons were asked to insert the electrode array into
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Number
of Trials

Total Bone
Specimens

Bones per
Surgeon

Forces
Measured

Unguided Electrode Orientation 100 5 {2,4,4,5,5}* No
CIT-Guided Electrode Orientation 100 5 {2,4,4,5,5}* No
Unguided Full Insertion 20 10 2 Yes
CIT-Guided Full Insertion 20 10 2 Yes

Table 3.1: Design parameters of the user study to evaluate utility of cochlear inspection
and guidance in insertion of electrode arrays. *The protocol originally specified 5 bones
per surgeon, but fewer were used in practice after preliminary statistical analysis to respect
time constraints of enrolled surgeons.

the cochlea to the depth that corresponds with the beginning of AOS while also aligning

the plane of natural bend of the electrode array with their perceived plane of the basal turn.

The surgeon held the electrode array in the bone at the position and orientation where AOS

would be initiated, and the software saved the current orientation of the electrode array

and its depth as measured by the optical tracking markers on the electrode forceps. After

the electrode pose had been saved, the surgeon was asked to remove the electrode without

inserting it fully into the cochlea.

Each surgeon repeated this process 5 times for each bone. This experiment was used

to characterize surgeon repeatability and assure statistical significance by increasing the

number of insertions without wearing out the cochlea by repeated insertion and removal of

electrodes that could change the experimental conditions after preliminary insertions had

been completed.

3.5.2 Guided Orientation and Assessment of AOS Onset Depth

Similar to the previous experiment, each surgeon performed an orientation-only experi-

ment without fully inserting an electrode, but this was preceded with an inspection step that

allowed the surgeon to use visual cues to pick a depth and direction for optimal insertion

and use that to guide instrument position during electrode orientation.

The first step the surgeon performed was the inspection of the cochlea. The Cochlear
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Figure 3.13: Images from the CIT as it is inserted into one of the bones used in this study.
The red arrow shows the user’s estimate of the optimal bending direction of the electrode
array.

Inspection Tool (CIT) with accompanying fiberscope was inserted into the cochlea to vi-

sualize the basal turn. Using the camera view shown in the GUI, the surgeon selected the

depth of optimal AOS by inserting the plane of the image to the depth corresponding with

optimal AOS. They simultaneously marked the desired electrode roll angle by communi-

cating with the assistant who controlled an overlaid arrow on the screen in order to digitize

the surgeon’s interpretation of the basal turn direction in the image plane. Example images

from the fiberscope with an arrow overlaid are shown in Fig. 3.13. Once the orientation

and depth data were saved, the surgeon put down the CIT and moved to the next step of the

experiment.

In order to reduce the number of steps of the experiment as well as to focus on assistive

techniques, the depth-estimation techniques using light intensity presented above were not

used for guiding surgeons in estimating the depth of the basal turn for AOS depth guidance

during the user study. Instead, the surgeons’ own expertise was used while visualizing the

basal turn manually.

After inspection, the surgeon picked up an electrode and oriented it as if carrying out

an electrode insertion, as above. However, in this case, the surgeon was also assisted by a

GUI to guide the forceps in order to match the orientation and depth data (s)he just saved

using the CIT.

Fig. 3.14 shows the GUI represented in three core zones. Fig. 3.14(a) provides a 3D
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Figure 3.14: A guidance GUI consisting of (a) a 3D display of cochlea and tool tip frames,
(b) a graphic guidance zone for roll about the longitudinal axis at the base of the electrode
array, (c) a graphic guidance zone for guiding the tool approach vector.

rendering of the electrode tip relative to a desired position at which AOS should start. At

the bottom of this zone, the insertion depth is also shown using a horizontal bar that turns

red when reaching the pose commensurate with the beginning of AOS. Simultaneously, a

buzzer was used to indicate that the surgeon should commence AOS. Fig. 3.14(b) provides

the user with information about the roll of the electrode array about the longitudinal axis of

its base. Information from the CIT software regarding the previously digitized orientation

of the basal turn is used to guide the user to roll the tool such that an alignment frame is

aligned having its long axis horizontal and its short axis pointing up. Fig. 3.14(c) provides

the user with guidance regarding the tool approach angle into the facial recess. A stationary

reference alignment circle is used with another circle to provide cues on tool movement for

proper approach angle. The user is instructed to tilt the forceps about the entrance to the

facial recess to align the circles.

Using the GUI’s auditory and visual feedback, the user placed the electrode array and

signalled an assistant to click the appropriate button on the GUI to save the final tool

orientation and position, concluding that trial.
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3.5.3 Unguided Full Electrode Insertion

A full electrode insertion under standard clinical procedure followed the steps in Sec-

tion 3.5.1, but with AOS completed. Surgeons were asked to use practice Contour Advance

perimodiolar electrode arrays with standard manual tools to insert the EA’s into a temporal

bone. The surgeons were asked to insert the EA using the standard best surgical practice

they use for placement of these arrays using the AOS technique. Tool motions and insertion

forces were recorded. A microswitch was attached to a set of tweezers to record when the

surgeon began to grab the stylet to start AOS. On a given bone, this was repeated twice to

measure forces and the electrode was glued in place on the final trial with cyanoacrylate

glue.

3.5.4 Guided Full Electrode Insertion

The surgeon repeated the first steps of cochlear inspection and digitization in Section

3.5.2. However, after the orientation and depth information was recorded, the surgeon

carried out a full electrode insertion using those tools as a guide. As in Section 3.5.3, forces

and tool positions were recorded for the duration of this experiment. The final electrode

was glued in place for CT scanning of final implant placement.

3.6 User Study Results

3.6.1 Insertion Forces

In the full insertion experiments, forces were measured but no significant differences

were observed between forces in the guided and unguided insertion experiments (p=0.81).

Bones were soaked in a mixed glycerin-saline solution to match the approximate physical

characteristics of the perilymph. A mean level of forces throughout the experiments of 1.3

and 1.4 Newtons were observed for the unguided and guided experiments, respectively.

These levels of forces, higher than those reported previously in the literature, may be due
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to accidental hand-bone contact by the surgeons or contact between the forceps and the

bone that may have corrupted the measurements of forces on the cochlea by the electrode

itself. Additionally, while the bones were soaked and rewetted in the perilymph-imitating

solution, leaking bones and variations in the time of soaking and amount of time the bone

was left out while the surgeon was getting set up may have contributed to changed force

results.

3.6.2 Approach Angle

Study data was analyzed to measure the overall approach vector of the electrode as

it was inserted into the cochlea. The approach vector was intended to be controlled by

using the orientation of the CIT during inspection as the optimal insertion vector, but as

mentioned above, this angle was not actively guided during experiments due to surgeon

feedback, so this dataset can only give a baseline measure of surgeon variability.

Fig. 3.15 shows the results of the insertion vectors, plotted as a polar plot centered

at the mean CIT insertion direction from each bone. There was a mean absolute angular

difference from the central direction of 21.0◦ with a standard deviation of 14.5◦. This result

also agrees with prior results from previous investigations by our research group in [149].

3.6.3 AOS Depth

Assistance features were provided to guide the depth of initiation of AOS, but the results

showed a multimillimeter range of insertion depths across individual physicians, individual

bones, and the entire dataset and no statistically significant difference between guided and

unguided insertions (p = 0.85). The results are shown in Fig. 3.16, where the baseline

basal turn depth was calculated by inserting the fiber until contact was made with the bone,

and the ‘depth’ was reported as the difference between that depth and the final electrode

insertion depth. This maintains a standardized baseline for each bone in the experiment.

There are a number of factors contributing to the lack of statistically significant results
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Figure 3.15: The approach angle results show a broad range of insertion directions of the
electrode as it enters the cochlea.

Figure 3.16: Electode insertion depth at AOS initiation for each surgeon, reported as
distance between basal turn depth and the chosen AOS initiation depth.
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between guided and unguided datasets and why there was a large range of depths found.

The selection of a target depth by using the images provided by the CIT was challenging:

in a monocular imaging scenario without some kind of stereo vision, it is very difficult to

determine depth. Additionally, the images shown are not what surgeons are used to seeing

when inserting electrode arrays, so a lack of familiarity inhibited surgeons from choosing

repeatable and accurate target depths. The surgeons also performed the insertion while

looking through the microscope, which prevented them from viewing the visual interface

simultaneously. While a sound cue was used to alert them of reaching the target depth, it

was difficult to have their concentration focus on the depth while they were inserting the

electrode through the cochleostomy.

The tracking and registration uncertainties reported above may have also contributed to

the lack of statistically significant differences and high variability. Lastly, the flexibility of

both the CIT and the EA made it so that slight deflections of either caused the depth to be

very difficult to control and measure repeatably. Good measurements of flex are unavailable

due to the infeasibility of tracking within the cochlea, which would obviate the need for tool

tracking at the proximal end of the tool. Large deformations were not expected, as the CIT

was intended to be inserted in a straight line through the cochleostomy toward the basal

turn. The electrode array similarly should not be bent between calibration and the start of

AOS, but these are optimal assumptions that may not always be adhered to in practice.

3.6.4 Basal Turn Orientation

Fig. 3.17 shows the aggregate angular orientation of roll of the electrode compared to

the ground truth angle found by CT image segmentation. The leftmost boxplot shows the

distribution of angles of the final electrode position without any guidance. The next boxplot

displays the angles for the final electrode position with CIT guidance. The third shows the

angle chosen by the surgeon using the CIT, and the fourth shows the difference between the

second and third boxplots. The detailed results of each of these distributions are discussed
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below.
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Figure 3.17: The left plots show electrode roll angles for the unguided and guided electrode
insertion experiments, the second plot from the right shows the target roll angles chosen
by surgeons using the CIT, and the rightmost shows the absolute difference between the
previous two plots.

Unguided: In the results for the baseline (no guidance) roll of the electrode, indicating

the surgeon’s understanding of the orientation of the major axis of the cochlear helix, there

was a standard deviation of 32.9◦ across all surgeons and bones when no guidance was used

(first box plot in Fig. 3.17). There was a mean difference, in aggregate across all bones

and physicians, of 4.4◦ degrees between the bending plane as indicated by the electrode

position and the plane defined by the cochlea’s helical axis as segmented in a CT scan.

The root-mean-square (RMS) angular difference between these measurements was 33.0◦,

showing that while centered close to the ground truth angle, there was a large variation in

performance.

Guided: For the guided results (second box plot in Fig. 3.17), the standard deviation

was 33.4◦, with a mean of−2.1◦ and an RMS difference of 33.9◦. These aggregated results

across all surgeons and bones do not indicate a statistically significant difference in mean
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Figure 3.18: Mean unguided and guided electrode roll for each bone and surgeon. Blue
lines have a guided result closer to the ground truth, red dashed lines have an unguided
result closer to the ground truth.

(p=0.59) or variance (p=0.83) between insertions with and without CIT guidance using a

t-test and f-test to test for mean and variance differences, respectively. This means that the

use of the CIT did not change the user’s behaviour in selecting the roll of the electrode

array.

To further compare guided v.s. unguided basal turn orientation (electrode roll), Fig. 3.18

was prepared to show the results of the electrode roll broken down by bone for each

physician. The results are grouped by surgeon with each surgeon’s experiments on one

bone represented by one of the vertical lines. The blue circle marks the mean guided

roll angle and the red x marks the mean unguided roll angle. The mean change between

unguided and guided results in this set was 0.9◦, with an RMS change of 34.1◦. The solid

blue lines show results where the guided result was closer to the ground truth and the red

dashed lines show where the unguided results matched the ground truth better. 11 of the

guided results had a closer angle and 9 of the unguided results had a closer angle.
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Figure 3.19: Mean unguided and guided electrode roll for preliminary study subject, with
significant difference in behavior when using CIT guidance.

The data for Dr. ID #1 was collected as a preliminary dataset to set a baseline for

performance and to understand the appropriate amount of data needed to show statistical

significance across all the physicians in the trial. This preliminary dataset, which was

collected prior to enrolling the other users in the study, is shown in Fig. 3.19. In a t-test

of this data, the CIT was shown to significantly change the mean electrode roll orientation

(p < 0.0001, N = 30).

CIT Inspected: The third boxplot in Fig. 3.17, representing the angle chosen by the

surgeon for an optimal insertion as visualized in the CIT, has similar statistics as the

previous two with a mean of 3.5◦, standard deviation of 34.0◦ and RMS difference of 34.0◦.

The similarity of this to the unguided results shows that the ability of visual inspection

to choose an orientation of the basal turn was not an improvement over the surgeon’s

capabilities when using a microscope. However, because of the large RMS error, it does

show that the inspection contributed to changes in surgeons’ behavior, although not in a

systematic fashion.

CIT Following: The rightmost boxplot in Fig. 3.17 shows the absolute difference in

the segmented angle of the third boxplot and the final angle in the second boxplot. This
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Table 3.2: Electrode roll statistics for all surgeons across different bones, measured in
degrees. σ and N designate the standard deviation and the number of samples.

Bone 1 Bone 2 Bone 3 Bone 4 Bone 5 All Bones
Unguided Mean −22.06◦ −8.42◦ 16.33◦ 16.90◦ 10.82◦ −4.4◦

Guided Mean −18.67◦ 17.19◦ 1.99◦ 4.73◦ −1.94◦ −2.1◦

Unguided σ 28.63◦ 40.01◦ 19.85◦ 19.52◦ 13.21◦ 32.9◦

Guided σ 30.84◦ 43.01◦ 26.08◦ 29.18◦ 20.48◦ 33.4◦

N 25 25 20 20 10 100

Table 3.3: Electrode roll statistics for all surgeons broken down by individual, measured in
degrees. σ and N designate the standard deviation and the number of samples.

Dr. 1 Dr. 2 Dr. 3 Dr. 4 Dr. 5
Unguided Mean −31.3◦ −15.2◦ −18.0◦ 12.8◦ 1.9◦

Guided Mean −3.4◦ −27.5◦ −20.2◦ 25.7◦ −26.9◦

Unguided σ 19.9◦ 10.6◦ 22.4◦ 34.5◦ 10.0◦

Guided σ 16.6◦ 20.6◦ 15.4◦ 19.1◦ 35.7◦

N 30 15 30 20 20

difference represents the ability of a surgeon to orient the electrode to match the desired roll

angle segmented using the CIT. This distribution has a mean of 1.3◦, showing that surgeons

are able to follow an insertion direction if they are guided using our GUI.

Table 3.2 shows various statistical measures of the electrode roll for each of the bones,

across all surgeons who had performed experiments on that bone. Even within a given

bone, standard deviations for both unguided and guided insertions are large, up to over

40◦. There is no consistent pattern between the mean orientation of either the guided or

unguided result or the difference between the mean results.

The same statistics shown in Table 3.2 per bone are broken down by user in Table 3.3.

Standard deviations per physician are overall smaller than those per bone, indicating that, as

expected, there is variability coming from both each surgeon’s actions and the differences

between each surgeon’s understanding of the anatomy and surgical approach. This can be

seen visually in Fig. 3.20 which presents the electrode roll data for all the surgeons enrolled

in the study, broken down into guided and unguided trials.
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Figure 3.20: Electrode roll across all physicians, boxplots labeled ’U’ represent unaided
trials, whereas those with ’G’ represent guided trials.

3.6.5 Final Placement of Full Insertions

Post implantation CT scans were taken of all bones with electrodes fully inserted in

them after the last insertion was finished by each study participant. A previously pub-

lished software package segmented the different scala of the cochlea and the location of

the electrode array [145, 146]. In the guided experiments, 3 out of 5 insertions stayed

completely within the ST throughout their length, with one translocation from the ST into

the SV and one full insertion into the SV. This was true for only 1 of the 5 unguided results:

there were 3 ST to SV translocations and one insertion entirely into the SV. Because of the

small sample size, statistical significance of these result cannot be determined. This rate

of non-ST insertions is consistent with the literature: studies report rates of placement at

least partially outside the ST ranging from 40 to 55% when using the Contour Advance

[150, 123].

Fig. 3.21 shows example reconstructed cochlea and electrode shape using the methods

in [145, 146] using both preoperative and postoperative imaging and anatomical atlases to

estimate the post operative EA placement. Figures (a) and (b) show full ST insertions with

and without guidance, Fig. 3.21(c) shows a guided insertion which was fully contained
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within the SV, and Fig. 3.21(d) shows an unguided insertion where the EA translocated

from the ST to the SV. When interpreting these figures, note that the use of practice

electrodes is not representative of Contour Advance arrays used in patients since these

practice electrodes have not been inspected and certified by Cochlear Corporation. Also,

while the study was designed not to overuse any given specimen, the bones had been used

previously for the preceding experiments, which may have resulted in damage or changes

to the bone structure through the repeated insertion and removal of EAs and the CIT fiber.

This means that, while useful for evaluation between different methodologies, these results

may not reflect expectations in a clinical setting.

(a)

(c)

(b)

Figure 3.21: Sample results of postoperative scans for final EA placement. (a) Guided full
ST insertion, (b) Unguided full ST insertion, (c) Guided full SV insertion, (d) Unguided
insertion with ST to SV translocation.

3.7 Conclusion

The delicate nature of the inner ear anatomy provides a difficult challenge for surgeons

when inserting electrode arrays, which is hindered by the fact that internal anatomy varies

between individuals and is not correlated to external anatomy for a given patient. The

high accuracy requirements for atraumatic and effective cochlear electrode array insertion

motivated our investigation into new tools for intraoperative anatomical inspection and tool
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feedback systems. To this end, we reported baseline variability of a number of EA insertion

metrics as well as the change in those metrics when surgeons were guided by a graphical

interface and visual cochlear inspection.

The results show a fairly large deviation in the electrode insertion directions: 32.9◦

in electrode roll and a norm deviation of 21◦ in electrode approach vector. When using

intracochlear inspection with software assistance to help guide electrode AOS depth and

electrode roll, it was found that the results were not statistically different from the no-

assistance experiments.

However, as seen in the last boxplot in Fig. 3.17, the reason the CIT guidance does not

seem to affect surgeon activity is not that surgeons are unable to follow the angles they

chose during visualization, it is rather that they are not used to intracochlear visualization

and as such do not have the ability to make consistent and informed decisions based on

this type of information and select a wide variety of angles even when given images of the

intracochlear anatomy. With more training, it is possible that the CIT would allow surgeons

to become more consistent - more data would have to be taken and training activities studied

to make any conclusions.

There is reason to believe training may help in the use of the CIT for electrode roll

guidance because of the above significant results for Dr. ID #1 shown in Fig. 3.19. This

user had the most experience with the tool, having assisted with some of the software

development for user-friendliness of the interface and having given feedback on early

iterations of the ergonomics of the tools and setup. This user was subjected to repeated

contact with the setup and the use of the visualization tool over a long period prior to taking

data. This long exposure with the system may have played a factor in the user’s statistically

significant final electrode orientation result, pointing to the potential for training as one

avenue of improvement of this method.

Visual inspection may be effective with more training because when the results are

separated by surgeon, for many of the bones, there is a large effect of the CIT on the orien-
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tational result. While the mean difference between unguided and guided experiments of the

surgeons’ electrode orientations was 0.9◦, the root-mean-square difference was 34.1◦. This

means that, while in aggregate it looks like the CIT did not affect the orientation across

all the experiments, in fact it did affect surgeon behavior, but sometimes in a clockwise

direction and sometimes in a counterclockwise direction, as seen in Fig. 3.18. This points

to the inspection as something that gives surgeons more data and the ability to change their

behavior, but since it is a new modality there is no training to know how to implement

changes based on this information.

While surgeons generally reported they understood what they were seeing in the im-

ages, the current technology level for fiberscopes is a hindrance to providing a large amount

of information. If there is more development in higher resolution imaging tools that could

look past the basal turn, such technology may provide a better understanding of the anatomy

and clearer images to the surgeons.

Despite the lack of significance in the changing of behavior with visual information

in guiding electrode orientation during surgery, surgeons were able to follow visual cues

in electrode roll to match a desired insertion orientation of the electrode to within less

than 2◦. This suggests that future work integrating other sources of realtime information

for providing feedback and guidance will have success in improving repeatability of EA

insertion.

One potential source of patient-specific anatomical information is the use of preoper-

ative imaging, especially computed tomography (CT) scans. The role of CT in cochlear

implant surgery is still being evaluated, with recent studies investigating the costs and

benefits of their routine use with no clear conclusions thus far [151]. In addition to the costs

associated with routine CT scans, there would be a need for attaching screws into the skull

for registration between the CT scan and the intraoperative scene. This presents a hurdle

that, while not more invasive than a mastoidectomy, would increase patient discomfort

between imaging and the procedure, so must be taken into account before using preoper-
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ative imaging to accompany intraoperative feedback unless other registration methods are

found. Future work with imaging specialists can enable tracking based on preoperative

data to investigate the utility of this approach.

This work motivates the need for future investigation into guidance techniques due to

the wide variability between surgeons in electrode approach. For any given cochlea and

electrode array shape, there will be a set of insertion parameters to optimally insert the ar-

ray. However, in current practice, surgeons deviate from one another, and even themselves

across repeated trials, greater than 30◦ in certain measures. There is a large amount of

room for future improvement in tool tracking and guidance for improving electrode array

insertion.

This chapter has presented the design of an inspection tool and accompanying software

to assist in the insertion of perimodiolar electrode arrays into the cochlea to improve

surgical outcomes in cochlear implant surgery. While in many experiments the inspection

tool changed surgeon behavior, because of the subjectivity involved in its use, it was unable

to create statistically significant differences in insertion behavior across many surgeons

and experiments. However, surgeons were able to follow insertion cues quite well during

a procedure, so if cues about insertion behavior were generated by preoperative imaging,

it would be expected that more significant results could be found. Experiments also es-

tablished baseline performance metrics for surgeons’ insertion of electrode arrays: that

their surgical parameters are quite variable in a few different respects. Future work should

expand on the results of this investigation to integrate other sources of information for

guidance and a wider range of electrode arrays.
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CHAPTER 4

CONTINUUM ROBOT ORGAN PALPATION

Continuum robots have been investigated for surgical applications due to safety ben-

efits stemming from their inherent compliance and their ability to support dexterity and

miniaturization for surgery [8]. Various types of continuum robot architectures for medical

applications have been proposed including concentric tube robots [152, 153], tendon-driven

robots [154], and multi-backbone continuum robots (MBCRs) [155]. MBCRs are made

of segments actuated by pushing and pulling on superelastic nickel-titanium backbones

(termed secondary backbones) which are spaced radially around a central backbone and

kept at a fixed distance to the central backbone by spacer disks. While the choice of a par-

ticular continuum robot architecture depends on the desired clinical application, MBCRs

can withstand larger forces than concentric tube robots or catheters, making them attrac-

tive for new approaches in single port laparoscopic surgery. Alongside the developments

in MBCRs which enable high-force interaction, researchers have also been investigating

methods for utilising force sensing during surgery. For these reasons, this chapter focuses

on the use of MBCRs during robot-environment interaction in RAMIS.

The chapter starts with an exploration of using continuum robots for organ palpation, an

extension of the methods presented in [84]. For this investigation, the challenges in intrinsic

force sensing were put to the side to focus on palpation/trajectory profiles and intelligent

integration of force sensing and tip tracking for soft organ interaction. Evaluation is per-

formed on the Insertable Robotic Effectors Platform (IREP), a two-armed MBCR designed

for single port or natural orifice surgery. Each arm includes two continuum segments, a

planar five-bar parallelogram linkage, an insertion stage, and a wrist.

This chapter is organized into 5 sections. Section 4.1 presents the motivating back-

ground and prior art. Section 4.2 describes the kinematic framework used to analyze
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the motion of MBCRs. Sections 4.3 and 4.4 describe a mixed feedback controller and

experiments using that controller for organ palpation for intraoperative registration. Some

difficulties of this framework and opportunities for future work are discussed in section 4.5.

4.1 Continuum Robot Palpation Background

During RAMIS, accurate registration between the pre-operative model containing the

surgical plan and the intraoperative surgical scene enables key capabilities such as virtual

fixtures for assistive telemanipulation and semi-autonomous execution of surgical tasks.

However, between planning/imaging and surgery, organs shift and deform due to gravi-

tational loads and changing boundary conditions with neighboring organs due to surgical

dissection. This chapter explores the feasibility of using continuum robots for autonomous

scanning and registration of organ geometry to pre-operative information. Continuum

robots are chosen for this task as a representative example among minimally invasive

robotic devices that allow deep reach into the anatomy (e.g. catheters and wire-actuated

snake-like robots).

The need to reconcile pre-operative data to the intraoperative surgical field has moti-

vated many years of research on deformable registration. A summary and classification of

deformable registration techniques is available in [156]. The majority of deformable reg-

istration works focus on using intra-operative imaging or computer-vision/laser scanning

(e.g. [157]) to achieve the data needed to update the organ registration and surgical plan.

Force-controlled exploration/palpation offers new capabilities for registration: palpation

enables simultaneous use of geometry and stiffness for registration, in addition, palpation

with continuum robots can reach anatomy out of the field of view of other imaging/vision

tools and investigate areas obscured by blood or other fluids. Future force-controlled

exploration should be used to augment information from 3D vision or laser scanning. To

prove feasibility of this method, we limit the scope of this work to exploring and overcom-

ing challenges in geometry-based registration based on force controlled exploration using
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continuum robots.

The use of force-controlled exploration of organ shape was proposed in [158], where

effects of scan patterns on the accuracy of shape estimation were explored. Recently, in

[159] the use of force-controlled exploration for achieving deformable registration and

updating the geometry of a virtual fixture was presented with implementation on a rigid

Cartesian stage robot and using the daVinci research kit (dVRK). This work extends these

efforts by expanding the robot architectures where feasibility of this approach has been

tested. While the Cartesian robot has very high accuracy and no deflections and the dVRK

slave has good accuracy [160] (within 1.5 mm) and small deflections, a typical continuum

robot will have poor accuracy and significant deflections, thus motivating new approaches

in robot control to overcome these challenges.

The accurate registration of a preoperative surgical plan allows for updating virtual

fixtures and (semi) autonomous execution of surgical tasks: examples where these capa-

bilities are useful include force- and velocity-controlled ablation along a path and (semi)

autonomous suturing. In addition to accurate registration, an accurate kinematic model is

required for semi-automated task execution in the absence of end effector sensing. This is

difficult for continuum robots which often have poor accuracy. Telemanipulation can over-

come these issues via user supervision with sub-millimetric accuracies attainable [161],

but that is separate from the use of accurate virtual fixtures or task automation. This work

follows the mixed-feedback approach in [162] by sensing the end effector position and

closing the loop with a magnetic tracker at the robot tip.

4.1.1 Contribution

The main contribution of this chapter is an updated framework for mixed feedback

control for continuum robot interaction with soft environments. The prior work in [84]

presented a hybrid force/position control framework for continuum robots by carrying

out the task decomposition in configuration space of the continuum robot and relying on

74



using a model of the configuration space stiffness of the continuum robot. While the

approach has been shown to be effective for continuum robots, it does present several

challenges due to reliance on motion decomposition in configuration space of the con-

tinuum robot. Specifically, if a robot has a combination of continuum segments and non-

continuum segments (e.g. the parallelogram linkage in Fig. 5.1), this approach of motion

decomposition in configuration space can be burdensome to implement due to the large

discrepancy in stiffness between the different joints. Another challenge that we address

in this work is the fact that when controlling force with a continuum segment, one may

wish to define redundancy resolutions that improve the force sensing capabilities via JEFS.

In [84] the inversion of task to configuration space Jacobian occurs in both branches of the

hybrid force/motion controller, which can be challenging when one considers redundancy

resolution task specification for improving JEFS sensing capabilities.

To address these challenges, we switch the control framework to use hybrid admit-

tance/position control while avoiding the use of task decomposition at configuration space

and instead, we rely on task space formulation. This overcomes the limitations outlined

above and has the advantage of also offering robustness to uncertainty in the configuration

space stiffness since force regulation is achieved through a closed-loop position control

relying on an admittance feedback law.

4.2 Kinematic Model

We use the kinematic framework for MBCRs proposed in [163], noting that many kine-

matic modeling methods for circular-bending continuum robots have also been proposed

[164, 165, 153]. Fig. 4.1 and Table 4.1 display the main kinematic variables and matrices

used in the kinematic analysis.

The task-space position of the end-effector and joint-space position of the robot joints

are represented by x and q. These are supplemented with a configuration vector represent-
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Symbol Description
Jab A Jacobian mapping such that ȧ = Jabḃ where ẋ designates the time derivative of x
q A single segment joint space displacement (amount of push/pull on secondary

backbones). q ∈ IR4×1

qa Augmented q for two-segment robot, qa ∈ IR8×1

ψ A single segment configuration space vector ψ = [θ ,δ ]T, characterizing the bending
angle and bending plane angle; shown in Fig. 4.1. ψ ∈ IR2×1

ψa Augmented ψ for two-segment robot. ψa ∈ IR4×1

τ Single-segment secondary backbone actuation forces τ ∈ IR4×1

τa Augmented τ for two-segment robot. τa ∈ IR8×1

ẋ Task space vector of positional and orientational velocities. ẋ ∈ IR6×1

we External wrench acting on the end-effector of the robot. we ∈ IR6×1

∇E Gradient of the elastic energy E with respect to the configuration perturbation ∆ψa

Table 4.1: Nomenclature for kinematics and statics in force sensing formulations

ing the shape of the robot. The shape of the ith segment of a robot is represented as:

ψi = [θi, δi]
T (4.1)

θi describes the bending angle of the tip of the ith segment of the robot and δi describes

the bending plane in which the segment is bent. A visual representation of these angles is

shown in Fig. 4.1A.

The configuration vector for a two-segment snake is described as ψa =
[
ψT

1 , ψ
T
2

]T

.

Using this vector, a Jacobian describes the relationship between configuration space and

joint space velocities:

q̇a = Jqaψaψ̇a (4.2)

where q̇a is the linear velocity of the actuated joints of the entire robot as detailed in Section

4.2.1 in the appendix. The Jacobian Jqaψa is given in equation (4.6) of Section 4.2.1. A

task-to-configuration space mapping can also be found as:

ẋ = Jxψaψ̇a, (4.3)

where ẋ is the task space velocity and Jxψa is given in equation (4.10) in Section 4.2.2.
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Figure 4.1: The IREP’s robot state is represented by the variables in blue. A) The bent
angle (θi) and bending plane (δi) define the configuration space vector ψ for each segment
B) The insertion stage displacement, b0 and parallelogram linkage opening movements (bx
and bz) position the base of the continuum arm. Frames representing the linkage base, the
robot base, the 1st and 2nd segments, and end-effector are designated as l, 0, 1, 2, and e,
respectively.

These Jacobians, Jqaψa and Jxψa , are used for describing and controlling the kinematics of

the robot as well as for deriving the energetic relationships that govern the force sensing

model.

It is useful to describe motions and control directions in the robot base frame {0}, as

seen in Fig. 4.1B, and defined as parallel to {l}. The z axis of this frame is defined as

running along the longitudinal axis of the robot arm when straight. The x axis is aligned

with the direction the workspace-expanding linkage is opened, and the y axis, according to

the right hand rule, points “downward” away from the stereo module.

4.2.1 Inverse Kinematics

The inverse kinematic mapping between configuration space and joint space is de-

scribed by a kinematic relationship that relates the amount of bending to the length of the

secondary backbones. For the ith segment of the robot with nominal length Li, the length

of the jth secondary backbone, Li j, can be represented as:

Li j = Li +qi j = Li +∆i j(Θi) (4.4)
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where qi j is the length change of the jth secondary backbone in the ith segment and Θi ,

θi− π

2 . θi is purely a function of the backbone lengths and does not require an assumption

of circular bending of the snake [155]. For the jth secondary backbone, ∆i j = r cos(δi+σ j),

where σ j = ( j−1)2π

m , and m is the total number of backbones of the robot (m = 4 for the

IREP).

The augmented joint space vector for the entire robot qa, is slightly different from a

vector of all the qi j variables because the secondary backbones of distal segments must

pass through the first segments. The joint space vector qa is therefore represented as qa ,

[q11, q12, q13, q14, q11 +q21, q12 +q22, q13 +q23, q14 +q24]
T.

The instantaneous inverse kinematic relationship between joint and configuration space

for the ith segment is derived by differentiating (4.4):

Jqψi =



r cos(δi) −r sin(δi) Θi

−r sin(δi) −r cos(δi) Θi

−r cos(δi) r sin(δi) Θi

r sin(δi) r cos(δi) Θi


i = 1,2 (4.5)

Because of the aforementioned passthrough of the secondary backbones, backbones of

proximal segments must be actuated in tandem with the bending of the distal segments.

In the kinematic model, this is achieved by using a lower triangular Jacobian for the

entire snake. Therefore, using the two-segment augmented configuration vector ψa =[
ψT

1 , ψ
T
2

]T

, the augmented joint space Jacobian is:

q̇a = Jqaψaψ̇a, Jqaψa =

Jqψ1 0

Jqψ1 Jqψ2

 (4.6)
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4.2.2 Forward Kinematics

For the ith continuum segment, the position, i−1pi, and orientation, i−1Ri, of that seg-

ment’s tip relative to its base frame can be represented as:

i−1pi =


L cos(δi)(sin(θi)−1)

Θi

−L sin(δi)(sin(θi)−1)
Θi

−L cos(θi)
Θi

 (4.7)

i−1Ri =


cΘic

2
δi
+ s2

δi
cδi sδi− cδi sδi cΘi −cδi sΘi

cδisδi− cδisδicΘi c2
δi
+ cΘi s2

δi
sδi sΘi

cδi sΘi −sδi sΘi cΘi

 (4.8)

For a given segment, the instantaneous forward kinematics can be found by differenti-

ating the forward kinematics for a single segment.

Jxψi =



L cos(δi)
(

cos(θi)
Θi
− sin(θi)−1

(Θi)
2

)
−L sin(δi)(sin(θi)−1)

Θi

L sin(δi)
(

sin(θi)−1
(Θi)

2 − cos(θi)
Θi

)
−L cos(δi)(sin(θi)−1)

Θi

L cos(θi)

(Θi)
2 + L sin(θi)

Θi
0

−sin(δi) cos(δi) cos(θi)

−cos(δi) −sin(δi) cos(θi)

0 sin(θi)−1


(4.9)

To obtain the kinematics for the entire snake:

ẋ = Jxψaψ̇a, Jxψa =

[
S1Jxψ1 S2Jxψ2

]
(4.10)
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Where S1 and S2 are screw transformation matrices constructed as:

S1 =

I [0p1− 0pe]
∧

0 I

 (4.11)

S2 =

0R1 [0p2− 0pe]
∧

0 0R1

 (4.12)

where 0p2 and 0pe are the vectors of the end of the 2nd segment and the robot end-effector

in frame {0}, I ∈ IR3x3 is an identity matrix, and [·]× is the skew-symmetric cross product

matrix of a vector.

4.3 Mixed Feedback Control for Continuum Robot Palpation

To perform semi-automated surgical tasks or to assign virtual fixtures for telemanip-

ulated surgical procedures, accurate correspondence between preoperative and intraoper-

ative organ geometry is required. This section presents the use of force-controlled ex-

ploration by a MBCR to update organ geometry using the deformable registration of a

pre-operative model to the surgical scene to overcome organ deformation and shift relative

to pre-operative images. Since continuum robots can offer deep access into the anatomy,

the unique challenges associated with their use to achieve force-controlled exploration are

explored. A mixed feedback control law is proposed whereby a combination of joint-level

control and end-effector position measurements are used to satisfy a reference motion tra-

jectory. A hybrid force/position controller is presented using sensory input from magnetic

tracking and force sensing. Experimental results show that, despite deformation of an

organ, the surgical plan can be deformably registered using force-controlled exploration

data via an implementation of coherent point drift registration.

Palpation is achieved using the IREP; for this work, only the right arm is used, equipped

with a spherical palpation probe end-effector for environment exploration and location

feedback from a magnetic tracking marker. Full design and modeling details for the kine-

80



𝒙𝑑𝑒𝑠
Task Space 

Twist 
Calculation

Trajectory 
Planner

𝐽𝑥𝜓
† ∫

𝝍𝑐𝑢𝑟 Inverse 
Kinematics

𝒒𝑑𝑒𝑠

ሶ𝒙𝑚

ሶ𝝍𝑑𝑒𝑠

𝒇𝑑𝑒𝑠

𝒙𝑐𝑢𝑟

Force 
Controller

Surface 
Normal 

Estimation

𝒇𝑐𝑢𝑟

𝛿𝒇

Magnetic 
Tracker

Redundancy 
resolution

𝑲𝑎

Admittance 
Gain

ሶ𝒙𝑓 ሶ𝒙𝑓𝑝

ሶ𝒙𝑑𝑒𝑠

ATI Force 
Sensor

ሶ𝒙𝑚𝑝

Low Level 
Controller

Robot - Organ 
interaction

Force 
Projection

Motion 
Projection

𝛀𝑓

+

+

𝛀𝑚

Figure 4.2: IREP control framework including hybrid-force position control, redundancy
resolution, and environment estimation.

matics of this robot are available in [166, 167].

A control framework is developed to achieve blind force-controlled exploration and

registration with a update of the hybrid-force position law found in [84]. The block diagram

of this control framework appears in Fig. 4.2. Prior work on updating virtual fixture

geometry by using palpation data [159] is extended by implementing the exploration and

registration using a continuum robot, which motivates a change in the framework for

motion and force control to allow success of force-controlled organ exploration.

4.3.1 Full Arm Kinematic Model

The instantaneous kinematics of the full IREP arm shown in Fig. (5.1,4.1) was pre-

sented in [168] and is an extension of the general MBCR kinematics presented in Section

4.2. Additional configuration variables are added to the robot configuration: the insertion

of the arm, b0, and the x and z positions of the five-bar linkage, b1x and b1z, control the

position the base of the continuum segments. These variables form a robot configuration

variable Ψr:

Ψr ,

[
b0 b1x b1z θ1 δ1 θ2 δ2

]T

(4.13)
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The instantaneous kinematics are solved in (4.14), using the Jacobian JxΨr mapping

configuration space and task space velocities as defined in [167]. Following a resolved

rates control method, the desired configuration space velocity Ψ̇r is solved based on the

desired task velocity ẋ.

ẋ = JxΨrΨ̇r ⇒ Ψ̇r = W−1JT
xΨr

(
JxΨrW

−1JT
xΨr

+ εI
)︸ ︷︷ ︸

J†
xΨr

ẋ (4.14)

The configuration space velocity is integrated to determine the current configuration

variables. The configuration variables are directly mapped to joint space variables by use of

inverse kinematic relationships with actuation compensation from [169] and a coordination

control module. A PID controller is then used to control joint positions q.

The singularity robustness parameter ε was defined in accordance with [170] and set

to:

ε =


0 θ1 ≤ 87◦

0.01 87◦ < θ1 < 90◦
(4.15)

This redundancy resolution formulation was shown earlier in [167]. We note that in

(4.14), a weighted least norm solution is used to solve for the joint velocities. The matrix

W is a weight matrix used for avoidance joint limits following the method in [171].

4.3.2 Task Space Controller

For a simple environment exploration task (point contact), there is no need to restrict the

full orientation of the robot end-effector, so only a select portion of the task space velocity

is commanded. Assuming the IREP is placed horizontally, three Cartesian velocities and

a single degree of rotational velocity ωy around the vertical axis (y) are commanded,

describing a four degree of freedom task. The specifics of this task are described below. The

task subspace velocities, ˙̃x, are converted to configuration space velocities by combining
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translational Jacobian and the y-axis row of the orientation Jacobian:

˙̃x ,

 ṗ

ωy

=

 Jpψr

Jωyψr


︸ ︷︷ ︸

Jx̃Ψr

Ψ̇r, ˙̃x ∈ IR4 (4.16)

JpΨr designates the rows of the Jacobian relating to Cartesian velocity, and JωyΨr the row

relating to angular velocity about the robot base’s y axis. Originally, only Cartesian position

was controlled; the control of ωy was added after early experiments in which side collision

between the base of the end-effector and the anatomy was observed.

To control the orientation of the robot tip for the exploration task, we define an auxiliary

frame {ûv̂ŵ}, as shown in Fig. 4.3. This frame has its ŵ axis along the projection of the

local tangent to the desired motion path onto the horizontal plane, its û axis along the

cross product between ŵ and the upward-pointing vertical axis, and its v̂ axis along the

downward-pointing vertical. An angle γ is defined as the angle between the gripper axis ẑg

and the v̂− ŵ plane. To facilitate the calculation of γ , we define a projection matrix Ωuw to

create a projection of ẑg onto the û− ŵ plane, designated as z̆g:

z̆g , Ωuwẑg, Ωuw , I− v̂v̂T (4.17)

By replacing ẋ with ˙̃x and JxΨr with Jx̃Ψr and using (4.14), a reduced-dimension

redundancy resolution is solved for Ψ̇. The Cartesian velocity, ṗ, is commanded as a linear

function of position error with a maximal velocity limit. To calculate the desired rotation of

the end-effector we keep ẑg in the v̂-ŵ plane by minimizing γ to prevent the organ collision

problem mentioned above. This is controlled by rotation about the v̂ axis, so only one

degree of freedom needs to be commanded for rotational motion, leaving the other degrees

free for redundancy resolution or to avoid joint limits and increase the effective workspace

of the robot.
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Figure 4.3: The IREP is shown probing an organ at point E. n̂e designates the current
estimated organ normal at E, and t̂ the current tangential motion direction. The longitudinal
axis of the end-effector is shown as ẑg. Its projection onto the û-ŵ plane, z̆g, is used to
define the angle γ . The angular velocity of the end-effector is defined to minimize the
bending of the end-effector out of plane (γ), to prevent organ collision.

The angular speed ωy to minimize γ is specified using a proportional gain kγ :

ωy = kγ sin(γ) (4.18)

While û, v̂, and ŵ can be defined in the moving frame of the robot with orientational

velocity calculated in the end-effector frame by making use of the body Jacobian of the

robot, for these experiments it was kept in the base frame of the robot and aligned with the

pre-planned raster trajectory.

4.3.3 Admittance-Based Hybrid Force/Position Control

Fig. 4.2 shows the hybrid force-position controller used for force-controlled explo-

ration. This control framework is a modification of the method presented in [84] to use

an indirect admittance controller. A simple PI controller is used to calculate δ f based on

the errors between the reference and current measured force. Using a constant admittance
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gain, a task space velocity is generated.

Kaδ f = ẋ f (4.19)

This approach presents two improvements over a previously presented controller for

hybrid force/position control of a continuum robot relying on a parametrization of robot

joint stiffness [84]. When motion is a function of both flexible continuum segments and the

relatively stiff joints of the parallelogram linkage and insertion stage, it is difficult to model

and adjust the modeled joint stiffness to achieve coordinated motion of the robot without

also estimating and calibrating a continuum stiffness model or iterative tuning of stiffness

parameters based on experimental results. Moving the stiffness to task space by using an

indirect admittance controller instead of a direct joint-space force controller alleviates this

problem.

Additionally, this formulation combines the force and position controllers in task space,

creating a unified task space command. The previous formulation used two task-to-configuration

space conversions (one for force and one for position), whereas this controller has a single

conversion which allows for solving a unified redundancy resolution problem which can

be used to avoid joint limits or accomplish other subtasks which would be more difficult to

accomplish in the previously presented framework.

A hybrid force-motion controller with task decomposition as proposed in [172] is used

to explore the environment. Commands are formulated as the sum of orthogonal force and

motion directions, controlled by separate force and motion controllers. Orthogonalization

is achieved via the projection matrices Ωm and Ω f used to project the task-space errors in

motion and force directions, respectively:

Ω f =

n̂en̂T
e 0

0 0

 , Ωm = I−Ω f (4.20)
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ẋ = Ωmẋm +Ω f ẋ f (4.21)

where ẋm and ẋ f are the desired end effector speeds to close the errors in the motion and

force control loops, respectively, and n̂e is the contact normal along which we control force.

The next important question is how to define the contact normal n̂e during blind exploration

of an unknown organ.

4.3.4 Force Control Direction Update

To traverse non-flat environments before a model is generated, it is necessary to update

the force control direction of the hybrid controller during task execution. In a known

environment, it is simple to define the force control direction as the local surface normal

direction and the motion direction according to (4.20). However, when performing blind

exploration where the robot does not know the environment model, the force control di-

rection n̂e must be updated online. The method presented here echoes that developed in

[159, 173]. The outline of the frames used in our update framework is shown in Fig. 4.3.

The nominal force control direction is estimated as the current direction of the vector

describing the force felt on the robot, f. The forces are fed through a 1KHz 25-point moving

average to reduce noise and prevent sudden changes in the control direction. We restrict

the force controller to only act in the v̂-ŵ plane of the frame defined in Fig. 4.3 to prevent

forces in a transverse direction to the desired motion trajectory from pulling the robot off

course. This is achieved with the use of a projection matrix Ωvw, defined similarly as in

(4.17), replacing v̂ with û. The control direction is calculated as:

n̂e = Ωvw
f
||f|| (4.22)

The above estimate of n̂e was saturated to prevent it from tilting more than 60◦ relative

to the vertical. This limitation was applied to reflect an a-priori guess of the steepest

slope in organ geometry. Future work should include an update for simultaneous friction
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Forward Kinematic Control
Mixed Feedback Control
Commanded Trajectory

Figure 4.4: Characterization of trajectory-following error under mixed feedback and
forward kinematic control. Mixed feedback errors plotted in red, forward kinematic errors
in blue. RMS error reduced from 1.89 to 1.12 mm using mixed feedback control

estimation while interacting with unknown flexible geometry.

4.3.5 Mixed Feedback Controller for Closed Loop Control

The IREP was equipped with a magnetic sensing coil to provide feedback about the

end-effector tip position during robot-organ interaction. While geometric calibration at-

tempts may help decrease kinematic uncertainty in free space, a full model including large

deformations due to environment contact has yet to be developed. Therefore, a “mixed

feedback” controller was implemented to provide a desired motion command that is com-

puted based on a mixture of an internally-updated robot Jacobian that relies on integration

of the configuration variables and an externally-updated set of position measurements.

This is described as a “mixed” controller because the external commands based on

magnetic tracking close a loop in task space, but not in configuration space. The internal

model of the geometry of the robot, as known by the current configuration ψ, does not
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Mixed Feedback Forward Kinematics
RMS Error 1.12 1.89
Max Error 2.72 4.66
Error Standard Deviation 0.52 0.76

Table 4.2: Comparison of error between mixed feedback controller and for the uncalibrated
forward kinematics controller. All errors are reported in millimeters.

update to match the deflected pose of the robot as it makes contact. The Jacobian-based

velocity relationships derived for a robot in free space are still good enough approximations

to control the robot during contact and deflection. This is similar in concept to the idea of

“endpoint feedback” or “endpoint control” which has been presented in the literature for

other flexible robotic systems [174].

The task description in the trajectory planner and the task space error calculations were

all performed using measurements from the tracker to close the loop and calculate the

desired configuration velocity as per (4.14). After the configuration space velocity was

computed, commands were sent to the joint-level motors using the robot’s inverse kine-

matics. The configuration variables were integrated based on their commanded velocities

to update the Jacobians at the next time step. We refer to this framework as a “mixed”

controller because the magnetic sensor measurements do not estimate or update the pose of

the robot in configuration space, but still drive the desired control velocity in task space.

Free-space trajectory following experiments were carried out to characterize the per-

formance of the mixed feedback controller. The robot was commanded to follow a circle

under both mixed feedback control and using forward kinematics to update the robot pose.

As shown in Fig. 4.4, the mixed feedback controller reduced trajectory-following errors,

calculated as the distance between each point saved by the sensor during the scan and the

closest point along the circular trajectory. Errors are reported for a sampling frequency of

125 Hz without any filtering. By adding the mixed feedback control, the root mean square

(RMS) errors were reduced from 1.89 mm to 1.12 mm in the circle tracking task. The

magnetic tracker itself had significant noise: without any motion, we calculated an RMS
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noise level of 1.41 mm in free space. Our measurements showed the sensor noise was

larger in the vertical direction, which aligns with the trajectory direction in the side regions

of the trajectory in Fig. 4.4. This alignment of noise and trajectory direction explains how

the trajectory-following error (1.12 mm) is smaller than the norm sensor noise (1.41 mm).

4.4 Mixed Feedback Organ Exploration

The experimental setup can be seen in Fig. 4.5. A phantom kidney created out of

molded silicone was mounted onto a plastic base which is slanted in two non-parallel planes

to deform the organ. The silicone kidney was fabricated by casting liquid silicone rubber

(Ecoflex 00-30) onto a 3D printed mold. The mold geometry was used to define an a

priori map of the undeformed organ geometry. The base was affixed to an ATI Gamma

force sensor. An Ascension 3D Guidance trakSTAR magnetic tracking system was used to

measure the position of the end-effector of the robot. The quality metric of the trakSTAR

2 system, which reports magnetic interference, was not significantly affected at the site of

organ interaction by the presence of the force sensor underneath the organ holder.

The control framework introduced above was used to carry out force-controlled explo-

ration of the organ. A raster path in the base plane of the magnetic tracker was used to

create a desired trajectory for the robot to follow. The organ was brushed with glycerin

to provide lubrication to mimic the fluids found in a surgical setting. A constant force

of 0.3 Newtons was commanded to the robot throughout the scan. Once the scan of the

organ was completed, the measurements from the magnetic tracker were used to perform a

deformable registration from an a priori mesh of the organ to the explored data. A video

of this palpation can be seen in Multimedia Extension 1, linked from Appendix A.4.

The raster scan was aligned along the major axes of the magnetic tracker, which also

correspond to trajectories that largely follow either an "uphill" or "downhill" direction

relative to the silicone organ. This kept the plane of motion aligned with the major required

directions of force control. The results of this scan are shown in Fig. 4.6.
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Figure 4.5: The experimental setup of the IREP scanning a silicone phantom. (1) The
continuum arm of the IREP with magnetic tracker embedded in the tip (2) silicone phantom
kidney (3) ATI gamma force sensor(4) Ascension trackSTAR magnetic tracking base plate

The total scan time for the front of the organ, covering an approximately 5 cm x 3 cm

polygon, was approximately 19 minutes. The scan time can be decreased; less dense results

with an increased trajectory velocity obtained similar results in less than 10 minutes. Even

this is a relatively long scan time: further work will need to be done to decrease scan time

to achieve clinically viable scan methods for large areas. For smaller areas, this framework

can be used for semi-automation of regulated palpation of specific anatomical regions for

further exploration. Such areas may be defined by expert user input or areas obscured by

blood or other fluids that may have positional uncertainty when scanned by vision or other

imaging modalities.

4.4.1 Organ Deformable Registration

Fig. 4.6 presents the registered data. The a priori model was deformably registered

to the magnetically tracked exploration data using a point-based deformable registration

method, coherent point drift (CPD) [175]. To compensate for the noisy position measure-

ments of the magnetic sensor, a zero-phase moving average filter of 15 points was applied

to all the scan data. In addition, since there were instances when the robot lost contact with
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Figure 4.6: Position of the robot while scanning the organ and resulting deformed map of
the organ geometry. The positions of the robot during the force-controlled organ scan are
shown as the blue lines. The deformable registration using Coherent Point Drift is shown
as the black points.

the organ, any points where measured contact force fell below 0.15 N were removed from

consideration in the registration dataset.

The CPD algorithm is based on deforming points in one point cloud to positions within

a second point cloud, which makes formulating an inverse transform difficult. Since it

was desired to perform analysis and task execution in the magnetic tracker frame, the a

priori scan of the organ was designated as the "moving" data set, and the magnetic tracking

scanned results from the robot as the "target" data set. Since correspondence is required for

each of the points in the moving set, the a priori model was trimmed to be approximately the

same size and shape as the explored data. Since the algorithm regularizes for deformation

energy to reduce overfitting, the trimming did not need to match the explored region exactly,

but this manual step in the registration algorithm greatly improved registration from an

untrimmed model while also introducing a measure of subjectivity into the registration

process.

4.4.2 Ground Truth Comparison

In order to characterize the errors in the registration, we used a FARO Fusion laser

scanner to obtain a ground truth measurement of the deformed organ geometry. Spherical
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fiducials were placed in the magnetic tracker workspace and scanned with the laser scanner

and a tracked probe containing an electromagnetic marker. These fiducials were used to

register the frame of the laser scanner to the frame of the magnetic tracker. A small scaling

factor between the two measurement systems was found to be necessary to reduce the

registration error.

With the registration between the laser scanner and the electromagnetic tracker com-

puted, the deformed map and the laser scan can be compared directly as shown in Fig. 4.7.

Comparing the scans, there was an average RMS error between the laser-scanned surface

and the deformed a priori model of 1.75 mm. If a rigid registration was used in place

of the deformable CPD algorithm, this error increased to 2.33 mm. These errors include

registration errors from the laser scanner to the magnetic tracker. This is comparable to

results estimated when using a laser-scan endoscope system with errors of 1-1.5 mm in a

laparoscopic context [157].

While the estimated surface normal used for control, n̂e, was projected and filtered to

improve performance, it is also useful to see how the direction of the force vector relates to

the direction of the surface normal. The angular errors between the unit norm vector of the

force felt during the organ scan and the normal vector of the closest point on the registered

point cloud from the laser scan were calculated, and the RMS error was found to be 11.88

degrees. This shows that, while not exact, for a well-lubricated surface, the force direction

vector is close to the surface normal direction.

4.5 Challenges In Mixed Feedback Palpation

There are a number of challenges that need to be overcome to enable better force-guided

robotic palpation and to enable the extraction of more information from such procedures.

There were instances where the robot lost contact with the organ during scanning. One

particular cause of this is the elastic energy held in both the robot and the organ. When

moving up very steep regions of the phantom, the force controller pushes in a largely
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Figure 4.7: A comparison of the deformed a priori map to a laser scan of the deformed
organ. The red surface is the result of a laser scan of the deformed organ in place. The
black dots are points along the deformed a priori map of the organ calculated using the
force-controlled palpation. RMS error between the maps is 1.75 mm

horizontal direction. This bends the continuum structure of the robot which then can “pop”

out of the organ as it crests the hill, straightening significantly. The robot subsequently

returns to the scanning trajectory, but a more complete compliance framework will need to

be formulated and integrated into a control framework to compensate for this stored energy

and to prevent rapid changes in robot shape.

The organ palpation in this investigation was carried out both “uphill” while moving

away from the robot base and “downhill” while moving toward the robot base. The former

motion was much more difficult, causing the afore-mentioned “popping” out of the organ’s

surface caused by the robot jabbing into the environment surface. To allow time for the

force controller to converge and prevent high-force interaction, the lateral scan speed was

reduced, causing the scan time to increase significantly. In the experiments in the next

chapter, palpation was performed with the robot always moving toward the robot base to

avoid this jabbing motion (regardless of environment shape - uphill or downhill) and to

allow for faster-speed scans while covering similar-sized or larger areas.

While the presented method was able to traverse even steep areas of the organ, the

trajectory followed by the robot often had errors from the planned raster pattern as it moved
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up and down the surface. Lack of friction compensation and the flexible nature of the

environment contributed to these errors. A more robust exploration framework should

estimate relevant parameters to compensate for these effects and reduce these errors during

blind exploration.

Additional important areas for exploration include organ stiffness estimation, methods

for capturing more complicated physical organ properties, and on-line updates of geometry

or registration parameters. Online estimates of the deflected robot shape and identification

of multi-point contact will also be useful for broader applicability of this method.

4.6 Conclusions

The palpation control method showed the feasibility of continuum robots to scan un-

known geometry elastic environments and to form updated geometry models of the envi-

ronment using deformable registration. An updated hybrid force-motion and admittance

controller for a continuum robot was introduced to improve robot control efficacy for this

task. The coherent point drift deformable registration algorithm was shown to be able

to update an a priori environment model using the exploration data for the execution of

further tasks requiring an updated model such as telemanipulation virtual fixtures or semi-

autonomous ablation along a path or in a patch. Results of the deformable registration

suggest that force-controlled exploration data may be feasible for updating the geometry of

the environment and that the error in estimating the surface normal was less than 12◦.

While controlling palpation for continuum robots is itself an advancement of the liter-

ature, it is also important to be able to include sensing modalities that can be integrated

into the robotic system so as not to have to rely on external force sensing. This problem is

explored in the next chapter, leveraging the methods for interaction and control developed

in this chapter.

94



CHAPTER 5

CONTINUUM ROBOT FORCE SENSING AND CONTROL

5.1 Overview

This chapter builds on the method first presented by Xu and Simaan on what was

called “intrinsic force sensing” [52, 53] that relies on loadcell readings at the actuators of

a multi-backbone continuum robot and a virtual work law. Dealing with uncertainties and

model inaccuracies is a key challenge in continuum robot applications, especially in cases

where force sensing is required in the presence of friction that can accompany clinically

deployable robotic systems. Overcoming these uncertainties is the focus of this chapter.

This chapter has a number of important contributions. Next, an intrinsic force sens-

ing method is presented that can account for nonlinear and path-dependent uncertainties

from long, high-friction actuation lines that are more representative of conditions found

in clinically deployable systems than previous explorations in the literature. An updated

force-sensing formulation is presented as well as model-calibration parameters for higher

accuracy sensing. This is validated through automated experiments and a user study of

simulated surgical tasks.

This chapter is organized as follows: Section 5.2 describes the motivation for this work,

Section 5.3 describes the modeling and control framework for joint-level force sensing.

Sections 5.4 and 5.5 present the results of automated experiments and a user study using

that joint-level force sensing method for feedback. Sections 5.6 and 5.7 close the chapter

with a discussion and concluding remarks.

5.2 Motivation and Prior Art

Many works have investigated the utility of using environment interaction forces to

better understand environment properties. Since 2008 [176], researchers have been using
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probing [177, 85, 178] and continuous palpation [179, 180] to identify organ geometry,

perform registration, and estimate stiffness maps that allow identification of important sub-

surface features. Because of the deep reach into the anatomy that continuum structures can

provide, vision systems may be partially occluded, and arms may touch the environment in

a variety of locations, so force-sensing is especially important in continuum robot systems.

5.2.1 Background for Continuum Force Sensing

Intraoperative force sensing methods can be broadly separated into direct and indirect

methods. Direct methods rely on force sensors held by or attached to the robot’s end

effector, whereas indirect methods use a model of the robot to estimate the forces from other

information sources. Direct methods can provide “drop-in” solutions with high resolution

but have disadvantages in tool sterilizablility, cost, and miniaturization. While sensors for

direct sensing methods generally must be located in-situ (close to the end effector and

within the confines of the anatomy), indirect methods can use sensors located ex-situ and

may use external imaging, tip tracking, or shape measurement for the estimation of applied

forces. Indirect methods with ex-situ sensors are attractive since they can help reduce

surgical tool cost while overcoming challenges in miniaturization, MRI-compatibility and

sterilizability.

Prior works on force sensing for MBCRs have predominantly used indirect ex-situ force

sensing, referring to estimation of end effector forces via measurement of backbone joint-

level forces as “intrinsic force sensing” [52, 53, 181]. Instead of using this restrictive

terminology, we will use the term joint-level ex-situ force sensing (JEFS).

MBCRs present an opportunity in force sensing due to the larger range of forces they

can withstand, but also present serious challenge for JEFS due to force transmission uncer-

tainties. In this work, we focus on two research problems related to the feasibility of JEFS

with systems that have large force transmission uncertainties due to friction and hysteresis:

• Problem 1: Uncertainty cancellation in configuration v.s. joint-space: Methods of
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applying uncertainty cancellation terms for frictional losses can be applied at the

model-level in joint space or in configuration space for continuum robots1. It is not

clear whether the application of model correction should be carried out at the joint-

space level or configuration-space level.

• Problem 2: Limits of model-based compensation: It is also unclear to what extent

model-based compensation can work without the use of some machine learning

methods for capturing nonlinear model uncertainties that are confounded by the

presence of multiple hysteresis planes.

These questions are investigated through modeling of kinematics and JEFS and experi-

mentation on the Insertable Robot Effectors Platform (IREP), shown in Fig. 5.1. The IREP

is a dual-armed MBCR with a stereo camera system that can be used for single-port surgery

[182]. Unlike prototype MBCR designs which have direct routing from joint-level actuators

to the continuum segments, the IREP’s nitinol backbones must be routed through a number

of conduits. They pass through an antisymmetric “cone” which routes the backbones from

the linear actuators to their positions within the continuum segment, then through a long

stem and a passive segment attached to a workspace-enlarging parallelogram linkage before

entering the continuum segments. The cone, stem, and parallelogram linkage, necessary for

the realization of a compact system that can be clinically deployable, introduce uncertain-

ties in the static analysis of backbone forces, which motivates the exploration of methods to

adapt JEFS to systems with similar actuation line transmission uncertainties. The IREP is

actuated by twin-leadscrews to reduce the number of motors in the actuation unit, leading

to coupled control of the backbones in each continuum segment.

1The configuration space of MBCRs is detailed in Section 4.2. It is a vector comprised of pairs of angles
used to parameterize the bending shape of each continuum segment.
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Figure 5.1: Force sensing method for the IREP: measurements of backbone forces in the
actuation unit, τloadcell , are used to estimate backbone forces in the snake, τsnake, to account
for losses and uncertainty caused by the routing (shown in orange) of a backbone through
the cone, stem, and parallelogram linkage. Backbone forces are used to estimate external
tip wrenches, we. The secondary backbones of the continuum segments are actuated via
qmotor turning a twin leadscrew, actuating both qi and qi+1.

5.2.2 Related Sensing Works

Over the last two decades, a large number of works have focused on enabling force

sensing during robot-assisted surgery as reviewed in [32, 183]. This emphasis stems from

the fact that the benefits of haptic feedback during surgery as demonstrated in [59, 60,

61, 65] cannot be effectively realized without reliable intraoperative force sensing and

feedback. The benefits of intraoperative force sensing have been explored for numerous

surgical tasks including suturing [72, 73], catheter insertion [71], cardiac ablation [184],

palpation for detection of tumors or hidden anatomy [70], and blunt dissection [64]. Force

feedback can also reduce the incidence of adverse events: excessive intraoperative forces

can damage sensitive anatomy [185] and improper suturing can damage organs through

limited bloodflow [25] or lead to blood leakage due to loose suturing [26].

In [186] indirect control of end-effector stiffness was implemented for a concentric

tube continuum robot. The approach relied on a Cosserat rod model of the robot and
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tracker measurement of the end effector location. To achieve a desired stiffness, the robot’s

interaction force was estimated using the static Cosserat-rod model. In this work, we im-

plement JEFS for an MBCR and adopt the indirect force control approach for its robustness

of knowledge of the environment’s local geometry.

Previous methods for force-sensing in concentric tube robots and catheters have used

indirect force sensing methods with sensed loads in many papers not exceeding 0.3 N. A

notable outlier is [184] which used a catheter with a combination of a tip-mounted force

sensor and ultrasound guidance to maintain tip forces at the level of 1 N. Errors have ranged

from 5-20% of maximum reported loads with some papers reporting maximum forces as

small as 0.1 N. This includes methods using numerical solvers to estimate a single force at

the tip of a flexible beam using shape detection methods ranging from image segmentation

[187, 188, 189], combined wire tension and tip position estimation [190], electromagnetic

tip tracking [191, 192], or fiber Bragg grating sensors [41].

5.2.3 Contribution

While feasibility of JEFS was demonstrated on bench-top MBCRs with straight back-

bone routing [52, 53], the constraints of clinically deployable systems often dictate a

complex backbone routing which amplifies frictional transmission losses. Previous works

on characterizing frictional transmission losses in MBCRs have recently used Support Vec-

tor Regression (SVR) [181, 84], or model-based estimation with actuation compensation

[193], however these methods have not been adapted to enabling JEFS on less-ideal systems

that respect clinical deployability constraints.

Within the broader context of extending JEFS to non-ideal systems, this work presents

what we believe is the first effort to explore the two research problems outlined above. In

answering these questions posed by these two problems, we also make additional contri-

butions. We present several improvements for accounting for actuation line uncertainties.

A previously presented friction regression model is reformulated in joint space instead
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of configuration space and we encode hysteretic effects by defining an operator akin to

the hysteron operator [194] and including it in an uncertainty regression framework based

on support vector regression. Methods for model calibration are presented to improve

automated force estimation and task execution.

5.3 Force Sensing Model

JEFS allows continuum robots to sense forces during environment interaction, giving

robots the above-mentioned benefits of indirect, ex-situ force sensing. The overall approach

is shown in Fig. 5.1: an external wrench on the end-effector, we, causes a reaction at the

base of the snake that changes the tensions in the backbones. The backbone forces at

the base of the snake, τsnake, cannot be directly measured due to space constraints, so

instead τloadcell is measured inside the IREP actuation unit. However, uncertainty and

losses from the backbone routing through the cone, stem, parallelogram linkage, and inside

the continuum segments must be accounted for to make sure that load cell measurements

can be used to estimate we.

The force sensing model is based on the basic force sensing equations introduced in

[52]. A virtual work law describes the energy balance under quasi-static conditions:

wT
e ∆x+τT

snake∆qa = ∆E (5.1)

Where ∆x is the change in task space end effector pose, ∆q is the change in joint space

variables, and ∆E is the change in internal energy of the snake. Kinematic Jacobian

matrices are used to express ∆x and ∆q using changes in configuration space, ∆ψ and

∇Ea (the gradient of the bending energy with respect to ψa).

wT
e Jxψa∆ψa +τ

T
snakeJqaψa∆ψa−∇ET

a ∆ψa = 0 (5.2)
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Since (5.2) holds for any arbitrary virtual displacement ∆ψ, we obtain:

JT
xψa

we = ∇Ea−JT
qaψa

τsnake (5.3)

Equation (5.3) is the fundamental force-sensing equation which, for a single-segment robot,

is under-constrained and can be solved by finding the least-norm solution, or by utilizing a

priori information to estimate the contribution of null-space projection terms [52]. While

the approach in (5.3) assumes quasi-static conditions, it was shown in [195] that dynamic

motion effects may be neglected for small continuum robots, and a method for including

dynamic effects was presented that could be applied to high-friction scenarios as part

of potential future work. In [193], adjustments to the static model for multi-segment

moment coupling were investigated that would affect this framework. However, due to the

complications this presents in the modeling framework and the additional effort involved

in solving both moment and frictional coupling effects (the latter of which has not been

explored), this work is limited to investigation of force sensing for single segment motion.

In this work, we assume a point contact with the environment since this is a good ap-

proximation for tasks such as force-controlled ablation with the robot tip. Therefore, when

we estimate the wrench we we use the a-priori knowledge that the moment components

should be zero and we seek to only estimate the force vector.

In the following discussion we will use the notion of a generalized force fg as used in

[181]:

fg , JT
xψa

we (5.4)

Since the generalized force was defined for a virtual displacement in configuration space,

(5.3) shows that this force has the same units as the gradient of the robot’s bending energy,

i.e. [J/rad].
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5.3.1 Joint Space Compensation:

The presence of friction, kinematic uncertainties, backbone extension, and flex inside

the actuation lines results in inaccuracies in (5.3). Previously, [181] compensated for

uncertainty with generalized forces in configuration space, which do not have a direct

physical meaning. An alternate formulation with compensation in joint space is proposed

to more directly account for the manifestation of the actuation-level uncertainties without

mediating measurements through Jacobians that introduce additional uncertainty. This

method reduced fitting errors, especially when investigating the effects of hysteresis.

By rearranging the basic force sensing equation under a no-load condition (we = 0),

and ignoring uncertainties, (5.3) for an ideal single-segment system becomes:

∇Ea = JT
qaψa

τenergy (5.5)

where τenergy represents the backbone forces required to bend the continuum segment at a

given pose.

For a non-ideal system (i.e. with friction) (5.5) is modified as the following. A gen-

eralized force fg is added to the model to represent frictional losses as they manifest in

configuration space. Similarly an additional joint-space term τ f riction is added:

∇Ea + fg = JT
qaψa

(τenergy +τ f riction)︸ ︷︷ ︸
τnl

(5.6)

τnl is the “no load” measured backbone force, i.e. when we = 0. It is assumed to depend

on the robot’s configuration ψ and its motion history.

If a nonzero we is added to the model, a corresponding increased backbone tension

must be added to the model to balance that load, τload resulting in the relationship:

JT
xψa

we = ∇Ea + fg−JT
qaψa

(τnl +τload)︸ ︷︷ ︸
τmeasured

(5.7)
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where τmeasured is the measured backbone force during an experiment.

In the following, we will assume that an estimate of the no load joint forces (termed

“τnl) is available through an estimation process as described in Section 5.3.2. During

experiments, we have τmeasured and the estimated “τnl . We therefore reformulate the statics

equations to capture their dependence on the difference between the measured backbone

forces and the estimated no-load backbone forces. To achieve this, we substitute ∇Ea + fg

from (5.6) into (5.7) to obtain:

JT
xψa

we = JT
qaψa

τnl−JT
qaψa

τmeasured (5.8)

Assuming that “τnl is a good approximation of τnl , we can write:

JT
xψa

we =−JT
qaψa

τr (5.9)

where τr is defined as the residual backbone measurement capturing the difference in

backbone force with and without end effector load:

τr , τmeasured− “τnl (5.10)

To implement the single-segment force sensing approach used in this work, a selection

matrix Λ j is defined for the jth segment as:

Λ j ,

[
Iδ1 j,Iδ2 j, . . . ,Iδns j

]T

(5.11)

where δi j is the Kronecker delta function, ns is the number of segments in the continuum

robot (ns = 2 for the IREP) and I is a 2×2 identity matrix.

Using this definition, we express the single-segment force sensing equation for the jth
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segment as:

(JxψaΛ j)
Twe =−(JqaψaΛ j)

Tτr (5.12)

This equation can be solved for we through a pseudo inverse and the least-norm solution

was used estimate the applied wrench. While methods for null-space projection can be used

to incorporate a-priori information as in [52], we used a simple pseudo-inverse solution for

simplicity.

This approach assumes knowledge of τmeasured and “τnl . τmeasured is the measured

force on the backbones during forceful interaction with the environment. The vector “τnl

is estimated from experimental data with we = 0 through a support vector regression as

described below. This model also assumes that the presence of loading does not change

the frictional characteristics or the amount of energy stored in the bent snake, which should

hold for small deflections.

5.3.2 Support Vector Regression Compensation:

In order to perform force sensing using (5.9), τnl must be estimated at any given robot

configuration (since its estimate “τnl is used in (5.10)).

Modeling frictional uncertainties has a number of difficulties because it is a strongly

nonlinear function that depends not only on the current pose of the robot but also the

history of the motion of the snake. For the IREP in particular, the long actuation line,

high backbone forces, and parallelogram linkage add complexity and uncertainty to the

backbone routing and frictional losses.

A number of works in the past have sought to find modeling methods to account for

hysteretic behavior, with the Preisach model being a foundational work using a series

of hysterons to represent directional behavior [194]. Similar to the Preisach model, the

Prandtl-Ishlinskii model has been proposed which researchers have generalized to account

for asymmetry and non-monotonic hysteresis [196]. Others have generalized the Preisach

model to account for multi-dimensional hysteresis [197] or applied simplified models for
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Figure 5.2: Backbone load measurements during free-space movement for the first segment
of the IREP. Hysteresis loops can be seen for all the backbones.

vector hysteresis [198]. However, the modeling problem in the JEFS scenario is some-

what unique in that the load is a function of joint velocities and the coupled, hysteretic,

two-dimensional joint space configuration. The presence of multidimensional, coupled,

hysteretic inputs leaves standard hysteresis modeling techniques insufficient.

Because of these difficulties, a data-based method for compensation is used by collect-

ing free-space information as in [181]. In order to estimate τnl , measurements of τloadcell

are taken as the robot moves across the workspace when we = 0. This is done through

repeated experiments bending and straightening the snake at different values of δ as well

as slowly bending and straightening the snake in a spiral. This produces a dense dataset

across the workspace of configurations and backbone tensions – a subset of which is shown

in Fig. 5.2.

Once a dense dataset is collected, a regression method can be used to estimate τnl at any

given point in the workspace as a function of the current snake configuration. Because of its

ability to quickly compute the regression result of a complicated manifold at a given point

in the workspace, support-vector-regression (SVR) was chosen for this particular problem.
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SVR allows for a transformation of the training variable into a higher-dimensional

space by using some kernel function of the training data, which allows for better fitting on

nonlinear data. In this work, a Gaussian kernel is used with standardized kernel parameters

through MATLAB’s Statistics and Machine Learning Toolbox. The output of the SVR is

formulated as a set of support vectors and weights, so the calculation of the regression out-

put at a given point is a linear computation that can be applied for real-time compensation.

The estimated backbone force “τnl can be calculated as a function of the feature vector φ:

“τnli(φ) =
N

∑
n=1

αnk(φn,φ)+bi i ∈ [1,8] (5.13)

Where αn is the weight to each support vector, φn, and bi is a bias term for the ith backbone

force. We note that i∈ [1,8] since we train over the entire set of backbone forces for the two

segments of the IREP dexterous arm where each continuum segment has four backbones.

k(φi,φ) is the Gaussian/radial basis function kernel:

k(φi,φ) = e
−1
η2 ||φi−φ||2 (5.14)

where the scaling factor η was determined using automatic kernel scaling provided by the

MATLAB Statistics and Machine Learning Toolbox.

In order to obtain an accurate regression, an intelligent feature vector must be chosen

to fit the data. Because of the complex frictional states and hysteretical uncertainty in the

losses inside the cone and the actuation lines, historical features are required. A feature

vector, φ, is defined:

φ,
[
qT, q̇T,sT]T (5.15)

The joint space displacement and speed are represented by q and q̇, and s is a hysteron-

inspired feature computed as the saturated integral of the joint space velocity, which roughly

represents whether the snake is bending or straightening, with an interpolation between
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those states. It is important to maintain this historical feature because the frictional state

of the robot is path-dependent and may be different even at the same joint position and

velocity depending on how the arm arrived to that state. To this end, the hysteresis feature

s is defined at time-step k+1 in the digital system as a saturated sum:

sk+1 ,


sk +ξ q̇ if |sk +ξ q̇|< 1

1 if sk +ξ q̇ > 1

−1 if sk +ξ q̇ <−1

(5.16)

Where ξ is a parameter determining speed of traversal from one state to the next. The

training error was insensitive to changes in ξ , unless it was very small, so a constant ξ = 4

was chosen for the datasets below.

In contrast to prior work where configuration-space variables were used in the regres-

sion [181], joint-space variables are used for the regression feature vector because they

do not have discontinuities within the workspace and form a smoother mapping. The

cylindrical workspace represented by the bending plane angle δ (shown in Fig. 4.1) is

especially difficult to perform regression on because of the representational difficulties

when representing δ measurements separated by 360◦ which represent the same physical

configuration, but are representationally distant from one another. A transformation to joint

space covers the same workspace with none of these representational discontinuities and

thus produces better regression results.

For better numerical conditioning of the weight optimization problem, a normalization

of the feature vectors is carried out before they are input into the SVR regression algorithm

[199]. This feature normalization was carried out as:

φ, 2
(
φraw−φmin

φmax−φmin

)
−1 (5.17)

where φraw is the raw feature data without normalization, and φmin and φmax are obtained
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Table 5.1: Regression results for different SVR estimation techniques based on backbone
force measurements while moving the robot without any load at its tip. The middle column
shows the average regression error. This error is in generalized force in the first two rows
and in joint-level force in the last two rows. The right column shows the regression error
when used for compensation in the estimate of end-effector forces.

Regression Error Force Error
ψ - no hysteresis 30.0 J/rad 0.60 N
ψ - hysteresis 13.1 J/rad 0.43 N
q - no hysteresis 4.0 N 0.17 N
q - hysteresis 1.7 N 0.06 N

from the training dataset, which represent the vectors of the minimum and maximum value

of the training-set vector space. This scales each variable, if it matches the range of the

training set, to lie between -1 and 1.

5.3.3 Free-Space Training Result:

After a regression method was chosen, an experiment was performed to collect the data

required to estimate τnl . The IREP was commanded to bend in free space while measuring

backbone forces and motion history.

A training dataset was generated by moving the continuum segment θ ∈ [45◦,90◦],δ ∈

[0◦,360◦]. The complete training dataset included over 32000 configuration samples col-

lected while the continuum arm was moving. These motions were carried out by changing

θ while holding δ fixed or in spiral experiments in configuration space wherein the robot

was commanded to slowly increase and/or decrease θ and δ simultaneously. This data was

collected while the robot was moving slowly with movements taking 9.3 minutes.

The SVR regression over joint-space data is shown in Fig. 5.3 for the case of SVR

training using the feature vector defined in (5.15). It can be clearly seen that the SVR is

able to capture not only the general shape of the backbone forces during movement, but

also the interior hysteresis loops. This figure shows the result for a single backbone and

simple experiment for ease of visualization, but separate regressions were performed for
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each backbone over more complex motion profiles.

Table 5.1 presents the training error for different regression features and force sensing

strategies. The middle column shows the training error in the space of the regression:

generalized forces for the first two rows and backbone tension for the last two rows. The

right column shows the error in the force estimation when the offset is applied and fed into

the force sensing equation. The first row, “Configuration Space - No Hysteresis”, shows

the results for training an SVR in configuration space for the force sensing method in (5.3)

using fitting in configuration space without any hysteresis parameter included in the feature

vector except for the sign of the velocity of θ , in accordance with the approach of [181].

The second row, “Configuration Space - Hysteresis”, adds a similarly-defined hysteresis

feature as in (5.16) on each of the elements of the configurations space vector. The third

row, “Joint Space - No Hysteresis” uses the method in (5.9), but only the features q and

sgn(q̇) for regression. The final row, “Joint Space - Hysteresis” uses the same equation

and the feature vector from (5.15). The combined use of hysteresis measurements and

conversion from representation and regression in configuration space to joint space greatly

reduces training error for this dataset, to 0.06 N for the proposed method, reduced from

0.16 N or even 0.62 N in the worst case.

5.3.4 Model Parameter Calibration

The single segment force sensing equation, (5.12), is a function of the residual back-

bone force τr, which is estimated based on backbone force measurements and a regression

of no-load backbone forces (5.10). However, when loads are applied to the robot, wire

transmission non-linearities may cause the force measured on the loadcell in the actuation

unit to differ from the force on the backbones at the distal end of the robot in the continuum

segment. To model this nonlinearity, we introduce the correction:

τri→ τriβi (5.18)
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Figure 5.3: Estimation of backbone force for a particular backbone using support vector
regression and hysteresis parameters in joint space. The blue traces show the raw data
captured during unloaded robot motion, with red dots marking the regression results.
Subfigures A-C show sliced planes of the dataset shown in D.

where i = 1, . . . ,8. βi is a transmission calibration factor that is formulated as dependent

on the backbone force.

In the following derivation, we will assume that for each backbone, βi is expressed as a

linear combination of norm-bounded modal functions:

βi = bi(τ̃ri)
Tγi, i = 1, . . . ,8 (5.19)

where τ̃ri ∈ [0,1] is the normalized backbone force residual as in (5.20) and bi and γi are the

vectors of modal basis functions and modal coefficients for the ith backbone. γi is sought
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as the result of a model calibration process based on experimental data.

τ̃ri =


0 τri <= τmin

τri−τmin
τmax−τmin

τmin < τri < τmax

1 τri >= τmax

(5.20)

The modal basis functions are formulated using Bernstein basis polynomials where the jth

element of bi is defined as:

bi, j(τ̃ri) =
nb! τ̃

j
ri(1− τ̃ri)

nb−1

j!(nb!− j!)
j = 0 . . .nb (5.21)

where (·)! is the factorial operator and the order of the Bernstein polynomial, nb, was

chosen as 4.

We define the full calibration vector β as:

β ,

[
β1, . . . , β8

]T

(5.22)

and the full-robot augmented modal coefficient vector γa is defined as

γa ,
[
γT

1 , . . . ,γ
T
8

]T
, γi ∈ IR(nb+1)×1, i = 1 . . .8 (5.23)

Using these definitions, β may be expressed as:

β = Bγa (5.24)
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Where B is formulated as a block diagonal matrix:

B =


b1(τ̃r1)

T . . . 0
... . . . ...

0 . . . b8(τ̃r8)
T

 ∈ IR8×(8nb+8) (5.25)

The values τmax = 15N and τmin = −15N were used in (5.20). These bounds were

conservatively chosen to bound experimentally observed data.

Using this formulation, the single segment force sensing equation for the jth segment

(5.12) becomes:

(JxψaΛ j)
Twe =−(JqaψaΛ j)

TDiag(τr)Bγa (5.26)

where Diag(τr) creates a diagonal matrix with τr as its main diagonal.

A two-part process was used to solve for γa, the vector of unknowns in (5.26). First, no-

load experiments were conducted and a support vector regressor was constructed to be able

to estimate “τnl . Then, during a second experiment wherewe 6= 0, the SVR and experimental

data were used to obtain τ̃r and estimate nominal wrenches. Using measurements of the

actual forces, measured with a force sensor, errors in this nominal estimate were minimized

by updating γa.

A linear least squares problem was solved to find γa using the ‘trust-region-reflective’

algorithm from MATLAB’s Optimization Toolbox with upper and lower bounds of 2 and

0.2 for each element of γa. Because Bernstein polynomials are non-negative and sum to

1, bounding the coefficients also bounds the polynomials they represent. By keeping these

bounds positive and not much larger than one, this bounds the transmission correction

parameter β so that it adjusts τr, but avoids non-physical modeling where directions of

backbone forces are reversed or large gains that would override nominal model behavior.

The least squares problem to be solved for γa is formed from a set of equations as (5.26)
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for m values of we and at varying robot configurations:

min
γa

1
2
||Cγa−d||22, 0.2≤ γa ≤ 2 (5.27)

C ,


...

−(Jqaψa,kΛ j)
TDiag(τr,k)Bk

...

 k = 1..m (5.28)

d ,


...

(Jxψa,kΛ j)
Twe,k

...

 k = 1..m (5.29)

where k denotes the kth data point for we.

5.3.5 JEFS Feedback Hybrid Controller

For an additional set of experiments, the controller from section 4.3 is updated to

incorporate JEFS feedback and use direct kinematics in the place of a mixed feedback

framework. The control framework followed the architecture shown in Fig. 5.4.

While the insertion of the arm, b0, and the parallelogram control, b1x and b1z, were

included for these experiments, only single-segment motion was implemented because

multi-segment motion affects backbone forces. Therefore, this adjusted controller only

controlled the first (proximal) segment by commanding ψ1 = [θ1,δ1]
T and holding the

distal segment straight. To capture the entire configuration of this movement, the robot

configuration variable from (4.13) is reformulated as:

ψr ,

[
b0 b1x b1z θ1 δ1

]T

(5.30)

In the experiments below, only position and force control were desired, so the robot
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Figure 5.4: Block diagram for a hybrid admittance/position controller using JEFS feedback
and a priori environment information to regulate environment interaction forces.

was commanded only in Cartesian space with a velocity ṗ ∈ IR3×1. With these changes, a

truncated Jxψr is used to find ṗ following (4.14) and the same hybrid controller as (4.21)

and admittance law from (4.19).

5.4 Automated Experiments

The above force sensing and control framework was used for automated experiments in

regulating environment interaction forces. Before experiments were carried out, the robot

was commanded to bend to a “warmup” pose and then return to the straight home position.

This gave consistency to the internal friction states of the arm when starting any given

experiment. Experiments were performed across the robot workspace using a rotary stage,

in mock organ palpation, knot-tightening, and a simulated ablation task; the experimental

setup for this task is shown in Figs. 5.5, 5.8. The force estimation and regulation errors for

these experiments is displayed in Table 5.2.

For each experiment type, the model parameter correction method from Section 5.3.4

was applied, however care had to be taken when fitting γa - the training experiment had to

be similar in the area of the workspace and nature of applied forces as the test experiment.

For the rotary stage, palpation, and ablation experiments, model-parameter training was

performed using data from interaction with the rotary stage combined with data from a
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A

B

C

Figure 5.5: Setup of automated environment interaction experiments A) Flat environment
interaction across robot workspace B) Organ palpation under autonomous control C) Knot-
tightening experiment

preliminary palpation experiment. This training experiment contained over 12000 data-

points collected over 20 minutes of forceful interaction with a mean force of 0.4 N and a

maximum force applied of 2.2 N. Originally, only data from the rotary stage had been used

as the training data for the model parameters, but that experiment, δ = (0◦,45◦, ...360◦),

contained insufficiently rich loading data to reduce estimation errors in other experiments.

A separate model parameter was used for the knot-tightening experiments which were

trained in a similar knot-tightening task on the same experimental setup with over 6000

datapoints and a mean force of 0.7 N and a maximum force of 1.6 N over a total training

experimental length of 9.7 minutes.

No set of model correction parameters were found that could reduce errors for all the

tasks, even if fit to data from a combination of all types of experiments. In all scenarios,

experiments were feasible using only SVR compensation and no model parameters, but at

the expense of increased force estimation errors and more inaccurate force regulation.

The middle-right column of Table 5.2 has elements in parenthesis showing the force

estimation errors using SVR estimation only, not with the use of model parameters. While
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Mean
Force

Estimate
Error

Regulation
Error

Rotary Stage (0.75) 0.32*
(0.43)

(0.33)

Organ Palpation 0.82 0.21
(0.24)

0.31

Knot-Tightening 0.62 0.21
(0.26)

0.17

Mock Ablation 0.86 0.21
(0.38)

0.14

Table 5.2: Average applied forces, force estimation errors, and force regulation errors for
automated experiments. All measurements reported in Newtons. () denote experimental
results using SVR without model parameter correction, * denotes that estimation included
measurements of training set data for model parameters.

these errors were larger, using JEFS feedback with this level of sensing error may still be

useful for certain surgical applications (e.g. tightening sutures with multi-Newton levels of

required maximum tension, as has been shown as standard practice [185]).

5.4.1 Rotary Stage

In the rotary stage experiment, the IREP was commanded to push against a flat environ-

ment at eight angles spaced consistently around the IREP in the experiment setup shown in

5.5A. Forces were measured with an ATI (Apex, North Carolina) Nano17 force/torque

sensor which was rotated around the robot. At each rotation direction, the IREP was

commanded to move toward the flat surface in position control until contact was detected

by JEFS. After contact was made, the hybrid admittance controller was used to regulate to

a desired force of 0.75 N in the direction of the environment.

As this experiment was meant to be a source for model parameters for other experi-

ments (although this was later proved to be insufficient), the experiment was not repeated

both with and without model parameter assistance. For this reason, the mean force and

regulation error for this experiment were both found only with SVR assistance. During

contact with the surface, the mean force regulation error in the force-control direction of
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the hybrid controller was 0.33 N. The average interaction force in the force-controlled plane

was 0.75 N. When training model parameters on this data, the use of model parameters

reduced mean force estimation errors in the plane where forces were controlled from 0.43 N

to 0.32 N across the entire experiment.

5.4.2 Organ Palpation

The IREP was commanded to palpate an EcoflexTM silicone rubber (Smooth-On, Ma-

cungie, Pennsylvania) phantom kidney mounted on an ATI Nano 43 force sensor as shown

in Fig. 5.5B. The robot was commanded to scan the organ with a series of line scans pulling

from the “far” end of the organ towards the robot base. For each scan line, a 0.75 N vertical

force along the y axis of the robot’s base frame was commanded throughout the experiment.

The robot was not used to palpate while moving away from the base of the robot, because

when moving towards the organ there is a risk of the robot jabbing into the organ, causing

an increase in interaction forces. Keeping the motion direction toward the robot base during

contact prevented this. A video of this palpation can be seen in Multimedia Extension 3,

linked from Appendix A.4.

An NDI (Ontario, Canada) trakSTAR 2 magnetic tracking system was used to measure

the robot movement, which has a measured RMS sensor noise in position measurements of

1.4 mm. These measurements were used to obtain the shape of the scanned section of the

organ. The point cloud of scanned points found as “in contact” with the organ according to

JEFS was registered using the rigid form of the coherent point drift algorithm [175] to an

STL of the silicone organ, generated from the mold the organ was created from. The result

of this registration is shown in Fig. 5.6. The RMS error between the scanned points and the

registered organ was 2.2 mm.

The palpation experiment had an RMS force-regulation error of 0.31 N compared to the

desired interaction force of 0.75 N in the vertical direction. In force estimation, JEFS was

able to achieve an RMS estimation error of 0.21 N of error in that same direction.
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Figure 5.6: Organ geometry estimate from palpation under JEFS feedback with RMS shape
error of 2.2 mm

5.4.3 Knot-Tightening

The IREP was commanded to pull on a string to tighten a simple overhand knot tied

around a set of rubber tubes, similar to the setup of surgical training simulators used by

medical trainees. The robot was commanded in admittance control to 9 directions in the

robot’s XY plane - the plane normal to the major axis of the robot arm when straight. An

example experiment setup is shown in Fig. 5.5C.

Model parameters from similar knot-tightening experiments in the same area of the

workspace were used to reduce estimation errors. SVR estimation errors in the force

interaction plane of 0.26 N were reduced to 0.21 N using the model parameters. Using the

model parameters for estimation during an experiment reduced steady-state admittance er-

rors of the force control to 0.17 N, down from 0.22 N when using only SVR compensation.

The measured and estimated interaction forces from one experiment when using model

parameters for online JEFS are shown in Fig 5.7. These errors are within the range of

acceptable forces for suture-tightening for surgical applications – for example, [72] found,

for thick sutures, a mean tension of 2.4 N with a standard deviation of 0.58 N in hand-tied
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Figure 5.7: Force regulation and sensing results for automated admittance control for knot-
tightening. ’Sensed’ forces in blue are from the ATI force sensor, and the ’Measured’ forces
in orange are estimated using JEFS.

knots by surgeons.

5.4.4 Mock Ablation

On a silicone phantom with a rubber tube embedded visibly below the surface, the

robot was commanded to follow the path of the tube at a constant vertical interaction force

of 0.75 N. The experiment setup is shown in Figs. 5.8A, 5.9. This simulates an ablation or

blunt dissection task as might be accomplished in a cholescystectomy procedure. Similar

to the palpation task, the robot was commanded to follow the path from the “far” end of the

tube to the “close” end. This was performed 20 times consecutively.

The mean estimation error in the direction of the force controller was 0.21 N and

the mean applied vertical force of the trials was 0.86 N. The force regulation error for a

single trial was calculated as the mean absolute difference between the interaction force in

119



the force-controlled vertical direction and the reference force, 0.75 N. The average force

regulation error across all the trials was 0.14 N.

5.5 Telemanipulated User Study

A user study of 8 individuals was designed to test the use of JEFS as a feedback modal-

ity during the completion of surgically relevant tasks. Non-expert users were recruited from

the Vanderbilt University student population in an IRB-approved study and were asked to

telemanipulate the right arm of the IREP using a Force Dimension (Nyon, Switzerland)

Omega.7 haptic device while also receiving stereo vision feedback through the surgeon

console from the da Vinci Research Kit [200]. An EX8029 stereo camera from eYs3D

(Taipei, Taiwan) with a 3cm baseline was used to capture the images used in the console

view. The stereo viewer attached to the IREP has a small field of view, so this replacement

camera was chosen for simplicity of control for the users to be able to easily see the full

task workspace without requiring any motion of the camera. The experimental setup can be

seen in Fig. 5.8 and a video of the user study process can be seen in Multimedia Extension

2, linked from Appendix A.4.

Two tasks were chosen for this protocol: knot-tightening and simulated ablation along

a path. These used the same experimental setups as the automated experiments in sections

5.4.3 and 5.4.4. In each task, the users had to complete the task in three modes: a mode with

no haptic feedback, a mode with JEFS feedback, and a mode with feedback from the Nano

43 force sensor (termed “sensor” feedback). Force feedback was given kinesthetically

through the Omega.7 in the vertical direction and visually using an overlaid color-bar as in

Fig. 5.9. The color bar showed the level of forces turning from red to green as the target

force reached the center of the bar where there was a horizontal white line indicating the

level of desired force. The feedback method was identical in both modes using feedback,

with the only difference being the source of the forces sent to the Omega.7 and visual

overlay (either from JEFS or the sensor). As no set of model parameters were found that
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Figure 5.8: User study experimental setup. A) IREP arm for interacting with phantom
anatomy mounted on a Nano 43 force sensor with stereo imaging of the environment for
user feedback. B) Omega.7 master device mounted on a stereo viewer with footpedals for
user control and visual feedback.

could reduce errors in both tasks, no model parameters were used during the execution of

these experiments. This kept the sensing and control conditions consistent throughout all

the tasks in the study.

Each user was given an opportunity to telemanipulate the robot for approximately 5

minutes as a warm-up period to understand how to control the robot’s motion and feel

example haptic feedback. After the warm-up period, each user performed the ablation

experiments and then the knot-tightening experiments. The order of modes in each experi-

ment was randomized for each user.

5.5.1 Mock Ablation

Users were instructed to follow the same path from section 5.4.4 as seen in Fig. 5.9 with

a constant vertical interaction force of 0.75 N while moving towards the base of the robot.

Each user completed 5 trials in each experimental condition, with a single trial consisting

of following the path from its far end to its near end. After each trial, the user pressed

a footpedal to indicate they had completed that trial, and the robot autonomously moved
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Figure 5.9: View in user study from a single eye of the stereo viewer of the mock ablation
environment.

to the starting position of the curve for the next trial to begin when the user was ready to

proceed.

Immediately preceding the trials with no force feedback, users performed a training task

to learn how to apply the desired interaction force. No visual or kinesthetic force feedback

was given to the user who was instructed to start the mock ablation task. At any time,

the user could push a footpedal to show the current force level on screen. The user was

instructed to repeatedly attempt the task, intermittently pressing the pedal to see the forces,

until the task could be completed to the user’s satisfaction while maintaining the desired

force without needing the footpedal for guidance. The no-feedback mode experiment was

then started.

5.5.2 Knot-Tightening

Using the same setup as the automated knot-tightening task in section 5.4.3, users were

asked to tighten an overhand knot. Unlike the automated task which pulled in different di-
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rections, to accommodate the relative inexperience of naive users, each user was instructed

to pull vertically on the string until reaching 0.75 N for 10 trials. In the JEFS and sensor

feedback modes, the forces were shown visually using the color bar and the users felt direct

haptic feedback on their hands of the currently estimated vertical force.

In the mode without force feedback, users were trained in completing the task before

attempting the 10 trials without assistance. Users were first asked to pull on the knot and

were shown the force bar to understand how motions affected the forces. The bar was

subsequently removed and the users were tested at attempting to find the desired force

without the force bar visible. In between the training trials, the force bar would appear and

the users would be notified if the force of their last attempt was too large, too small, or

correct. Users were considered fully trained and instructed to exit the training mode and

start the no-feedback experiment when able to achieve forces at the correct force level in 3

out of 5 consecutive trials.

5.5.3 User Study Results

The force-regulation results of the user study are shown in Fig 5.10, along with com-

parable automated results from section 5.4.4. For a direct comparison of similar results, an

additional unidirectional knot-tightening trial was run, pulling vertically on a knot for 40

trials.

On the left of Fig. 5.10, boxplots of the interaction forces for the mock ablation task are

plotted for each of the 3 user-interaction modes. A single data point represents the mean

interaction force of a user during a single trial of the experiment. For 8 users and 5 trials per

user, N = 40 for these plots. Results from the automated ablation experiment using JEFS

with model parameters from section 5.4.4 are shown in the 4th boxplot where N = 20.

There were mean absolute errors between the recorded force levels and the desired force

level of 0.75 N of 0.35 N, 0.31 N, 0.27 N, and 0.14 N during the unaided, JEFS feedback,

sensor feedback, and automated experiments, respectively. The mean absolute error for a
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single trial was calculated as the mean absolute error between the applied force and the

desired force. This “per-trial” metric was averaged to find the mean absolute error for each

experiment mode.

The force regulation errors were compared using Tukey’s honest significant difference

(HSD) criterion using MATLAB’s Statistics and Machine Learning Toolbox. The HSD

test showed a significant reduction in force regulation error in the automated experiment

compared to all the other experiments (p < 0.0001), and a significant reduction in error in

the sensor feedback mode when compared to the unaided mode(p = 0.005). There were no

other significant differences in the mean absolute errors of the other modes.

The variance of the mean applied force in the unaided mode, 0.05 N, was larger than

that of the JEFS mode 0.03 N or the sensor-feedback mode 0.013 N. Using a 2-sample

Brown-Forsythe test, both the unaided and JEFS feedback modes were shown to have

larger variances than the sensor feedback mode (p = 0.003, p = 0.034), but there was

not a statistically significant difference between the unaided and JEFS feedback modes

(p = 0.12). The automated experiment had a smaller variance of mean applied force

(0.0004 N) than all the other groups (p < .00001) using the same test.

The knot-tightening forces are shown on the right side of Fig. 5.10. Each data point

represents the force selected by the user in a single trial. With 10 trials per mode per user

and 8 users, each box plot has N = 80 datapoints within it. The far right boxplot shows

the results from an automated experiment run in the same configuration as the user study

knot-tightening experiment for N = 40 trials, using model parameter assistance to reduce

errors.

The sensor feedback experiments and the automated experiment both had mean pulling

forces across their trials of 0.76 N. The next closest mean force was in the unaided mode at

0.87 N. The JEFS feedback force mode showed a larger error with 1.07 N of mean applied

force. Except for the sensor and automated experiments, the difference in means was

statistically significant using HSD (p < 0.007).

124



None JEFS Sensor Auto None JEFS Sensor Auto

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

V
er

tic
al

 F
or

ce
 A

pp
lie

d 
(N

)

Interaction Forces
Ablation Knot Tightening

Force Source

Desired Force Level

Figure 5.10: User interaction forces under different feedback modes. In simulated ablation,
no force feedback allowed better force regulation except for the introduction of automated
mock ablation under JEFS feedback. In knot-tightening, JEFS user feedback lowered
variability but could not match the exact forces without model-parameter estimation.

The variance of the pulling forces were compared using two-sample Brown-Forsythe

tests. The unaided mode variance, 0.091 N, was statistically larger than that of the JEFS

feedback mode, 0.0059 N, the sensor feedback mode, 0.0014 N, and the automated mode,

0.0026 N (p < 1e− 6). The sensor feedback mode exhibited a smaller variance than the

JEFS mode (p < 1e−6), but not the automated mode (p = 0.2).

Users were given a set of questions on the effort required to complete each task during

the study using a NASA/TLX score [201]. This evaluated the mental and physical effort

required by the task; higher scores indicated a more demanding task requiring a large

amount of focus and difficulty. These scores were compared using HSD. For the ablation

tasks, there were no significant difference in the levels of user effort with mean effort levels

of 12.9, 10.6, 8.5 for the unaided, JEFS feedback, and sensor feedback modes. For the

knot-tightening experiments, a significant difference was found between the unaided mode

with a score of 13.3 compared to both the JEFS and sensor feedback modes with scores of

125



5.3 and 1.9 which did not show a significantly different level of effort from one another.

When users were asked, there was no strong trend in which mode was preferred - as

many preferred JEFS feedback as compared to ATI sensor feedback in the ablation task, and

some users reported no difference between any of the modes including the unaided mode.

Users were similarly split in the knot-tightening task, with 2 users indicating they had no

preference between the JEFS and sensor feedback modes, 2 preferring JEFS feedback, and

4 preferring sensor feedback.

5.6 Discussion

5.6.1 Summary of Results

The use of JEFS can assist users in task completion, and when used with a priori

knowledge of the sort of task desired to accomplish, can perform similarly to sensor-based

feedback for accurate force regulation tasks.

In automated tasks, regulation errors ranged from 0.14 N to 0.33 N with estimation

errors from 0.2 N to 0.3 N. It is important to note that, in some experiments, steady state

errors in force control counteracted regulation errors, resulting in regulation errors smaller

than the estimation errors. Positive estimation errors and negative steady-state regulation

errors led to more accurate regulation. In different loading conditions where these errors

compounded on each other, regulation errors could be larger.

In a user study comparing the use of JEFS feedback to force sensor feedback, JEFS

feedback was useful, but not completely comparable to sensor feedback. In a mock ablation

experiment, there was not a significant difference in the regulation error between sensor

feedback and JEFS feedback, but sensor feedback reduced error when compared to no

feedback at all whereas JEFS feedback did not show this improvement. JEFS feedback

also showed more variability in the forces applied than sensor feedback.

Similar results were obtained in knot-tightening experiments. JEFS feedback without

model-parameter correction reduced the variability of force regulation results when com-
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pared to user performance with no force feedback, but it introduced a bias to the results.

Average force errors were larger with JEFS feedback than when users were given no force

feedback and relied only on visual cues.

While JEFS feedback had some setbacks to consistently improve task execution, the

combination of JEFS feedback with task automation was able to perform similarly to

sensor-based feedback and improve certain metrics. In mock ablation, both the mean force

regulation error and the variance in forces applied were reduced when using automated task

completion with JEFS feedback over sensor feedback in the user study. In knot-tightening,

the automated experiment was statistically indistinguishable from sensor feedback in both

the mean error and variance of applied forces over multiple trials.

It is notable that users in the mock ablation task were not able to consistently maintain

forces very close to the desired force of 0.75 N regardless of the feedback method. This is

most likely due to a slight angling of the organ so that users started to leave the surface as

they followed the path and the difficulty of controlling the flexible robot while in contact

with a flexible surface. The use of automated following using JEFS decreased force-

regulation errors and the force variance, even when compared to sensor feedback, showing

the utility of task automation with even imperfect sensing methods.

5.6.2 Model Assumptions and Improvements

There are a number of assumptions in the presented JEFS framework that leave room

for future research to generalizing the applicability of this method.

The presented JEFS framework was presented for single-segment motion; adjustments

may be required to apply the approach to multi-segment force estimation. A number of

obstacles exist: moment coupling between segments may affect wrench estimation; the

frictional states of multi-segment robots may be coupled, increasing the complexity of

internal frictional states; the estimation of “τnl requires data from no-load experiments

spanning the robot workspace, which may be difficult to practically accomplish with robots
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across a higher dimensional workspace.

The model parameter calibration approach using γa was unable to be fit to generalized

robot interaction states and was fit to particular sub-tasks. Because of this restriction, in

practice it would be necessary to have automated methods for detecting surgical tasks - this

can be done manually or through Markov modeling to detect surgical task signatures and

apply the particular set of parameters in realtime [202].

The experiments in this investigation were performed with the robot pushing on the

environment, not the inverse. Since the robot was not build to be backdrivable, it is likely

that forces applied to a static robot or outside the movement direction of the robot would

be more difficult to detect.

In most tasks presented, the robot was either pulling mostly vertically on a string (δ ≈

90◦) or palpating vertically in the opposite direction (δ ≈ −90◦). This takes advantage of

the fact that sensing was found to be best in this area of the workspace - frictional states

were less repeatable when bending in a direction not aligned with one of the “primary axes”

of the robot along one of the 4 backbones located along the x and y axes of the base frame.

Although the robot was not commanded exactly along the y axis in these experiments,

experiments located in areas of the workspace between the backbone locations (e.g δ =

45◦) would be more difficult.

5.7 Conclusion

This chapter has presented work on continuum robot palpation and intrinsic force sens-

ing methods for robot-environment interaction. The use of continuum robots in surgical

domains is an important component for next-generation surgical systems that can reach

deeper into the anatomy, interact dextrously with the environment, and sense interaction

forces.

We have herein presented work on JEFS for force regulation using a continuum robot

with a hybrid admittance/position controller. This work further enables practical continuum
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robot designs to safely interact with their environment as they are used more frequently for

next-generation surgical systems that can reach deeper into the anatomy while regulating

forces safely.

Updated methods for force sensing were presented to better deal with uncertainty. A

new JEFS formulation in robot joint space was presented that improves force estimation

for systems with substantial actuation line friction. A hysteresis feature was developed to

better account for history-dependent frictional losses. These methods were used for force

sensing experiments during robot-environment interaction along with model parameters

that were shown to increase force regulation repeatability and reduce estimation errors in

automated experiments.

In robotic palpation, the presented methods showed the feasibility of using continuum

robots to leverage JEFS to scan unknown geometry elastic environments and estimate

environment geometry with an average scan accuracy of approximately 2mm and a force

regulation accuracy around 0.3 N. Force estimation errors in a variety of experiments were

able to be achieved at a level of 0.2 N with force regulation errors ranging from 0.14 N to

0.33 N depending on the experimental context.

Future work should investigate methods for addressing coupling effects for multi-segment

results and the applicability of these methods to similar robot architectures. Workspace-

dependence can also be investigated in greater depth for better generalizability of these

results to robots which need to be able to execute tasks of a variety of types with a single

set of model parameters.
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CHAPTER 6

USER ASSISTANCE IN FORCEFUL TELEMANIPULATION

6.1 Motivation and Prior Art

The introduction of robotics to MIS has offered surgeons increased precision and multi-

instrument manipulation capabilities. These benefits were accompanied with the disruption

of the natural sensory feedback available to surgeons during manual open surgery. Complex

interactions that can occur seamlessly during manual open surgery (e.g. digital palpation,

organ retraction, and force-controlled ablation) are difficult during RAMIS due to this

sensory disruption.

To address this deficit, methods for giving surgeons greater sensory presence have

included direct force feedback [203], sensory substitution [204, 72, 70, 68], and virtu-

al/augmented reality [205, 89] in applications such as force regulation in knot-tying [203],

blunt dissection, [64] or palpation and environment stiffness exploration [206, 83, 94, 205].

However, there are limited works that have explored shared control with an autonomous

agent during RAMIS [207, 208].

Emerging surgical approaches such as single port access surgery and natural orifice

endoscopic transluminal surgery are driving the need for complex high-degree-of-freedom

robotic systems that operate under strict manipulation and perception constraints [1]. Such

systems challenge existing approaches for haptic feedback due to manipulator-master asym-

metry and because these robots are expected to enable complex interaction with the anatomy

despite severe perception barriers. Given the amount of information needed to be inter-

preted, direct force feedback using a bilateral telemanipulation scheme cannot convey all

the information required to the surgeon and more sophisticated approaches are needed. To

address this need, collaborating researchers have put forth the concept of Complementary
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Situational Awareness (CSA) which uses a High-Level Controller (HLC) to update a virtual

environment model using in-vivo sensory cues and to control certain aspects of the physical

interaction with the anatomy while allowing the surgeon to retain control of the key task

[18, 1]. For example, using the CSA framework, a robot can use in-vivo palpation infor-

mation to offer an update of the geometry of a virtual fixture (VF) in the presence of organ

shift and deformation or perform guided stiffness exploration [177, 209, 210, 159].

The ability of the CSA framework to map stiffness across the surface of an organ

when palpating can augment surgeons’ perception and allow them to localize and delineate

boundaries of subsurface disease/anatomy like tumors or arteries. Incorporating stiffness

information alongside geometric information can also improve the registration of pre-

operative imaging to the intraoperative scene in RAMIS [177].

Previous works to estimate intraoperative stiffness information have traditionally re-

quired either specialized instrumentation or offline processing after the tissue has been

probed or scanned. Approaches have included mechanical imaging [81], tactile arrays

[77, 78, 79, 80], robotic probing [53, 82, 83, 178] and tissue excitation for mechanical

impedance estimation [85]. While there have been some initial results in e.g. visual

tracking of applied forces during organ manipulation [23], there is a need for approaches

that allow a user to understand organ stiffness without additional hardware or effort in

performing palpation motion and interpreting visual or motion cues during robot-organ

interaction.

To allow semi-autonomous behaviors and improve stability, the CSA framework uses

model-mediated telemanipulation where control is mediated through a virtual environment

model. In this framework, one challenge is that mismatched contact states can occur

between the virtual model and the physical robot. Previous methods have updated the

surface location for interaction in a single direction [211, 212] or the orientation of a

constraint frame during cutting operations in satellite servicing tasks [213]. When using

model-mediation and hybrid control, as in [214], updates to the virtual contact state have

131



to be performed carefully to avoid discontinuities in the forces applied to the user’s hand.

As noted in Chapter 1, RAMIS with soft tissue interaction has a number of difficulties

due to deficiencies in sensing interaction forces and feedback methods for regulating force-

ful interaction and assisting in task completion. This chapter reports evaluation of several

assistive approaches in the context of model-mediated telemanipulation for force regulation

and force-guided exploration. Evaluation was carried out in collaboration with researchers

at Johns Hopkins and Carnegie Mellon Universities, with the concomitant collaboration

in the development of methods/software and experimental setups. In regulation, we used

semi-autonomous force control alongside VFs for force-controlled mock ablation along

a path. In exploration, we used assistive palpation and stiffness mapping methods to

enable the detection of mock tumors embedded in phantom anatomy. We hypothesized

that assistive feedback and semi-autonomous control can limit cognitive load and improve

user performance. We designed an evaluation study that compares our assistive framework

to standard telemanipulation approaches.

Two particular surgical tasks were chosen to evaluate this framework. The first was

ablation along a path, as might be found during electrocautery in epicardial ablation. The

second was the identification of subsurface features through palpation as may occur in the

resection of liver tumors or the identification of artery locations when operating on other

soft organs. A user study was carried out to assess the utility of our assistive framework

compared to unassisted or naive approaches for assistance.

This chapter focuses on the interaction of RAMIS systems with soft organs for a number

of reasons. While high-resolution preoperative imaging can often identify important struc-

tures and generate a surgical plan, such organs will shift and deform from their preoperative

state to the intraoperative state, and may even shift during surgery as resection takes place

or as different organs are moved or pushed by the surgeon. Deformable registration must

be undertaken which requires intraoperative geometric data to be taken and intelligent

deformable registration problems to be solved. Additionally, force-controlled interaction
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Table 6.1: Table of Terminology

Term Description
RAMIS Robot-Assisted Miminally Invasive Surgery

HLC High-Level Controller
MTM Master Tool Manipulator (master device)
PSM Patient-Side Manipulator (slave device)
VF Virtual Fixture

PVF Path Virtual Fixture
FRMM Force-Regulated Model-Mediated Telemanipulation

p, p̃ Robot position, virtual “proxy” robot position
c,s Closest point to the robot on a curve, on a surface
c̃, s̃ Closest point to the proxy on a curve, on a surface

for robots in low-stiffness environments remains a challenge. However, there is also an

opportunity for increased information about the anatomy to be gained when dealing with

soft organs because organ palpation can be used to identify subsurface features which have

different stiffness than surrounding tissue.

The remainder of this chapter is organized as follows: Section 6.2 describes the robot

control architecture and implementation of the model-mediated telemanipulation structure,

along with the stiffness estimation algorithms and visual feedback assistance modes for

users. Section 6.3 presents the experimental setup for a user study of mock ablation and

palpation, the details of which are described in Section 6.4. We then summarize the results

of the user study in Section 6.5 and present a discussion and concluding remarks in sections

6.6 and 6.7. Table 6.1 lists the terminology used in this chapter.

6.2 System Control Architecture

We evaluated our methods on the da Vinci Research Kit (dVRK) [200, 215] utilizing the

Johns Hopkins University “Surgical Assistant Workstation (SAW)” software environment

[216]. The users controlled one dVRK Patient Side Manipulator (PSM) to interact with

a phantom organ model of a kidney by grasping the right arm of the dVRK Master Tool

Manipulator (MTM) with a stereo viewer to provide visual feedback.
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The control architecture follows that presented in [3], with some modifications. The

general framework is shown in Fig. 6.1. The HLC is responsible for the type of telema-

nipulation connection between the MTM and PSM and uses a number of sub-components:

telemanipulation feedback modes; model updates to account for differences between the

environment model and the real robot; a wrist-alignment VF; a path-guidance VF; and

stiffness estimation using Gaussian processes. Telemanipulation motion scaling is applied

in all modes with a 2
5 positional scaling to increase positional accuracy and a one-to-one

orientational scaling for intuitive control.

High Level Controller

Modeler
Intraoperative 

Model

Impedance 
Commands + 
State Information

Proxy Slave

Force Commands + 
State Information

Model 
Update

Model 
Information 

Mode Selection

Prior Model
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Vision, 
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Display
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Sensor

Telemanipulation

Proxy Update + 
State Information

Figure 6.1: Control diagram of the CSA framework, figure adapted from [3].

6.2.1 High-Level Telemanipulation Feedback Modes

The HLC, whose general structure was developed by collaborators at Johns Hopkins

University, was designed to allow three control/feedback modes for robot-environment in-

teraction: unilateral telemanipulation, bilateral telemanipulation, and force-regulated model-

mediated telemanipulation (FRMM).

In unilateral telemanipulation, the controller does not have any knowledge of the en-

vironment geometry or robot-environment interaction forces. This mode is similar to that

of current commercial systems that have no force sensing or force feedback. Velocity

commands from the MTM are directly sent to the PSM resulting in pure position control.
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No forces are felt by the user at the MTM, which uses the gravity compensation method of

[217], but no other active control. The only safety feature is in the low-level control of the

PSM, which turns off the motors if a high current or tracking error are detected.

In bilateral telemanipulation, PSM-environment interaction forces are sent directly to

the MTM using an impedance controller. To reduce oscillatory behavior due to time delays,

the forces were scaled with a gain of 0.75 before being sent to the user on the MTM. Like

unilateral telemanipulation, velocity commands of the MTM are sent directly to the PSM,

which operates in position control.

In FRMM, a model-mediated framework allows independent PSM-organ interaction

and MTM feedback. The user’s hand movements control the position of a “proxy PSM”,

which interacts with a virtual model of the environment [3]. The interaction between the

virtual environment and the proxy PSM generates the forces sent to the MTM using an

a-priori environment model in the form of a triangular mesh with an assigned stiffness

normal to the surface.

When the proxy PSM is above the model surface, the MTM controls the position of

the proxy PSM, which directly updates the PSM position reference - mimicking unilateral

telemanipulation. When in contact, a hybrid position-force controller regulates forces on

the PSM, independent of the proxy. At any given location of the proxy PSM, the local

surface normal n̂ is calculated from the model and used to calculate two projection matrices

for the force and position controllers, Ω f and Ωp, such that:

Ω f = n̂n̂T, Ωp = I3− n̂n̂T (6.1)

where I3 ∈ IR3×3 is the identity matrix. At each control time step, the desired PSM velocity,

ṗ, is calculated as:

ṗ = Ωp
˙̃p+Ω f K f (fre f − fcur) (6.2)

and input into a resolved-rates algorithm to produce a joint position reference to a PD joint
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position controller. The first term Ωp
˙̃p takes into account the current velocity of the proxy

PSM ˙̃p and produces a velocity command in the local tangent plane of the environment

model. The second term Ω f K f (fre f − fcur) uses an admittance gain K f to produce a

velocity command in the direction normal to the surface of the local environment model

using the current and desired forces on the robot, fcur and fre f .

The model-mediated framework allows assistive actions without disrupting the user.

While the user retains control over the lateral motion of the MTM and feels intuitive

feedback through interaction with the model environment, the PSM maintains independent

force control. This enables high-performance force regulation while retaining intuitive user

control.

6.2.2 Contact State Mismatch Between the Proxy and Real PSM

When using FRMM telemanipulation, the contact state of the real PSM with the envi-

ronment and the contact state of the proxy PSM with the model environment may develop

a mismatch. Real contact is detected when interaction forces exceed 0.1N, and proxy

contact when the proxy intersects the environment mesh. Accounting for this mismatch was

presented in [3], but has been slightly updated in this work for the particular implementation

required for the desired tasks. A set of scenarios must be accounted for:

• When both the PSM and the proxy PSM are in contact, the hybrid position-force

controller is engaged.

• If neither are in contact, the MTM motion controls the position of the proxy PSM in

unilateral telemanipulation, directly updating the position reference for the PSM.

• If only the proxy is in contact, the hybrid position-force control is engaged to push

the PSM onto the surface. This assumes that registration errors are small; model

updates could be used to reduce errors if required [212].

• If only the PSM is in contact, the hybrid position-force control is engaged to prevent

136



the user from imparting unsafe forces to the surface without noticing (since no forces

will be reflected on the MTM as long as the proxy PSM is not in contact with the

environment model).

In order to allow the user to leave the surface, there must be a way to turn off the hybrid

position-force controller as the user commands motions off of the organ. Therefore, when

the PSM is in contact, but the proxy is more than 2mm away from the organ, the hybrid

position-force controller is disengaged and unilateral telemanipulation is engaged as long

as the PSM is moving away from the organ or until the proxy comes within the 2mm band

again. This 2mm threshold was determined based on the experimentally characterized

average fiducial localization error of approximately 1.0 mm when using the PSM as a

digitizer [218, 219]. This maintains safe and intuitive control while still allowing users

to leave and enter contact smoothly.

Algorithm 1 shows the control mode selection based on the contact states. p̃ denotes the

proxy PSM position and s̃ the closest point on the environment model to the proxy PSM.

Algorithm 1 Contact State Control Modes
Mode Selection:

1: if (Proxy Contact) then
2: Hybrid position-force control . Full Contact or Proxy Contact
3: else (Proxy in Freespace)
4: if (Slave Contact) then
5: if (||p̃− s̃||> 2mm & ˙̃p · n̂ > 0) then
6: Position control . Leaving Slave Contact
7: else
8: Hybrid position-force control . Slave Contact
9: end if

10: else
11: Position control . No Contact
12: end if
13: end if

6.2.3 Position Discrepancy Between the Proxy and Real PSM

The proxy PSM is always in direct position control while the real PSM switches from

a position control law to a hybrid position-force control law when contact is detected.
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In the hybrid control mode, independent motions from the force controller can lead to

positional discrepancies between the proxy and real PSM after prolonged interaction. If

this discrepancy is not rectified, forces felt on the MTM (based on the current position

of the proxy PSM) may be substantially different in magnitude and direction relative to

those experienced by the PSM. These erroneous forces can confuse the user and cause

undesirable motion. Therefore, the proxy PSM position must be updated to match that of

the PSM.

If the HLC instantaneously updates the position of the proxy PSM to the current PSM

position, the model-mediated nature of the controller is compromised. For example, if the

interaction force between the proxy PSM and the model environment is larger than that

of the PSM on the real environment, the position update will place the proxy PSM higher

than it was before the update. The user, trying to regulate forces, will feel a decrease in

the force feedback, and will push down again. However, the next update will again replace

the proxy PSM higher, effectively resulting in users feeling like they can “fall through” the

model environment. Therefore, a simple continuous update should be avoided.

Figure 6.2: Achieving a haptically continuous proxy PSM update: (A) proxy and real PSM
discrepancy before the update, (B) proxy PSM position update.

A more complete update strategy is shown in Fig. 6.2 which allows model interaction

while also preserving haptic continuity, i.e., no jumps in the MTM interaction forces during

nominal operation. In Fig. 6.2A, the current position of the PSM, its local surface normal

and closest point to the model surface are represented as p, n̂, and s, respectively. The

current position of the proxy PSM, p̃i corresponds to a closest point s̃i on the model surface,
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with a penetration depth di along the local surface normal ˜̂ni. In Fig. 6.2B, the updated

proxy PSM position, p̃i+1, is given by:

p̃i+1 = s−di+1n̂ (6.3)

Assuming that location s̃i has an associated normal stiffness ki then the magnitude of the

force calculated by the model is fi = kidi. After the proxy update, the magnitude of this

force should be constant, i.e. fi+1 = fi. Therefore, assuming the normal stiffness at location

s is ki+1, then the penetration depth, di+1, should be:

di+1 =
diki

ki+1
(6.4)

In this study, the environment had a constant stiffness, so di+1 = di. This resolves the issue

of keeping a constant force magnitude during the update. For the general case of a probe

moving across a surface with minimum local curvature ρ at some maximum velocity vmax,

the maximal angular disturbance δθmax (change in direction between n̂i and n̂i+1) caused

by an update running with a period of δ t will be:

δθmax ≈
vmaxδ t

ρ
(6.5)

This shows that if the position discrepancy update is run slowly, or the user moves very

quickly, or the surface has sudden changes in surface normal, the update will introduce

some haptic discontinuity as the update changes the direction of forces on the MTM.

The update cycle time δ t can be reduced to maintain fidelity of proxy and real PSM

positions. However this cycle time should be significantly larger than the telemanipulation

cycle time of the HLC to avoid having the repetitive updates conflict with intended motions

of the user. In the experiments below using an environment model without surface discon-

tinuities, an HLC telemanipulation loop frequency of 200Hz, and a position discrepancy
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update frequency of 1Hz, the update was not noticeable to the users.

6.2.4 Wrist Alignment Virtual Fixture

Large pitch angles of the PSM wrist are not ideal for forceful interaction with the

environment due to the resulting large moments. To resolve this problem and to help the

users in tasks of ablation and palpation, we applied an orientational VF to the MTM. The

desired orientation for the VF was derived from the environment local surface normal at

the point closest to the PSM end effector. The user was free to rotate the tool about the

local surface normal, but a nonlinear stiffness prevented the axis of the tool from deviating

far from the local normal.

To calculate the torques applied on the MTM wrist by the orientational VF, we defined

a frame {s} having its z axis aligned with the local environment surface normal at the point

closest to the PSM tip and its x axis parallel to that of the PSM end effector frame {p}.

Denoting the orientation of this frame as Rs and the orientation of the PSM wrist as Rp,

the torque applied to the MTM, τv f , was calculated as:

τv f = Kθ m̂θ
2
e (6.6)

θe = cos−1
(

tr(RT
s Rp)−1

2

)
(6.7)

m̂ =
[(RT

s Rp)− (RT
s Rp)

T]∨

2sin(θe)
(6.8)

Kθ = diag(kθ ,kθ ,0) (6.9)

where m̂ and θe are the axis-angle parametrization of the orientation error of {s} relative

to {p}. The operators [∗]∨, tr(∗), and diag(∗) extract the vector from a skew-symmetric

matrix, compute the trace of a matrix, and make a diagonal matrix with the elements of ∗

on the main diagonal, respectively.

When the user is far from the surface, the closest point on the environment may jump
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between different locations and introduce discontinuities in Rs. To maintain haptic conti-

nuity, an interpolated frame {i} was used in place of {s} in the above equations. Ri was

initialized equal to Rs and constantly moved toward Rs using an axis-angle interpolation.

A rotational error matrix dR was calculated using the interpolated rotation at the previous

timestep, Ri−1

dR = RT
i−1Rs (6.10)

Using (6.7) and (6.8), dR was broken down into its axis-angle representation with axis ω̂

and angle γ . These components were used to rotate the current orientation Ri toward Rs by

ki radians per time-step.

Ri =


Rs, if γ < 0.01

Ri−1ekiω̂ otherwise.
(6.11)

This broadly aligned the VF with {s}, but prevented sudden changes in Rs from causing

large changes in τv f .

6.2.5 Path-Guidance Virtual Fixture

A path virtual fixture (PVF) was used to guide the user’s hand to follow some desired

path on the surface of the environment. This was achieved through a soft barrier VF on the

MTM that restricted movement transverse to the path. A diagram of the PVF is shown in

Fig. 6.3.

At any given position of the proxy PSM tip, a local VF compliance frame {c̃} was

calculated. The origin of this frame was chosen as the point closest to the proxy PSM tip

and on the ablation path. The x axis of this frame was set to be the local tangent to the

ablation path and the z axis was the outward-pointing local surface normal. The force of

the PVF applied by the MTM in the PSM base frame {b} was set as:

fv f =
(

c̃Rb

)−1
Kp

c̃Rb(c̃− s̃) (6.12)
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where c̃ and s̃ are the origin of frame {c̃} and the point on the model environment surface

that is closest to the proxy PSM, and Kp is the VF stiffness gain matrix. The rotation c̃Rb

rotates a vector in frame {b} to be represented in frame {c̃}.

A nonzero stiffness in the x direction of the compliance frame was applied when the

user was outside the finite length of the curve. Two imaginary planes were defined in the

y-z plane of the VF compliance frame {c̃} at either end of the ablation path, Fig. 6.3. A

point s̃ was determined to belong to the curve (i.e. s̃∈ curve) if it was between these planes.

The VF stiffness matrix was defined as:

Kp = diag(kx,ky,0) (6.13)

kx =


0, if s̃ ∈ curve

ky, otherwise.
(6.14)

Figure 6.3: Path virtual fixture to push user’s hand toward the closest point on the desired
fixture curve.

6.2.6 Stiffness Estimation Using Gaussian Processes

As part of the CSA framework, a stiffness estimation module was included to semi-

autonomously palpate the environment and create a stiffness map of the surface. Using

software and methods developed by [179], a force-based sinusoidal palpation motion was

superimposed over the user’s movement commands during surface exploration. A sinu-
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soidal force reference (in Newtons) was set into the controller in (6.2) as

fre f = 2sin(5πt)+2 (6.15)

The motion and force information collected during palpation were used to define a

Gaussian Process model of the interaction force as a function of the probe location. Using

this model, the local stiffness can be calculated along the palpation direction by dividing

the force difference by the distance between deep and shallow interaction points. Surface

locations are estimated by calculating the zero-intercept of a linear fit of the interaction

forces as a function of the palpation positions in a given palpation cycle.

In order to increase computational efficiency, local Gaussian process models were used

to estimate forces within different areas of the surface. Two spatial hash grids were defined:

one for the training set data and another for prediction data. By fitting models to local areas

of the stiffness map, greater computational efficiency was achieved for online stiffness

estimation. Additionally, because Gaussian process regression is sensitive to redundant

data points, the hashing process prevented excess data from corrupting the regression.

Details of the method are available in [179].

6.3 Experimental Setup

The experimental setup is shown in Fig. 6.4. Alongside the dVRK system explained

in Section 6.2, an eYs3D (Taipei, Taiwan) EX8029 stereo camera with a 3cm baseline

captured images for user feedback. Depending on the site, either a Nano 17 or a Gamma

6-axis force sensor from ATI (Apex, North Carolina) was mounted below the phantom

kidney, as a stand-in for any of a number of force-sensing methods that could be integrated

into a clinical system, as reviewed in [32, 183]. The PSM end-effector gripped a probe

with a teflon sphere on its tip and optical tracking markers attached to the sides for position

measurements using the Claron Technology (Ontario, Canada) MicronTracker 2 optical
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Figure 6.4: (A) Experimental setup for a user study, replicated at 3 universities (B) User
grasping the MTM while looking into the stereo viewer

tracking system. The optical tracking of the end-effector was used to obtain as accurate

an estimate of the PSM end effector motion as possible for the purpose of characterizing

the actual motions of the end effector when telemanipulated by the users. This overcomes

the lateral deflection of the probe when interacting forcefully with the environment. The

RMS tooltip tracking error was 0.7mm in position and 2.3◦ as determined from a Monte

Carlo simulation based on the manufacturer-reported accuracy of 0.2mm for a given tracked

point.

6.3.1 Silicone Model Preparation

Two sets of silicone phantom organs were made for ablation and palpation tasks. The

molding and mounting process can be seen in Fig. 6.5. The body of these phantoms

were made of EcoflexTM silicone rubber (Smooth-On, Macungie, Pennsylvania). Fig. 6.5F

shows the phantom organs glued to a 3D-printed platform with digitization divots to con-

sistently deform them from their “preoperative” state of the mold geometry. The ablation

phantoms were kept transparent and a red curved silicone rubber rod (durometer 40A) was
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set into the ablation phantoms to represent a desired ablation path. The palpation phantoms

were made of the same silicone, but dyed red to be opaque. A set of 2 or 3 hard teflon

spheres were embedded below the surface where they could be felt, but not seen.

To find the location of the stiff features, CT scans of the organs were taken using a

Xoran xCAT® ENT scanner (Xoran Technologies, Ann Arbor, MI) with isotropic voxels

resolution of 0.3mm. These scans were manually segmented using intensity thresholding

in 3D Slicer [220]. For the ablation phantom, the centroid of slices of the feature along the

curve were used to define the center of the path. Because this results in a location beneath

the surface of the organ, the points were projected onto the organ surface and refit on the

surface with a cubic spline to ensure smoothness. For the palpation phantom, the center of

the spherical inclusions were chosen as the ground truth location of the mock tumors.

Figure 6.5: Example phantom kidneys created from silicone with embedded stiff features:
A) Ablation phantom feature holder B) Palpation phantom feature holder C) Holder placed
in organ mold D) Final ablation phantom E) Final palpation phantom F) Deformed phantom
used in experiment was mounted to a base with digitization divots.

6.3.2 Organ and Stereo Registration

The use of a model-mediated controller requires an accurate model of the environment

that is properly registered to the robot during telemanipulation. The location of the 3D

printed base with respect to robot frame was obtained by using the PSM to digitize the

centers of the divots in 3D printed base. The locations of the divot centers and the embedded

spheres were also obtained in the CT frame through segmentation using 3D Slicer. Using
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a fiducial localization error of 1mm when using the PSM to digitize the divots [218], the

expected average target registration error (TRE [221]) for the points along the ablation path

was 0.8 mm.

Because the focus of this study was not on intraoperative registration, we used the CT

scans of the deformed organs as seen in Fig. 6.5F as inputs into the coherent point drift

deformable registration algorithm [222] to generate the in-experiment environment surface

models. The geometry of the silicone mold was used as the “preoperative” model to create

a unique model for each phantom. This assumes more information than would typically be

available in a surgical scenario, but could be replaced with some visual mapping method

or previous methods we have presented using palpation for intraoperative registration [177,

159, 223]. Such intraoperative registration steps were excluded to maintain a reasonable

experimental protocol duration.

A variety of image overlays were included in the experiment including a force bar that

moves with the PSM tip and an STL model of the mock organ that was colored to display

stiffness information obtained during palpation (note: the software for image overlay in

a stereoscopic view was developed by collaborators at Carnegie Mellon University). To

successfully achieve these overlays, the stereo camera was also registered to the robot

frame. The spherical palpation tip attached to the PSM gripper shown in Fig. 6.4 was

painted red and segmented using color segmentation. The stereo image to robot registration

used paired-point rigid registration [224]. The point pairs were obtained by moving the

PSM end-effector to a number of points in the robot workspace and collecting end-effector

locations in robot frame and stereo frame. This registration was used directly for the force-

bar overlay, but was not sufficiently accurate for the overlay of the model organ on the

visible silicone phantom since small errors in registration orientation meant that portions

of the overlay would intersect the real organ. This was overcome with manual adjustment

of the model organ overlay to minimize user confusion.
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Unaided Visual Bilateral FRMM
Control Mode Unilateral Unilateral Bilateral FRMM
Wrist VF On On On On
PVF Off Off On On
Overlay None Force Bar Force Bar Force Bar

Table 6.2: Assistance modes for mock ablation experiments.

6.4 User Study

A multi-site user study was carried out to characterize the effect of different assistance

modes on the mock execution of two basic surgical tasks: ablation and palpation. 26

individuals were enrolled in an IRB-approved study. These participants were recruited from

the student and local community populations at Vanderbilt, Johns Hopkins, and Carnegie

Mellon Universities. Two users were removed from consideration due to data corruption,

permitting a full analysis of 24 users. The same hardware and software setup was replicated

at each site to show the cross-compatibility of this software framework. An example run-

through of the user study can be found in Multimedia Extension 4, linked from Appendix

A.4.

On arriving, after being consented, each user was given approximately 10 minutes to

get familiarized with the system and how to use the robot. The user was then guided while

carrying out the tasks in the following sections. After each section of the experiment,

the user was asked to fill out a survey to subjectively evaluate their experience and the

differences between the assistance modes.

In all modes, an orientational VF (Section 6.2.4) was applied to the user’s wrist to assist

in aligning the user with the local surface normal of the phantom organ. In preliminary

experiments, inexperienced users often allowed the wrist to tilt very far from the surface

normal unless assisted, so this assisted in maintaining proper probe orientation.
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(A) (B)

Figure 6.6: (A) Image from stereo viewer of user view during an ablation experiment. Force
feedback measurement shown in the vertical bar, overlay text assists in giving instructions
to the user. (B) Augmented reality view during palpation experiment of stiffness map
overlaid on top of an organ with points selected by the user displayed on the organ’s surface.

6.4.1 Mock Ablation Task

The mock ablation experiment consisted of following a visible path from one side of a

silicone kidney phantom to the far side and back while maintaining a constant interaction

force of 3 N. The path-following task was repeated for four different types of feedback

modes as outlined in Table 6.2. For each mode, the task was completed three times,

consecutively.

In the first mode, termed the “Unaided” mode, the user relied only on visual feedback

through the MTM stereo viewer (i.e. no force feedback). This mode is comparable to

current capabilities of commercial robotic surgical systems. To train each user to apply a

constant target ablation force, they were instructed to slowly press into a bulk region of the

phantom organ (i.e. not above a stiff feature) until the desired force was reached. Visual

feedback about the force was presented to the user only during this training phase and it

consisted of a color bar overlay as shown in 6.6A. A smooth color interpolation between

red and green was used to indicate levels of force error. Pure green indicated the force was

at the desired level and red indicated a force error was at or larger than 3N. After training
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with the color bar overlay, each user was asked to reach the target force without the bar’s

assistance. Before commencing the ablation experiments, each user was expected to repeat

their training and validation with/without the color bar until they were able to reach the

desired force of 3N at least 3 times out of a set of 5 consecutive attempts.

In the second “Visual” mode, the user still had no haptic assistance in completing the

task, but was aided by the color overlay of ablation force. This visual force feedback was

also present in all the subsequent modes.

In the third mode, the user operated using bilateral telemanipulation. In addition, a

PVF was added to the MTM such that the user’s hand was pushed to follow the shape of

the desired curve. The bilateral telemanipulation provided direct force feedback on the

master in order for the user to attempt to apply a consistent desired contact force in the

normal direction of the organ surface under both kinesthetic feedback from the master and

visual guidance using the force bar.

In the fourth mode, the user operated using FRMM alongside the same tangential

alignment PVF as the previous mode. Using FRMM, the master interacted with a constant-

stiffness virtual environment model while the PSM independently was under hybrid position-

force control. This allowed the user to maintain control of the telemanipulation direction

and when to make/leave contact, but severed the direct link between master and slave al-

lowing the slave to independently control interaction forces to increase safety and improve

force regulation.

6.4.2 Organ Palpation Task

The second benchmark task was organ palpation to find hidden subsurface features. We

therefore investigated the reliability and efficacy of detecting hidden subsurface features

using robot-assisted telemanipulation.

The two feedback modes used for telemanipulated palpation are summarized in Table

6.3. In the first mode, the user had only direct force feedback through bilateral telemanipu-
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Bilateral FRMM + Overlay
Control Mode Bilateral FRMM + Sinusoid
Wrist VF On On
PVF Off Off
Overlay Force Bar Force Bar, Stiffness Map

Table 6.3: Assistance modes for mock organ palpation experiments.

lation and they were also aided by the same colorbar overlay as in the ablation experiments.

In the second mode, “FRMM+Overlay” the same palpation task was carried out, but

under FRMM control. A sinusoidal profile used as the reference force in the force controller

to provide an exciting motion was used for stiffness estimation. The measured forces were

not relayed back to the user directly and instead were fed into the GP stiffness mapping

method presented in Section 6.2.6. This stiffness map was visually overlaid on top of the

organ in the stereo viewer for the user to see where potential locations of high stiffness

might exist. Users could at any time digitize the location of stiff features by pressing a

footpedal. Digitized locations were overlaid with a sphere on the organ surface as shown

in Fig. 6.6B.

For each mode, users attempted to find stiff subsurface features in 2 phantom organs,

repeating each organ once, for a total of 4 trials per control mode. The order of organs was

randomized for each user and the users were blinded to the order in which the organs were

presented to them.

6.5 Results

6.5.1 Mock Ablation

The performance of users was evaluated based on the performance metrics shown

in Table 6.4. The key metrics were the lateral path following error calculated as the

mean norm lateral error from the path, the mean force regulation error along the path, the

average completion time for each back-and-forth pass over the ablation path, and the path
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coverage, which is defined as the percentage of path length during which contact between

the end-effector tip and the mock anatomy was registered by the load cell. This metric

was calculated by discretizing the desired path and calculating the closest segment for each

position of the robot while in contact.

Referring to Table 6.4 for the mock ablation experimental results, it can be seen that the

users were able to complete the task best in all metrics using the fourth mode under FRMM

control. Statistical comparisons of metrics between the 4 groups was performed via Tukey’s

honest significant difference criterion using MATLAB’s statistical toolbox. This gives an

estimate for significant difference of the means between the 4 groups while accounting for

the additional errors brought by testing differences among all the groups.

The path coverage metric was calculated by cutting the desired path into discrete seg-

ments and calculating the closest segment for each position of the robot in contact. The

proportion of these segments identified as closest to a point on the robot path characterizes

the “coverage”. If users frequently lost contact with the organ during task execution, this

metric captures those effects. The average coverage for the unassisted mode (97%) was

significantly less than the coverage in all the other modes (p < 0.002).

Force regulation errors were calculated as the mean difference between the contact

force and the desired regulation force of 3 N. This was only calculated when the user made

contact with the organ. This metric had 3 groups of results, shown in Fig. 6.7A. The

unaided results had significantly worse force regulation errors than all other groups with a

group mean error of 1.63 N. The results with direct feedback in the Visual and Bilateral

modes had lower errors with means of 0.68 N and 0.67 N, respectively. There was no

significant difference between these two groups. Outperforming all these results was the

FRMM mode with a mean error of 0.30 N, which significantly improved force regulation

over all other methods. For all these comparisons, (p < 0.0001).

Path-following errors were calculated by projecting the current robot position into a

plane fit to the desired path and calculating the distance between the projected current point
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Figure 6.7: Boxplots of results in mock ablation tasks - the central red line is the median,
with the box covering the 25th to 75th percentiles of the data. Outliers, plotted with a
cross, are outside 2.7 standard deviations from the mean, assuming normality. Small dots
represent all the experimental data points. Vertical bars separate groups with significantly
different means. (A) Force regulation errors (B) Path-following errors (C) Completion time

Unaided Visual Bilateral FRMM
Path Coverage (%) 97 99 99 100
Force Error (N) 1.61 0.69 0.67 0.31
Path Error (mm) 3.8 2.5 1.5 1.7
Completion Time (s) 60 63 64 38

Table 6.4: Results for ablation experiments. Refer to Table 6.2 for the definition of user
assistance modes and control modes used.

152



to the projected curve points. This separates path-following errors from force errors so that

errors in the surface normal direction are not double-counted as both force errors and path-

following errors. As shown in Fig. 6.7B, the final two modes using a PVF significantly

improved path-following over the first two modes (p < 0.004). The Visual mode also had

reduced errors when compared to the Unaided mode (p < 0.0001).

The completion time, in Fig. 6.7C, was calculated as the total time required to complete

one cycle of ablation (moving from one end of the path and back) and was found to be

significantly reduced in FRMM compared to all other modes, (p < 0.0002), which were

not significantly different from each other.

6.5.2 Organ Palpation

The palpation experiments did not have as many strong differences as the ablation

experiments. The metrics for these experiments are shown in Table 6.5. To determine

selection accuracy, each point selected by the user as a possible location for a hard “mock

tumor" was marked as either being “close to” one of the subsurface features or not. If

multiple points were selected close to an actual feature, the closest point was taken as the

only accepted point and the other points were designated as additional selected points,

not belonging to any feature. As shown in Fig. 6.8, each tumor had some minimum

distance to the surface dmin. When a user digitized a point, the closest point to the surface,

s, was found and its distance to the center of the tumor was calculated as dselect . If

dselect−dmin < 0.8mm, the selected point was designated as “close” to that particular tumor.

This metric, rather than the pure distance across the surface of the organ from smin to s

better captured closeness to a tumor on curved surfaces.

Boxplots of the experimental results are shown in Fig. 6.9. For both methods, many

excess points were found by users - on average 1.9 excess points were selected by users in

the bilateral experiments and 1.5 in the FRMM+Overlay experiments, but the distribution

had a high variance and this difference had weak statistical significance (p = 0.0715). At
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Figure 6.8: User-selected locations were determined “close” to a particular mock tumor if
dselect was within 0.8 mm of dmin
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Figure 6.9: Percent of features found and excess features found in palpation modes. Fig.
6.7 details boxplot formulation.

the same time, many points were missed - on average users only found 54% of the features

in an organ in the haptic experiments and 43% in the GP-guided experiments. This result

was statistically significant (p = 0.0235).

Users were able to complete experiments with haptic feedback in the Bilateral mode

more quickly than when using the visual stiffness data (333 vs. 268 seconds, p = 0.013

using a 2-sample t-test).

6.5.3 Subjective Results

A questionnaire was given to each user enrolled in the study. A series of questions

were asked of each user before, after, and during the experiments. For both tasks, the mode

with the most assistance (FRMM) was preferred by a majority of users and users reported
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Bilateral FRMM+Overlay
Excess Features 1.9 1.5
Features Found (%) 54 43
Total Time (s) 268 333

Table 6.5: Results of palpation experiments: similar feature-finding accuracy was found
for both modes with reduced time using bilateral telemanipulation.

significantly reduced effort in that mode.

For the ablation experiments, a majority (69% of users) preferred the FRMM mode,

with 7% preferring the Bilateral mode and 27% preferring the Visual mode. No users

preferred the Unaided mode. In the palpation task, 84% of users preferred FRMM+Overlay

over Bilateral assistance.

After completing each experimental mode, users were asked a series of questions on a

scale of 1 to 7 using the NASA/TLX scale evaluating mental/physical effort and difficulty

of the task they had just completed where higher scores indicate a demanding task that

requires a large amount of focus and difficulty [201]. The results of these questions are

charted in Fig. 6.10. In ablation, the FRMM mode significantly reduced TLX effort scores

over all the other groups (p < 0.006) with a mean of 9.4 compared to the other modes with

mean scores above 14. In the palpation experiments, the FRMM+Overlay mode was also

associated with significantly reduced aggregate TLX effort scores (p = 0.002) with a mean

score of 13.3 compared to a mean score of 18.3 using haptic feedback.

6.6 Discussion

We found that our model-mediated telemanipulation framework with assistance modes

greatly increased the ability of users to regulate positions and forces during a path-following

task and reduced user effort during palpation.
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Figure 6.10: NASA/TLX scores from users in all experimental conditions: ablation
experiments on the left, palpation on the right. Stars indicate a significant difference in
mean effort from other modes in that experiment type. Fig. 6.7 details boxplot formulation.

6.6.1 Ablation Task

The reduction in path coverage in the Unaided control mode indicated that users tended

to lose contact in that mode when there was no force feedback, as would be expected. As

the coverage still had an average of 97%, most users did not lose a very large amount of

contact with the path, but the difference still may be important depending on the clinical

context.

The difference in quality of contact is more pronounced in force regulation errors.

When completely unaided, force regulation errors were much higher than when some

form of guidance was added. The Visual and Bilateral modes were indistinguishable,

indicating that the addition of kinesthetic feedback in the Bilateral mode was not useful

in better force regulation. Since both tasks used visual feedback, that may be sufficient in

completing similar tasks. The use of semi-automated force regulation using the FRMM

mode allowed further reductions in force regulation errors, showing the utility of shared

control for accurate forceful interaction tasks.

In the success of path-following, the Bilateral and FRMM modes both had the least

errors due to the use of a PVF pushing the users to follow the path closely. Also, even
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though no feedback about path-following was introduced between the Unaided and Visual

modes, the Visual mode also presented reduced path-following errors over the Unaided

mode. It can be hypothesized that the additional contact information helped users reduce

mental effort spent on regulating contact forces, allowing them to focus more on the line-

following task, reducing path-following errors.

Only the FRMM mode showed a decrease in completion time. While other feedback

methods improved performance via some of the other metrics, it appears that either a certain

threshold of assistance is necessary before time can be reduced, or that the force-regulation

task is much more complicated and slows users without semi-automated assistance. This

result indicates that speed does not have to be compromised in order to improve task-

completion performance, as the FRMM mode also improved the other metrics as well.

Subjective responses indicated that the majority of users preferred the FRMM mode.

Also, the use of the FRMM did not impede telemanipulation intuitiveness and improve-

ments in task execution metrics did not diminish user comfort.

The presence of a subgroup preferring no force feedback suggests that visual feedback

may be more useful or intuitive for enabling users to control robot motion and make

intelligent decisions regarding interaction forces. It may be instructive to further elucidate

exactly how visual perception compares to force feedback, as in this study there was no

difference in a user’s ability to perform a force-regulation task when force feedback was

added in addition to a visual cue.

In this experiment, a constant interaction force was desired throughout the entire exper-

iment. Other control options would need to be presented to the user to adapt this framework

to allow for user-controlled changes in the regulation forces.

6.6.2 Palpation Task

The results from the palpation experiments were more mixed than those of the ablation

experiments. Although the semi-automated palpation mode did not show improvement in
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the identification of subsurface features compared to direct haptic feedback in the Bilateral

mode, users preferred more assistance during palpation tasks, suggesting the proposed

method’s potential utility, pending further development.

We believe there are a number of reasons why palpation was difficult in both modes.

The long probe grasped by the gripper in order to allow for optical tracking for better

ground truth measurement was a challenge in that it extended the lever arm of the wrist,

which is somewhat compliant during high-force interaction events. While the wrist align-

ment VF assisted users in reducing the effects of this problem, it was likely still a source of

reduced efficacy.

An issue in the results using direct force feedback of the MTM of the dVRK is that the

MTM, while capable of providing force feedback, was not designed to be a high-fidelity

haptic device. The utility of future haptic feedback systems using force feedback may be

improved by investigating alternative haptic feedback devices that may allow for better user

understanding of probe-environment interaction forces than the MTM.

6.7 Conclusion

We presented a framework for model-mediated telemanipulation and the assessment

of various haptic and visual feedback methods for assistance in task completion during

forceful interaction with simulated surgical tasks.

In the regulation of forces, we showed that our model-mediated control method with

visual feedback, semi-autonomous force control, and VF assistance could improve accu-

racy in path following, reduce errors in force regulation, decrease experiment time, and

also reduce users’ mental burden. This is a promising result indicating that future research

could benefit from using elements of this interaction scheme to improve surgical quality

and reduce mental load on surgeons.

In the exploration of palpation, we found that visual feedback provided less stress and

more comfort and confidence of users while performing palpation tasks. However, while
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users preferred the assistive mode, they did not perform better than when using kinesthetic

feedback in a standard bilateral telemanipulation architecture.

Future work should include further investigation of palpation methods for improving

the ability to find subsurface features in a rapid and accurate manner. Further exploration

of semi-automated force regulation should be pursued both for other tasks within MIS and

in other environments requiring force regulation during task execution in telemanipulated

systems.
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CHAPTER 7

CONCLUSIONS

In MIS and RAMIS, surgeons are faced with manipulation, sensing and perception chal-

lenges that impede their ability to understand the surgical environment and appropriately

manipulate the surgical system to accomplish their desired tasks. This dissertation explored

means for overcoming some of these challenges within the context of deep and narrow

surgical fields and ways for providing complementary perception where normal human

sensing would normally fall short. To allow surgeons to safely interact with anatomy this

dissertation explored the question of how to collect useful intraoperative data to improve

surgeons’ situational awareness and how to present useful feedback methods or semi-

autonomous task execution to assist surgeons in task completion.

7.1 Summary of Findings

This dissertation has presented works toward assisting the future of robotic surgery and

assistive features in a number of domains and research areas.

In the middle ear, methods were explored for robotic disease removal. The proposed

method could improve stability and fine manipulation control while also expanding the

available workspace available for disease removal. While this is a useful result, there are

a number of obstacles to the implementation of a system for robotic middle-ear surgery

in practice. A unified method for controlling both robotic motion and endoscopic visu-

alization would greatly improve usability, especially if collision avoidance between these

two components can be achieved. Additionally, the lack of force sensing and meaningful

feedback about the state of the robot’s interaction with the environment posed a challenge

to surgeons when using this system. This particular challenge motivated the work in the

subsequent chapters of this thesis on improving feedback modalities for better understand-
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ing of the surgical scene and for information collection during surgery.

During cochlear implant insertion, this dissertation investigated the utility of visual

inspection combined with tool tracking for more repeatable surgical execution. The in-

tracochlear inspection method did not appear to significantly change surgeons’ behav-

ior compared to using extracochlear microscopic visualization; either different inspection

modalities or additional training would be required to generate a better sense of the anatomy

before starting a procedure. However, the use of tracked instruments and guidance was

able to improve surgeons’ ability to follow a planned insertion method repeatably. This

motivates future work in combining tool tracking and guidance with additional inspection

and imaging methods that can create accurate and repeatable electrode insertion practices.

Because one of the main difficulties of robotic manipulation and information extraction

in RAMIS is in the forceful interaction of robots with their environment, the next chapter

of this dissertation explored the ability of continuum robots to scan their environment and

sense forces. A hybrid position-force controller was used, updating prior work, for contin-

uum robots to assist in blind environment palpation. This used both a mixed-feedback

controller with external force sensing and blind exploration utilizing joint-level ex-situ

force sensing for guidance without requiring any external sensing. New methods were

developed to allow for friction compensation in force sensing using compensation in joint-

space with hysteresis-accounting features. Model calibration parameters were developed

and used to improve force regulation performance in semi-automated task execution using

JEFS for force feedback during the execution of a variety of tasks.

In domains beyond continuum robot environment interaction, there are many problems

to be solved in regulating forceful environment interaction and extracting information

from force sensing in RAMIS. To this end, work was completed on the use of feedback

methods in an assistive telemanipulation framework to improve user comfort and increase

performance measured via a number of task execution metrics.

Within a model-mediated telemanipulation framework, methods were developed for
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increased user assistance and model-updates during prolonged environment interaction.

This included the development of assistive virtual fixtures for better force regulation and a

hybrid control framework that allowed for automated force regulation during environment

interaction and updates of the model-interaction to maintain haptic continuity during long

periods of interaction.

The methods developed in this thesis are able to support the development of future

surgical systems capable of deep anatomical access while providing both sensing and

guidance techniques. This will provide surgeons with better situational awareness to carry

out tasks more safely and accurately. The use of partial task autonomy can relieve surgeons

from the mental burden of regulating interaction forces and tight path following during

key tasks such as force-controlled ablation while also relieving their mental burden, letting

them be more free to concentrate on high-level surgical planning and evaluation instead of

low-level task execution.

7.2 Future Research Directions

The work presented in this thesis opens the door for future exploration in a variety of

avenues. Much of this research has been on how to bridge the gap between unassisted

surgical interventions and fully autonomous motion. In the future, pending technological

developments and regulatory permissions, it may be possible to transition these technolo-

gies to allow for fully autonomous surgical procedures. However, in the meantime, a

number of developments are required.

As mentioned above, a deployable middle-ear surgical system would require the combi-

nation of robotic manipulation and some form of non-manual visualization. The integration

of an endoscope into the robotic system would allow easier use by a surgeon as well as

collision-free execution without the user needing to control the position of the robot and

the visualization method. Additionally, the use of simultaneous visualization would allow

for visual servoing so that the surgeon could control the end-effector in the image frame,
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not in the frame of the robot itself. Finally, for the ability to remove disease and perform

more complex procedures, a more varied tool armamentarium would need to be developed,

including more powerful grippers that would be able to pull off the skin growth associated

with cholesteatoma or similar disease states.

In cochlear implant insertion, the combination of tool tracking with preoperative imag-

ing would make a powerful next step in improving surgeons’ ability to create surgical plans

and execute them accurately during surgery. Additionally, as new electrode designs are

being tested, new methods for tracking and guidance will be useful for future develop-

ment of closed loop implant insertion. The correlation of particular surgical practices and

tool motions with electrode placement results and hearing outcomes can also lead to the

development of better best practices in implant insertion surgery.

Force sensing in continuum and surgical robots is still at an incipient phase and there

are a number of directions in which future research can be explored. Next steps that could

directly extend the work presented here include extended models that include inter-segment

coupling for frictional effects and internal moments and alternate methods for friction

regression. Alternate machine learning techniques using neural networks and memory

blocks may be able to further reduce the errors in joint level force regression and esti-

mation in the presence of hysteretical behavior. More robust model parameters should be

developed that can capture transmission behavior across varied loading conditions - this

may require alternate formulations or more dense loading datasets to capture less easily

modeled nonlinearities.

In the physical embodiment of continuum arms for force sensing, lower friction guides

and bearings could be added to the wire-routing cone for similar designs. This could

reduce overall transmission load losses and decrease uncertainties in the force sensing

equations. The development of low-cost, miniature loadcells would also facilitate the

placement of measurements closer to the continuum segments, allowing estimation with

fewer uncertainties.
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In the use of continuum robots to scan soft environments, it was found that particular

scanning directions caused interactions that resulted in unstable force regulation and led

to the robot jabbing into the environment. The reasons for why this occurs when moving

“away” from the robot base are a function of the deformed kinematics of the robot and

its environment. A more elaborate robot-environment interaction model would be able to

anticipate these possibilities in a unified way for a range of continuum robot geometries.

In order to achieve better telemanipulation guidance in Chapter 6, a combination of vir-

tual fixtures and model-mediated guidance were used to assist the user in the performance

of a force regulation task and a forceful exploration task. Since both of these methods

rely on well-registered environment models, an important piece of the next research step is

establishing methods for intraoperative deformable registration pipelines.

Additionally, while the assistive methods for force regulation were successful in im-

proving all measured metrics, the palpation-guided stiffness estimation did not present such

improvement. Potential methods to increase the accuracy of palpation-guided exploration

include the use of nonlinear stiffness models or the capture of more complex surface

features through mechanics models of the environment. Additionally, the flexibility of

the robot wrist impeded robotic palpation, so performance may also be improved through

more rigid robot design.

This research did not yet integrate intraoperative sensing methods inside a model-

mediated telemanipulation framework. Evaluation of the proposed assistance modes using

clinically deployable sensing methods such as JEFS or other estimation based on embedded

sensors or deflection tracking are required to translate this technology into practically useful

technology for RAMIS. This may require adjustments to the model-mediated framework

due to the additional uncertainties introduced by online force estimation techniques.

This thesis has proposed a number of methods for the improvement of obtaining in-

formation during surgery and using that additional information to assist surgeons in ac-

complishing a variety of surgical tasks. These stepping stones should be useful for future
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researchers and engineers to improve surgical quality by improving task precision and

integrating more areas of intraoperative sensing and partial task automation.
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Appendices

A.1 Journal Publications

Yasin, R., Simaan, N. Joint-level force sensing for indirect hybrid force/position con-

trol of continuum robots with friction. Submitted to International Journal of Robotics

Research.

Yasin, R., Chalasani, P., Zevallos N., Shahbazi M., Li, Z., Deguet, A., Kazanzides,

P., Choset, H., Taylor, R.H., Simaan, N. Evaluation of Hybrid Control and Palpation

Assistance for Situational Awareness in Telemanipulated Task Execution. Submitted to

IEEE Transactions on Robotics.

Yasin, R., Dedmon, M, Dillon, N, Simaan, N. (2019) Investigating Variability in Cochlear

Implant Electrode Array Alignment and the Potential of Visualization Guidance. Interna-

tional Journal of Medical Robotics and Computer Assisted Surgery.

Simaan, N., Yasin, R. M., Wang, L. (2018). Medical Technologies and Challenges

of Robot-Assisted Minimally Invasive Intervention and Diagnostics. Annual Review of

Control, Robotics, and Autonomous Systems, 1, 465-490.

Chalasani, P., Wang, L., Yasin, R., Simaan, N., Taylor, R. H. (2018). Preliminary

Evaluation of an Online Estimation Method for Organ Geometry and Tissue Stiffness.

IEEE Robotics and Automation Letters, 3(3), 1816-1823.

Wang, L., Chen, Z., Chalasani, P., Yasin, R. M., Kazanzides, P., Taylor, R. H., Simaan,

N. (2017). Force-controlled exploration for updating virtual fixture geometry in model-

mediated telemanipulation. Journal of Mechanisms and Robotics, 9(2).

Yasin, R., O’Connell, B. P., Yu, H., Hunter, J. B., Wanna, G. B., Rivas, A. et al. (2017).

Steerable Robot-assisted Micromanipulation in the Middle Ear: Preliminary Feasibility

Evaluation. Otology & Neurotology, 38(2), 290-295.
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A.2 Conference Publications

Yasin, R., Wang, L., Abah, C., Simaan, N. (2018). Using continuum robots for force-

controlled semi autonomous organ exploration and registration. International Symposium

on Medical Robotics (ISMR) (pp. 1-6).

Salman, H., Ayvali, E., Srivatsan, R.A., Ma, Y., Zevallos, N., Yasin, R., Wang, L.,

Siman, N. and Choset, H. (2017). Trajectory-optimized sensing for active search of tissue

abnormalities in robotic surgery. IEEE Conference on Robotics and Automation (ICRA).

Yasin, R., Aiello, G., Simaan, N (2017). Exploring Reflected Light Intensity to Esti-

mate Depth of the Basal Turn in Cochlear Implant Surgery. The Hamlyn Symposium on

Medical Robotics.

O’Connell, B., Yu, H., Rivas, A., Hunter, J., Yasin, R., Wanna, G., Simaan, N. Steerable

Robot Assisted Micro-Manipulation in the Middle Ear: Preliminary Feasibility Evaluation.

Combined Otolaryngology Society Meeting (COSM). Chicago, Illinois.

A.3 Publications in Preparation

Shihora, N., Yasin, R., Simaan, N. Feasibility of Robotic Cricothyrotomy Localization.

In Preparation For 2020 IEEE/RSJ International Conference on Intelligent Robots and

Systems.

A.4 List of Multimedia Extensions

There are four multimedia extensions that are available online for understanding of ad-

ditional content. These have been made available on the ARMA lab website at: http://arma.

vuse.vanderbilt.edu/index.php?option=com_content&view=article&id=196&catid=2

1. Multimedia Extension 1: IREP Palpation Using Mixed Feedback

2. Multimedia Extension 2: Joint-Level Force Sensing of the IREP System

3. Multimedia Extension 3: Joint-Level Force Sensing for Palpation
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4. Multimedia Extension 4: dVRK User Study for Telemanipulation Assistance
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