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CHAPTER I

INTRODUCTION

1.1 Introduction

Man-made nanocrystals are not a new concept; they have been around for hundreds if not thousands of years ago providing stunning artifacts that exhibited new macroscale properties not observed by other materials. The craftsmen were unaware that nanoscale features were a controlling factor in the colors of some pottery glazes and glasses.\textsuperscript{1, 2} For modern day chemists, nanomaterials occupy an interesting and exciting new realm in materials chemistry, controlling properties using size effects.\textsuperscript{3} By changing the synthetic procedure and the presence of additives, the size, shape, and/or composition of the nanomaterial can be tuned and thus affect the observed properties.\textsuperscript{3} By understanding of the nature of the observed properties and how to control them synthetically the development of new and interesting nanomaterials for advanced applications becomes possible.\textsuperscript{1, 3} Using this approach, nanomaterials are commercially available in a number of products ranging from sunscreen to displays.\textsuperscript{1} As the field continues to learn more about controlling the synthesis of nanomaterials, new applications will become available and impact society.

In the Macdonald Laboratory here at Vanderbilt University, we focus on the controlled synthesis of nanomaterials. Specifically we develop synthetic methodology to control on the crystal-structure,\textsuperscript{4-6} the morphology, heterostructures,\textsuperscript{7, 8} and the surface chemistry of nanomaterials.\textsuperscript{9, 10} My work has focused on surface chemistry and in this dissertation I will present my work towards unraveling the complexity that exists at the surfaces of nanomaterials.
and how by understanding the surface chemistry we can tune their design for targeted applications.

In particular, we are interested in colloidal inorganic semiconductor nanocrystals, a promising class of nanomaterial for many optical and electronic applications.\textsuperscript{11} Semiconductor nanocrystals are also known as quantum dots (QDs) when they exhibit a unique size dependent property called quantum confinement (Figure 1.1). Quantum confinement allows for control over the energy of the band gap and the redox potentials of the valence and conduction band with size for a given material. The physical source of quantum confinement originates when a semiconductor is smaller than the Bohr Exciton radius of the materials.\textsuperscript{12} The Bohr exciton radius is the equilibrium distance in a bulk material between a bound electron-hole pair.\textsuperscript{13} The effect of quantum confinement is that as the size of the particle decreases the energy needed to excite the electron increases: band gap increases. Quantum confinement can be defined by the Brus equation(1.1):\textsuperscript{14}

\[
E_{ex} = \frac{\hbar^2 \pi^2}{2R^2} \left( \frac{1}{m_e} + \frac{1}{m_h} \right) - \frac{1.8e^2}{\varepsilon^2 R} + \frac{e^2}{R} \sum_{n=1}^{\infty} \alpha_n \left( \frac{S}{R} \right)^{2n} \quad (1.1)
\]

Where $E_{ex}$ is the change in energy of the band gap, $R$ is the radius of the QD, $m_e$ is the effective mass of the electron, $m_h$ is the effective mass of the hole, $\hbar$ is the reduced Planck’s constant, $\varepsilon_2$ is the dielectric constant of the material, $\alpha_n$ relates to the dielectric constant of the material and the surrounding environment, and $S$ is the wavefunction of the $1S$ exciton. Overall, the equation defines three interactions: energy of localization, Columbic attraction, and energy of solvation. At smaller radii, the energy of localization term dominates the equation since it scales by $R^{-2}$.\textsuperscript{14}
Figure 1.1: (A) Cartoon depiction of quantum confinement where decreasing sized particles result in a blue-shift in color resulting from the removal of orbitals at the edges of the valance and conduction bands, increasing the band gap. (B) Picture of CdSe@ZnS quantum dots with increasing CdSe core size from left to right. Picture adapted from ref. 11.

Quantum confinement can also be explained from a molecular orbital perspective. The binding of the atoms in a bulk material creates distinct bands of filled orbitals (valence band) and unfilled orbitals (conduction band) with a gap between the two bands (band gap). As atoms
are removed from a QD there is a depletion of states at the band edges, which will decrease the valence band edge and increase the conduction band edge, increasing the band gap.\textsuperscript{12}

The size tunable band gaps using quantum confinement is just one factor contributing to the study of QDs. QDs also exhibit high molar absorptivities with broad absorption profiles and high fluorescence quantum yields with narrow line widths in comparison to molecular fluorophors. From a synthetic perspective, the solution chemistry used to make QDs allows for lower temperatures and avoids the use of expensive fabrication techniques, such as top down lithographic techniques that is also used to synthesize nanomaterials.\textsuperscript{11} Additionally, these synthetic procedures leave the surfaces covered with organic surfactants that allow for the formation of stable colloidal solutions. Dispersions of QDs are required for biological labeling\textsuperscript{15} and catalysis, and also are important for device fabrication allowing for low cost solution processing, such as roll-to-roll printing.\textsuperscript{11} Currently, QDs are commercially used in biological labels and in displays such as TVs and tablets. With continued research, future applications of QDs advanced electronics such as solar cells and solid-state lights.

\subsection{1.2 Colloidal Synthesis of Quantum Dots}

In colloidal nanocrystal synthesis the conversion of initial inorganic precursors by a chemical process (such as decomposition, reduction, oxidation, sulfurization, etc.) is used to produce the solid nanocrystal.\textsuperscript{16} Figure 1-3 shows the progression of precursor to nanocrystal through two distinct intermediates, monomers and nuclei.

\begin{center}
\begin{tabular}{c c c c}
Precursors & $\xrightarrow{\text{decomposition}}$ & Monomer & $\xleftarrow{\text{nucleation}}$ Nuclei & $\xrightarrow{\text{growth}}$ Nanocrystal
\end{tabular}
\end{center}

\textbf{Figure 1.2.} Chemical reactions leading from precursors to nanocrystals
There are three main components in the synthesis of nanocrystals: precursors, surfactants, and a solvent. The presence of the surfactants allow for the formation of nanocrystals. Surfactants bind to the surface decreasing the surface energy yielding the otherwise should be unstable nanocrystal. In some cases the surfactant can play multiple roles in the synthesis, most commonly acting as the solvent. However, there are even cases where the surfactant can act as a precursor, and it is these reactions that have been the focus of my work.

Alkanethiols are common surfactants that can act as a sulfur precursor for the synthesis of metal sulfide nanocrystals. The use of alkanethiols has been used to make a wide range of metal sulfide nanocrystals, often yielding high quality monodisperse particles. In my thesis I am going to focus on two cases, nanocrystals of Cu$_2$S and shells of ZnS.

In nanocrystal synthesis, the role of surfactants and use of different precursors can be explained by classic nucleation theory and the La Mer model of burst of nucleation.

1.2.1 Classic nucleation theory

When surfactants coordinate to the surface of a nanocrystal they become ligands, and the effects of the ligand binding can be attributed to classic nucleation theory. In short, there is a trade-off in the formation of materials between the presence of a new surface, which is unfavorable, and the favorable addition of volume to the particle. The Gibbs free energy of the system can be defined assuming a spherical particle by the equation (1.2):

\[
\Delta G_n (r) = \frac{4}{3} \pi r^3 \Delta G_V + 4\pi r^2 \gamma \quad (1.2)
\]

Where $\gamma$ is the surface energy, $\Delta G_V$ is free energy per unit volume, and $r$ is the radius of the particle. The maximum of this equation is called the critical radius ($r_c$), which is the smallest
size of a stable nuclei, at smaller sizes the particles will dissolve back to monomers (Figure 1.4). As mentioned previously, the coordination of ligands will impact the surface energy of the resulting in a lowering of the $\gamma$ term. The critical radius can be described by the equation (1.3):

$$r_c = \frac{2\gamma}{\Delta G_v} \quad (1.3)$$

Therefore, by lowering the surface energy, more stable nuclei are formed allowing for nucleation and subsequent growth to nanocrystals.

**Figure 1.3:** A plot of the free energy terms in nucleation theory. The blue plot is the free energy associated with the bulk, defined by the equation $\Delta G = \frac{4}{3} \pi r^3 \Delta G_v$. The red plot is the free energy associated with the surface, defined by the $\Delta G = 4\pi r^2 \gamma$. The black plot is the total free energy defined by the summation of the blue and red plots. Figure adapted from ref 25.

1.2.2 *La Mer model of burst nucleation*

The use of different precursors for nanocrystal synthesis can be understood by the La Mer model of burst nucleation. Figure 1.4 is the plot of monomer concentration over time.
during the La Mer model. In Figure 1.4, during region I there is an increase in the concentration of monomers until reaching $C_0$, the minimum concentration needed for nucleation. In region II, nucleation occurs, upon reaching $C_N$, the critical concentration of nucleation. At $C_N$ the rate of nucleation causes the concentration of monomers to decrease and upon lowering past $C_0$ new nucleation is observed. Region III is when nucleation stops and only growth is observed. Precursor choice plays a major role in tuning of the rates of nucleation and growth, which can influence the size, shape, and crystal-structure of resulting nanocrystals.

**Figure 1.4:** Plot of the change in monomer concentration with time during LaMer nucleation and growth.

Additionally, the La Mer model can be used to understand the mechanism for the size control of the Cu$_2$S nanocrystals using alkanethiols as the sulfur source. In the Cu$_2$S synthesis, nanocrystals around 12 nm are synthesized when only dodecanethiol is used as the sulfur
source, ligand, and solvent. Smaller particles are made by replacing some of the excess dodecanethiol acting as the solvent with dioctyl ether. The new solvent changes the solubility of the monomers raising the concentration of supersaturation \((C_s)\) leaving less free monomer for growth, resulting in smaller particles.

1.3 Surface Coordination of Ligands to Quantum Dots

1.3.1 The importance of ligands

As discussed in section 1.2, organic ligands play a significant role in the synthesis of QDs. After the synthesis of QDs, the surface is coated with a final layer of organic ligands, making the quantum dot a hybrid material consisting of an inorganic core and an organic shell. In addition to the synthetic requirements, ligands also have a significant impact on the properties and solubility of the quantum dots. Electronically, ligand coordination to the surface can passivate surface trap states decreasing the presence of mid-gap states improving fluorescence quantum yield. Ligands can also be used to influence the electronic structure of the QD by electronically coupling to the orbitals in the valence or conduction band.

1.3.2 Types of surface coordination

The most common organic ligands used in the synthesis of QDs are long-chain organics with a polar head group that coordinates to the surface. These ligands all render the QDs soluble in non-polar solvents and are insulating which inhibits charge transfer. Therefore the native ligand shell needs to be modified to provide functionality to the QDs; in the exchange processes of the ligands the coordination at the organic-inorganic interface plays a major role.
The classification of surface-bound ligand coordination on QDs is similar to Green’s notation used in organometallic chemistry (Figure 1.5). Ligands can coordinate as an anion to excess metal atoms on the surface to balance charge and terminate the lattice (X-type), such as oleic acid, dodecanethiol, or the phosphonic acids, or as a neutral dative bond (L-type, lewis basic), as in oleylamine, trioctylphosphine oxide, and trioctylphosphine.

**Figure 1.5**: Schemes for the coordination of ligands to the surface of quantum dots. (A) X-type coordination where a negative charged species coordinates to a metal atom on the surface. (B) L-type coordination where a neutral compound binds through a dative bond to surface metal atom. (C) Z-type coordination where a metal complex binds to a surface nonmetal site. (D) X₂-type coordination where two X-type ligands one with a negative charge binds to a surface metal atom and one with a positive charge that binds to a surface nonmetal site.
An understanding of ligand exchange processes is often used to clarify the nature of ligand coordination (Figure 1.6). Since there is a charge difference between X-type and L-type ligands, the observed displacement of formally X-type ligands by L-type ligands and vice versa has led to the notation of two additionally classes of surface-bound ligands, Z-type and X₂-type ligands.³²,³⁵ A Z-type is a neutral acceptor (Lewis acid) whereas the X₂-type ligand is a neutral species in solution that upon binding to the surface of the crystal dissociates into two ligands one that is positively charged and one that is negatively charged. Typical Z-type ligands observed in nanocrystals are metal complexes with additional X ligands, such as a cadmium oleate complex acting as the ligand where the Cd can accept electrons from surface anion sites.³² The X₂-type coordination involves the disproportionation of the capping ligand into both positive and negative capping ligands; an example is the coordination of oleic acid to the surface of some metal oxides as an anionic oleate and a cationic hydrogen.³⁵ To date the X₂-type binding has only been observed on the surface of some metal oxides and inorganic perovskites.³⁵ The use of ligand classification can be a valuable tool for understanding the role ligands play on the surface, however the simplistic nature of the classification does not account for the complexity that can exist on a nanocrystal surface, such as different surface facets and edge sites.
**Figure 1.6:** Schemes for ligand exchange on the surfaces of quantum dots. (A) The exchange of X-type ligands for a different X-type ligand. (B) The exchange of L-type ligands by a different L-type ligand. (C) The L-promoted displacement of Z-type ligands where an additional L-type ligand coordinates to the metal center of the Z-type ligand promoting displacement and allowing coordination of the L-type ligand. (D) X₂-type exchange where L-type ligands are replaced by the coordination of dissociation of a neutral species to positive and negative components on the surface.

Our group and others have noticed that when alkanethiols are used as the sulfur source in the synthesis of metal-sulfides the native capping ligands were resistant to exchange. Often these native thiol capping ligands would bind as the X-type thiolate to the surface. Thiolate coordination is often the strongest and commonly used for X-type exchange to yield water-soluble particles. However, even with native thiolate ligands, there should be an equilibrium
between bound and free ligands, and X-type exchange can be achieved using La Chateliers principles. Since this exchange was inhibited, I preformed the surface analysis to identify the nature of the capping ligand, which resulted in the discovery of a new ligand binding mode, crystal-bound ligands.

1.4 Techniques for the Surface Characterization of QDs

There are many techniques used to characterize the coordination of ligands to the surface of QDs. The techniques used in Chapters 2 and 3 will be presented and what they reveal about the surface chemistry will be discussed.

1.4.1 Nuclear Magnetic Resonance (NMR)

NMR is the workhorse instrument in chemistry for the identification of organic molecules; this remains true for the surface analysis of quantum dots. NMR allows for the identification of different chemical environments by probing transitions between nuclear spin states in the presence of a magnetic field. NMR has several advantages in the surface analysis of nanocrystals: It is a nondestructive technique that allows for in situ measurements, it can be quantitative with the addition of internal standards, and it can identify free and bound species. However, NMR is limited in the direct analysis of the surface coordination because dipolar effects of the metal atoms in the nanocrystal core along with the slow tumbling rate of the nanocrystal broaden out the resonances near the surface. Therefore, NMR is used as a means to gain a relative understanding of the nature of the organic ligands. This is done using a series of 1D and 2D NMR experiments.
In my work, I primarily used 1D NMR techniques for the analysis of the ligands, identifying ligand density and changes upon chemical perturbations. The quantification of density is one of the most common uses of NMR of QDs.\textsuperscript{37} For this measurement, an internal standard is used to identify the concentration of bound ligands in a sample. By knowing the size and concentration of the nanocrystals, the ligand density can be determined.

By perturbing the NMR sample changes in the organic ligands can be observed. This takes advantage of NMR’s ability to distinguish between free and bound species. I primarily have studied the surface chemistry of nanocrystals capped with dodecanethiol. For dodecanethiol capped QDs, the broadening of the resonances near the surface of the QD means that there are only two observed resonances for bound dodecanethiol at 0.88 ppm and 1.2 ppm corresponding respectively to the terminal CH\textsubscript{3} and the -CH\textsubscript{2} units of the organic chain (Figure 1.7).\textsuperscript{9} In contrast, free dodecanethiol would have additional resonances at 2.5 ppm and 1.6 ppm. By adding an additional chemical to the NMR tube surface effects can be observed by the changing spectra. In Chapter 2, I added an additional thiol to the NMR tube and observed disulfide formation as a way to probe oxidative stability of the native thiol ligand coordination.\textsuperscript{9} In another study presented in Chapter 3, when base was added to the samples the stability of ligands towards removal was determined.\textsuperscript{10}
Figure 1.7: Example $^1$H NMR of dodecanethiol capped CdSe@ZnS QDs in CDCl$_3$. 1,2-Dibromoethane is added as an internal standard. The peak at 0.88 ppm corresponds to the terminal $-CH_3$ resonance and the peak at 1.2 ppm corresponds to the $-CH_2-$ resonances of the alkyl chain.

1.4.2 X-ray Photoelectron Spectroscopy (XPS)

XPS provides detailed information on the chemical nature of the elements present in a sample. This is acquired by measuring the kinetic energy (KE) of a photoexcited electron emitted from a core orbital upon irradiation of the sample with monochromatic x-ray excitation.\(^{38}\) The measured KE allows for the determination of the binding energy (BE) of the chemical species by the equation (1.4):

$$BE = h\nu - KE$$ (1.4)

Where $h\nu$ is the energy of the x-ray source. The BE of an electron is dependent on the specific element and oxidation state of that element, such that an increase in electron density on an atom will make it easier to remove an electron, decreasing the binding energy. Since the measured
species is an electron, XPS has limited penetration depth associated to the mean free path of the electron in sample. This makes XPS particularly sensitive to surface composition of around 10 nm.

Primarily, the high-resolution S2p-orbital spectra are used to identify the presence of surface-bound thiolates. Compared to the binding energy of the S2p orbital in the crystalline material the thiolate would have a higher binding energy since it is in a higher oxidation state with less electron density. In the XPS spectra of non s-orbitals each unique species will have two peaks resulting from spin-orbital coupling. The nature of the spin-orbital coupling originates from the coupling of the remaining unpaired electron to the angular momentum of its orbital. S-orbitals have a spherical orbital with no angular momentum; therefore there is no spin-orbital couple. For p- and d-orbitals, the total spin of the system can be determined by the equation (1.5):

\[ j = l + s \] (1.5)

Where \( j \) is the total spin, \( l \) is the \( l \)-quantum number representing the angular momentum of the orbital, and \( s \) is the spin of the electron. The spin of an electron is either +1/2 or -1/2 depending on the spin of the ejected electron, which is the nature of the two spin states. For p- and d-orbitals the \( l \)-quantum number is 1 or 2 respectively resulting in total spins of 1/2 and 3/2 for p-orbitals and 3/2 and 5/2 for d-orbitals. The ratio of the intensities of spin states is equal to \( 2j+1 \) of the spin-states, so for p-orbitals there is a 2:1 ratio for the 3/2 peak to the 1/2 peak and for the d-orbital there is a 3:2 ratio for the 5/2 peak and the 3/2 peak.
1.4.3 Thermogravametric Analysis-Mass Spectrometry (TGA-MS)

TGA-MS combines two lab instruments, a TGA and a gas chromatography mass spectrometer (GC-MS). In TGA, the change in mass of a sample is measured upon heating. In the context of QDs the mass loss is a result of the decomposition of the organic capping ligands. The addition of the GC-MS to the set-up allows for the off gas to be directly analyzed. Identification of the decomposed organics can reveal details about the composition of the surface and the potential for surface catalyzed decomposition reactions. Mass spectrometry works by ionizing a compound and measuring the mass to charge ratio. Hard ionization techniques such as electrospray ionization can lead to fragmentation that can allow for the chemical structure of the initial compound to be identified.
1.5 Scope of the thesis

Understanding the fundamental chemistry that governs nanocrystal surfaces is paramount for the development of advanced applications. Chapter 2 will address the surface characterization performed leading to the identification crystal-bound ligands. Crystal-bound ligands are formed as a result of the use of thiols as the sulfur source in the synthesis of metal sulfides. This difference was determined by comparing the surface of Cu$_2$S nanocrystals synthesized with and without thiols. We became interested in understanding this surface chemistry because our laboratory and others have been unsuccessful in surface functionalization of these particles using ligand exchange. Chapter 2 will also contain our method of circumventing the need of ligand exchange for surface functionalization of these particles.

Chapter 3 extends the crystal-bound surface chemistry to the synthesis of ZnS shells on CdSe with crystal-bound thiols. During this study we observed unexpected changes in the optical properties of the QDs. Using our knowledge of the surface chemistry we were able to identify the origin of the change in properties and then take advantage of the effects to improve the photocatalytic activity of the QDs for the degradation of methylene blue.

In all of the previous work done on the surface analysis of QDs, including my own, the techniques used do not directly probe the ligand surface interface. Chapter 4 is on my work towards developing computational models to use X-ray Absorption Spectroscopy (XAS) as a means to directly probe this interface.

Chapter 5 will present my work toward using crystal-bound ligands to control growth and assembly of nanocrystal systems. Two unique reactions will be discussed: my attempt at the synthesis of water-soluble Cu$_2$S-Ru cage-hybrid nanocrystals and the ligand directed
oriented attachment of Cu$_2$S nanocrystals to nanorods. The ability to synthesis a wide range of shapes and heterostructures of nanocrystals increases the potential functionality of the nanocrystal.

Finally, Chapter 6 will be a conclusion and my outlook how my work relates to the greater context of my field.
CHAPTER II

IDENTIFICATION AND FUNCTIONALIZATION OF CRYSTAL-BOUND LIGANDS

2.1 Introduction

In this chapter my work towards the identification and surface functionalization of Cu$_2$S nanocrystals will be discussed. There has been considerable interest in using semiconductor nanocrystals for biomedical, electronic, and alternative energy applications. This interest stems from the optical properties, which can be tuned by particle size though quantum confinement and by adjusting the composition. Even a slight change of size, morphology or composition of nanocrystals has a considerable effect on the optical properties including the energies of the absorption onset, fluorescence emission, and surface plasmons. Thus, syntheses to monodisperse, single crystalline nanocrystals are desired. While there are many ways to synthesize nanocrystals, solution-based colloidal synthesis often yields the highest quality, most monodisperse samples, with uniform properties.

Typical solution syntheses of nanocrystals in organic solvents involve the chemical transformation of dissolved molecular inorganic reagents to solids. This is performed in the presence of ligands to coordinate to the nanocrystal surfaces. The ligands lower the surface energy and allow for the thermodynamically unfavorable nanocrystals to be kinetically trapped. The ligands possess a long alkyl chain that provides solubility in the high boiling organic solvents required for the synthesis and a polar head group to bind to the surface.

---

1 Part of this Chapter has been published previously in Turo, MJ and Macdonald, JE “Crystal Bound vs. Surface-Bound Thiols in Nanocrystal Synthesis” ACS Nano, 2014, 8, 10205-10213.
Common head groups are phosphines, phosphine oxides, carboxylic acids, phosphonic acids, amines, or thiols.

Thiols are in a special category of ligands because they can concomitantly act as the sulfur source in syntheses of metal sulfide nanocrystals. At high temperatures, thiols decompose on the metal centers to yield the metal sulfide and an alkene. At the termination of the reaction, the particles are capped with a final layer of intact thiols.

The use of thiols as a sulfur source for nanocrystal synthesis has become increasingly common as the products are often of very high quality. For example, syntheses of monodisperse, single-crystalline, shape-controlled particles of copper sulfide and mixed copper sulfides use this technique. Thiols have also been employed as a sulfur source for shelling quantum dots of CdSe with ZnS and CdS to improve fluorescence yields and reduce blinking.

Several groups including the Macdonald laboratory have noted that copper sulfides prepared with thiol sulfur precursors are resistant to ligand exchange procedures for surface functionalization and to impart water solubility. The inert surfaces will preclude the use of these nanocrystals in most biomedical, sensor and photocatalytic applications. In quantum dot sensitized photovoltaic devices, these tightly bound thiols would need to be removed to improve inter-particle conductivity.

Besides the empirical observation of poor ligand lability, here I present $^1$H NMR, X-ray Photoelectron Spectroscopy (XPS) and ThermoGravimetric Analysis – Mass Spectrometry (TGA-MS) studies to provide evidence that when thiols are used as a sulfur source, the capping thiols are bound to the surface of the nanocrystals in a chemically different manner than typical ligand-surface interactions. When thiols only serve as ligands, they are bound to cations at low
coordination number surface sites which we describe as “surface-bound” (Figure 2-1).\textsuperscript{32, 33} The capping thiols that result from reactions where they are also the sulfur source become the terminal layer of sulfurs of the crystal. These thiols are exceptionally strongly bound because they sit in in high coordination number sites. We call these “crystal-bound thiols” (Figure 2.1).

\begin{figure}[h]
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\caption{Two binding modes of thiol ligands on metal sulfide nanocrystals.}
\end{figure}

Furthermore, I present a simple and broadly applicable method to achieve water solubility of metal sulfide nanocrystals synthesized with thiol precursors. Dodecyl-3-mercaptopropanoate (D3MP), a long chain thiol with a mid-chain ester, was synthesized and used to replace 1-dodecenethiol as a ligand and sulfur source for representative syntheses of Cu\textsubscript{2}S and CuInS\textsubscript{2} nanocrystals. The mid-chain ester can be readily cleaved to make otherwise immutably organic soluble particles transfer into water.

2.2 Results and Discussion

2.2.1 Evidence for crystal-bound thiols

To gather evidence for the chemical uniqueness of crystal-bound thiols, Cu\textsubscript{2}S nanocrystals were prepared by two methods to give surfaces capped by crystal-bound and surface-bound thiols both with the chalcocite crystal structure. Cu\textsubscript{2}S nanocrystals with crystal-
bound dodecanethiol (DDT) were prepared according to literature procedure by heating Cu(acac)$_2$ with dodecanethiol at 200°C in dioctyl ether (DOE) solvent.$^{19, 29}$ The single crystalline particles were 6.9 ± 0.5 nm (n=188). Cu$_2$S nanocrystals with surface-bound thiols were prepared by a modified literature procedure$^{52}$ whereby Cu(acac)$_2$ was allowed to react with sulfur powder at 200°C in oleylamine (OLAM) and oleic acid (OA) to give 6.8 ± 1.1 nm (n=169) nanocrystals. After the reaction, the particles underwent a ligand exchange with DDT (Figure 2.2). The ligand exchange to DDT capping ligands was confirmed by IR spectroscopy, which showed the disappearance of the carbonyl stretch of oleic acid (Figure 2.3). Powder XRD shows that both the crystal-bound DDT sample and the surface-bound DDT sample are both chalcocite (Figure 2.4)
Figure 2.2: (A) Synthesis of Cu$_2$S nanocrystals with crystal-bound dodecanethiol capping ligands. (B) TEM of Cu$_2$S nanocrystals with crystal-bound ligands, d = 6.9 ± 0.5 nm n = 188. (C) Absorbance spectrum of Cu$_2$S nanocrystals with crystal-bound ligands. (D) Synthesis of Cu$_2$S nanocrystals with surface-bound dodecanethiol. (E) TEM of Cu$_2$S nanocrystals with surface-bound ligands, d = 6.8 ± 1.1 nm, n = 169. (F) Absorbance spectrum of Cu$_2$S nanocrystals with surface-bound ligands.
Figure 2.3: IR of Cu$_2$S nanocrystal with native oleic acid before (A) and after (B) ligand exchange showing the removal of the native oleic acid capping ligands and the replacement by dodecanethiol.
Figure 2.4: X-Ray diffraction pattern of Cu$_2$S nanocrystals with crystal-bound dodecanethiol (black) and surface-bound dodecanethiol (red). Both diffraction patterns are indexed to chalcocite Cu$_2$S, JCPDS 26-1116.

NMR is a powerful technique for the determination of the interactions between ligands and nanocrystal surfaces.$^{32, 36, 53-55}$ Changes in the NMR spectrum resulting from perturbations allow for the dynamic interactions between the ligands and the nanocrystal to be observed. The initial NMR studies on crystal-bound ligands followed previous reported methods employing these 2D NMR techniques. Unfortunately, the protons near the particle surface are often not observed by $^1$H NMR due to dipolar effects of the metal atoms and the slow tumbling rate of the nanocrystal.$^{36}$ To accurately identify the exchange using there needs to be a clear resonance that distinguishes between free and ligands. Often this is accomplished using a ligand with a suitable mid-chain NMR signal such as the double bond of oleic acid or oleylamine.$^{32, 36, 53-55}$ Untimely, our 2D experiments were unsuccessful because DDT does not have such
unsaturation. Instead I examined the hetero-exchange between the native DDT on the particle surface to D3MP, which has distinctive $^1$H NMR signals (Figure 2.5) as compared to DDT.

**Figure 2.5:** (A) Structure of D3MP. (B) Partial $^1$H NMR spectrum of D3MP. (C) $^1$H NMR spectra for Cu$_2$S nanocrystals with crystal-bound dodecanethiol (black), 5 min after the addition of 2 molar equiv. of D3MP (red) and at 24 h after addition (blue). (D) $^1$H NMR spectra for Cu$_2$S nanocrystals with surface-bound dodecanethiol (black), 5 min after the addition of 2 molar equiv. of D3MP (red) and at 24 h after addition (blue).

$^1$H NMR of the thiol and sulfur derived nanocrystals are shown in part in Figure 2-5 and in full in Appendix A. In the regions reported in Figure 2-5 A, there are no peaks that can be
assigned to DDT; however, a small amount of 1,1-didodecyl disulfide (Appendix A) was observed in the surface-bound sample. Disulfide formation on nanocrystal surfaces has been observed previously for thiol capped semiconductor nanocrystals and has limited the stability of the particles in solution.

To the NMR tubes containing the DDT capped nanocrystals, 2 molar equivalents of D3MP as compared to the DDT capping ligands were added. In both the crystal-bound and surface-bound samples (Figure 2.5), the addition of the new ligand caused the expected appearance of signals from D3MP: a triplet at 4.10 ppm, a quartet at 2.77 ppm, and a triplet 2.65 ppm, labeled γ, α, and β respectively.

After 24h in the $^1$HNMR solution in the presence of D3MP and exposure to ambient light and atmosphere, the crystal-bound thiols on Cu$_2$S showed much greater chemical stability than surface-bound thiols. For crystal-bound thiol samples small peaks at 2.92 and 2.73 ppm as well as a small shoulder on the peak at 4.10 ppm were observed which can be assigned to the formation of didodecyl 3,3'-disulfanediyldipropionate, the disulfide of two D3MP molecules (Appendix A). The disulfide formation is known to be surface mediated. This suggests that there are a small number of exposed coordination sites when crystal-bound ligands are expected. There is however no evidence that the exposed surface is a result of the native ligands dissociating from the nanocrystal surface.

In contrast to nanocrystals with crystal-bound thiols, there was evidence of mobility of the native ligands on nanocrystals with surface-bound thiols after 24h in the $^1$HNMR solution in the presence of D3MP and exposure to ambient light. The $^1$H NMR showed a decrease in the concentration of free D3MP resulting from a high rate of formation of disulfides. Disulfides form more readily because of the dynamic nature of the native capping thiols. In addition to
didodecyl 3,3'-disulfanediylidipropionate, there were also peaks at 2.7-2.75 ppm and offset but overlapping peaks at 2.91 ppm and at 4.10 ppm which we assign to two additional disulfides, 1,1-didodecyl disulfide and the mixed disulfide, dodecyl 3-(dodecyldisulfanyl)propanoate (Appendix A). The disulfides which contain DDT units are a direct result of the removal of the native DDT bound to the nanocrystal surface. These DDT containing disulfides are not observed in the crystal-bound case because the native ligands are non-labile. The disulfides present in this NMR experiment were also synthesized by standard organic syntheses to obtain control for the NMR spectra (Appendix A).

The sum of the $^1$H NMR study shows that, when thiols are used as the sulfur source in the synthesis of Cu$_2$S, the resulting capping thiols have significantly different surface chemistry than if the thiol is simply exchanged onto the surface. While surface-bound thiols are labile and prone to oxidative disulfide formation, crystal-bound thiols are non-labile and resistant to oxidation.

X-ray Photoelectron Spectroscopy (XPS) was employed to further identify differences in the surface chemistries between crystal-bound and surface-bound thiol ligands. The S2p region of Cu$_2$S with crystal-bound DDT (Figure 2.6A) was compared to that of Cu$_2$S with surface-bound DDT (Figure 2.6B). Efforts were made to minimize the exposure of the samples to air prior to analysis to prevent oxidation of the copper sulfide, and $^1$H NMR showed that no free thiol was present.
Figure 2.6: S2p XPS spectra of Cu$_2$S nanocrystals with (A) crystal-bound DDT capping ligands and (B) surface-bound DDT capping ligands.

For the nanocrystals with crystal-bound DDT, the peak in the XPS S2p region was best fit by one set of spin-orbital coupled peaks at 161.8 eV and 163.0 eV, and was assigned the S in the Cu$_2$S crystal lattice.$^{59}$ Nanocrystals with surface-bound DDT were best fit by two sets of spin orbital couples. The lower energy set is at 161.6 eV and 162.8 eV and arises from the sulfur in the Cu$_2$S crystal lattice. A second set with a higher binding energy was fitted at 162.2 eV and 163.4 eV and can be attributed to thiolate bound to the surface of Cu$_2$S.$^{60}$ The absence of the peaks for thiolate binding to the surface of Cu$_2$S in the crystal-bound sample is indicative that the thiol capping ligands are not simply bound to individual surface Cu, but rather bound into higher coordination sites within the crystal lattice.
TGA-MS also points to very different surface chemistries between crystal-bound and surface-bound thiols (Figure 2.7, 2.8, and Appendix A). For both Cu$_2$S nanocrystals with surface-bound and crystal-bound thiols, there is a large mass loss between 200°C and 300°C. Mass spectrometry of the species emanated is dominated by 1-dodecene which can be formed from alkyl-migration and β-hydride elimination of the thiols on the surface.$^{61}$ Above 300°C Cu$_2$S nanocrystals with crystal-bound ligands shows almost no mass loss, whereas almost 20% of the mass lost for Cu$_2$S nanocrystals with surface-bound ligands occurs at these higher temperatures. Above 300°C, the ion in the mass-spectrometry has a m/z consistent with S$_2$, disulfide, the most abundant ion seen in mass spectrometry of gas phase sulfur from the decomposition of metal sulfides.$^{62,63}$

![Figure 2.7](image)

**Figure 2.7**: (A) TGA of Cu$_2$S nanocrystals with crystal-bound dodecanethiol. (B) TGA of Cu$_2$S nanocrystals with surface-bound dodecanethiol. MS traces of the emanated species are included in Appendix.
Figure 2.8: representative mass spectra of the TGA-MS data shown in figure 2-7. (A) crystal-bound DDT below 300°C, (B) crystal-bound DDT above 300°C, (C) surface-bound DDT below 300°C, and (D) surface-bound DDT above 300°C.

After β-hydride elimination of dodecene, the remaining S on the Cu₂S surface is different for crystal-bound vs. surface-bound thiols. Surface-bound thiols will leave sulfur in low coordination sites, which is removed at higher temperatures. Crystal-bound thiols leave sulfurs in high-coordination sites, which prevents further mass loss of the sulfur. Using NMR, XPS, and TGA-MS, I was able to experimentally show there is a fundamentally different surface chemistry when thiols are used as the sulfur source compared to ligand exchange. It is worth noting that all of the techniques used either require the removal of the organic ligand from the surface (NMR and TGA-MS) or does not provide detailed structural analysis (XPS). Chapter 4 will address my attempts to establish more advanced techniques to more directly probe the organic-inorganic interface.
2.2.2 Water solubility of the copper sulfides with crystal-bound ligands

Since the robust binding mode of crystal-bound thiols make the particles immune to ligand exchange at moderate temperatures, an alternative method is needed to impart chemical modification to the nanocrystal surface to allow water solubility. At the same time, a methodology was desired that would not greatly alter the established syntheses of the high quality particles yielded when a long chain thiol was the sulfur source. Initial studies involved the use of 11-mercaptoundecanoic acid (MUA) and MPA as the sulfur source; however, this led to lower quality particles and higher decomposition temperatures. Recently, work by Tao et al. has shown that Cu-MUA complexes decompose at higher temperatures than Cu-DDT complexes in solid-state decomposition reactions. The higher temperature can be attributed to the acid group coordinating to the surface of other Cu-thiol clusters, preventing decomposition and nucleation. To avoid additional coordination from the acid group or hydrogen bonding effects of the ligand, we chose to modify the ligand alkyl chain by adding a mid-chain ester. By using D3MP the ester group will provided protected chemical functionality. Purified D3MP was synthesized in multi-gram scale by using a Fischer esterification from inexpensive reagents, 3-mercaptopropanoic acid (MPA) and 1-dodecanol (Figure 2.9).
Figure 2.9: (A) The synthesis of dodecyl-3-mercaptopropanoate from 3-mercaptopropionic acid and 1-dodecanol. (B) The synthesis of Cu$_2$S using D3MP as the sulfur source. (C) Base catalyzed hydrolysis of the D3MP capped particles.

D3MP was used instead of DDT in the synthesis of Cu$_2$S nanocrystals. The transmission electron microscopy (TEM) image (Figure 2.10) shows the resulting 11.9 ± 0.9 nm (n = 222) Cu$_2$S particles packed into a superlattice, indicating highly monodisperse particles. The phase was confirmed to be chalcocite Cu$_2$S by Selected Area Electron Diffraction (SAED) (Figure 2.11).
Figure 2.10: (A) TEM of Cu$_2$S synthesized using D3MP as the sulfur source, 11.9 ± 0.9 nm n = 222. Inset is a photograph of the particles dissolved in hexanes phase above a water layer. (B) Particles after hydrolysis of the ligand, 13.0 ± 2.0 nm n = 237. Insert is a photograph of the particles dissolved in water below a layer of hexanes. (C) Infrared spectrum of Cu$_2$S before (black) and after (red) hydrolysis (D) Normalized absorbance spectra of Cu$_2$S before the hydrolysis dispersed in hexanes (black) and after the hydrolysis dispersed in water (red).
Figure 2.11: Selected area electron diffraction of Cu$_2$S with crystal-bound D3MP, before (A) and after (B) hydrolysis. The SAED pattern for Cu$_2$S before hydrolysis is indexed to chalcocite Cu$_2$S, JCPDS 26-1116. The SAED pattern for Cu$_2$S after hydrolysis is indexed to Djurleite Cu$_{1.96}$S, JCPDS 29-0578.

In a post-synthesis step, a base hydrolysis cleaved the mid-chain ester to leave the surfaces capped with a corona of carboxylates, rendering the particles water-soluble (Figure 2.9). TEM revealed that the hydrolysis did not significantly change the size of the particles (Figure 2.12). Infrared spectroscopy confirmed the cleavage of the ligand (Figure 2.10C) from the D3MP ester to a deprotonated MPA carboxylate, as the ester carbonyl stretching mode at 1737 cm$^{-1}$ was replaced with two modes at 1606 cm$^{-1}$ and 1402 cm$^{-1}$ representing the symmetric and asymmetric stretches of a carboxylate. In addition, the C-H stretching mode between 3000-2800 cm$^{-1}$ decreases in intensity from the loss of the long alkyl chain.
Figure 2.12: Histogram of the sizes Cu₂S nanocrystals after hydrolysis as measured by TEM. Blue is before hydrolysis and red is after hydrolysis.

The hydrolysis resulted in a change in the optical properties of the Cu₂S. While the initial synthesis gave an absorbance spectrum consistent with Cu₂S, a broad surface plasmon resonance in the near infrared region of the absorbance spectrum developed (Figure 2-9) during the hydrolysis that is indicative of substoichiometric Cu₂₋ₓS.⁶⁶ SAED was consistent with the substoichemetric Djurleite crystalline phase which is closely related to chalcocite (Figure 2-11). The free carrier density was determined by dissolving the water-soluble particles in anhydrous THF and collecting a spectrum into the near-IR. The larger solvent window of THF was needed in order to observe the peak of the plasmon (Appendix A).⁶⁷ Using Drude’s relationship between the bulk plasmon frequency and the carrier density, Nₜ, the carrier density was determined to be 3.56 × 10²⁰ cm⁻³, which corresponds to a stoichiometry of Cu₁.⁹₈S (Appendix A).
The leaching of the Cu$^{2+}$ cations into solution is not unprecedented for crystal-bound ligands on Cu$_2$S nanocrystals. Previous work has shown that when dodecanethiol was used as the sulfur source in the synthesis of Cu$_2$S, cation exchange reactions to CdS or PbS are possible. As crystal-bound thiols are part of the anion sublattice of the Cu$_2$S, the cations still have access to the solution. The combination of robust ligand binding with open surface cation sites on particles with crystal-bound thiols may have important implications for the development of stable nanocrystal catalysts.

During the hydrolysis, an additional insoluble black precipitate often formed. The precipitate was determined to be a CuO impurity by XRD (Figure 2.13). It has been shown previously that Cu$^{2+}$ ions leached from the oxidation of Cu$_2$S in the presence of a base and a surfactant can form CuO. The dodecanol liberated during the ester hydrolysis is capable of performing this function. However, the Cu$_2$S is only a small source of the copper ions that form CuO as there was a negligible size change after the hydrolysis and a minimal change in stoichiometry from Cu$_2$S to Cu$_{1.98}$S. Therefore, we attribute the formation of the CuO from the presence of a copper impurity remaining from the synthesis that is especially difficult to remove from the nanocrystals when the nanocrystals are capped with D3MP.
Cu$_2$S is the parent structure to a large family of mixed cation copper sulfides including copper indium sulfide, copper gallium sulfide, copper indium gallium sulfide, and copper zinc tin sulfide. The wide range of compositions of the mixed copper sulfides allow for tunable optical and electronic properties and have been extensively researched for energy related applications. Nanocrystals of these materials, like those of Cu$_2$S, can be synthesized using thiols as a sulfur source to obtain high quality products. To demonstrate the broader applicability of our approach towards preparing water-soluble nanocrystals with crystal-bound thiols, CuInS$_2$ was synthesized using D3MP. Copper and indium salts were heated in neat D3MP (Figure 2.14) resulting in 2.41 ± 0.29 nm (n = 132) nanocrystals. The phase was confirmed to be chalcopyrite CuInS$_2$ by SAED and the stoichiometry Cu$_{1.2}$In$_{1.2}$S$_2$ by Energy Dispersive Spectroscopy (EDS). The nanocrystals were subjected to the same hydrolysis procedure as the Cu$_2$S to give water soluble CuInS$_2$ (Figure 8B). SAED confirmed the phase remained chalcopyrite CuInS$_2$ (Figure 2-15) and the size was not significantly altered (2.34 ± 0.27 nm, n = 140). As in Cu$_2$S, the phase transfer caused the formation of a surface plasmon
resonance in the absorbance spectrum of the CuInS$_2$ (Figure 2.14) which is known to be accompanied by a blue shift in the band gap which is also observed.$^{72}$ The carrier density was calculated to be $1.44 \times 10^{-21}$ cm$^{-1}$, the final stoichiometry was determined by quantitative EDS to be Cu$_{0.77}$In$_{0.90}$S$_{2.00}$ (Figure 2.15) and the phase confirmed by SAED to remain chalcopyrite CuInS$_2$ (Figure 2.16). Currently, we are developing milder hydrolysis procedures to aid in the phase transfer of these highly sensitive materials without the changes in stoichiometry and optical properties.

**Figure 2.14:** (A) TEM images of CuInS$_2$ synthesized using D3MP as the sulfur source, 2.41 ± 0.29 nm, n = 132, (B) and after ester hydrolysis, 2.34 ± 0.27 nm, n = 140. (C) The normalized absorbance spectra of CuInS$_2$ before the hydrolysis dispersed in hexanes (black) and after the hydrolysis dispersed in water (red).
Figure 2.15: The EDS of CuInS$_2$ before (A) and after (B) hydrolysis. The peak labels are red for Cu, green for In, and blue for S. Impurities in the spectra are from the Ni TEM grid. The quantification of the Cu:In:S ratio for each spectrum is reported.
Figure 2.16: The SAED of CuInS$_2$ with crystal-bound D3MP before (A) and after (B) hydrolysis. Both diffraction patterns are indexed to chalcopyrite CuInS$_2$, JCPDS 27-159.

This was the first report of using a simple hydrolysis procedure to phase transfer nanocrystals and is now being adopted by others. For example, Wu et al. utilized a similar procedure to synthesize water soluble copper zinc tin sulfide nanocrystals for solar cells, utilizing octyl-2-mercaptoproacetate followed by a hydrolysis procedure to remove the majority of the organic ligands.$^{73}$

2.3 Conclusion

Previous attempts at rendering nanocrystals prepared with thiols as the sulfur precursors water-soluble through ligand exchange were often ineffective. $^1$H NMR, XPS and TGA reveal the surface chemistry is different between “surface-bound” ligands and “crystal-bound” ligands produced when thiols are used as sulfur sources. We explain the inert surfaces and more tightly
bound ligands as a result of the sulfur atom of the thiol capping ligands occupying higher coordination sites in the crystal lattice.

Previously, Wang et al. hinted at the possibility of high coordination number binding of thiols in a figure in their report of a similar synthesis of Cu$_2$S, but did not fully characterize or discuss this assignment. Additionally, researchers at Samsung used language suggesting the presence of crystal-bound binding mode in a 2008 patent on using thiols as the sulfur source of QDs. However, they did not fully characterize or describe the surface. I believe this is the first thorough characterization of the unique crystal-bound binding mode this synthetic route affords.

Our description of this high coordination number binding mode of thiols on a nanocrystal surface is reminiscent of the “stapling” that has unambiguously been identified on thiolated gold clusters by X-ray crystal structure analysis. In the staples, Au atoms are removed from the Au cluster surface to so that the thiolates have a gold coordination number of two. The decomposition of thiols on metal atoms to give metal sulfide nanocrystals has been well established for Cu, Pd, and Ni and it is possible that high coordination number binding of thiols also occurs in these cases.

To allow these high quality particles with crystal-bound thiols to be rendered watersoluble, a new, easily synthesized ligand, dodecyl-3-mercaptopropanoate, can be used as a replacement for alkane thiols in the synthesis of copper(I) sulfide and copper indium sulfide. The ester functionality was hydrolyzed, yielding nanocrystals with a corona of carboxylic acids, which makes them soluble in water. The ester also provides a chemical handle for further surface functionalization, for example, amide coupling which is a current topic of interest in our laboratory.
2.4 Experimental Methods

*Materials:* Sulfur (reagent grade), 1-dodecanol (98%), 3-mercaptopropanoic acid (MPA, >99%), oleylamine (70%), oleic acid (90%), dodecanethiol (DDT, 97%), and dioctyl ether (99%) were obtained from Sigma Aldrich. Copper(II) acetylacetonate (97%) was obtained from Strem Chemicals. Indium(III) acetate (99%) was obtained from Alfa Aesar. All chemical were used as obtained without further purification. Standard air-free Schlenk techniques were used throughout with N₂ used as the inert gas. The glovebox used was also filled with N₂.

*Copper (I) sulfide nanocrystals with crystal-bound ligands:* Cu₂S was prepared following a modified literature procedure. In a typical synthesis, Cu(acac)₂ (87.2 mg, 0.333 mmol) was dissolved in 2 mL of dodecanethiol and 8 mL of dioctylether and placed under vacuum for 1h. The solution was heated to 200°C under nitrogen. At 125°C, the solution turned a transparent yellow color and as the solution heated further it became orange, signifying the formation of the Cu-thiol complex. At 200°C the solution turned black, indicative of particle formation. The solution was reacted for 60 min at 200°C, then allowed to cool to room temperature under nitrogen. The reaction flask was then brought into a glovebox. The particles were isolated by the addition of ethanol followed by centrifugation. The supernatant was removed and the particles were suspended in chloroform and precipitated with ethanol 3×. The final product was stored in a glovebox to prevent oxidation to a substoichiometric copper sulfide.

*Copper (I) sulfide with surface-bound ligands:* Cu₂S was prepared following a modified literature procedure. In a typical synthesis Cu(acac)₂ (261 mg, 1.00 mmol) was dissolved in 10 mL of oleylamine and 5 mL of oleic acid and placed under vacuum for 1h. The solution was the heated to 200°C under nitrogen. At 200°C, sulfur (16.0 mg 0.500 mmol) dissolved in 1 mL
of oleylamine was quickly injected. The reaction was allowed to proceed for 30 min. The solution was cooled to room temperature and brought into a glovebox. The resulting product was isolated by the addition of ethanol followed by centrifugation. The particles were then washed using chloroform and ethanol 3×. The final product was stored in a glovebox to prevent oxidation to a substoichiometric copper sulfide.

*Ligand exchange of the native acid and amine ligands to surface-bound thiols:* Cu$_2$S with surface-bound ligands was dissolved in a minimum amount of chloroform. To 1 mL of the saturated solution of Cu$_2$S nanocrystals, 0.5 mL of dodecanethiol was added. The solution was stirred at room temperature for 15 min in a glovebox. The particles were isolated by the addition of ethanol followed by centrifugation. The supernatant was removed and the particles were suspended in chloroform and precipitated with ethanol 2×. The final product was stored in a glovebox to prevent oxidation to a substoichiometric copper sulfide.

$^1$H NMR: $^1$H NMR of the nanoparticle solutions were acquired using a 11.7 T magnet equipped with a Bruker DRX console operating at 500.13 MHz. Chemical shifts were referenced internally to CDCl$_3$ (7.26 ppm) which also served as the $^2$H lock solvent, and a delay time of 2 sec was used. For the dynamic studies 1,2-dibromoethane was used as an internal standard for determination of the concentration of ligands present as part of the nanocrystal solution. The concentration was determined by comparing the integrations of the 1,2-dibromoethane peak at 3.65 ppm and the terminal -CH$_3$ group of the ligand at 0.88 ppm. The concentration of ligands in solution was around 1 mM. A solution of D3MP in CDCl$_3$ was then added to the NMR tube such that the molar amount of free ligand was equal to twice that of the bound ligand. The sample was then left for 24 hours in ambient light.
**X-ray photoelectron spectroscopy (XPS):** The samples were prepared in a glovebox and $^1$H NMR in CDCl$_3$ confirmed there were ligands attached to the nanocrystals and that there were no residual free ligands present. The nanocrystals were then drop cast from a suspension in CHCl$_3$ onto a silicon wafer. XPS was performed using a Physical Electronics (PHI) VersaProbe 5000. The data were collected using Al K$_\alpha$ X-rays (1486 eV), a take-off angle of 45°, and a spot size of 100 µm. Peaks were fitted using CasaXPS software, calibrated to the lowest energy C 1s peak at 284.8 eV. In the S 2p spectra, the separation of the spin orbit couple was set to 1.15 eV and the peak areas fixed to a ratio of 2:1. The FWHM were constrained such that the spin orbit couples had matching FWHM but were otherwise allowed to fit freely. The FWHM were between 0.99 and 1.19 eV.

**Thermogravametric analysis-mass spectrometry (TGA-MS):** $^1$H NMR in CDCl$_3$ of the nanocrystals confirmed there were ligands attached to the nanocrystals and that there was no residual free ligands present. Analysis was performed on a Perkin Elmer TL-2000 hyphenated TGA-GC-MS thermal analysis system. The GC column was a PerkinElmer Elite-5 (5% Diphenyl) Dimethylpolysiloxane Series Capillary Column with 0.25 mm inner diameter. Helium is used as the carrier gas at flow rate of 1mL/min. Samples were thermalyzed using a Perkin Elmer Pyris 1 TGA system. Sampling of the TGA oven atmosphere was controlled by a pneumatic Swafer(TM) valve system within the Clarus 680 GC instrument and the evolved gases were transported through a deactivated silica capillary to the head of the GC column. The capillary transport lined was heated isothermally at 200°C for the duration of the experiment. Samples were loaded onto the GC column at regular intervals during the thermolysis. The evolved gases were generated, separated and analyzed using MS under the following conditions: Splitless injected of gases onto the GC column was done at 200°C as
drawn from the TGA. GC oven temperature was kept isothermal at 250°C for the duration of the run. Total ion count was recorded by the Clarus SQ 8C MS for the range of 50 < m/z < 300. The TGA was run using ~10-20 mg of sample in Pt pans. The TGA oven was purged with Helium at a rate of 100 mL/min during the run. TGA samples were held isothermally for 4 minutes at 50°C and ramped at 10°C/min until 900°C.

*Dodecyl 3-mercaptopropanoate (D3MP):*

Dodecyl 3-mercaptopropanoate was prepared by a modified literature procedure. In a typical synthesis, 1-dodecanol (22.0 g, 0.120 mol, 1.33 equiv.) and 3-mercaptopropionic acid (7.50 mL, 0.0900 mol, 1.00 equiv.) were dissolved in 15 mL of toluene with 4 drops of concentrated H₂SO₄. The flask was fitted with a Dean-Stark trap filled with a saturated aqueous KCl. The reagents were heated to reflux for 1 h. The resulting product was washed 2× with 20 mL of brine followed by 20 mL of DI water. The organic layer was dried over MgSO₄, and the product purified by vacuum distillation (140°C at 400 mtorr). Yield 14 g (59%). δH (400 MHz, CDCl₃) 4.10 (t, J = 6.72 Hz, 2H, -CO₂CH₂-), 2.77 (q, J = 8.4 Hz, 2H, -CH₂SH), 2.65 (t, J = 6.9 Hz, 2H, -CH₂CO₂-), 1.63 (m, 3H, -CO₂CH₂CH₂- -SH), 1.35-1.23 (m, 18H, -CH₂- x9), 0.88 (t, J = 7 Hz, 3H, -CH₃). This reaction is now carried out in the Macdonald Laboratory on 750 ml scale.

*Copper (I) sulfide nanocrystals with crystal-bound D3MP:* Cu₂S was prepared following a similar procedure to the Cu₂S with crystal-bound ligands used previously. In a typical
synthesis, Cu(acac)$_2$ (87.2 mg, 0.333 mmol) was dissolved in 5 mL of D3MP and placed under vacuum for 1 h. The solution was heated to 200°C under nitrogen. At 125°C, the solution turned a transparent yellow color and as the solution heated further it became orange, signifying the formation of the Cu-thiol complex. At 200°C the solution turned black, indicative of particle formation. The solution was reacted for 60 min at 200°C, then was allowed to cool to room temperature under nitrogen. The flask was brought into a glove box where it was filled with 2-propanol. The particles were left to settle out of solution for 16 h. The 2-propanol was then removed leaving a black solid. The particles were washed 2× with 2-propanol then 2× with chloroform in a glove box allowing for each precipitation step to be at least 16 h. The resulting solid was then stored in a glove box as a suspension in CHCl$_3$.

*Copper indium sulfide nanocrystals:* CuInS$_2$ was prepared following a modified literature procedure.$^{24}$ In a typical synthesis, Cu(acac)$_2$ (265.0 mg, 1 mmol) and In(acac)$_3$ (292.0 mg, 1 mmol) were combined in 5.00 mL of D3MP. The reaction was placed under vacuum for 1 h, then heated to 100°C under nitrogen for 10 min to fully dissolve all the precursors. Upon heating to 230°C, the solution changed from a transparent yellow to orange and finally black at 230°C. The temperature was maintained for 1 h. The particles were isolated by adding 2-propanol followed by centrifugation. The supernatant was removed and the resulting solid was suspended in hexanes and precipitated with 2-propanol 2×.

*Hydrolysis of D3MP-capped Cu$_2$S and CuInS$_2$: * Dried Cu$_2$S or CuInS$_2$ was obtained by removing the solvent under vacuum. The particles were then dissolved in a minimal amount of THF, typically 1-2 mL was needed. To the THF/Cu$_2$S solution, an aqueous 0.1 M KOH solution was added in an amount equal to half the volume of THF used. The solution was stirred in a 50°C water bath for 2 h. The particles were isolated by centrifuging the solution for
5 min at 4400 rpm. The precipitate was washed with ethanol and centrifuged for 5 min at 4400 rpm 2×. The particles were then dispersed in water. The final aqueous solution was then centrifuged for 1 min at 1000 rpm. The precipitate was discarded and the supernatant collected.

*Synthesis of 1,1-didodecyldisulfide:*

Dodecanethiol (139 µL, 0.582 mmol) was dissolved in dichloromethane (10 mL) with iodine (0.155g, 0.61 mmol, 1.05 equiv.) and triethylamine (120 µL, 0.873 mmol, 1.5 equiv.). The solution was stirred for 2h at room temperature, after which it was diluted with 15 mL of ethyl acetate. The organic layer was washed with water (15 mL) and sat. Na₂S₂O₈ (1 mL). The organic layer was collected and the aqueous layer was extracted with ethyl acetate (15 mL). The organic layers were combined and washed with sat. Na₂S₂O₈ (3×15 mL), brine (2 × 15 mL), and dried over MgSO₄. The solvent was removed *in vacuo* to afford a brown solid. ¹H NMR (400 MHz, CDCl₃) δ 2.68 (t, J = 7.4 Hz, 4H, -CH₂-S-S-CH₂- ), 1.67 (quint, J = 7.28 Hz, 4H, -CH₂-S-S-CH₂- ), 1.38 (m, 4H, -CH₂-CH₂-S- S-CH₂-CH₂- ×2), 1.33-1.22 (m, 32H, -CH₂- S-CH₂- ×2), 0.88 (t, J = 7 Hz, 6H, -CH₃ ×2).
Synthesis of didodecyl 3,3’-disulfanediyldipropionate:

Dodecyl-3-mercaptpropionate (171 µL, 0.582 mmol) was dissolved in dichloromethane (10 mL) with iodine (0.155g, 0.61 mmol, 1.05 equiv.) and triethylamine (120 µL, 0.873 mmol, 1.5 equiv.). The solution was stirred for 2h at room temperature, after which it was diluted with 15 mL of ethyl acetate. The organic layer was washed with water (15 mL) and sat. Na₂S₂O₈ (1 mL). The organic layer was collected and the aqueous layer was extracted with ethyl acetate (15 mL). The organic layers were combined and washed with sat. Na₂S₂O₈ (3 × 15 mL), brine (2 × 15 mL), and dried over MgSO₄. The solvent was removed in vacuo and left to dry overnight to afford a crude brown solid. The product was carried on without further purification. ¹H NMR (400 MHz, CDCl₃) δ 4.09 (t, J = 6.6 Hz 4H, -CO₂CH₂- ×2), 2.92 (t, J = 7.0 Hz, 4H, -CH₂-S-S ×2), 2.72 (t, J = 7.1 Hz, 4H, -CH₂CO₂- ×2), 1.62 (m, 4H, -CO₂CH₂CH₂- ×2), 1.46-1.21 (m, 36H, -CH₂- ×18), 0.88 (t, J = 6.8 Hz, 6H, -CH₃ ×2).

Synthesis of dodecyl 3-(dodecyldisulfanyl)propanoate:
Dodecyl-3-mercaptopropionate (171 µL, 0.582 mmol.) and dodecanethiol (139 µL, 0.582 mmol) was dissolved in dichloromethane (20 mL) with iodine (0.310g, 1.22 mmol, 2.1 equiv.) and triethylamine (240. µL, 1.75 mmol, 3.0 equiv.). The reaction was stirred for 2h at room temperature, after which it was diluted with 15 mL of ethyl acetate. The organic layer was washed with water (15 mL) and sat. Na$_2$S$_2$O$_8$ (1 mL). The organic layer was collected and the aqueous layer was extracted with ethyl acetate (15 mL). The organic layers were combined and washed with sat. Na$_2$S$_2$O$_8$ (3×15 mL), brine (2×15 mL), and dried over MgSO$_4$. Product was concentrated *in vacuo* to give a brown solid. The product was then purified by flash chromatography (column: 1.5 cm x 11 cm, eluent: 100 mL of 1% EtOAc/hexanes, followed by 100 mL of 5% EtOAc/hexanes) yielding a clear oil. $^1$H NMR (400 MHz, CDCl$_3$) δ 4.09 (t, $J$ = 6.6 Hz 2H, -CO$_2$CH$_2$-), 2.92 (t, $J$ = 7.0 Hz, 2H, -CO$_2$CH$_2$-CH$_2$-S-S), 2.72 (t, $J$ = 7.0 Hz, 2H, -CH$_2$-S-S), 2.69 (t, $J$ = 7.1 Hz, 4H, -CH$_2$CO$_2$-), 1.62 (t, $J$=6.6 Hz, 2H, -CO$_2$CH$_2$CH$_2$-), 1.46-1.21 (m, 36H, -CH$_2$-×18), 0.88 (t, $J$ = 6.8 Hz, 6H, -CH$_3$×2).

*Additional instrumentation:* Transmission electron microscopy images were acquired using a Philips CM 20 or a FEI Techni Osiris operating at 200 keV. Absorbance spectra were obtained using a Jasco V-670 UV-Vis-NIR spectrophotometer. A 400 MHz NMR equipped with a Bruker AV-400 console was also used to acquire $^1$H NMR spectrum of the organic molecules. Infrared spectroscopy was obtained using a Bruker Tensor FTIR, samples were pressed into a KBr pellet for analysis.
3.1 Introduction

In this chapter, I present a new path to control quantum dot (QD) surface chemistry that can lead to a better understanding of nanoscale interfaces and the development of improved photocatalysts. Control of the synthetic methodology leads to QDs that are concomitantly ligated by crystal-bound organics at the surface anion sites and small X-type ligands on the surface cation sites.

QDs are a hybrid material consisting of an inorganic semiconductor core and capping ligands. The capping ligands are vital to the colloidal stability of the QDs, and the interface between the semiconductor core and the ligands has a significant effect on the opto-electronic properties of the QDs through the passivation or creation of surface trap states. Understanding and controlling the interface between the capping ligands and the core facilitates the targeted implementation of QDs in catalytic, biomedical, and electronic applications.

The colloidal methods used to synthesize the QDs are typically performed in organic solvents yielding a layer of native capping ligands with polar head groups and long alkyl chains. These long-chain ligands coordinate to the particle surfaces, decreasing the surface energy of the QD during synthesis, and allowing for control of size, crystalline structure, shape, and colloidal stability. Typically, organic capping ligands passivate the surface atoms by

---

11 Part of this chapter has been published previously in Turo, MJ et al. “Dual-Mode Crystal-Bound and X-Type Passivation of Quantum Dots” ChemComm, 2016, 52, 12214-12217. Computational work in this chapter was performed by Dr. Xiao Shen.
coordination through either a dative bond (L-type) or an anionic ligand (X-type) to surface metal cations.\textsuperscript{30, 33, 82} The long alkyl chains of the organic capping ligands prevent solubility of the particles in polar media and are insulating to charge transfer. This ligand corona needs to be removed, exchanged, or modified for applications in photovoltaics, photocatalysis, and biological systems to impart solubility in different media, improve charge transfer, or allow for functionalization.

Recently, I characterized a novel binding mode for organic capping ligands on QDs that we termed crystal-bound ligands (see Chapter 2), where the thiol ligands occupy a high number coordination sites.\textsuperscript{9} This results in increased ligand stability, manifesting as resistance to ligand exchange and photoxidation,\textsuperscript{57} and is therefore a promising new ligand type for many applications such as catalysis and biological tags.

Crystal-bound ligands inherently passivate the surface sulfur sites with alkyl groups. Passivation of anion sites has been studied previously with cationic organometallic complexes such as cadmium oleate. The anionic organic tail is lost to maintain charge balance when small, X-type, anionic ligands are introduced to passivate the surface metal sites of the quantum dot.\textsuperscript{83} In contrast, passivation of the anion sites with crystal-bound ligands should allow for simultaneous passivation of the surface metal sites with small X-type anionic ligands\textsuperscript{84} without the removal of the alkyl chains, but has yet to be experimentally demonstrated. Similarly, metal chalcogenide-thiol clusters show bridging thiols,\textsuperscript{85} which are reminiscent of the high coordination number of the crystal-bound binding mode. Due to the shape of the clusters, exposed cations only occur at the apices and can be passivated by other ligands. In quasi-spherical QD, we expect a greater diversity in surfaces and a much greater mixture of cation and anion exposure.
It is not known how this dual-mode passivation, and in particular, the crystal-bound component operates to modify the opto-electronic properties of QDs. In this chapter, I demonstrate the role that the X-type passivation of QDs in this dual-mode passivation can play on the optical properties. Furthermore, I show the potential for improving the catalytic function of QDs through this controlled dual-mode coordination by comparing them to QDs with a similar surface-bound capping mode in a model photocatalytic reaction.

3.2 Results and discussion

Crystal-bound ligands occur on QDs when a primary thiol is used as the sulfur source in the synthesis of a metal sulfide. The metal-thiolate complex decomposes producing the nanocrystal.\(^{19}\) At lower temperatures, the final layer of organics is not thermally cleaved.\(^{21}\) Previously, we demonstrated crystal-bound ligands on Cu\(_2\)S and CuInS\(_2\) nanocrystals.\(^9\) Here we extended this work to the synthesis of a ZnS shell around CdSe with crystal-bound ligands. CdSe seeds were synthesized following a literature procedure.\(^{86}\) The ZnS shell with crystal-bound dodecanethiol (DDT) was then synthesized using zinc acetate and dodecanethiol in trioctylamine and oleic acid, in the presence of the CdSe cores. The shelling procedure increased the size of the QDs from 3.0 ± 0.2 nm \(n = 150\) to 3.8 ± 0.3 nm \(n = 129\) indicating the growth of the shell. When the same reaction was run in the absence of zinc acetate the CdSe cores ripened to 3.2 ± 0.5 nm \(n = 137\); this is evidence that the growth seen from shelling procedure is from shell growth and not ripening (Figure 3.1). Interestingly, the CdSe@ZnS QDs were not fluorescent; I attribute this to incomplete shelling of the nanocrystal and the presence of thiols, which quench the fluorescence of CdSe cores.
Figure 3.1 TEM of CdSe seeds (A) CdSe@ZnS core/shells with crystal-bound DDT no initial ZnS shell (B) and CdSe after the shelling procedure with no Zn present (C). Absorbance spectra of CdSe seeds (black), CdSe@ZnS core/shells with crystal-bound DDT no initial (red), and CdSe after the shelling procedure with no Zn present (blue)(D).

To obtain fluorescent particles an initial ZnS layer with surface-bound ligands was grown around a different batch of CdSe seeds (d = 2.8 ± 0.2 nm, n = 125, QY=26%). ZnS shell with surface bound ligands was grown around the seeds following a literature procedure\textsuperscript{87} to ensure a complete shelling of the QDs (d = 3.2 ± 0.2 nm, n = 127, QY = 50%). To synthesize the secondary shell with crystal-bound ligands, the premade core/shells QDs were injected with dodecanethiol (DDT) into a solution of Zn(OAc)\textsubscript{2} in oleic acid and trioctylamine at 150°C for 1 h.\textsuperscript{22} The resulting QDs had increased in size to 3.9 ± 0.3 nm n = 133 and the quantum yield increased to 80% (Figure 3.2). We considered the possibility that the differences in behavior
(vide infra) are a result of differing surface densities of ligands resulting from the differing synthetic routes. However, the ligand density was determined by $^1$H NMR and was found to be similar for the crystal-bound DDT QDs (3.9 ligands/nm$^2$) and the surface-bound QDs that had undergone a room temperature ligand exchange to DDT (3.6 ligands/nm$^2$). The peak of the S2$p$ XPS spectra of QDs with crystal-bound thiols is shifted towards a lower binding energy than QDs with surface-bound thiols (Figure 3.3). The decreased high binding energy component for QDs with crystal-bound thiols is consistent with a lack of low binding-energy surface thiolates, as we reported previously for crystal-bound ligands on Cu$_2$S.\textsuperscript{9}

**Figure 3.2** TEM of CdSe seeds (A) CdSe@ZnS core/shells with native ligands (B) and crystal-bound DDT (C). Absorbance (solid) and PL (dashed) spectra of CdSe seeds (black), CdSe@ZnS with native ligands (red), and crystal-bound DDT (blue)(D).
Figure 3.3: S2p XPS of CdSe@ZnS with crystal-bound (black spectra) and surface-bound (red spectra) thiols. Both DDT (solid line) and MPA (dashed) capped particles are shown. Overlapping signal from the Se3p in this region prevented detailed fittings of the spectra.

IR spectroscopy of the QDs capped with crystal-bound DDT shows vibrational modes at 1560 cm\(^{-1}\) and 1379 cm\(^{-1}\), which can be assigned to X-type coordination of acetate to the surface Zn sites (Figure 3.4A). While oleic acid is also part of the synthesis, the absence of signals due to the double bond by IR and NMR suggest that acetate causes the observed C-O stretching modes rather than oleate (Figure 3.4A).

\(^1\)H NMR was used to show increased stability of the organic chain for QDs with crystal-bound ligands over QDs with surface-bound ligands when undergoing ligand exchange at the cation sites. The as-synthesized QDs with crystal-bound and surface-bound DDT were suspended in THF and exposed to aqueous base to facilitate a ligand exchange at the cation sites to the X-type ligand, OH. No additional free thiol ligands were added. Dipolar effects of the metal atoms in and the slow tumbling of the QD quench the signals of protons close to the
QD,\textsuperscript{36} therefore an increase in the -CH\textsubscript{2}- peak is evidence of an increase in the free ligand concentration as thiol ligands are removed from the QD surfaces. (Figure 3.4B). Such an increase in free ligand was observed for the particles capped with surface-bound DDT, indicating the removal of X-type dodecanethiolate by OH\textsuperscript{-}. No change in solubility was observed for the crystal-bound case, indicating the crystal-bound ligands are more robustly attached to the particle surfaces.

**Figure 3.4**: IR of CdSe@ZnS with crystal-bound DDT (A) \textsuperscript{1}H NMR of crystal-bound (top) and surface-bound (bottom) DDT capped CdSe@ZnS in D\textsubscript{8}-THF, initial (black), after the addition of base (red), and after 10 sec. of sonication (blue) (B). Absorbance and PL of CdSe@ZnS capped with crystal-bound DDT and before (red) and after (black) base treatment (C).
Figure 3.5: Picture of the NMR tubes for the experiment described in Figure 3.4A 1 h after the experiment. The left NMR tube contains the surface-bound DDT capped nanocrystals and the right NMR tube contains the crystal-bound DDT capped nanocrystals. The nanocrystals in the surface-bound sample lose colloidal stability because the ligands are removed in the base treatment. The crystal-bound sample remains collooidally stable in D$_8$-THF because the long chain thiol ligands are not removed by base treatment.

Despite the $^1$H NMR evidence that CdSe@ZnS QDs capped with crystal-bound DDT did not undergo loss of the organic ligands, the QDs underwent a near immediate quench and red-shift in the fluorescence upon exposure to base (Figure 3.4C). This observation hinted that the crystal-bound ligand binding mode provides new opto-electronic properties; however, further study of this phenomenon and comparison to the surface-bound ligand binding mode became challenging because the QDs with surface bound thiols quickly precipitated from solution after the base exposure. As a result, we changed to our system to study the effects of our surface chemistry in aqueous phase catalysis, compared to traditional surface-bound ligands.

To allow for phase transfer of the crystal-bound capped CdSe@ZnS into an aqueous environment, dodecyl-3-mercaptopropionate (D3MP) was used in place of DDT in the
D3MP replaces DDT in the crystal-bound shell synthesis yielding similar particles as the DDT sample, where the particle size increased to $3.9 \pm 0.3 \text{ nm } n = 121$ as did the quantum yield to 83% (Figure 3.6). A base hydrolysis was used to cleave the ester rendering the QDs water soluble (Figure 3.7). Evidence of hydrolysis is seen in the changing IR spectra with the shifting of the C=O peak from 1700 cm$^{-1}$ to the stretching mode of the free carboxylate at 1550 cm$^{-1}$, similar to the Cu$_2$S with D3MP capped particles in Chapter 2. After the hydrolysis, the particles maintained their size and shape ($3.9 \pm 0.3 \text{ nm } n = 146$). The photoluminescence (PL) was shifted to lower energies and quenched to 6% (Figure 3.6).

**Figure 3.6:** TEM of CdSe@ZnS with crystal-bound D3MP before (A) and after (B) hydrolysis. Absorbance and PL spectra of CdSe@ZnS with crystal-bound D3MP (black) and MPA (red) (C). D3MP capped CdSe@ZnS before and after hydrolysis (D)
Figure 3.7: Infrared spectra of CdSe@ZnS with crystal-bound D3MP before (black) and after (red) hydrolysis. Evidence of the hydrolysis is observed by the loss of the ester C=O stretching mode at 1700 cm$^{-1}$ after the hydrolysis.

When the size of the CdSe core was changed, so too was the magnitude of the fluorescence red shift. Larger CdSe cores resulted in a smaller shift (4.06 nm, -0.025 eV) and smaller cores resulted in a greater shift (2.65 nm, -0.068 eV) (Figure 3.8). In contrast, when native ligands on the CdSe@ZnS were exchanged to give surface-bound mercaptopropionic acid (MPA), no significant shift was observed in the fluorescence spectrum (Supporting Information). Two non-mutually-exclusive hypotheses emerged regarding atomistic origin of the red shift in the QD PL spectrum for crystal-bound thiols upon hydrolysis. The first hypothesis is that the addition of base alters the coordination of the surface Zn from acetate to hydroxide, as small anions are known to charge balance the surface of QDs. The change in surface cation chemistry alters the electron wavefunction since the conduction band is dominated by the orbitals of the cations. The second possibility is that the hydrolysis of the ester causes a shift in the band gap. Crystal-bound thiols are part of the anion sublattice of the QD, which dominates the orbital make-up of the valence band in CdSe and ZnS. As a result,
the hole wavefunction may be perturbed by energetic subtleties between ester and carboxylate groups on the crystal-bound ligands.\textsuperscript{91}

---

**Figure 3.8:** (A) Fluorescence spectra of 2.65 nm CdSe@ZnS with crystal-bound D3MP, before (black) and after (red) hydrolysis. (B) Fluorescence spectra of 4.06 nm CdSe@ZnS with crystal-bound D3MP, before (black) and after (red) hydrolysis. (C) Fluorescence spectra of 3.04 nm CdSe@ZnS with surface-bound native ligands (black) and after ligand exchange with MPA (red). (D) Fluorescence spectra of 4.06 nm CdSe@ZnS with surface-bound native ligands (black) and after ligand exchange with MPA (red).

Density functional theory (DFT) was used to investigate the change in the QD band gap for different surface terminations providing an atomistic origin of the red shift upon hydrolysis. The calculations were performed for slab models of the (110) surface, which is the lowest energy surface of zinc blende ZnS and likely to dominate faceting of the cubic crystal-structured QDs.\textsuperscript{92} HR TEM of D3MP capped core-shell QDs before and after hydrolysis showed lattice
fringing consistent with CdSe throughout, indicating ZnS is strained to match the CdSe lattice. Therefore, the calculations used CdSe lattice parameters for CdSe for the strained ZnS shell (Figure 3.9).

Figure 3.9: High-resolution TEM images of CdSe@ZnS with crystal-bound D3MP before (A) and after (B) hydrolysis. (C) and (D) are plots of the intensity profiles along the marked lines in the TEM images. Distances between lattice planes are noted. The observed d-spacing of 0.35 nm is consistent with the d-spacing of the (111) of zinc blende CdSe. The d-spacing of (111) zinc blende ZnS is 0.30 nm. From this we infer that the CdSe core dominates the lattice parameters and the ZnS shell is strained.

Two sets of slab models were constructed to simulate quantum confinement of two QD sizes. The thicker slab model consists of 11 layers of CdSe and 2 layers of ZnS (one on each side), emulating the larger nanoparticles. The thinner slab model consists of 5 layers of CdSe and 2 layers of ZnS, emulating the smaller QDs. The confinement energies ($E_{\text{confinement}}$) from the models are shown in Table I, along with the experimental data showing that the two are within reasonable agreement. Details of calculations are in Supporting Information.
Figure 3.10 A-C shows the three types of surface terminations of the CdSe@ZnS QDs considered in the calculations. Model A represents the state of QD surface before hydrolysis, when the Zn site is terminated by acetate. Models B and C represent two possible models of the surface after hydrolysis. In model B, hydrolysis only happens at the ester ligand leaving crystal-bound MPA, while in Model C the hydrolysis occurs on both the ester and the Zn site to give Zn-OH cation termination.

Figure 3.10: Models of the CdSe@ZnS core shell surface used in calculations (A-C). (D) The hole wavefunction (VBM) in Model A for thick slab of CdSe/ZnS core shell. (E) The electron wavefunction (CBM). (F) The electron wavefunction (CBM) of Model C.

Table 3.1 Experimental and computational redshifts

<table>
<thead>
<tr>
<th>Experiment</th>
<th>( E_{\text{confinement}} )</th>
<th>( E_{\text{shift}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large QDs (4.06 nm)</td>
<td>0.372 eV</td>
<td>-0.025 eV</td>
</tr>
<tr>
<td>Medium QDs (3.04 nm)</td>
<td>0.432 eV</td>
<td>-0.036 eV</td>
</tr>
<tr>
<td>Small QDs (2.65 nm)</td>
<td>0.523 eV</td>
<td>-0.068 eV</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DFT (Figure 3.10)</th>
<th>Model A ( E_{\text{confinement}} )</th>
<th>Model B ( E_{\text{shift}} )</th>
<th>Model C ( E_{\text{shift}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thick Slab</td>
<td>0.259 eV</td>
<td>0.013 eV</td>
<td>-0.042 eV</td>
</tr>
<tr>
<td>Thin Slab</td>
<td>0.616 eV</td>
<td>0.003 eV</td>
<td>-0.164 eV</td>
</tr>
</tbody>
</table>
The calculated shift ($E_{\text{shift}}$) in the band gap of the CdSe@ZnS QDs upon hydrolysis of the dual-mode crystal-bound/surface-bound capping ligands are shown in Table I. The hydrolysis of D3MP ligand in Model B introduces very small increase in the band gap of 13 meV for the thicker slab and 3 meV for the thin slab. Therefore, the large experimentally observed redshift cannot be explained by hydrolysis of the D3MP ligands alone. Instead, additional surface contributions must be considered. Combining the hydrolysis of D3MP ligand with a change of Zn termination from Zn-acetate to Zn-OH results in a reduction of the band gaps: -42 meV for the thicker slab and -164 meV for the thinner slab. Both results are of the same order of magnitude as the experimental data (-25 to -68 meV for large and small QDs, respectively). The small discrepancies between the theoretical and experimental redshifts are likely due to the use of slab models that are confined in 1-dimension to simulate the confinement energy of nanoparticles that are confined in 3-dimensions, an oversimplification of the exposed ZnS crystallographic surfaces, and tensile strain on the ZnS shell.

The DFT calculations show that the band gap in the dual mode capping is altered mostly by the change in Zn termination from Zn-acetate to Zn-OH and not by the hydrolysis of the ester of crystal-bound D3MP. The calculations show strong confinement of the hole wavefunction by the ZnS layer (Figure 3.10D), but the electron wavefunction penetrates the ZnS shell and contains contributions from the X-type ligand on the Zn site (Figure 3.10E). Therefore, the conduction band minimum (CBM) is sensitive to the change of the Zn site passivation. Indeed, after the change in Zn passivation from acetate to hydroxide there is an increased contribution in the electron wavefunction from the hydroxide (Figures 3.10E and 3.10F). The greater extension of the electron wavefunction in the Zn-OH surface indicates that the quantum confinement effect on electron is weaker than in the Zn-acetate surface and thus
the band gap is smaller, consistent with the observed redshift after hydrolysis. It should be noted
that although one would expect good confinement of electrons in CdSe@ZnS core-shell
structure\textsuperscript{93} from the bulk band alignment, the ZnS layer is highly strained on CdSe,\textsuperscript{94} which
alters the band positions in ZnS by lowering the conduction band.

Red shifts in the band gap of QDs have been associated with the extension of the exciton
wavefunction into organo-sulfur ligands such as dithiocarbamates and thiols.\textsuperscript{91} However, our
calculations suggest that for the crystal-bound thiols, the organic ligands bound to the anion
sublattice are electronically benign and therefore solely provide colloidal stability. It is the
change in inorganic surface cation ligand that causes the modification of the band gap. These
calculations explain our initial observation that QDs with crystal-bound DDT undergo shifts in
the fluorescence spectrum upon exposure to base without loss of the organic ligands (Figure
3.6).

The changes in fluorescence and colloidal stability of the QDs with surface-bound DDT
after exposure to base suggests that hydroxide removes surface-bound DDT and other surface-
bound ligands to expose cation sites and change their termination to Zn-OH. The removal of the
ligands harms the colloidal stability in organic solvents. In contrast, the organic component in
the crystal-bound surface allows for organic-inorganic capping. The organic ligand corona is
not disturbed by the hydroxide treatment changing the cation termination to Zn-OH and the
colloidal stability is maintained.

This dual-mode ligand structure has important implications for QDs used in applications
where charge transport and transfer is crucial, such as solution-based water reduction catalysts
that rely on QD photosensitizers.\textsuperscript{95} The organic crystal-bound ligands provide solubility of the
QDs in desired media and enhanced ligand stability under light exposure.\textsuperscript{9} The exposed cation
sites can be used to modify the electronic properties as evident by the increased leakage of the electron wavefunction to the surface upon cation OH$^-$ termination in the DFT calculations (Figure 3.10F). While the DFT calculations do not show the production of mid-gap states upon surface hydroxylation, the increased contribution of the surface atoms to the wavefunction causes the exciton to be more prone to collisional recombination. In addition to the observed fluorescence quench, the QDs are correspondingly more efficient at electron transfer to solution species, aiding in photocatalysis.

![Figure 3.11: The change in absorbance of methylene blue at 666 nm with CdSe@ZnS photocatalysts, crystal-bound ligands (blue), surface-bound ligand (red) and no QDs (green). Insert is the mechanism of the photocatalysis.](image)

As a demonstration of the improved charge transfer possible for this dual mode crystal-bound and X-type ligand QD capping over more standard surface-bound ligand systems, the photodegradation of methylene blue in aqueous solution was performed. The change in the absorbance of the dye was monitored in the presence of CdSe@ZnS nanocrystals capped with traditional surface-bound MPA and CdSe@ZnS nanocrystals capped with crystal-bound MPA
and -OH anion terminating (Figure 3.12). After 1 h of irradiation by visible light, the hybrid ligand capped QDs facilitated a 40% degradation of the methylene blue, whereas the QDs with traditional surface-bound organic passivation provided only 17% degradation. The improved photocatalytic degradation of methylene blue shows the dual passivation results in improved photoinduced charge transfer to solution based species. Throughout the photocatalytic study, no degradation on the QDs was observed; as there was no decrease in absorption above 550 nm, where the primarily absorption is from the QDs (Figure 3.13).

**Figure 3.12:** (A) Absorbance spectra of methylene blue (blue), CdSe@ZnS with crystal-bound MPA and methylene blue (black) and CdSe@ZnS with crystal-bound MPA and methylene blue after 1 h of exposure to blue light (red). (B) Absorbance spectra of methylene blue (blue), CdSe@ZnS with surface-bound MPA and methylene blue (black) and CdSe@ZnS with surface-bound MPA and methylene blue after 1 h of exposure to blue light (red). (C) Absorbance spectra of methylene blue (black) and methylene blue after 1 h exposure to blue light (red). Absorbance at wavelengths below 550 nm is attributed to the QDs. No change in the absorbance in this region is observed during the catalysis, suggesting no degradation of the QDs.

### 3.3 Conclusion

In this dual mode capping system, the organic capping component controls the colloidal stability while the inorganic component influences the optical properties. Crystal-bound thiols, which terminate the anion sites, are not displaced in base exposure and have been shown to be resistant to removal. Photooxidation of the thiol ligands to disulfides, resulting in a loss of
colloidal stability is a well-described problem in biological and photocatalytic applications. The use of the ester containing D3MP as a thiol ligand provides a route to modify the solubility of particles in polar and nonpolar media as well as provides a chemical handle for later surface functionalization. In essence, the organic ligand corona is robust and can be tailored to give solubility in water or organic solvents. Concomitantly, the inorganic component modifies the surface cation chemistry and influences the electronic properties in CdSe@ZnS quantum dots, improving catalytic activity. Improved QD based applications can be obtained by controlling the organic and inorganic capping ligands in this system. The stability afforded by crystal-bound ligands and the improved charge transfer using inorganic ligands are desirable and should be exploited for improved catalytic systems.

3.4 Experimental methods

Materials: Cadmium myristate and dodecyl-3-mercaptopropinoate (D3MP) were prepared following literature procedures (details below). Selenium dioxide (99.8%), 1,2-hexadecanediol (90%), 1-octadecene (ODE, 90%), oleic acid (OA, 90%), oleylamine (OLAM, 70%), trioctylphosphine (TOP, 90%), zinc diethyldithiocarbamate (Zn(ddtc)₂, 97%), dodecanethiol (DDT, >98%), trioctylamine (TOA, 98%), mercaptopropionic acid (MPA, >99%) tetramethylammonium hydroxide pentahydrate (TMAH, >97%), myristic acid (≥98%), 1-dodecanol (98%), and potassium hydroxide (85%) were obtained from Sigma Aldrich. Zinc acetate dihydrate (Zn(OAc)₂•2H₂O, 97%) was obtained from Alfa Aesar. Cadmium nitrate tetrahydrate (98%) was obtained from Strem. All chemicals were used as obtained and standard Schlenk techniques were used during the syntheses.
**Cadmium Selenide Synthesis:** CdSe was prepared following a modified literature procedure. Briefly, Cd(myristate)$_2$ (0.5 mmol) was combined with SeO$_2$ (0.5 mmol) and 1,2-hexadecanediol (0.5 mmol) in 10 mL of ODE. The solution was purged by vacuum and the vessel was filled with N$_2$. The flask was then heated quickly to 240°C and reacted for 1 min at that temperature. The solution was cooled to RT and particles were isolated. First by precipitation by the addition of acetone and centrifugation at 8700 rpm for 5 min. The particles were then washed 3x using chloroform and acetone, then stored in the dark dispersed in chloroform.

**Zinc Sulfide Shells with Surface-Bound Ligands:** The ZnS shell was prepared following a modified literature procedure. The concentration of the CdSe stock solution was determined by the absorbance at the first exciton peak. 500 nmol of CdSe seeds were combined with Zn(ddtc)$_2$ (118 mg, enough for 2 monolayers (ML), calculated following a literature procedure), OLAM (3 mL), TOP (3 mL), and ODE (10 mL). The solution was placed under vacuum for 1 h at room temperature to remove the CHCl$_3$. The solution was then heated at a rate of 80°C/h to 120°C and reacted for 1 h at that temperature. The particles were then cooled to RT and precipitated by the addition of acetone and centrifuged at 8700 rpm for 5 min. The particles were washed with acetone and chloroform until no unbound ligands were observed by $^1$H NMR, typically 4×. Particles were stored in the dark in CHCl$_3$.

**Surface-Bound Thiol Ligand Exchange:** To exchange DDT onto the surface of CdSe@ZnS, 100 mg of TMAH•5H$_2$O was dissolved in 1 mL of CHCl$_3$ with 100 µL of DDT. The solution was stirred for 15 min and a phase separation was observed. The bottom CHCl$_3$ layer was collected, added to a CHCl$_3$ solution containing 50 nmol of CdSe@ZnS and stirred for 1 h at room temperature in the dark. The particles were then precipitated by the addition of
ethanol and washed with chloroform and ethanol until no unbound ligands were observed by $^1$H NMR, typically 5×. MPA exchange was similar except that the particles were washed using only ethanol, then dispersed in a pH 7 phosphate buffer.

**Zinc Sulfide Shells with Crystal-Bound Ligands:** The concentration of the CdSe@ZnS with surface-bound ligands seeds stock solution was determined by the absorbance at the first exciton peak. A CHCl$_3$ solution containing 50 nmol of CdSe@ZnS was combined with 1 mL of TOA and placed under vacuum for 1 h to remove the CHCl$_3$. In a separate flask, Zn(OAc)$_2$$\cdot$2H$_2$O (15 mg, enough for 2 ML of ZnS), 2.5 mL of OA, and 2.5 mL TOA was combined and placed under vacuum at 105°C for 1 h to remove H$_2$O. The Zn containing solution was then heated to 150°C under N$_2$ at 150°C. CdSe@ZnS solution and 100 µL of DDT were injected simultaneously into the hot Zn containing solution. The resulting solution was reacted at 150°C for 1 h. Finally, the reaction was cooled to RT and the particles were precipitated by the addition of acetone and centrifuged at 8700 rpm for 5 min. The particles were then washed with acetone and chloroform until no unbound ligands were observed by $^1$H NMR, typically 4x. Particles were stored in the dark in CHCl$_3$. For D3MP capped particles, DDT was replaced with an equimolar amount of D3MP.

**Base Treatment of Dodecanethiol capped CdSe@ZnS:** A CHCl$_3$ solution containing 10 nmol of CdSe@ZnS with DDT capping ligands was dissolved in 2 mL of THF and treated with 100 µL of 2 M KOH in H$_2$O followed by 10 s of sonication. The particles were obtained by centrifuging at 4400 rpm for 5 min; no additional solvent was need for surface-bound DDT while crystal-bound DDT needed methanol to precipitate. The particles were then washed 2× with ethanol to remove any excess base.
Hydrolysis of Dodecyl-3-Mercaptopropionate Capped CdSe@ZnS: 10 nmol of D3MP capped CdSe@ZnS was dissolved in 2 mL of THF and treated with 100 µL of 2 M KOH in H2O followed by 10 min of sonication. To precipitate the particles, hexanes was added to the solution and centrifuged at 4400 rpm for 5 min. The particles were then washed 2× with ethanol then dissolved in a pH 7 phosphate buffer.

Photocatalytic Degradation of Methylene Blue: A CdSe@ZnS solution was prepared by dissolving the water soluble QDs in a pH 7 phosphate buffer with the first excitation peak having an absorbance of 0.1. In a quartz cuvette sealed with a septum, 0.500 mL of CdSe@ZnS solution, 0.100 mL of 0.177 mM methylene blue solution in deionized water (Millipore, 18 mΩ), and 1.00 mL of pH 7 buffer was combined and bubbled with N2 for 30 min. After the N2 purge, 0.500 mL of ethanol that had been purged separately by freeze-pump-thaw was added to the solution. The solution was then exposed to light from a 13 W blue-colored compact fluorescent light (FEIT electric BPESL13T/B). The absorbance of methylene blue was monitored at 666 nm, every 10 min for 1 h. For the control experiment without QDs, the 0.500 mL of CdSe@ZnS solution was replaced with 0.500 mL of buffer solution. The experiments were performed in triplicate and the average of the runs reported.

Synthesis of Dodecyl-3-Mercaptopropionate: Dodecyl-3-mercaptopropionate was prepared following the same procedure as in Chapter 2 see page 46 for details.9

Synthesis of Cadmium Myristate: Cadmium myristate was prepared following a literature procedure.86 Briefly, two solutions were prepared, one of 1.54 g of cadmium nitrate tetrahydrate (5 mmol) in 50 mL of ethanol and the other of 3.42 g of myristic acid (15 mmol) and 0.60 g of sodium hydroxide (15 mmol) in 500 mL of ethanol. The solution of cadmium nitrate was then added drop wise to the sodium myristate solution. The resulting precipitate was
filtered and washed with methanol 3x. The product was then dried over night at 60°C under vacuum.

**Quantum yield:** Quantum yields were determined by comparison of the emission of the nanocrystals to a standard of Rhodamine B in methanol (excitation at 348 nm gives a quantum yield, $\phi_{std} = 70\%$). The concentrations of the nanoparticles were adjusted so that the absorbance at 348 nm was 0.1 abs for all samples to assure reabsorption is not a problem. To calculate the photoluminescence quantum yield of the sample ($\phi_x$), the following equation was used:

$$\phi_x = \frac{F_x a x n_x^2}{F_{std} a_{std} n_{std}^2} \phi_{std} \quad (3.1)$$

Where $F$ is the integrated intensity of the fluorescence, $a$ is the absorbance at the excitation wavelength (348 nm), and $n$ is the refractive index of solvent.

**Density Functional Theory Calculations:** DFT calculations were performed using the PBE version of the exchange-correlation functional,$^{100}$ PAW potentials,$^{101}$ and a plane-wave basis as implemented in the VASP code.$^{102}$ The plane-wave energy cutoff was set at 353 eV and a 5x3x1 k-point sampling was used. In all the slab models, the ligands from the periodic images of the slabs were separated by at least 19 Å, ensuring no artificial interactions between the images.

**Determination of ligand density:** Using QDs with a known surface area determined by sizing the particles using TEM images and assuming a spherical particle. A NMR tube was filled with 700 µL of a QD stock solution in CDCl$_3$ with a known concentration determined by UV-Vis and 10 µL of a 0.12 mM solution of 1,2-dibromoethane. The number of bound ligands
was determined by the 4:3 ratio of the integration of the 1,2-dibromoethane at 3.65 ppm to the terminal -CH₃ at 0.88 ppm. The number of ligands/particles was then determined by dividing the number of bound ligands to the number of particles in the sample. The ligand density is obtained by comparing the number of ligands/particle to the total surface area. $^1$H NMR spectra shown below for CdSe@ZnS with crystal-bound DDT (Figure 3.13) and surface bound DDT (Figure 3.14).

Figure 3.13: $^1$H NMR of CdSe@ZnS with crystal-bound DDT. 1,2-dibromoethane was added as an internal standard, ligand density was found to be 3.9 ligands/nm$^2$ for crystal-bound DDT. There are no resonances for the protons associated with the double bond of oleic acid despite being a reagent during the synthesis, indicating no oleic acid passivation.
Figure 3.14: $^1$H NMR of CdSe@ZnS with surface-bound DDT. 1,2-dibromoethane was added as an internal standard, ligand density was found to be 3.6 ligands/nm$^2$ for the surface-bound DDT.
CHAPTER IV

COMPUTATIONAL MODELING OF THE LIGAND COORDINATION ON CORE-SHELL QUANTUM DOTS

4.1 Introduction

Quantum dots (QDs) have emerged as a promising class of nanomaterials for electronic, energy, and biomedical applications.\textsuperscript{11, 15} QDs are often made using solution based syntheses, which allow for control over the reaction parameters and yield monodisperse products. In the solution based synthesis of QDs, organic ligands are used to coordinate to the surface of the crystal lowering the surface energy and preventing growth beyond nanocrystal sizes.\textsuperscript{17} The resulting QD is a sum of the crystalline inorganic core and these long-chained organic molecules, which cover the surface. The organic capping ligands play a key role in controlling colloidal growth and act as an insulating barrier around the QD core after the synthesis.\textsuperscript{18} Therefore, understanding the nature of the coordination of organic ligands to the surfaces of QDs is vital to unraveling and optimizing growth mechanisms and ligand exchange processes needed for functional QD-based applications.\textsuperscript{30, 103}

Organic ligands coordinate to surfaces of QDs in a similar fashion to established coordination compounds, as a neutral L-type ligand and a negatively charged X-type ligands.\textsuperscript{33} L-type ligands, such as amines, are neutral donors of two electrons to a surface metal atom. In the case of X-type ligands, the negative charge allows for the passivation of excess charged metal atoms at the surface.\textsuperscript{33} The models described here are a nonpolar surface, therefore the
excess surface metal cation is not part of the crystal lattice, and effectively the ligand binds to the surface as a MX₂ complex. This binding mode is called a Z-type ligand (Figure 4.1).

The other ligand coordination modeled in this chapter is crystal-bound ligands. For crystal-bound ligands, an alkyl chain passivates the sulfur site of a metal-sulfide. As I shared in chapter 3 for ZnS shells with crystal-bound thiols there is the presence of an additional small molecule X-type ligand is present at the cation site and provides charge balance to the system.

![Figure 4.1: Binding of neutral ligands to a nonpolar surface](image)

- **Z-type ligand**: $X-M-X$
- **L-type ligand**: $L$
- **Crystal-bound**: $R-X^{sm}$

\[M=\text{metal (Cd, Zn)}\]
\[E=\text{nonmetal (S, Se)}\]
\[X=\text{X-type ligand (carboxylic acid, thiol)}\]
\[L=\text{L-type ligand (amine, phosphine)}\]
\[R=\text{alkyl group}\]
\[X^{sm}=\text{small molecule X-type ligand (acetate, hydroxide)}\]

Current methods for the analysis of ligand coordination only indirectly probe the surfaces of quantum dots. NMR and various 2D NMR techniques have become the most common methods used, however the surface chemistry can only be inferred by examining ligand exchange or surface reactions. Similarly, mass spectrometry techniques including TGA-MS and MALDI rely on characterizing removed organics from the surface.
spectroscopy, XPS, and solid state NMR can provide chemical information about the surface and the ligands, however these techniques are limited in providing structural data and single crystal studies are limited to well defined homogenous clusters.

One characterization technique that has the potential to directly probe the surface of QDs is X-ray Absorbance Spectroscopy (XAS). XAS looks at two types of effects, the dipole allowed transitions from core orbitals to unoccupied molecular orbitals and the scattering of the photoexcited electrons. The dipole allowed transitions, as studied in X-ray Absorption Near Edge Spectroscopy (XANES), are sensitive to localized bonding. The higher energy transitions are called Extended X-ray Absorption Fine Structure (EXAFS) which are a result of scattering of photoexcited electrons off neighboring atoms, providing information about the local structure. The focus of my study is on the S K-edge XANES, which is the transition from the S1s orbital to the conduction band orbitals with p-orbital character. Meaningful interpretation of XAS spectra requires structural models for comparison.

4.2 Results and discussion

4.2.1 Surface-bound structural models

In order to begin to analyze the simulated XAS of surface coordination the structural effects of surface-bound ligands needs to be understood. Density Functional Theory (DFT) calculations were performed using the Purdew-Burke-Ernzerhof (PBE) version of the exchange-correlation functional, Projector Operator Wave (PAW) potentials, and a plane-wave basis as implemented in the Vienna Ab initio Simulation Package (VASP) code. The plane-wave energy cutoff was set at 540 eV and a 6x6x1 k-point sampling was used. For all of the slab
models, the cell parameters were also relaxed in addition to the atomic positions. The slab consisted of 9 layers of zinc blende CdSe and 2 and 4 layers (1 and 2 monolayers (ML)) of ZnS placed epitaxially placed on the CdSe core. The focus of the simulation is on the nonpolar (110) facet of zinc blende CdSe@ZnS since the (110) facet is the lowest energy facet. Therefore, a rotated unit cell was used with the C axis as the (110) facet, the A axis as the (110), and the B axis as the (001). The slabs were separated by at least 10 Å, ensuring no artificial interactions. The density of ligands on the slab is 3.8 ligands/nm$^2$, which is consistent with observed ligand densities on QDs.

All of the models in this chapter were constructed and simulated by myself, as opposed to the models presented in Chapter 3, which were constructed by Dr. Xiao Shen. The models here built on Dr. Shen’s work. In Chapter 3, we assume the ZnS is strained and takes on the lattice parameter of the CdSe. In this chapter we allow for complete relaxation of the cell parameters. The results in this chapter, therefore, are more accurate but more computationally expensive. We also extend the models to additional ligand binding modes and thicknesses of ZnS shell.

Figure 2 shows the relaxed structure of the different surface-bound ligand coordinations, including the L-type amine, the Z-type Zn(carboxylate)$_2$, and the Z-type Zn(thiolate)$_2$. The binding energies per cell ($E_{\text{binding}}$) of the different surface-bound binding coordinations are shown in Table 4.1 and were determined by the equation (4.1):

$$E_{\text{binding}} = E_{\text{total}} - E_{\text{surface}} - E_{\text{ligand}} \quad (4.1)$$

Where $E_{\text{total}}$ is the energy of the relaxed structure with the surface-bound ligands per cell, $E_{\text{surface}}$ is the energy of the relaxed slab without any capping ligand per cell, and $E_{\text{ligand}}$ is the energy of
the free ligand. The binding energies of the surface-bound ligands is consistent with experimental observed trends in ligand coordination, where thiolates bind more strongly than carboxylates and amines, and amines and Z-type carboxylates can displace each other.\textsuperscript{32, 113}
Figure 4.2: Structural models of ligand coordination to the (110) surface of CdSe/ZnS slabs. (A) 1 ML of ZnS and no ligands, (B) 1 ML of ZnS and L-type propylamine, (C) 1 ML of ZnS and Z-type Zn(propionato)₂, (D) 1 ML of ZnS and Z-type Zn(propionate)₂, (E) 2 ML of ZnS and no ligands, (F) 2 ML of ZnS and L-type propylamine, (G) 2 ML of ZnS and Z-type Zn(propionato)₂, (H) 2 ML of ZnS and Z-type Zn(propionate)₂.
Table 4.1: Binding energies of the capping ligands

<table>
<thead>
<tr>
<th>Passivation</th>
<th>Shell Thickness</th>
<th>Energy (eV)</th>
<th>Binding Energy (eV) per cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Ligands</td>
<td>1 ML</td>
<td>-125.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 ML</td>
<td>-152.55</td>
<td></td>
</tr>
<tr>
<td>Amine</td>
<td>1 ML</td>
<td>-264.80</td>
<td>-1.56*</td>
</tr>
<tr>
<td></td>
<td>2 ML</td>
<td>-291.75</td>
<td>-1.66*</td>
</tr>
<tr>
<td>Zn(carboxylate)$_2$</td>
<td>1 ML</td>
<td>-248.41</td>
<td>-1.60</td>
</tr>
<tr>
<td></td>
<td>2 ML</td>
<td>-274.95</td>
<td>-1.43</td>
</tr>
<tr>
<td>Zn(thiolate)$_2$</td>
<td>1 ML</td>
<td>-243.44</td>
<td>-1.80</td>
</tr>
<tr>
<td></td>
<td>2 ML</td>
<td>-270.37</td>
<td>-2.02</td>
</tr>
</tbody>
</table>

*Binding energy is for 2 amine ligands

The structure of the relaxed bare surface results in an expected distortion of the surface atomic arrangements, where the Zn atoms relax to below the surface to increase coordination.\textsuperscript{114} Upon the addition of L-type amine capping ligands there is a slight return of the surface structure towards the bulk configuration. In contrast, the coordination of Z-type ligands has a different structural effect, the formation of cracks in the shell lattice. In the 1 ML and 2ML models with no passivation or L-type passivation, epitaxy is maintained throughout the shell lattice with a Zn-S bond distance of around 2.50 Å in the AB plane. For the slab models with Z-type Zn(thiolate)$_2$ passivation, the crack only forms on the surface layer with a Zn-S bond distance of 3.60 Å at the surface compared to 2.67 Å at the CdSe/ZnS interface for the 1 ML model. For the 2 ML model the, the crack at the surface is narrowed slightly to a Zn-S bond distance of 3.30 Å, while at the CdSe/ZnS interface a distance of 2.48 Å was measured. In the
Z-type Zn(carboxylate)₂ for 1 ML the defect persists throughout the shell with Zn-S bond distances of 3.65 Å at the surface and 3.58 Å at the CdSe/ZnS interface. 2 ML Zn(carboxylate)₂ has a significantly smaller defect with a Zn-S bond distance of 2.71 Å at the surface and 2.47 Å at the interface. For the 2 ML model there is only one bridging carboxylate resulting in less strain on the surface and the smaller defect.

The crack defects stem from a bridging coordination where the organic ligand binds to both the adatom cation and an open surface site.¹¹⁵ Similar bridging coordinations of Z-type ligands have been previously observed in single crystal x-ray structure of InP clusters passivated by X-type ligands.¹⁰⁹ This additional passivation increases the tensile strain on the already strained shell, resulting in a displacements within in the atomic layers. The observed defects are a separation along the (T10) lattice direction.

The bridging coordination significantly increases the binding energy of the ligand. For Zn(thiolate)₂ both of the thiols relaxed to coordinate surface Zn atoms, 1-bridging thiolate coordination resulted in a decrease in the binding energy of the Zn(thiolate)₂ ligand by 0.47 eV for 1 ML and 0.49 eV for 2 ML. The non-bridging structure would not relax to a local minimum.

For the Zn(carboxylate)₂ models, the 1 ML slab only stabilizes as a 2-bridging coordination, while the 2 ML slab relaxed to both the one and two bridging ligands. Interestingly the two different bridging modes had similar total energies with the 2-bridging model 0.03 eV lower in energy. The similar energies are a result of a trade off between the passivation of the surface sites and the formation of defects in the lattice. There is a significant dislocation in the shell for the 2-bridging model with Zn-S bond distance of 3.98 Å at the
surface and 3.58 Å at the CdSe/ZnS interface. This lattice separation results in an increase in the total energy of the core/shell structure of 0.65 eV if the ligands are removed.

**Figure 4.3:** Alternate bridging coordinations of Z-type ligands (A) 1 ML ZnS with a 1-bridging Z-type Zn(propanethiolate)$_2$, (B) 2ML of ZnS with a 1-bridging Z-type Zn(propanethiolate)$_2$, (C) 2 ML of ZnS with a 2-bridging Z-type Zn(propionate)$_2$.

The different structural effects of the Zn(thiolate)$_2$ compared to the Zn(carboxylate)$_2$ are a result of the bond length between the Zn-ligands and the increased binding configuration of the carboxylate. The average Zn-O bond distance in the samples is 2.04 Å, while for the Zn-S bond distance of the capping ligands that distance is increased to 2.34 Å.

Somewhat surprisingly, calculated densities of states (DOS) indicate the lattice crack defects do not form any midgap states. For the DOS calculations, the 1 ML thick ZnS shell was used. The DOS of the clean surface is consistent with previous simulations of ligand free (110) surfaces where the structural relaxations at the surface shift the unpassivated states out of the
All of the ligand passivated models calculated here also do not have any midgap states. The absence of midgap states is attributed to the defect forming a (T10) surface, therefore the same structural relaxations that occur on the unpassivated surface also are inside of the crack passivating any midgap states.

Figure 4.4: Total densities of states for the CdSe (black) and ZnS (red) of the structural models. (A) 1 ML of ZnS and no ligands, (B) 1 ML of ZnS and L-type propylamine, (C) 1 ML of ZnS and Z-type Zn(propanethiolate)$_2$, (D) 1 ML of ZnS and Z-type Zn(propionate)$_2$. All plots are calibrated such that the Fermi energy is 0 eV.

Previous experimental work has shown that Z-type ligands can induce structural changes in QD systems. Buhro et al. showed that for the nonpolar (112) facet of wurzite CdSe nanoplatets, ligand exchange from a L-type oleylamine capping to a Z-type Cd(Oleate)$_2$ capping causes a reversible red shift in the absorbance spectrum resulting from the induced strain on the CdSe lattice. Additionally, Greytak et al. observed an irreversible red-shift upon the ligand
exchange of L-type ligands with Z-type ligands on the surface of CdSe@CdS, \(^\text{117}\) this structural change can be attributed to the cracking of the shell releasing compression strain on the core.\(^\text{118}\)

The structural defects resulting from the coordination of the Z-type ligands may play a key role in the formation of lattice defects during shell growth. Recent HR-TEM studies have shown the appearance of lattice defects in the shell even when there is no lattice mismatch between the core and shell structure.\(^\text{119}\) This study concluded that ligand coordination during shell growth plays a key role in the formation of stacking faults. The appearance of stacking faults in shells can be directly correlated to increased blinking of the QD.\(^\text{120}\) The computational models presented in this chapter reveal a structural explanation for the role surface ligand coordination can play in inducing lattice defects. The induced strain from the bridging coordination of Z-type ligands can cause surface defects that can lead to the stacking fault as the shell grows.

### 4.2.2 XAS simulations for ligand binding determination

For the determination of ligand binding with XAS, the relaxed structures of CdSe/ZnS with crystal-bound ligand passivation were computed similarly to the surface-bound models discussed in section 4.2.1 (Figure 4.5). Structurally, crystal-bound ligands maintain the epitaxy of the core/shell lattice with no crack formation. Hydride was used as the small molecule X-type ligand to passivate the exposed zinc sites and maintaining charge balance of the models. Hydride was used to decrease the computational resources needed.
Figure 4.5: Relaxed structural models for CdSe/ZnS with crystal-bound ligand passivation with 1ML (A) and 2ML (B) of ZnS. Hydride was used as the small molecule X-type ligand.

XAS were computed by DFT with a planewave basis set using the Quantum Espresso code.\textsuperscript{121} To calculate the final state of the electronic structure the eXcited electron Core-Hole (XCH) method was used.\textsuperscript{122} XCH solves the wavefunction for the model when a core hole is localized on a single atom with an electron in the lowest energy unoccupied orbital. The subtraction of the initial and final states results in a calculated spectrum of an individual atom. The total spectrum of a model consists of the average spectra of each atom in a unique chemical and local environment.

Figure 4.6 is the simulated S K-edge XAS spectrum of bulk zinc blende ZnS. The computed spectrum agrees well with spectra in the literature. For zinc blende ZnS there are four peaks related to the transition between the S1s orbital and the conduction band states with p-orbital character, labeled A-D in Figure 4.6.\textsuperscript{123, 124} In the 2ML models the same four peaks can be identified in all the average spectra (Figure 4.7). However there are differences in the relative contributions of peaks B, C, and D depending on the surface passivation. For crystal-
bound ligands there is a depression in all of the peaks relative to peak A, for the L-type amine passivation there is a suppression of peak D, and in the Z-type Zn(thiolate)$_2$ sample there was a decrease in peak B.

**Figure 4.6:** Simulated S K-edge XAS spectrum of bulk zinc blende ZnS. Labels correspond to peaks discussed in the text.
Figure 4.7: Simulated S K-edge for the average XAS spectra for different ligand binding modes on the surface of CdSe/ZnS slab models with 2ML of ZnS. Black spectrum corresponds to crystal-bound thiol ligands, red spectrum is for L-type amine passivation, and blue plot is for Z-type Zn(thiolate)$_2$ passivation.

By looking at the individual atomic contributions to the average spectrum, the nature of the changes in the peak intensities can be determined. In all of the models, the two monolayers at the interface maintained all of the four characteristic peaks for ZnS. For the crystal-bound model (Figure 4.8) the contribution of the top layer is dominated by the C-S bond, which has a similar position to peak A. This causes an apparent relative decrease in the contributions of peaks B, C, and D. The L-type ligand passivation model has open surface sulfur atoms that...
result in the decrease of peak D (Figure 4.9). In the Z-type Zn(thiolate)$_2$ model, the defects in the surface structure discussed in section 4.2.1 cause a decrease in the intensity of peak B (Figure 4.10). Similar trends are observed in the 1ML models as the 2ML models, however peaks B, C, and D are not as clearly defined (Figures 4.11 to 4.14).

**Figure 4.8:** (A) Simulated S K-edge XAS spectra for CdSe/ZnS core shell model with 2ML of ZnS and crystal-bound ligands and (B) the corresponding structural model. The black spectrum is the average of individual atomic calculations. The colored spectra are the spectra for each individual atom. Layer 1 is the layer at the CdSe/ZnS interface, represented by the blue spectrum, layer 2 is the red spectrum, layer 3 is the orange spectrum, and layer 4, the surface, is the purple spectrum.
Figure 4.9: (A) Simulated S K-edge XAS spectra for CdSe/ZnS core shell model with 2ML of ZnS and L-type amine ligands and (B) the corresponding structural model. The black spectrum is the average of individual atomic calculations. The colored spectra are the spectra for each individual atom. Layer 1 is the layer at the CdSe/ZnS interface, represented by the blue spectrum, layer 2 is the red spectrum, layer 3 is the orange spectrum, and layer 4, the surface, is the purple spectrum.
Figure 4.10: (A) Simulated S K-edge XAS spectra for CdSe/ZnS core shell model with 2ML of ZnS and Z-type Zn(thiolate)$_2$ ligands and (B) the corresponding structural model. The black spectrum is the average of individual atomic calculations. The colored spectra are the spectra for each individual atom. Layer 1 is the layer at the CdSe/ZnS interface, represented by the blue spectrum, layer 2 is the red spectrum, layer 3 is the orange spectrum, and layer 4, the surface, is the purple spectrum. The green spectra are the sulfur in the surface capping thiolates. The presence of the Z-type ligand results in the formation of the crack at the surface causing two different local environments to be present at each layer. This resulted in two spectra for each layer one presented as a solid line and the other as a dashed line.
Figure 4.11: Simulated S K-edge for the average XAS spectra for different ligand binding modes on the surface of CdSe/ZnS slab models with 1ML of ZnS. Black spectrum corresponds to crystal-bound thiol ligands, red spectrum is for L-type amine passivation, and blue plot is for Z-type Zn(thiolate)$_2$ passivation.
Figure 4.12: (A) Simulated S K-edge XAS spectra for CdSe/ZnS core shell model with 1ML of ZnS and crystal-bound ligands and (B) the corresponding structural model. The black spectrum is the average of individual atomic calculations. The colored spectra are the spectra for each individual atom. Layer 1 is the layer at the CdSe/ZnS interface (blue spectrum) and layer 2, the surface (red spectrum).
Figure 4.13: (A) Simulated S K-edge XAS spectra for CdSe/ZnS core shell model with 2ML of ZnS and crystal-bound ligands and (B) the corresponding structural model. The black spectrum is the average of individual atomic calculations. The colored spectra are the spectra for each individual atom. Layer 1 is the layer at the CdSe/ZnS interface (blue spectrum) and layer 2, the surface (red spectrum).
Figure 4.14: (A) Simulated S K-edge XAS spectra for CdSe/ZnS core shell model with 1ML of ZnS and Z-type Zn(thiolate)\(_2\) ligands and (B) the corresponding structural model. The black spectrum is the average of individual atomic calculations. The colored spectra are the spectra for each individual atom. Layer 1 is the layer at the CdSe/ZnS interface (blue spectrum) and layer 2, the surface (red spectrum). The green spectra are the sulfur in the surface capping thiolates. The presence of the Z-type ligand results in the formation of the crack at the surface causing two different local environments to be present at each layer. This resulted in two spectra for each layer one presented as a solid line and the other as a dashed line.

4.3 Conclusion

In order to directly probe the surface coordination of crystal-bound thiols to the surfaces of CdSe@ZnS nanocrystals, computational models were developed to provide and atomistic views of the surface. To the best of my knowledge, these are the first models of ligand coordination to the surfaces of core shell QDs. These models resulted in the unexpected formation of cracks in the shell structure for Z-type ligands. The bridging passivation of Z-type
ligands causes additional tensile strain on the surfaces of the crystal. This strain induces the formation of defects on the surfaces of the nanocrystals. The presence of these defects may contribute to the formation of stacking faults during shell growth.

Using the relaxed structural models for both surface-bound ligands and crystal-bound thiols XAS simulations were performed. Ideally XAS can probe local coordination, therefore can provide a direct probe of the crystal-bound ligand coordination. For ZnS there are four defined peaks in the XANES region, the three higher energy peaks are sensitive to the structural effects of the various surface passivations. In the different surface passivation models the contributions of these can be assigned to the structural differences, including surface defects and unpassivated surface atoms.

Overall, these models provide new insights in the effect of ligand passivation on surface structure. They are also the first step towards the use of XAS as a means to directly probing ligand binding on core-shell nanocrystals. Further models involving the coordination of ligands of additional facets such as the (111) and the (100) may be needed to better understand any experimentally obtained XAS spectra. Additionally, for the crystal-bound ligands, different small molecule X-type ligand passivation may play a role in the spectroscopy and may also need to be modeled. Experimental spectra are needed to validate the computational models.
CHAPTER V

HIERACHICAL NANOSTRUCTURES FROM COPPER(I) SULFIDE NANOCRYSTALS WITH CRYSTAL-BOUND LIGANDS

5.1 Introduction

Transformations of presynthesized nanocrystals can provide a path to more advanced functional nanomaterials through processes such as hybrid nanoparticle synthesis\textsuperscript{125} and oriented attachment\textsuperscript{126}. Since both of these pathways rely on surface interactions, crystal-bound ligand coordination will play a major role by blocking facets and allowing control over the resulting products.

Hybrid nanoparticles are the combination of two or more disparate materials into a singular nanomaterial\textsuperscript{127}. The combination of nanomaterials allows for synergistic interactions facilitating for new functionality in application, such as sensing, photocatalysis, photovoltaics, and bioimaging\textsuperscript{127}. In the Macdonald laboratory, we are interested in the synthesis of semiconductor-metal hybrid nanoparticles for photocatalytic applications\textsuperscript{7}. One of the most well studied semiconductor-metal hybrid nanoparticle system for photocatalytic water splitting is the CdSe@CdS dot in rod with a Pt tip\textsuperscript{128}. In these systems the semiconductor (CdSe@CdS) absorbs the light and transfers an electron to the metal domain (Pt) for the reduction of water, the hole subsequently can be used for oxidization reactions, with the ideal reaction being water

\textsuperscript{111} Some of the work discussed in this chapter is in preparation for publication in Robinson, E.H.; Turo, M. J.; Macdonald J.E. in prep. All work presented in this chapter was performed Michael Turo.
oxidation to yield complete water splitting. Since Cd is a toxic metal, moving towards more benign metals for the semiconductor would be beneficial.

In my work, I studied the synthesis of Cu$_2$S-Ru hybrid nanoparticles$^{50, 68}$ as a replacement for the Cd based nanocrystals for photocatalytic hydrogen production. Cu$_2$S is a promising material for solar energy capture with a band gap of 1.1-1.4 eV depending on the Cu to S stoichiometry, and a well placed band alignment to the water reduction potential.$^{71, 129}$ Ru metal is a known water reduction catalyst.$^{130}$ Previously, this system was synthesized by Banin et al. and displayed an unexpected structure where the Ru metal was deposited selectively on the edge sites resulting in a cage structure.$^{50, 68}$ This unique structure was observed as a result of the removal of the native capping ligands only on the more reactive edge sites at 205°C.$^{50}$

In the previous work concerning the Cu$_2$S-Ru hybrid nanocages, selective removal of the edge site crystal-bound ligands results in the cage morphology. In my work, I have shown that the selective removal of crystal-bound ligands can be extended to different reactivities of facets. At elevated temperatures, presynthesized Cu$_2$S nanocrystals will attach at a unique facet and grow into nanorods. The mechanism of the rod formation is oriented attachment. The oriented attachment growth mechanism results in the fusing together of preexisting crystals along a preferential crystallographic axis.$^{131}$ This mechanism can be used to synthesize rods, wires, and rings.$^{126}$ Oriented attachment occurs as a result of dipole-dipole interactions of exposed surface facets resulting in coalescence to decrease the surface energy.$^{132}$ Ligands play a key role in preventing oriented attachment by lowering the surface energy of the facets and providing a physical barrier.$^{133}$
5.2 Results and discussion

5.2.1 Cu₂S-Ru hybrid nanocrystals

The robust coordination of crystal-bound ligands provides a unique and exciting platform for advanced materials. The first example of this is the selective growth of Ru metal on the edge-sites of Cu₂S seed nanocrystals. The control over different hybrid structures can influence the functionality of the nanomaterial. The cage hybrid structure observed for the Cu₂S system is no different. Initially, the cage hybrids were shown to act as a particle-to-particle wire improving the catalytic sensing of peroxide in a solid-state device. Additionally, the cage structure also would improve charge separation compared to traditional hybrids potentially allowing for improved photocatalytic performance. However, since crystal-bound ligands are used in the synthesis of the cages the ligands could not be exchanged, preventing solubility in water and the application of these hybrids for photocatalytic water splitting.

The cages hybrids are synthesized by heating pre-synthesized Cu₂S nanocrystals in octadecylamine to 205°C, at which point Ru(acac)_3 in dioctylether is then injected into the Cu₂S-amine solution and left to react of 1h (Figure 5.1). This reaction is highly sensitive to the temperature of the reaction. If the temperature is low the formation of individual Ru nanoparticles was observed resulting from heterogeneous nucleation. At higher temperatures, the growth of Ru nanonets is observed. To ensure the cage product is formed the temperature must be maintained within 1°C of the 205°C. In our lab, a custom heating mantle for a syringe is used to heat up the injected solution.
Figure 5.1: (A) Scheme for the synthesis of Cu$_2$S-Ru hybrid nanocages with DDT capped Cu$_2$S synthesized at 205°C. (B) TEM of the resulting Cu$_2$S-Ru cages using D3MP capped particles at 205°C.

To synthesize water-soluble Cu$_2$S cage hybrids, crystal-bound D3MP capped nanocrystals were synthesized as described in Chapter 2. Using the D3MP capped particles, the cage reaction was performed similar to the previous reports on the DDT capped particles. Unfortunately, the resulting product was not the cages hybrids, but rather the nucleation of individual Ru nanocrystals (Figure 5.2). This is indicative of insufficient heat to cleave the edge site ligands, preventing Ru deposition.
Figure 5.2: (A) Scheme for the synthesis of Cu$_2$S-Ru hybrid nanocages with D3MP capped Cu$_2$S synthesized at 205°C. (B) TEM of the resulting Cu$_2$S-Ru cages using D3MP capped particles at 205°C.

The decomposition of thiol ligands on the surface of Cu$_2$S nanocrystals results in the alkene product. The formation of the alkene proceeds through a beta-hydride elimination mechanism. However, in order for the β-hydride elimination to occur a 1,1-alkyl migration must first occur to put the alkyl chain onto the metal site. The electron density of the migrating alpha-carbon can influence the rate of alkyl migrations. In D3MP, the ester group would pull electron density away from the α-carbon, which would change the temperature required to cleave the ligand. Using differential scanning calorimetry (DSC), it was determined that the edge site ligands of crystal-bound D3MP were removed at 217°C, significantly higher than the 203°C observed in crystal-bound DDT Cu$_2$S (Figure 5.3). Therefore, the temperature was
increased in the reaction to form Ru cages on Cu$_2$S with crystal-bound D3MP to 220°C. Cage formation was successful at the elevated temperature (Figure 5.4).

**Figure 5.3:** DSC heating curve for Cu$_2$S with crystal-bound ligands.
Figure 5.4: (A) Scheme for the synthesis of Cu₂S-Ru hybrid nanocages with D3MP capped Cu₂S synthesized at 220°C. (B) TEM of the resulting Cu₂S-Ru cages using D3MP capped particles at 220°C. (C) Partial IR of Cu₂S with crystal-bound D3MP before (red) and after (blue) the Ru cage formation. The appearance of the peak at 3360 cm⁻¹ is evident of the amide formation.

A hydrolysis was attempted on Cu₂S-Ru cage hybrids with crystal-bound D3MP to cleave the ester allowing for water soluble particles. Unfortunately, this failed to yield water-soluble particles. IR spectroscopy revealed the transition of the ester of D3MP to an amide during the cage synthesis (Figure 5.4C). The octadecylamine used as a reducing agent in the reaction also reacts with the ester to form the amide. Amides are significantly more difficult to hydrolyze than esters, and require harsh conditions that would destroy the particles. One mild amide hydrolysis procedure attempted, which involved the use of nitrites to oxidatively activate the amide allowing for less basic conditions and lower temperatures for the reaction.
However, upon the addition of the nitrite, the solution immediately turned blue indicating the leaching of the Cu$^{2+}$ ions from the particles.

To avoid the amide formation a reducing agent that is not a primary or secondary amine was used to replace for the reaction (Figure 5.5). Initial studies were conducted with 1,2-hexadecanediol (1,2-HDD), which resulted in homogeneous nucleation of Ru nanoparticles. Triocylphosphine (TOP) was also tried as a reducing agent, however TOP is known to leach Cu from Cu$_2$S nanocrystals and is commonly used for cation exchange reactions.$^{135}$ Triocylamine (TOA) resulted in the formation of Ru domains on some of the particles, in addition to homogeneous nucleation of Ru nanoparticles. It is expected that the triocylamine is a stronger reducing agent then the primary octadecylamine because of inductive effects.

The use of stronger reducing agents prevents the formation of the cages because homogenous nucleation becomes dominant. With weaker reducing agents, the Cu$_2$S nanocrystal itself plays a role in the reduction of the Ru.$^{50}$ This is evident by the formation of the near-IR a surface plasmon resonance in the sample after the cage reaction.$^{68}$ The plasmon resonance is a result of the oxidation of the Cu$_2$S to substoichiometric Cu$_{2-x}$S phase.$^{66}$ However, a weak reducing agent is still needed to yield the desired product.$^{50}$

Therefore, in order to slow the rate of the reduction a lower concentration of triocylamine was used. Decreasing the amount of triocylamine to be stoichiometric with respect to the Ru still resulted in the formation of homogenous Ru nanocrystals. To decrease the reactivity of the tertiary amine was to use triethanol amine (TEA), which also resulted in the homogeneous nucleation of the Ru. To date there have been no Cu$_2$S cage hybrids synthesized without using a primary amine, but there is potential to synthesize the hybrids with further
optimization of trioctylamine as the reducing agent or by using a weaker tertiary amine like triphenylamine. For triphenylamine the electron withdrawing aryl groups would decrease the electron density on the amine and make it a weaker reducing agent. Other potential routes to water soluble hybrid Cu$_2$S-metal hybrid nanocrystals are proposed in section 5.4 of this thesis.
Figure 5.5: (A) Scheme for the synthesis of Cu$_2$S-Ru hybrid nanocages with DDT capped Cu$_2$S using different reducing agents. (B) TEM of the resulting product when 1,2-HDD was used as the reducing agent. (C) TEM of the resulting product when TOA was used as the reducing agent. (D) TEM of the resulting product when a stoichiometric amount of TOA was used as the reducing agent. (E) TEM of the resulting product when TEA was used as the reducing agent.
5.2.2 Cu$_2$S nanorods by oriented attachment

Nanorods are important structures of nanocrystals for light absorption applications. The number of unit cells of a nanocrystal determines the total light absorption of the individual crystal. The control over the diameter can still result in quantum confinement of the nanocrystal, maintaining control over the band gap. To date there have been two methods for the synthesis of nanorods of Cu$_2$S a direct synthesis procedure using tert-dodecane mercaptan (t-DDT)\textsuperscript{42} and from cation exchange from CdS nanorods.\textsuperscript{136} Cation exchange is a useful synthetic tool for the synthesis of otherwise unobtainable morphologies of nanocrystals, and to date, this is the case for quantum confined Cu$_2$S nanorods.\textsuperscript{135} Owing to the well defined synthesis of CdS nanorods a great deal of control over the final nanostructure can be obtained. Cation exchange, however, is limited by poor atom economy and use of Cd.\textsuperscript{135}

In the direct synthesis of the Cu$_2$S nanorods, reported by Kolney-Oleziak et al., t-DDT acts as the sulfur source.\textsuperscript{42} T-DDT is more reactive than DDT resulting from a greater number of β-hydrogens. This leads to a lower decomposition temperature and increased rate of decomposition of the C-S bond, which would be even further enhanced on the metal-rich (002) facets. As a result, using t-DDT as the sulfur source for the synthesis of Cu$_2$S, causes initially spherical 10 nm Cu$_2$S nanocrystals that grow into nanorods.\textsuperscript{42} The formation of the initial spherical nanocrystal causes this method only to allow for control over the length of the rod, not the diameter with a minimum diameter reached of 9 nm. As a result, the direct synthesis of Cu$_2$S nanorods with t-DDT does not allow for quantum confined nanorods and the oriented attachment mechanism presents a path to address this challenge.
In our oriented attachment mechanism of Cu$_2$S individual nanocrystals attach along the (001) axis forming Cu$_2$S nanorods. The synthetic procedure involves the heating Cu$_2$S nanocrystals capped with crystal-bound thiols to 220°C in dioctyl ether with 1,2-hexadecanediol (Figure 5.6). The initial hypothesized mechanism for the rod formation is the selective removal of the crystal-bound thiols off the (002) facet and the attachment of the particles to lower the surface energy.

**Figure 5.6:** (A) Scheme for the synthesis of Cu$_2$S nanorods with D3MP capped Cu$_2$S at 220°C. (B) TEM of the resulting Cu$_2$S nanorods.
Currently in our laboratory, there is ongoing research on this topic by Evan Robinson. He is determining the influence of the surface chemistry and the role of the 1,2-hexadecanediol on the rod formation. One of the opportunities of the oriented attachment mechanism is the potential to control the width of the nanorods by controlling the size of the seed Cu$_2$S nanocrystals. Such control of the diameter Cu$_2$S nanorods has not been accomplished without using cation exchange. The concept may be limited by the availability of different facets at different sizes. It could be the case that for the spherical Cu$_2$S seeds below 9 nm there is not the presence of different facets that allow for the formation of quantum confined Cu$_2$S nanorods. This oriented attachment mechanism may also be applicable to the other mixed Cu-sulfide nanocrystals.

5.3 Conclusion

In this chapter I explored, the role crystal-bound ligands can play in acting as a template for the synthesis of nanocrystals of increasing complexity. For crystal-bound DDT capped Cu$_2$S nanocrystals when heated to 205°C selective removal of the edge site ligands is observed and can be used to synthesize Cu$_2$S-Ru hybrids. When extending the Ru cage formation to D3MP capped particles the ester group decreases the electron density on the alpha carbon slowing the rate of the alkyl migration step need to cleave the ligands. As a result, to synthesize Cu$_2$S-Ru cage hybrids with D3MP capping ligands the reaction temperature needs to be increased to 220°C. The cage hybrids with D3MP capping ligands were unable to undergo hydrolysis because of the formation of an amide in place of the ester, preventing hydrolysis.

The preferential removal of crystal-bound ligands also can be used to synthesize nanorods. If the Cu$_2$S nanocrystals are heated to 220°C in the presence of 1,2-HDD oriented
attachment of the seed nanocrystals is observed. There is ongoing work in the lab to determine the role of the 1,2-HDD. Currently, work by Evan Robinson suggests that role is as a dynamic stabilizing agent. The work presented in this chapter highlights the use of crystal-bound ligands to selectively block surfaces allowing for controlled assembly of nanomaterials.

5.4 Future Work

There is potential in synthesize hybrids semiconductor-metal nanoparticles with crystal-bound capping ligands. The increased stability of the organic ligand coordination would make these systems ideal for photocatalysis by avoiding the undesirable oxidative removal of the thiol capping ligands.\textsuperscript{57} Using insights from the work discussed in this chapter, there are two potential paths to making Cu\textsubscript{2}S hybrids with crystal-bound ligands for photocatalysts.

One of the approaches that may allow for the synthesis of Cu\textsubscript{2}S-Ru cage hybrids is to use a new ligand with a different protecting group that is resistant to the presence of primary amines (Figure 5.8). The most likely potential functional group is an alkene. During my time in graduate school I mentored two undergraduates, Samantha Monk and Laura Mast, who worked on utilizing metathesis to functionalize a ligand chain containing a double bond to yield water soluble nanoparticles. Our work on this was limited by the use of iron oxide nanoparticles where decomposition of the capping ligand can occur during the synthesis;\textsuperscript{137} however, other groups have shown that this approach works on functionalizing nanoparticles of Au\textsuperscript{138} and CdSe.\textsuperscript{139} Therefore, this approach may work for the synthesis of the nanocages.

For Cu\textsubscript{2}S-Ru cage hybrid system, the use of the alkene is however limited by a significant roadblock: the availability of the thiol. One advantage of D3MP as a replacement for DDT is the ease of preparation of D3MP from cheap and readily available starting
materials. The Fisher esterification used for the synthesis is a one step easily scalable reaction that can be purified by vacuum distillation, and currently in our lab we produce D3MP on a large scale. 10-Undecene-1-thiol would be the potential alkene thiol used. The synthesis of 10-undecene-1-thiol, is a two step reaction from the significantly more expensive 11-bromo-1-undecene. Briefly, The first step involves converting the alkene bromide to S-(undec-10-en-1-yl) ethanethiolate. The resulting product can then be reduced with LiAlH$_4$ to yield the desired 10-undecene-1-thiol. The overall synthesis would be time consuming and would have to be done on a large scale considering that 5 mL of thiol is needed for one Cu$_2$S seed synthesis. Using 10-undecanethiol the Cu$_2$S seeds can be synthesized at 200°C, resulting in the ligand shell being functionalized with a terminal alkene. These Cu$_2$S seeds can be reacted with Ru(acac)$_3$ in octadecylamine at 205°C to yield the Cu$_2$S-Ru cage hybrids with the terminal alkene intact. To obtain water soluble hybrids a metathesis reaction with acrylic acid will replace the terminal alkene with a carboxylic acid (Figure 5.7). If solubility of the acrylic acid limits the reaction acrylate can be used followed by a hydrolysis to yield the water soluble particles.
Figure 5.7: Scheme 1 for the total synthesis of water soluble Cu$_2$S metal hybrid nanoparticles yielding Ru cage hybrids. In the first step 1-bromo-10-undecene is reacted with potassium thioacetate in refluxing ethanol for 36h. The resulting product is then slowly added to a solution of LiAlH$_4$ in diethyl ether at 0°C and then reacted at room temperature for 45m to yield 10-undecene-1-thiol. Cu(acac)$_2$ is then reacted in neat 10-undecane-1-thiol to yield Cu$_2$S nanocrystals capped with ligands with terminal alkenes. The Cu$_2$S-Ru cage hybrids can be made by reacting the Cu$_2$S nanocrystals with Ru(acac)$_3$ in octadecylamine at 205°C for 1h. To make the hybrids water soluble a cross-metathesis reaction with acrylic acid using Grubbs 2nd generation catalyst in dichloromethane at room temperature for 5h. This reaction can be performed under static vacuum to drive off the ethylene side product.

The second approach will build off the oriented attachment work (Figure 5.8). The role of the 1,2-HDD is as a dynamic stabilizing agent, where at increased amounts no attachment/growth is observed. In the synthesis of Pt-semiconductor hybrids, 1,2-HDD plays a different role, as a reducing agent. Using an excess of 1,2-HDD at 220°C may result in the deposition of Pt domains on the exposed facets resulting the formation of the Cu$_2$S-Pt hybrids. There is concern that the excess HDD and the slight increase in temperature, from 210°C to 220°C, will increase the rate of Pt deposition potentially resulting in nucleation of free Pt nanoparticles in addition to the hybrids. These free Pt nanocrystals would have to be separated by size selective precipitation. This procedure allows for the primary amines to be avoided for the hybrid synthesis and our established D3MP hydrolysis can yield water-soluble hybrids. If
the hybrids can be synthesized using one of the two described methods, the synthesized hybrids would be tested for photocatalytic water reduction.

**Figure 5.8:** Scheme 2 for the total synthesis of water soluble Cu$_2$S metal hybrid nanoparticles with Pt domains on the (002) facets. D3MP capped Cu$_2$S nanocrystals are treated with Pt(acac)$_2$ and 1,2-HDD in DOE at 220°C for 10m. At 220°C the selective removal of the crystal-bound ligands from the (002) facet will result in the deposition of the Pt on the exposed facets. The ester functional group of the D3MP capping ligands can then be hydrolyzed to result in water soluble Cu$_2$S-Pt hybrid nanoparticles.

### 5.5 Experimental Methods

**Materials:** Octadecylamine (ODA, 90%), dioctyl ether (DOE, 99%), and 1,2-hexadecanediol (1,2-HDD, 90%) were obtained from Sigma Aldrich. Ru(acac)$_3$ (99%) was obtained from Strem. All chemicals were used as received.

*Cu(I) sulfide nanocrystals with crystal-bound DDT:* Preparation of copper(I) sulfide with DDT capping ligands was discussed in Chapter 2, see page 43 for details.

* Dodecyl 3-mercaptopropanoate (D3MP):* Preparation of dodecyl 3-mercaptopropanoate was discussed in Chapter 2, see page 46 for details.

*Cu(I) sulfide nanocrystals with crystal-bound D3MP:* Preparation of copper(I) sulfide with D3MP capping ligands was discussed in Chapter 2, see page 46 for details.
**Ruthenium-copper(I) sulfide hybrids**: 2 g of ODA was degassed in a three neck flask by vacuum for 30 min. Cu$_2$S seeds in CHCl$_3$ (75 µmol of Cu$^{1+}$ as determined by neocuproine) were added in the glove box. The flask was then returned to the Schlenk line where the CHCl$_3$ was removed by vacuum for 1 hour. The solution was heated to 207.5°C. Meanwhile, in a syringe heated by a custom heating mantle, 1 ml of a 5 mmol solution of Ru(acac)$_3$ in dioctyl ether was heated to 215°C. The Ru(acac)$_3$ solution was quickly injected. The reaction was left to react for 1 hour at 205°C. Particles were precipitated and washed with warm 2-propanol. The resulting black precipitate was dispersed in CHCl$_3$ and centrifuged, collecting the supernatant. The procedure was modified for the Cu$_2$S seeds capped with the ester ligand by changing the reaction temperature to 220°C.

**Copper(I) sulfide nanorods**: 3 ml of DOE and 50 mg of HDD was degassed in a three neck flask by vacuum for 30 min. Cu$_2$S seeds in CHCl$_3$ (75 µmol of Cu$^{1+}$ as determined by neocuproine) were added in the glove box. The flask was then returned to the Schlenk line where the CHCl$_3$ was removed by vacuum for 1 hour. The solution was heated to 220°C. The reaction was left to react for 1 hour at 220°C. Particles were precipitated and washed with warm 2-propanol. The resulting black precipitate was dispersed in CHCl$_3$ and centrifuged, collecting the supernatant.
6.1 Summary of Thesis

The ongoing theme of my thesis has been the surface chemistry of semiconductor nanocrystals. Specifically, that the synthetic methodology used to prepare the nanocrystals can lead to different modes of surface coordination. By fundamentally understanding these surfaces, nanocrystal-based systems can be designed and synthesized to target specific applications.

As a laboratory, we became interested in this topic because we and others had noticed that ligand exchange on the surface of Cu₂S and CuInS₂ was hindered when primary thiols were used as the sulfur source in the synthesis. In Chapter 2, I addressed this challenge by performing surface analysis on Cu₂S nanocrystals synthesized using dodecanethiol and samples prepared without any thiols. Using NMR, XPS, and TGA-MS, I was able to show that there is a difference in the surface chemistry. I attribute this difference to the binding of the DDT into higher coordination number sites on the surface, which we have termed “crystal-bound” ligands. This higher coordination binding is responsible for the inhibited ligand exchange for these nanocrystals.

Since ligand exchange and surface functionalization is important to the application of nanocrystals a procedure was needed to allow for modification of these crystal-bound systems. Also in Chapter 2, I presented my procedure for synthesizing water soluble nanocrystals with crystal-bound ligands. To allow phase transfer, a new thiol ligand was synthesized, dodecyl-3-
mercaptopropionate (D3MP). D3MP has latent functionality through the presence of an ester group in the long alkyl chain. After a nanocrystal synthesis using D3MP, a base hydrolysis can be used to cleave, resulting in the termination of the organic capping ligands with polar carboxylic acid groups, allowing for water solubility. To my knowledge, this was the first time that native ligand modification was used for directly rendering nanocrystals water soluble. This method was shown for Cu$_2$S and CuInS$_2$ nanocrystals.

In Chapter 3, I expanded the use of crystal-bound ligands to II-VI quantum dot systems. I was able to synthesize a ZnS shell with crystal-bound ligands around a CdSe core.$^{10}$ What made this system interesting was that when D3MP was used to induce water solubility there was a change in the optical properties of the system following the ligand hydrolysis. The observed changes were a quenching of the fluorescence quantum yield and a red shift in the peak position while maintaining the full width at half maximum. Through experimental and computational studies it was concluded that the coordination of base to the surface metal sites causes the changes in the optical properties. The same effects were observed for surface-bound thiol capped particles; however, the surface-bound samples also lost colloidal stability, while the crystal-bound samples remained soluble. I was able to exploit the electronic effects of the surface hydroxylation to improve the catalytic degradation of methylene blue.

The techniques used by others and myself for surface analysis does not provide a complete picture the inorganic/organic interface. In Chapter 4, I presented my work towards developing models such that XAS can be used as a direct characterization technique for organic ligand binding at the surfaces of core/shell QDs. My models revealed that the bridging nature of Z-type ligands on a nonpolar surface induce surface defects in the shell resulting from tensile strain. These defects may contribute to the formation of lattice defects in the shell during
growth processes, which can impact the optical properties of the QDs.\textsuperscript{120} I also provide a means to validate these models spectroscopically with simulated XAS spectra.

In Chapter 5, I discussed my work towards using Cu\textsubscript{2}S nanocrystals with crystal-bound ligands for the assembly of hierarchical nanostructures. In the targeted synthesis of nanocrystal systems it is important to understand methods to exchange and remove ligands on the surfaces. By tuning the reaction temperature selective loss of ligands off edges and facets can allow for the synthesis of cage hybrids\textsuperscript{68} and nanorods.

### 6.2 Conclusion and Perspective

Overall, I have studied the nature of ligand coordination of the surfaces of QDs. I have identified a new type of coordination, crystal-bound, that can confer increased stability of the organic capping ligands to exchange and oxidation.\textsuperscript{9} By understanding this new coordination, we can begin to design new nanocrystal systems for targeted applications.\textsuperscript{10} Some of the most cutting edge research on the surface chemistry of QDs has simplified the surfaces to stoichiometric models.\textsuperscript{140} This is an important step; however, I believe there is beauty in this complexity such as edges and faceting. In my opinion, by embracing this complexity, that the true nature of the organic/inorganic interface of QDs can be understood and tuned. To address this concept, I would propose studying the surface chemistry on shape controlled QDs with well defined facets.\textsuperscript{141}

As the fundamental understanding of nanocrystal systems grows new and exciting technologies will be developed that has the potential to revolutionize our society. The rational control over surface passivation can lead to improvement and implementation of QD based devices and applications. The insulating nature of the native organic ligands will impact any
charge transfer based application, such as solar cells and photocatalysis.\textsuperscript{142} Therefore, in order to fully develop and optimize these applications a complete understanding of the surface chemistry is required. From this perspective it makes sense that light emitting applications such as in display technologies and biological labels are the primary commercial applications for QDs, and I believe this trend will continue with the next major products also avoiding the disruption of the native ligands, such as solar concentrators.\textsuperscript{143} However, though the continued study of QD surface chemistry new and exciting technologies will be developed and commercialized.
APPENDIX A

ADDITIONAL SURFACE CHARACTERIZATION

This Appendix includes the full spectra and characterization of the surface chemistry presented in Chapter 2.

Figure A.1: $^1$H NMR of 1-dodecanethiol
Figure A.2: $^1$H NMR spectrum of dodecyl-3-mercaptopropionate, 400 MHz
Figure A.3: $^1$H NMR of Cu$_2$S with crystal-bound dodecanethiol before the addition of D3MP, 500 MHz.
Figure A.4: $^1$H NMR of Cu$_2$S with crystal-bound dodecanethiol with dodecyl-3-mercaptopropionate added such that the amount of free ligand is twice the amount of the DDT ligands, 500 MHz.
Figure A.5: $^1$H NMR of Cu$_2$S with crystal-bound dodecanethiol with dodecyl-3-mercaptopropionate added such that the amount of free ligand is twice the amount of the DDT ligands 24 hours after the addition of the D3MP, 500 MHz.
Figure A.6: $^1$H NMR of Cu$_2$S with surface-bound dodecanethiol before the addition of D3MP, 500 MHz.
Figure A.7: $^1$H NMR of Cu$_2$S with surface-bound dodecanethiol with dodecyl-3-mercaptpropionate added such that the amount of free ligand is twice the amount of the DDT ligands, 500 MHz.
Figure A.8: $^1$H NMR of Cu$_2$S with surface-bound dodecanethiol with dodecyl-3-mercaptpropionate added such that the amount of free ligand is twice the amount of the DDT ligands 24 hours after the addition of the D3MP, 500 MHz.
Figure A.9: $^1$H NMR of 1,1-didodecyldisulfide, 400 MHz
Figure A.10: $^1$H NMR of didodecyl 3,3'-disulfanediyl dipropionate, 400 MHz
Figure A.11: $^1$H NMR of dodecyl 3-(dodecyldisulfanyl)propanoate, 400 MHz
Figure A.12: $^1$H NMR of dodecyl-3-mercaptopropionate and dodecanethiol combined and exposed to ambient light for 24 hours, 400 MHz, CDCl$_3$. For this control approximately 50 mM of each thiol was used. In the previous experiments with nanocrystals, the concentration of each of the thiols was 1-2 mM. Despite the higher concentrations in this control experiment, no disulfides were observed to form.
Figure A.13: Cu2p region of the Cu2S nanocrystals capped with crystal-bound dodecanethiol

Figure A.14: Cu2p region of the Cu2S nanocrystals capped with surface-bound dodecanethiol
Figure A.15: TGA of Cu$_2$S capped with crystal-bound dodecanethiol. Highlighted regions were individually sampled by mass spectrometry.

Figure A.16: Mass spectrum of the off gas sampled in region I of Cu$_2$S with crystal-bound dodecanethiol
Figure A.17: Mass spectrum of the off gas sampled in region II of Cu$_2$S with crystal-bound dodecanethiol

Figure A.18: Mass spectrum of the off gas sampled in region III of Cu$_2$S with crystal-bound dodecanethiol
Figure A.19: Mass spectrum of the off gas sampled in region IV of Cu$_2$S with crystal-bound dodecanethiol

Figure A.20: Mass spectrum of the off gas sampled in region V of Cu$_2$S with crystal-bound dodecanethiol
**Figure A.21:** Mass spectrum of the off gas sampled in region VI of Cu$_2$S with crystal-bound dodecanethiol

**Figure A.22:** TGA of Cu$_2$S capped with surface-bound dodecanethiol. Highlighted regions were individually sampled by mass spectrometry.
Figure A.23: Mass spectrum of the off gas sampled in region I of Cu$_2$S with surface-bound dodecanethiol

Figure A.24: Mass spectrum of the off gas sampled in region II of Cu$_2$S with surface-bound dodecanethiol
Figure A.25: Mass spectrum of the off gas sampled in region III of Cu$_2$S with surface-bound dodecanethiol

Figure A.26: Mass spectrum of the off gas sampled in region IV of Cu$_2$S with surface-bound dodecanethiol
Figure A.27: Mass spectrum of the off gas sampled in region V of Cu₂S with surface-bound dodecanethiol

Figure A.28: Mass spectrum of the off gas sampled in region VI of Cu₂S with surface-bound dodecanethiol

Cu₂₃S stoichiometry calculations

_Free carrier density⁶⁷_

The free carrier density was determined by dispersing the Cu₂S in THF directly after hydrolysis. The bulk plasmon frequency (ωᵣ) was determined from the peak frequency of the plasmon
The FWHM of the peak ($\gamma=0.80$ eV) was approximated as twice the HWHM at the higher energy because the near-IR solvent cutoff prevented the full plasmon shape to be observed. The dielectric constant ($\varepsilon_m$) of THF is 7.2:

$$\omega_{sp} = \sqrt{\frac{\omega_p^2}{1+2\varepsilon_m} - \gamma^2} \quad (A.1)$$

The bulk plasmon frequency was determined to be 4.93 eV. The density of free carriers ($N_h$) can be determined, using the charge of an electron ($\epsilon$), permittivity of free space ($\varepsilon_0$), and the effective mass of the hole ($m_h$, for Cu$_2$S=0.8$m_0$):

$$\omega_p = \frac{N_h\epsilon^2}{\varepsilon_0 m_h} \quad (A.2)$$

$N_h=3.56 \times 10^{20}$ cm$^{-3}$

The calculation was also used for CuInS$_2$ after hydrolysis ($\omega_{sp}=0.88$ eV, $\gamma=0.67$) in ethanol ($\varepsilon_m=24.3$). Using the effective mass of the hole in CuInS$_2$ as 1.3$m_0$, the free carrier density was determined to be $1.44 \times 10^{21}$ cm$^{-3}$.

Copper deficiency:

The chalcocite unit cell has 96 Cu atoms and 48 S atoms with a volume of $2.42 \times 10^{-21}$ cm$^3$.$^{144}$ Using these parameters the number of free carriers per unit cell can be

$$\frac{\text{Free carriers}}{\text{unit cell}} = N_h \times V_{\text{unit cell}} \quad (3)$$

Therefore the post hydrolysis Cu$_{2-x}$S has 0.86 free carriers/unit cell. Using the approximation that one free carrier is equal to 1 missing Cu$^{1+}$ the number of Cu atoms in the unit cell can be determined:
Number of Cu atoms = 96 − \( \frac{\text{free carriers}}{\text{unit cell}} \) \hspace{1cm} (4)

A unit cell of the post hydrolysis Cu\(_2\)S contains 95.14 Cu atoms

Cu\(_{2-x}\)S Stoichiometry = \( \frac{\text{Number of Cu atoms}}{\text{Number of sulfur atoms}} \) \hspace{1cm} (5)

Cu\(_{2.98}\)S

Figure A.29: Absorbance spectrum of Cu\(_2\)S capped with crystal-bound D3MP after hydrolysis dissolved in THF.
Figure A.30: Absorbance spectrum of CuInS$_2$ capped with crystal-bound D3MP after hydrolysis dissolved in ethanol.
APPENDIX B

ADDITIONAL COMPUTATIONAL MODELS

This Appendix includes additional computational models that supplement the models presented in Chapter 4.
Figure B.1: Structural models of ligand coordination to the (110) surface of CdSe/ZnS slabs looking down the A-axis. (A) 1 ML of ZnS and no ligands, (B) 1 ML of ZnS and L-type propylamine, (C) 1 ML of ZnS and Z-type Zn(propanethiolate)$_2$, (D) 1 ML of ZnS and Z-type Zn(propionate)$_2$, (E) 2 ML of ZnS and no ligands, (F) 2 ML of ZnS and L-type propylamine, (G) 2 ML of ZnS and Z-type Zn(propanethiolate)$_2$, (H) 2 ML of ZnS and Z-type Zn(propionate)$_2$. 
Figure B.2: Alternate bridging coordinations of Z-type ligands looking down the A-axis (A) 1 ML ZnS with a 1-bridging Z-type Zn(propanethiolate)$_2$, (B) 2ML of ZnS with a 1-bridging Z-type Zn(propanethiolate)$_2$, (C) 2 ML of ZnS with a 2-bridging Z-type Zn(propionate)$_2$. 
Figure B.3: Relaxed structural models for CdSe/ZnS with crystal-bound ligand passivation with 1ML (A) and 2ML (B) of ZnS looking down the A-axis. Hydride was used as the small molecule X-type ligand.

Figure B.4: Relaxed structural model of propylamine. Total calculated energy is -68.77 eV
Figure B.5: Relaxed structural model of Zn(propanethiolate)$_2$. The calculated energy is -115.80 eV

Figure B.6: Relaxed structural model of Zn(propanionate)$_2$. The calculated energy is -120.97 eV
Figure B.7: Simulated S K-edge XAS for Zn(thiolate)$_2$
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