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ABSTRACT

FERMIONS AND BOSONS IN LOOP QUANTUM GRAVITY AND
ITS COSMOLOGICAL IMPLICATIONS

RUPAM DAS

Dissertation under the direction of Robert J. Scherrer and Martin Bojowald

Canonical gravity in real Ashtekar—Barbero variables is generalized by extend-
ing Holst’s original vacuum analysis to allow for both fermionic and bosonic matter.
For fermions, the effects of emerging torsion on parity and the known canonical (loop)
quantization of gravity are discussed on the basis of the classical analysis by eliciting
the necessity for adaptations. Then the role of these matter fields in homogeneous
models of loop quantum cosmology is explored by discussing their influence on the
behavior of the Wheeler-deWitt equation for the wave function of the universe. Next,
quantum gravity corrections to equation of state parameters for Maxwell and Dirac
fields arising from the discrete geometry of loop quantization are computed to in-
vestigate its effect on Big Bang Nucleosynthesis (BBN) to place bounds on these
corrections and especially the patch size of discrete quantum gravity states. Finally,
an example of the effects of these corrected equation of state on the evolution of dark

energy, in particular k-essence and quintessence, is presented.
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CHAPTER 1

INTRODUCTION

Loop Quantum Gravity (LQG) is a non-perturbative, background-independent and
canonical quantum theory of gravity, a theoretical endeavor to combine two empiri-
cally successful yet apparently incompatible theories of the twientieth century: Quan-
tum Mechanics and General Relativity (GR). The central idea in this approach is to
find a gauge theory for GR similar to Yang-Mills theory which respects the crucial
lesson of GR that gravity is geometry and then possibly promote this reformulation
to a quantum theory by taking advantage of the mathematical machinery available to
quantize Yang-Mills theory. An immediate consequence of a successful implementa-
tion of this idea is the emergence of a non-perturbative and background-independent
classical framework which in turn opens a door for a possible quantization scheme for
gravity.

It is obvious that any splitting of the space-time metric, g, = 7w + Ghu
with 7, being a flat space Minkowski metric, h,, being assigned the role of dynam-
ical variable and Newton’s constant G playing the role of the coupling constant, as
used in the perturbative approaches developed by particle physicists, disregards the
important lesson that gravity is geometry, i.e. the space-time metric plays a dual role:
it determines geometry as well as encodes the physical gravitational field. Therefore,
a prior background structure or stage on which the dynamics of the gravitational field
takes place must be avoided. Hence, a demand of a theory without any metric yet one
that captures the dynamics of the very stage ensues. Fortunately, LQG appears to
meet this demand with the success of the canonical formulation of general relativity
in the real Ashtekar-Barbero variables [1] since this formulation recasts gravity as a

gauge theory similar to Yang-Mills theory, which in turn allows one to formulate a



quantum theory. A brief review of the basic elements of LQG is presented in this

chapter.

1.1 Connection Theory of GR

How can GR be recast as a dynamical theory of connections so that it can be
brought closer to gauge theories? Let us recall that the concept of connections enters
gauge theories through the local gauge symmetries. The local gauge symmetry, i.e.
the invariance of a gauge theory like Yang-Mills theory under local gauge transforma-
tions demands an introduction of a gauge connection A, in the covariant derivatives

of space-time fields such as fermion fields in the following manner
D, =08, —igAlTy, (1.1)

where Af; are the gauge connections, 17 are hermitian generators for infinitesimal
gauge tranformations and ¢ is the coupling constant of the theory. Here p, v, ...
denote space-time indices and I, J, ... internal indices for the gauge group. Also, T}’s
satisfy [Ty, Tj] = ifETx with f& being the structure constant of the corresponding
Lie algebra. Most importantly, the connections A, themselves transform under the
corresponding gauge group as A — g7 Ag + g~ 'dg for g € G (gauge group) with dg
implying the exterior derivative!. The connections take values in the Lie algebra of
G since they help to describe infinitesimal transformations. Intuitively, a connection
can be interpreted as a gauge field or potential which connects geometric objects like
vectors or one-forms at two local points on a manifold, e.g. a genralization of the
electromagnetic potential. A similar construction may be made for GR such that,
in the Hamiltonian framework, all theories share the same kinematics. However, the
major difference lies in the dynamics since the dynamics of the connection framework

for GR does not require any background while that for the gauge theories for other

!Exterior derivatives are defined on differential forms. A differential p-form is a totally anti-
symmetric tensor of type (0,p), and the exterior derivative d maps p forms onto (p+1) forms.



interactions does.

Furthermore, it is important to note that all gauge theories are necessarily
constrained or sometimes called singular systems; please see [9, 10] for details. In
general, some redundancy in the solutions stemming from the same initial conditions
is present in a singular system, and thus the local symmetries relate these apparently
different solutions. In other words, some additional restrictions on the initial con-
ditions must be imposed in order to remove the redundancy and these restrictions
appear as constraints, not as the form of equations of motion. This always happens
as long as the initial data surface is not affected by the local gauge transformations.
Thus the constraints are functionals on the phase space of the relevent theory and
must be zero for being independent of the time evolution. Therefore, an attempt
to find a connection theory for gravity? necessarily yields a singular system which is
briefly presented below.

The starting point for the connection theory of GR is a classical space-time
manifold M which is assumed to be topologically ¥; x R, equipped with a fixed
orientation and Y, an oriented, compact or asymptotically flat® 3-manifold. Now,
some background independent space-time fields must be introduced to capture the
gravitational interaction, and it turns out that the tetrad* formalism is convenient
for this purpose since even the standard model, in particular- fermions, require this

formalism, which is explored in detail in Chapter II. Thus, the basic space-time fields

1J

IJ)
I

consist of a pair, (e? Wy ) of a tetrad e‘; and a Lorentz connection one-form® w

in the convention for the index notations defined above. With these definitions, the

2GR must be invariant under space-time diffeomorphisms or covariant under coordinate trans-
formations which are local symmetry transformations.

3The complement of a compact set in ¥ is diffeomorphic to the complement of a closed ball in
RB

4A tetrad or vierbein is a frame field or an orthonormal set of four vector fields, one timetike and
three spacelike

®The connection one-form wM” takes values in the Lie algebra so(3,1) via map w: V — s0(3,1)
by definition.



Hilbert-Palatini action, a first order® action that encodes GR, is given by [4]

1
Sp [e,w] = 327TG/J\/[6[JKL61/\€J/\QKL
1 14
- /M Al cele’ F, 1 (), (1.2)

where the first line is written in terms of differential forms and the second line in
components. Here, €75k is an alternating tensor on the fixed 4-D vector space V'
(internal space of tetrads) equipped with a fixed metric 7;; of Lorentzian signature
(—,+,+, +) such that its orientation agrees with that fixed on ¥ and  := dw+wAw
is the curvature of the connection one-form w/f 7. The advantage of using differential
forms is that they can be integrated without any background structure such as a met-
ric and thereby render this formalism background-independent. In the components,
Fut(w) = 20pw +w,, wy)"” is the curvature and e is the determinant of co-tetrad e/
needed to make the action integral invariant under general coordinate transformations
since the co-tetrads provide an isomorphism between the tangent space T, M and V'

at each point x € M for the chosen topological structure on M. Most importantly,

the co-tetrad determines the familiar space-time metric g,, = nr Jeﬂei , which implies
that the space-time metric is a derived (not fundamental) quantity. This gives rise
to a much desired background-independent formalism. This action Sp is invariant

under diffeomorphisms on M and local SO(3,1) transformations, i.e.,
(e,w) — (ge,geg ' +gdg™') for g€ SO(3,1). (1.3)

Now, the Einstein’s vacuum equation can be retrieved by extremizing this action
with respect to variations in wul 7 and 4. While the variations in wul 7 yield that the
connection is completely determined by the tetrad, the variations in e/ reproduce the

Einstein’s vacuum equation; please see [7] for details.

A first order formalism treats tetrad el and the connection qu 7 independently in the variation

while the second order formalism treats w[e], i.e. the connection as a function of the tetrads. This
distinction is shown to be important in Chapter II.



At this point, one can perform a Legendre transform of this action by carrying
out a 3+1 decomposition presented in section 2.2 to obtain the same set of constraints
as those derived in the triad version of the ADM formulation, which unfortunately
results in losing all reference to connection-dynamics. Most importantly, a passage to
a possible quantum theory of gravity in the ADM formulation has been unsuccessful
because of the complicated forms of the constraints as they are non-polynomial in the
canonical variables. This in turn necessitates the reformulation of canonical gravity in
terms of the self-dual” (complex) connections known as the Ashtekar variables. The
main idea in the Ashtekar formulation is the use of complex variables such as com-
plex tetrads, and Lorentz connections, hence the complex action, yields algebraically
simple constraints [7]. Then the real GR can be recovered by imposing appropriate
reality conditions.

This reformulation of gravity, expressed in Ashtekar variables as a dynamical
theory of complex-valued connections, has the advantage of obtaining algebraically
simple constraints. However, rather complicated reality conditions have to be imposed
on the basic canonical variables in order to recover real, Lorentzian general relativ-
ity. Moreover, since holonomies® of the complex Ashtekar connections take values
in the non-compact gauge group SL(2,C), this approach prevents one from taking
advantage of much of the available mathematical arsenal of gauge theory built upon
compact gauge groups. Therefore, real su(2) valued Ashtekar-Barbero connections,
that is, AL = T'" +~yK! (with the spin connection I, K being a 1-form derived from
extrinsic curvature and the Barbero—Immirzi parameter «y [3, 11] taking any non-zero
real value), have mainly been used for the passage to a quantum theory of gravity.

The Ashtekar-Barbero connections A% appear naturally in the canonical analysis as

1

17 on ¥, which is shown in details in section

projections of real Lorentz connection w

2.2.

J i I J KL

A self-dual connection is a connection which satisfies wl” = — el wEE.

8Please see section 1.2.



Real variables were initially introduced by Barbero in a purely canonical for-
malism [3] which left the relation of the real connection to possible pull-backs® that
of space-time objects unclear. Holst, motivated by this issue, carried out an analysis
in [2] to re-derive Barbero’s canonical formulation from an action which generalizes

the ordinary Hilbert-Palatini action (1.2) and the Holst action is given by

1 ) 1
Sy le,w] = e /Md4x eelel (FWU(w) — ZGIJKLF/WKL(W)> : (1.4)

Notice that the Holst action differs from the Hilbert-Palatini action (1.2) by the
presence of the second term in (1.4). It turns out that the inclusion of this second
term endows the Holst action with a desired property suited to our current purpose.
Namely, the addition of the second term does not change the classical equations of
motion for GR, yet it seems indispensable for formulating a quantum theory. More
precisely, extremizing the Holst action with respect to variations in the real Lorentz
connection W;I[] still results in the Levi-Civita spin connection, i.e. w{t‘] = elV e’
which is completely determined by the tetrads; please see section 2.1. Then upon
inserting this connection in the action and using the Bianchi identity, the second
term vanishes identically and thus the equations of motion remain unchanged [2].
Therefore, the Holst action differs from the Hilbert Palatini action by at most a
canonical transformation, yet it is most suitable for the passage to a quantum theory
of GR.

Now, a canonical analysis or the Legendre transform of this action is required
for the passage to quantization. An extensive analysis of the Einstein-Cartan action
describing fermions coupled to gravity is explored in Chapter II, and it follows that all
the necessary classical results for quantization, e.g. canonical variables, symplectic

structures, and the first class constraints discussed below, for the vacuum case, as

9A pull-back is an induced map between two vector spaces. Let F : W — V be a linear map and
¢ : V — R be a one-form, then the pull-back of ¢ by F' is defined naturally by F*¢ := ¢ o F'. Thus,
the differential forms are pulled back by a linear map between vector spaces or manifolds. On the
other hand, tangent spaces are pushed forward between manifolds.



presented in [2], can easily be recovered in the limit of a vanishing matter field.
Therefore, only the main results, without any detail, necessary for loop quantization

of GR are presented below.

The Legendre Transform

The basic canonical variables that emerge after the Legendre transformations,
as evident from (2.35), are the Ashtekar-Barbero connection A’ = I') + vK'! and
the densitized'? triad (of density weight 1) P# = /[det(E%)] £ /vk with triads £
and kK = 87G. Here, I’ is the su(2)-valued 3-D spin connection compatible with
the co-triad ¢’ and yK' the su(2)-valued extrinsic curvature with 4, j, ... denoting
the SO(3) internal indices and a,b,... the purely spatial indices. It is interesting
to note that the results from the Ashtekar formulation with self-dual (or anti self-
dual) connections can be retreived by merely setting v = =i respectively in the above
definition of A’ or in the Holst action (1.4). Thus, the Holst analysis generalizes the
Ashtekar’s self-dual formalism of gravity.

Next, in terms of these configuration variables, the symplectic structure can

be expressed as:
9(51,62) = / dBI (61P,ia(52142 — 52P,L-a51142) (15)
b

for all tangent vectors d; and &5 to the canonical phase space I' consisting of pairs
(AL, P*) of fields on the 3-manifold ¥. Note that the symplectic framework ge-
ometrizes the Hamiltonian description of classical systems, thus making it coordinate
independent. A symplectic structure or form is a closed and non-degenerate 2-form.
The availability of the symplectic form on a symplectic manifold like the phase space

" enables one to construct vector fields that generate canonical transformations from

functions such as the Hamiltonian on that phase space; please see [8] for an extensive

0T et us recall that the metric determinant ¢ = det(qup) is a scalar density of weight +2. Here,
V|det(Ef)| = \/q makes P a densitized triad of weight +1 with a factor 1/vx.



discussion. Therefore, these phase space functions that generate canonical transfor-
mations encode the symmetries of classical systems or, more precisely, constrained
systems like GR and thus they are the constraints of the classical system. The smeared
constraints for GR in the real Ashtekar-Barbero connection are given by the following
relations.

Gauss Constraint:

CalA] = / Pz N'G; with G;:= DyP} = 0,P +¢,F AP, (1.6)
%

and for any smooth field A’ € su(2) on X .

Diffeomorphism Constraint:
Cpig[N] := / &’z N°C, = / d*z N* (PYFJ, — ALG;) (1.7)
b )

for each smooth vector field N® on ¥ and F7, = 26[(114{;] + ¢, Ak Al is the curvature
of the Ashtekar-Barbero connection. Here we have used (1.6) to remove the part
that generates internal gauge transformations which is shown below. And finally,

Hamiltonian or scalar Constraint:

2 repb .
Tk 3 ity (i ok 2 i 7od
O] = 5 d :cN—\/m (e FE 9(y +1)K[aKb}) . (1.8)

It turns out that these are first class'! constraints and, as expected, generate canonical
transformations. Hence, let us briefly explore the canonical transformations these
constraints generate, which play crucial roles in dynamics of loop quantization.
Now, it follows from the Poisson algebra!? that the Poisson brackets of the
canonical variables (A?, P%) with each of these constraints will reflect the action they
will have on these variables. For example, in classical mechanics, the Poisson bracket

{q, H(q,p)} = ¢ reflects the time evolution of the generalized coordinate g generated

1By definition, the first class constraints of a classical system weakly Poisson commute with each
other; more practically, the Poisson brackets of the first class constraints can be expressed as linear
combinations of themselves[9].

12A Poisson algebra is a commutative ring with elements such as constraints or phase space
functions with the Poisson bracket {,} as the binary action.



by the Hamiltonian. Once the transformations of the canonical variables induced by
these constraints are known, the behavior of any phase space function can be obtained
by computing the Poisson brackets of the function and the constraints.

The effects of Gauss constraint can be seen from the following relations
{AL,Ca(N)} = —(0.AN"+ €, AIN") and  {P{,Co(A)} =€,"A*P*,  (1.9)

Clearly, Cg(A) generates the internal rotations along A’ since the above Poisson
bracket imply the infinitesimal gauge transformations of A’ and P?, which can easily
be derived from (1.3) by using g = e Next, the Diffeomosphism constraint implies,

as can be deduced from the following Poisson brackets
{45 Can(N)} = L34, and {7, Can(N)} = £gPr, (1.10)

that it generates diffeomorphisms!® along N. An important distinction between the
actions of these two constraints is that while the Gauss constraint rotates the fields
at a single point locally on ¥, the diffeomorphism constraint moves the fields from
one point to another on Y implying intrinsic non-locality. Finally, the Hamiltonian
constraint generates time evolution ‘off” > as one might expect. With these, the
complete Poisson algebra can be computed with some lengthy computations to show
that these constraints are indeed first class [4]. This completes the brief review of the
connection theory of GR. The next step is to carry out canonical quantization of this

reformulation of GR, which is briefly reviewed in the next section.

1.2 Elements Of Loop Quantization

Quantization of a classical system is the search for a corresponding quantum
system with the correct classical limit. There is no a priori reason for the existence

of a unique quantum system for a given classical system, thus causing the possibility

IBA diffeomorphism f : ¥ — 3 is a bijection with smooth f and f~!.



of 'quantization ambiguity.” In general, the simplest quantization of a given classical
system seems to be the physically correct one. Therefore, the fundamentals of the
currently existing (perhaps the simplest) non-perturbative, background-independent
and canonical quantization, known as loop quantization, of gravity is presented; see
[4, 5, 6, 21, 25] for details.

A standard quantization program for an unconstrained classical system usually
begins with the identification of the phase space, I', of the corresponding classical
system. The phase space can naturally be endowed with a mathematical (differential)
structure of a cotangent bundle'* over a smooth, orientable manifold C, known as the
configuration space of the system. The state of the classical system is completely
determined by a point (q,p) on I' for each ¢ € C. Next, the dynamical variables are
defined by smooth real-valued functions on I'" since these functions are known to induce
vector fields with the help of the natural symplectic structure on I'[8]. The flows or the
integral curves generated by these vector fields represent the dynamical trajectories
of the system. Thus, a subset & of the set of smooth real-valued functions on I
containing the elementary variables, such as configuration and momentum variables,
must be chosen judiciously for the quantization purpose since they are to be promoted
to self-adjoint quantum operators directly. This subset has to be large enough to
generate the full algebra of functions on I' to encompass the correct number of degrees
of freedom in the theory, and at the same time, small enough to be closed under
Poisson brackets. Then finding a representation of the elements of S by operators on
a Hilbert space such that the Poisson bracket between any two elementary variables
is represented by A times the commutator of the corresponding operators is known as
quantization. Also, real elementary variables are represented by symmetric operators
to ensure self-adjointness|7].

So far, the quantization program described above applies to systems without

14 A cotangent bundle, dual of the tangent bundle, of a smooth manifold may be thought of the
collection of all the cotangent vactor spaces at every point in the manifold.

10



constraints only; it cannot be immediately extended to constrained systems. In the
presence of constraints, not all points of ' are accessible to the physical system.
Only those points (configurations and momenta) which satisfy the constraints, i.e.
points in the reduced phase space, are allowed, which in turn makes the selection of
the elementary variables crucial to a successful quantization. In order to quantize
the constraint systems, one usually adopts the two successful quantization strategies:
the reduced phase space method and the Dirac quantization procedure. In the re-
duced phase space method, the constraints are eliminated classically to quantize the
resulting constraint-free Hamiltonian system. However, there is no guarantee that
the reduced phase space will support a cotangent bundle structure, thereby making
the above procedure ineffective for quantization. On the other hand, the elemen-
tary variables on the full phase space, hence the contangent bundle, that generate
a suitable Poisson algebra are identified first in Dirac’s procedure. Then, finding a
representation of this algebra on some complex vector space V' offers a quantization
of the unconstrained system. In order to obtain the physical states satisfying the
constraints, the quantum analogs of the classical constraints are constructed from the
elementary operators first and then the quantum constraints are solved to pick out
the physical states. Finally, one extracts physics from the physical states by defining
an appropriate Hermitian inner product on the space of physical states, V,p,s. Alter-
natively, a Hermitian inner product may be defined appropriately on the full complex
vector space V and then Vs is obtained by solving the constraints. Next, since
Vphys 1s a subspace of V, an inner product on V,;,s may be automatically obtained.
Now, it is evident from section 1.1 that the constraints for the connection
theory of gravity are complicated and thus difficult to solve classically. Therefore,
the Dirac’s quantization procedure is adopted for quantizing gravity. Moreover, a
Hermitian inner product is defined on the full kinematic vector space of cylindrical

functions as shown below. The physical states are obtained by solving the quantum

11



constraints.

Kinematics

First, as discussed above, the classical configuration variables for gravity are
SU(2)-connections on a principal fiber bundle!> over the spatial manifold 3, repre-
sented by smooth su(2)-valued local 1-forms A?; the space A of all such 1-forms
is the classical configuration space. The phase space is coordinatized by the pair
(Al P%), where P! is the conjugate momentum, an su(2)-valued vector density on 3

proportional to the densitized triad. Then the only non-vanishing Poisson bracket is

{Au(@), P} (y)} = 8;620(w,y) - (1.11)

Now it is tempting to quantize the theory by promoting these basic variables to quan-
tum operators and then turning their Poisson bracket into a commutator. However,
such scheme does not work in this case since the commutator between them implies an
operator-valued distribution'® due to the presence of the delta function on the right
side as encountered in infinite dimensional field theories, which in turn makes these
elementary operators ill-defined at a point. Thus no well-defined quantum analogs
for these canonical variables are known in a direct form mainly due to the infinite
number of degrees of freedom.

Fortunately, borrowing the techniques from lattice gauge theory, this problem
with finding well-defined basic operators can be overcome by smearing the configura-
tion variable A’ over some finite number of one dimensional edges and its conjugate
momenta P? over two dimensional surfaces. It then becomes possible to build the in-
finite dimensional quantum theory from these new finite dimensional smeared canon-

ical variables. Thus the elementary classical variables that have well-defined quan-

15A principal fiber bundle has a fiber identical to the structure group G = SU(2).
16 A distribution can be thought of a continuous linear functional on the space of well-behaved
test functions.
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tum analogs are instead given by (complex valued) matrix elements of holonomies!”

he(A) € SU(2) along paths e in ¥ and fluxes P(S, f) := [, f;¥, where f are su(2)-
valued functions across 2-surfaces S in ¥ and X!, = €,,.P“ is the 2-form dual to the
densitized triad.

With these elementary quantities, it is natural to construct quantum states
known as ‘cylindrical functions’ on A through holonomies h.(A) along edges e of a
graph « (a finite set of edges) in X. If a graph a has n edges, then, given a C*
complex-valued function ¢ on SU(2)", a cylindrical function ¥, on A can be defined
as

Uo(A) = (he, (A),. .., he, (A)) (1.12)

where the holonomies he, (A),..., he,(A) associate to every connection A € A an
n-tuple (g1,. .., gn) of elements of SU(2). Let Cyl, denote the space of such functions
as W, with respect to the graph o and let Cyl = U,Cyl, denote the space of all
cylindrical functions. A natural inner product on Cyl, can be introduced by defining

a suitable measure du, by

(U, ®,) = /dﬂoﬂad)a ::/ dptbe(Peys - - he, )ba(heys - he,)  (1.13)
SuU(2)»

with the Haar measure'® duy on SU(2). The Cauchy completion!® of Cyl, with
respect to this inner product gives rise to a Hilbert space H, := L?[Aq, djs], where
Ay = A, /G is the space of smooth connections restricted to the graph o modulo

all local gauge transformations g, € G2 which are the identity on the vertices.

1"The holonomy is the parallel transport of the connection A% along an edge e defined by

%he(t,tl; A) = —Au(e(t)) é*(t) h(t,t1;A), and h(ti,t1;A) =1,
where é%(¢) is the tangent to the curve with the parameter ¢ of the curve. The formal solution of
this equation is given by he(A) = Pexp [, dtAl (e)é®(t)7;, where P denotes the path ordered integral
and 7; the basis in su(2).

18The Haar measure is a way to assign ’invariant volume’ under left or right translations to subsets
of locally compact topological groups such as SU(2) and subsequently define an integral of functions
on these groups.

YA space X is Cauchy complete if every Cauchy sequence of elements in X converges to an
element in X.
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In Cyl,, cylindrical functions are defined on a finite set of given edges, and

s
thus they do not capture the full gauge invariant information in A. In order to
capture the full information, we must consider all possible graphs in X, which in
turn necessitates the introduction of an inner product on the space of all cylindrical
functions in Cyl by extending (1.13). An immediate consequence of this generalization
is that the same cylindrical function may be seen as associated with two or more
different graphs. For instance, a given edge can be split in two, such that a function
cylindrical with respect to the original graph now becomes a cylindrical function
with the same connection dependence but is associated with a new graph containing
the two separate halves of the split edge instead of the full edge. The above inner
product then formally depends on the graphs used to perform the integral, which
in turn imposes restrictions on the choice of suitable measures on SU(2)™. All these
so-called cylindrical consistency conditions are satisfied if one uses the Haar measure
to define integrations of holonomies [13].

The measure then extends to the full space Cyl and, by completion, defines
the full Hilbert space H := L?[A,duar] where duay, is the Ashtekar-Lewandowski
measure constructed in this way and A the space of generalized connections. The
latter space represents the quantum configuration space as an enlargement from the
classical configuration space A of connections by distributions. Via the action on
graphs embedded in X, the Hilbert space carries a unitary action of the spatial dif-
feomorphism group.

An orthonormal basis on H is constructed by coloring each edge e of a graph
a with a non-trivial irreducible representation j. of SU(2) and an invariant tensor
(a map from the tensor product of all edge representations to the trivial representa-
tion) l,, called an intertwiner, at each vertex v. The intertwiner defines the way to
contract in a gauge-invariant way all the matrices obtained by evaluating the edge

holonomies for edges incident at v in their assigned representations. Intertwiners for
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a given vertex with incident edge representations in general allow different indepen-
dent choices, forming a finite-dimensional vector space whose dimension equals the
multiplicity by which the trivial representation occurs in the tensor product of inci-
dent representations.?’ Choosing a basis of the intertwiner spaces, the set of all such
colored graphs provides an orthonormal basis®! of H known as the spin-network basis
[14]. Let |S) = |, jin, lm) denote a spin-network state for a graph o with n edges and
m vertices. Then a corresponding cylindrical function as a functional of connections

A is written as

Us[A] = (A]S), (1.14)

and thus the connection representation of the Poisson algebra is completed. However,
historically, the loop representation, hence the name LQG, of the Poisson algebra was
originally constructed from Wilson loops (edges with the same end points); for in-
stance, see [12] for details. It has been shown that these two representations are equiv-
alent and the connection representation generalizes the loop states to spin-network
states to allow for edges with different end points.

After these preliminaries, the elementary quantum operators on H and their
actions on the cylindrical functions can be defined by computing the Poisson brackets
between the new elementary variables, namely the holonomy h.(A) and the smeared
densitized triad P(S, f). It turns out that the Poisson bracket of the new elementary
variables {h.(A), P(S, f)} implies that the bracket vanishes if e and S do not intersect
or e lies within the closure of S. However, if they have a simple intersection, then
the bracket results in a linear combination of the configuration variables with the
coefficients determined by the value of the smearing field f at the intersection point.
On the other hand, the Poisson bracket between the momentum observables fails

to commute since the vector fields X(g sy on the configuration space used to define

20An example of a normalized interwiner for a vertex in a trivalent graph is the familiar Wigner
3j symbol used in the coupling of angular momenta.

21t follows from the Peter-Weyl theorem that a basis on the Hilbert space of L? functions on
SU(2) is given by the matrix elements of the irreducible representations of this group.
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P(S, f) == X, - P do not commute in general. This definition of the momentum
variables follows from a similar construction of quantum mechanics on a compact Lie
group G[7, 4].

It follows that every smooth function f on G defines a configuration variable
and every smooth vector field X?, a momentum variable Py := X'p,; on the cotangent
bundle 7*(G). As on any cotangent bundle, (non-trivial) Poisson brackets between
them mirrors the action of vector fields on functions and the Lie bracket between

vector fields:
{Px . f}=-Lxf; and {Px, Pv}=—-PFxy) (1.15)

Most importantly, these observables have unambiguous quantum analogs. In the
same spirit, classical configuration variables for the connection theory of gravity are
represented by complex-valued, cylindrical functions f on A. The corresponding

quantum operators f are defined to act by multiplication:

(fO)(A) = f(A)¥(A) (1.16)

Next, the momentum operators 15(5, 7), labelled by a 2-surface S and su(2)-valued
smearing fields f* on S, are defined by using left (right) invariant vector fields** L,
and R; on A respectively; the subscript ¢ denotes the basis 7; € su(2). The use of left
(right) invariant vector fields makes the action of the momentum operators depend
only on the Lie derivatives with respect to L; (R;), and the corresponding momentum
operators are denoted by L; = ji(L) (/7%Z = ji(R)). The notation .J; makes sense since it
implies a generalization of the familiar ‘angular momentum’ operator which acts on
the irreducible representations of SU(2) on the edges and the vertices of spin-network.
In fact, a more explicit notation of the operator associated with the edge e and the
vertex v connected to the edge e can be denoted by ji(v’e), which can be regarded as

the angular momentum operator associated with the edge e. Note that the vertex v

22 A left (right) invariant vector field is a vector field which is invariant under left (right) translation.
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determines if the action of this operator is through the left or right invariant vector
field, i.e. L; = J; if the vertex v is the origin of the edge and R; = J; if v is the
target of e. Similarly, operators on each vertex of a can also be defined, which can
be regarded as the total angular momentum arriving at the corresponding vertex.
Finally, following (1.15), the action of P(S,f) is given just by the Poisson brackets
between the classical momentum and configuration observables: For all ¥ € Cyl, we

have:
(P(S,f)lll)(fl) = —ihLxV(A) = iR{P(S, f), ¥}(A), (1.17)

with X being a left or right invariant vector field. More explicitly, if ¥ € Cyl,, we

have

» h 3 7(v,e
Psp¥=5 [ [Z K(S,e) " (1.18)

e at v

where k(S,e) = 0if SNe =0 or SNe = e modulo the end points, +1 if e lies
above S, and -1 if e lies below S. The momentum operators (also known as the flux
operator since it can be interpreted as the flux of the electric field through S) ]5(57 )
in (1.18) are essentially well-dfined self-adjoint operators on Cyl because only a finite
number of terms in the uncountable sum are non-zero when it acts on a cylindrical
function. Furthermore, a little reflection reveals that the spin-network states are
the eigenstates of this operator and it possesses a discrete spectrum containing zero,
arising from the first condition (S, e) = 0, i.e. if no intersection exists between the
suface S and the edges of the spin-network states. This fact makes the quantization
of the Hamiltonian constraint trickier since it contains inverse densitized triads q_%,
which will be discussed later.

At this stage, the surprising discrete nature of the fundamental structure of
space can be shown to emerge since the spectra of the spatial geometric operators
such as area and volume [16, 17, 18] have discrete spectra containing zero. This is

shown by building the quantum operators corresponding to the phase space functions
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representing area and volume from the flux operator PA’(S, 5. For example, a well-
defined self-adjoint area operator Ag for each surface S € ¥ can be constructed from
the phase space function for area A(S) = [ d*= V'h, where h is the determinant of
the intrinsic 2-metric Ay, on S. Here, S is assumed to be either a closed 2-dimensional
sub-manifold of ¥ or an open 2-dimensional sub-manifold without boundary.

Now, a suitable ‘regularized area function’ can be obtained by dividing S into
a large number of elementary cells, Sy, with I = 1,2,... N. Next, on each cell,
let us introduce an internal triad 7¢ to use its elements as test fields f? such that

P(S;,7%) := P'(S;). Then the area function can be approximated by

N
Asly = v5 >/ P(S)PI(Srm; (1.19)

=1
with 7;; = —2tr(7;7;) is the Cartan-Killing metric for all 7;, 7; € su(2), as the number

of cells goes to infinity such that the coordinate size of the cells S; goes to zero
uniformly in 7, i.e.

Now, since each P?(Sy) gives rise to an unambiguously defined quantum operator,
Pi(S I)Pj(S 1)ni; is a positive definite self-adjoint operator on H with a well-defined

(positive) square-root for each I. Thus the corresponding area operator is given by

Asly = e S/ PISHPI(S s (1.21)

The total area operator Ag can be obtained in the limit N — oo, which corresponds
to the operation of removing the regulator. This operator is self-adjoint on ‘H and
also gauge invariant and diffeomorphism covariant.

Next, since (1.18) implies that the flux operators P¥(S;) have well-defined
action on spin-networks, the area spectrum can be calculated from the action of
[Ag] v on twice differential cylindrical functions on A. Again, a non-zero contribution

to the sum (1.21) arises only from those S; which intersect a.. For instance, fixing a
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surface S and considering only those states in Cyl for which the graph has no edge
which lies within S and which are gauge invariant at each vertex where S intersects
the graph, (in particular if all intersections of S with the graph are at simple bi-valent

vertices) the area spectrum is computed to be
asg = yWhc? Z Jrr +1), (1.22)
I

where (% = kh defines the Planck’s length ¢p and c is the speed of light in vacuum.
Then the smallest nonvanishing eigenvalue for v = 1 turns out to be ~ 1075 cm?.
A more general spectrum can be calculated by relaxing the above restrictions on the
cylindrical functions.

Similarly, a well-defined, self-adjoint and non-negative volume operator Vi

corresponding to the phase space function,

Ve — (,/_mfy)3/d3x\/]detP|
R
1
= (Vry)? /R d%\/ \ge”k €ave PP P! P| (1.23)

for an open subset R € Y, can be constructed. Furthermore, as shown in Chapter
ITI, a well-defined VR is crucial to the quantization of the Hamiltonian constraint.
However, since Vj is a rather complicated non-polynomial function of the densitized
triads, the problem with regularization turns out to be considerably more complicated
than that for area operators. Hence, the method for constructing V5 and finding the
volume spectrum turns out to be technically more subtle; please see [18, 4] for details.
Nonetheless, " possesses discrete spectrum with contributions only from the nodes
of a spin-network,?® while the area operator receives contributions only from the

links that intersect S. Thus, the intertwiners associated with the nodes are quantum

231t follows from the presence of €, in (1.23). The anti-symmeterization forced by €. on suitably
regulated Vg in (1.23) demands that the flux operators P?(5%)’s be independent, for non-vanishing
contribution and this is satisfied only if each regulated cubic cell contains a node. Intuitively, a node
can be imagined as a source so the absence of a source in a cube has vanishing contribution of the
total flux across the boundary of the cube.
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numbers of the volume and the spins associated with the links are quantum numbers of
the area. This enables a spin-network with n nodes to be interpreted as an ensemble
of n quanta of volume separated from each other by quanta of area of elementary
surfaces. In other words, loop quantization brings about the cellular decomposition
of physical space, each cell representing a quantum of volume. Therefore, our physical
space appears to be fundamentally discrete in LQG.

So far, the discussion has been focused only on the kinematical Hilbert space
H = L%[A,duar] spanned by the cylindrical functions in Cyl. This Hilbert space is
too large and non-separable because it contains redundancy engendered by the diffeo-
morphism gauge, i.e. it contains states which are not invariant under diffeomorphism.
However, GR demands that the physical states be invariant under internal gauge (en-
coded in the Gauss constraint) and diffeomorphism. It turns out that the physical
Hilbert space Hppys obtained by factoring away both internal and diffeomorphism
gauge is indeed separable. In addition, the evolution or the dynamics of the physical
states must also satisfy the quantum Hamiltonian constraint. In other words, the
physical states must be in the kernel of the quantum constraint equations, which are

briefly discussed below.

Dynamics

Since the classical constraints (1.6-1.8) are phase space functions of the canon-
ical variables (AY, P%), the well-defined quantum analogs of these constraints are con-
structed from the holonomies and the flux operators. However, such a procedure to
find well-defined operators on the kinematic Hilbert space H constructed above is
not as straightforward as it may seem, thus leading to one of the major challenges of

quantum gravity.

The Gauss Constraint:
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The cylindrical functions that are solutions to the quantum Gauss constraint
are gauge-invariant under local gauge transformations, i.e. under SU(2). One can
solve the quantum Gauss constraint by first promoting Cs(A) in (1.6) to a well-
defined operator C(A) on M and then finding the states that belong to the kernel

HE

mv

of Cg(A) for all A € su(2). In other words, the set of W, € Cyl) for any
a that satisfies ég(A)\Pa = 0 constitutes the gauge-invariant subspace HS  of H.
Now, the gauge-invariant cylindrical functions can be constructed from holonomies
and intertwiners on a given graph a by observing the behavior of holonomies and
interwiners under such local gauge transformations. Fortunately, given a local SU(2)

rotation g : 3 — SU(2), despite the inhomogeneous transformation behavior of the

Ashtekar-Barbero connection A’ in (1.3), holonomies transform homogeneously as

g he(A) = g(vi) he(A) (g(vy)) ", (1.24)

for all edges e in ¥ with source v; and target vy. This follows from the requirement
that the definition of holonomy be independent of the choice of bases, meaning the
gauge transformations and the parallel translations should commute. Thus, the gauge
transformations of holonomies depends only on the end points of edges, i.e. at the
vertices. Finally, choosing an invariant intertwiner at each vertex to contract all
the incident holonomies makes the spin-network states and therefore the cylindrical
functions gauge-invariant by construction.

However, the choice of non-invariant or covariant intertwiners at vertices is
also admissible insofar as the gauge-invariant states can be obtained upon imposing
necessary conditions on the operators at the vertices. These conditions naturally
follow from the quantum Gauss constraint. More explicitly, for any ¥, € Cylg), the

t24

quantum Gauss constraint® becomes [4]

CaM)To =0 Y (N ()] ¥, (1.25)

24This follows from using the heuristic anséitz P — —ihd/JA in the Gauss constraint (1.6).
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where the first sum extends over all vertices v of a and the second over all edges
e meeting at v. Now, the condition for gauge invariance of cylindrical functions is
that these elements of Cyl have zero eigenvalues for every vertex operator, implying
S, J" =0, ie. the total angular momentum at each vertex must be zero. There-
fore, it follows that either H (by construction) or HS C H are the home for the

gauge-invariant states.

The Diffeomorphism Constraint:

The imposition of the diffeomorphism constraint is more complicated due to
the following difficulties. First, the shift vector N* used to obtain smeared constraint
in (1.7) is a spatial vector field, so the values of its components depend on spatial
coordinates. However, the spatial coordinates have no meaning on the Hilbert space,
so what values N* should take are undetermined, implying N cannot be quantized.
As a result, the smeared diffeomorphism constraint (1.7) cannot be promoted to a
quantum operator and hence finding the home for the diffeomorphism invariant states
seems challenging. Second, since diffeomorphisms move graphs, the only element of
‘H left invariant by the action of all diffeomorphisms is the constant function on
A. More precisely, the cylindrical functions in Cyl, becomes orthogonal to those
in Cyl,, defined on the new graph if the diffeomorphism ¢ : ¥ — 3 moves a.
Thus, the infinitesimal generator of ¢(\) corresponding to the l-parameter family
©(\) fails to exist since this family fails to be weakly continuous in A. However,
these difficulties can be overcome by working directly with finite diffeomorphisms and
demand that physical states be invariant under the induced action ¢ of appropriate
diffeomorphisms ¢ on X.

Now, how can the home for diffecomorphism-invariant states be found? A
natural strategy is to use the ‘group averaging procedure’, generally available for

such constraints[19, 20]. Physical states are obtained by averaging elements of Cyl
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over the group of diffeomorphisms Diff(2). Formally, the diffeomorphism-invariant

states can be written as

¢ = / [dp] px P, (1.26)
Diff

where dp is a measure on Diff(¥) and ¢ x & denotes the pull-back of ® under .

Now, the problem is that since the group Diff(¥) is too large, the above integral may

not converge to an element in Cyl. Thus ® does not belong to H since it is not

normalizable.?> However, it can be shown that a well-defined (linear) action of ® on

a dense subset?® H' of H in the following sense that, for every ¥ € H ,

d = /D'H[dgp] (o * D) | (1.27)

implies that the home for diffeomorphism-invariant states is the topological dual (if
equipped with suitable topology) Cylys of Cyl. Therefore, the elements of Cyly,; are
the linear functionals on the elements of Cyl and thus they are genuine distributions
on A rather than functions. Also, since the the scalar product on H is invariant under
diffeomorphism, the group averaging procedure naturally endows the solution space

with a Hermitian inner product,

(B|T):=F - . (1.28)

Finally, the Cauchy completion of Cyl* is the Hilbert space Hgig for diffeomorphism-
invariant states. Thus, the passage to the diffeomorphism-invariant Hilbert space is

*

given by Cyl C 'H C Cylys C Haig-

The Scalar Constraint:
While the canonical transformations generated by the Gauss and the diffeo-

morphism constraints are kinematical gauge symmetries of the classical theory since

25Similar situation arises even in simple quantum mechanical systems such as a particle in R? with
a constraint p, = 0. Solutions to the constraint fail to have finite norm in the kinematic Hilbert
space L?(R3) and belong to a larger space, e.g. the space of distributions in R3.

26 A is dense in X if the only closed subset of X containing A is X itself, i.e. the closure of A is
X.
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they operate on the 3-D spatial manifold > at a ‘fixed time’, the heart of quantum
dynamics lies in the scalar constraint. Implementing it in the quantum theory also by
a group averaging procedure is difficult to adopt because the finite canonical trans-
formations generated by this constraint are not well-understood even at the classical
level. Therefore, the procedure of constructing a quantum operator Y (N), similar
to that used for the Gauss constraint, corresponding to the classical, smeared scalar
constraint function (1.8) and then seeking its kernel is adopted. However, because
of the intricate form of this constraint, its implementation is yet to be as clean and
complete as that of the other two constraints.

As with area and volume operators, the quantization begins with regularizing
the classical expression for the scalar constraint, which is usually achieved by intro-
ducing an appropriate partitioning of ¥ with a regularization parameter §. Then
the scalar constraint is re-expressed as a Riemann sum under this regularization,
involving only those phase space functions which have direct quantum analogs. Fi-
nally, the regulator is removed after replacing the classical quantities in the reg-
ularized expression by their quantum counterparts. More precisely, if Cg,(N) de-
notes the regularized scalar constraint, the regulator is removed by taking the limit,
lims_oCr,(N) = C(N). However, there is considerable freedom in the choice of
a permissible classical regulator that satisfies the above limit. Therefore, genuine
ambiguities, along with the ambiguities with factor ordering, arise in the regulariza-
tion procedure and distinct avenues have been pursued to give rise to the existence
of well-defined strategies. It turns out that the quantum operators corresponding
to different choices of the regulators differ from each other and thus define distinct
quantum dynamics. Whether any of them is fully viable from a physical perspective
is still an open issue[22, 23, 24, 25, 26, 27, 28, 29]. A detailed loop quantization of
the scalar constraint is presented in Chapter III.

Again, once the quantum operator for the scalar constraint is obtained, the
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next step is to find the home for its solutions by solving C(N)|¥) = 0. As one
might expect, due to the similar difficulties that arise in the case of diffeomorphism
constraints, the true home for the states which are in the kernel of C(N) is the
topological dual of Cyl, i.e. Cyl*. However, since physical states must be in the kernel
of all three constraints, the home for the diffeomorphism-invariant states Cyl},s may
also be considered as the home for the physical states. Unfortunately, the attempt
to obtain the physically viable space for all physical states which have the correct
semi-classical limit has been so far unsuccessful. This problem, known as the low
energy problem, is currently under serious investigation.

This concludes the review of the fundamentals of LQG. The rest of this paper
is devoted to the discussions on various applications, namely the matter like the
fermions and bosons in LQG and its cosmological implications. It is important to
note that matter fields are put in by hand in the theory. While Chapter II embodies
the recount of the canonical formulation of both Dirac’s and Maxwell’s fields coupled
to gravity, Chapter III encompasses the loop quantization of these matter fields. In
addition, Chapter IV entails the homogeneous (anisotropic) models of our universe in
LQG and the role of parity, and Chapter V delineates the possible observable effects
of LQG on Big Bang Nucleosynthesis. Finally, Chapter VI provides an example of an
application of the effects from other approaches to quantum gravity including LQG

to mainstream cosmology, in particular, dark energy.
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CHAPTER II

CANONICAL FORMULATION

When matter is considered coupled to classical or quantum gravity, several
important issues arise for fermions. This is, e.g., related to the chirality and possible
parity violation of spinors or the fact that they contribute torsion to the space-time
geometry. In loop quantum gravity, fermions have been treated occasionally but not
yet, as detailed below, in a complete manner. They are therefore revisited here espe-
cially with a canonical analysis in mind. In addition, a canonical analysis of Maxwell’s
field theory is presented to derive some interesting cosmological implications in the
latter part of this article.

In this chapter, we further generalize Holst’s analysis for pure gravity, as sum-
marized in section 1.1, to allow for fermionic matter. In other words, we present
a detailed derivation of the Hamiltonian formulation of the Einstein—Cartan action,
which incorporates Holst’s action for the gravitational part. This issue has been
considered in the literature several times, but the available discussions appear incom-
plete. In addition to filling this gap in the classical analysis, details of the canonical
formulation are crucial for a proper quantization of gravity in the presence of fermions.

In particular, non-zero torsion arising from the coupling of fermionic matter
to gravity through the spin connection requires an analysis in terms of more general
connections than used in Holst’s analysis, which inherit torsion contributions. In our
canonical analysis, we derive two sets of constraints: constraints in which variables
have been split in their torsion-free terms and explicit torsion contributions, and
constraints with torsion implicitly contained in the canonical gravitational variables.
These splittings will turn out to be important to understand the canonical structure.

To the best of our knowledge, our results for the given Einstein—Cartan action, despite
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some resemblance to those in [31, 21, 30|, are complete and new. Moreover, we
generalize the canonical treatment to arbitrary non-minimal coupling of fermions
without any inconsistencies as they occur in other approaches.

We present those derivations in a detailed classical part in this paper, which
can serve as a guide through some of the tedious but structurally important construc-
tions underlying canonical quantum gravity. These details will show us the crucial
changes implied by torsion for the general form of dynamics, and thus also play a
role for any quantization based on a formulation in Ashtekar variables. Here our
distinction between the two sets of variables, one with explicit torsion terms and one
with implicit torsion dependence, will be crucial to show the parity invariance of the
non-minimally coupled action. Thus, a discussion of classical parity transformations

is also presented.

2.1 Lagrange Formulation

For fermions, one has to use a tetrad eﬁ rather than a space-time metric g,,,
related by eie,{ = g, in order to formulate an action with the appropriate covariant
derivative of fermions. This naturally leads one to a first-order formalism of gravity
in which the basic configuration variables are a connection 1-form and the tetrad. In
vacuum the connection would, as a consequence of field equations, be the torsion-free
connection compatible with the tetrad. In the presence of matter fields which couple
directly to the connection, such as fermions, this is no longer the case and there is
torsion [33]. For completeness, we start by demonstrating this well-known origin of

torsion in the theory of gravity non-minimally coupled to fermionic matter!.

L Although we closely follow the derivation presented in [34, 35, 31] our presentation adds details
to certain key issues.
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FEinstein—Cartan Action

The basic configuration variables in a Lagrangian formulation of fermionic
field theory are the Dirac bi-spinor ¥ = (¢ n)T and its complex conjugate in ¥ =
(\IJ*)T ~% with v being the Minkowski signature Dirac matrices. We note that ¢) and
1 transform with density weight zero and are spinors according to the fundamental
representations of SL (2, C). Then the non-minimum coupling of gravity to fermions

can be expressed by the total action

Sle,w, V] = Sgle,w]+ Srle,w, Y] (2.1)

1
= 167TG/Md4x eefes P17y F LR (W)

) a . L .
+§z/ diz e {\I/'yle’; (1 - i75) v, -V, v (1 - i75> 716’;\11] ,
M [0 (6]

where « is the parameter for non-minimal coupling. Note that we are using the

notation of [30] for easier comparison. Also the action is composed of the gravitational
contribution S and the matter contribution S resulting from the fermion field. Here,
again I, J,... = 0,1,2,3 denote the internal Lorentz indices and pu,v,... =0,1,2,3
the respective space-time indices. For simplicity, we ignore fermionic mass terms or
potentials as they do not provide further complications.

The first term in (2.1) is the Holst action [2] of gravity as presented in (1.4),
eff is the tetrad field, e is its determinant, and eﬁ its inverse. The Lorentz connection
in this formulation is again denoted by w,” and Fi*(w) = 20w, + [w,, w,])" s its
curvature. In order to write the Holst action in a compact form, we have used the

following tensor and its inverse

plJ _ slsh l 6UKL (2.2)
kL — P9k 7—2 :
2 le, KL
P _11JKL = 27 <55K5§] + A )
v +1 voo2

where 7 is again the Barbero-Immirzi parameter. Finally, the covariant derivative
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V,, of Dirac spinors is defined by

1 1
Vi =0+ ZW;ILJ’VUVJ] o [V VL] = ZFJLVI’Y[I'YJ] (2.3)

in terms of Dirac matrices y; (which will always carry an index such that no confusion
with the Barbero—Immirzi parameter should arise). Note that we are ignoring the
gauge connection required for describing an interaction between charged fermions in
the definition of the covariant derivative (2.3). However, this analysis can easily be
generalized to incorporate such interactions.

At this point, it is noteworthy that we intend to use the signature (— + ++)
(instead of (+ — ——) which is common in QFT) for both gravity and fermions since
this is the signature most prevalent in the literature for canonical gravity. This
demands certain modifications in the representations of the Clifford algebra, where it
turns out that changing the signature from (+ — ——) to (— + ++) only requires all
the Dirac matrices to be multiplied by i (the imaginary unit); see Appendix 0.1 for
details.

Now the variation of the first-order action (2.1) with respect to the connection
gives rise to the equation of motion for the connection. Using §F)) = 2V[M5w£]‘]

and the anticommutator [k, yvsl+ = +2ierxy°y" (note the plus sign due to the

signature-change) and the commutator [y, vrv.)|- = 41k, we obtain

0S¢ 1 v v\ pKL
dwl’ = 87TGVV(€€K€L)P I (2.4)
(55}7 iee’;(— ee’;(_

= L V- —=y _v
5%1}1 3 [71(7 ry[I,YJﬂ-l- Sa V5 [’7K> 7[1%}]

1 — 1 _
= —Zee“KeUKL\IWSyL\P — %ee’;(\If'y‘r’nK[mJ]\I/. (2.5)

Note that the first line of the expression (2.5) is also invariant under the above
signature-change. In other words, the Einstein-Cartan theory before proceeding to

a canonical formulation is independent of the signature. Thus we finally obtain the
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equation of motion from varying the connection from (2.4) and (2.5)

y 2
Vu(ee[I“eJ]) = QWGeP_}JKL (JIV{L + Ee%JL) : (2.6)
where Ji, = efelp;;J7 with the axial fermion current J& = —W~°yL¥ (the mi-

nus sign appears due to the signature-change). It is immediate from (2.6) that the
presence of a fermion field in the coupled action introduces a torsion component in
the connection arising from the fermion current and thus the connection is no longer
torsion free, that is, V[ue,{] # (0. In terms of connection variables, this issue has been

explored in details in [34, 35, 30]. In order to solve for the connection, let us express

1J

! IS+ C17 where Wle] is the torsion free connection deter-

it in the form w,” = wle], s
mined by the tetrad and Cj‘] is the tetrad projection of the contorsion tensor, C%7,
ie., Cl7 = Oﬁ"e[fpej]. Then the action of the corresponding covariant derivatives on

vectors with internal indices are related as follows:
(vu - %) Vi=C, 'V, (2.7)

where %M is the covariant derivative compatible with the tetrad and hence the corre-
sponding connection is torsion-free and V) is an internal vector field. Now it follows

from (2.7) that the two corresponding curvatures satisfy
Fll = Fl +ov,c,' + [, ¢ (2.8)

where F is the curvature of the torsion-free connection. Inserting (2.8) in (2.1) and

using (2.7), we obtain an action composed of the following torsion-free part and an
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interacting fermion contribution due to torsion:

Sle,w, VU] = Sgle,@]+ Srle,w, V] + S e, C, V]

1 ~
= / d*z eeIeJPUKLF JE@)
M

167G

1 —~ —_—
—1—51/ diz e <\va el (1 — —75> VvV, U — V U (1 — —75> 0l e‘;\ll)
M
1
—1—1/ d4xe<eIC’ T JKLJL—l— C’ Tl JK>
M

/ d*x eehey P71 (O, C ) (2.9)

167TG

Notice that the middle term on the right hand side in (2.8) is ignored since

it can be expressed as a total derivative and therefore does not contribute to the
variation. The first two terms are just the torsion-free Holst and Dirac action while
the last two terms include torsion. With the use of (2.7), the contorsion tensor C,; d

can be solved by expressing the equation of motion (2.6) as
V(eele) = eClr Kelbel 4 eC el el (2.10)
= 27TG6 (ﬁeU Lev Jp, — 200(; 5J]eMJN) :
where 3 := v + é and 0 := 1 — 2. Now the following equation can be obtained by

contracting equation (2.10) with e]e’

~0

K _p J poJ J
C ke, =5,,"€, = 67TG72 n 1€pJJ. (2.11)
Since the tetrads elﬂ are invertible, this equation implies that S, S = o Keh =
67 G'y 77/7. Upon inserting this solution in equation (2.10) the equation of motion
becomes
Again contracting with ey , we obtain
Syn™ = 27rG (ﬁeu MU+ 0ni Tn) - (2.13)
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Notice that Cr; = Cyry) implies that Spyx = S;; Mpurx = efCuyx = Stk The
following combination of the cyclic permutations of the indices I, J, and K finally

yields the expression for C,;;:

e;Cusrc = Sunk — Surir + Sikns = Stk (2.14)

(Bergxr " — 20015 Jxk)

g
= 227G
s |

which depends on the Immirzi parameter v unless a = 7.
The following useful identities can be derived after a straightforward but

lengthy calculation using the above expression for C)r:

1 17 3rG  ~* 1 2 L
16m GeleJP KL[OuaO] —772_1_1 1 @—FV_OZ JrJ”,
1 3rG 0
1( 1C, e JKLJL+ C TKe JK) = _772112 (ﬁ+a) JpJE . (2.15)

In (2.9), we thus obtain a simple interacting term in the total action:

S [6,&),\1/] = SG [6,&] + SF [6,@, \IJ] + Sint [6, O, \I/]

1 1
= — [ d'% eeleJF Y@ )+§z/ d4xe<\lw EAVIR R v \11716’;\1/>
M M

— = 1) /Md“x (U W) (U5 W), (2.16)

where kK = 87 is used from now on. Notice that the second term in the gravitational
Holst action containing v and the term involving non-minimal coupling « in Dirac
action are dropped from the above effective action since both these terms can be
expressed as boundary terms; please see [2] for details for the second term in Holst

action. The non-minimally coupled term in Dirac action can be cast into a boundary
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term after inserting the solution as follows:

1 — ~ -
o | dze (‘I”Yjelf%vu‘lf - VM\D75716‘1‘\II>
2a0 Jr
1 o = 1 e
T 20 d'z eef (qj7175au‘1’ - (8u‘1’)7571\1’ - Zwﬁ/m\l/% [717 'V[M'YNﬂ _ lIf)
M
1 = R
T 2a d'z eef ((8M‘I’71’Ys‘1’) - wayN‘I’% (v ) \IJ)
M
1
= — [ dwe(ef (0.0 +@, Vel In)
2a0 Jar
1 - 1
= 5 [t (Oueets) = Dyee)) = o [ ate @) @)

The last term in the simplified action (2.16) describes a four-fermion inter-
action mediated by a non-propagating torsion. Note that the coupling constant of
this interaction depends on the Immirzi parameter in addition to a. The resulting
four-fermion interaction term reduces to that for minimal coupling as & — oo and is
independent of the Immirzi parameter for a = 4 as shown in [30]. However, unlike
in [30], the effective action (2.16) is parity invariant for any value of «, which will be
explicitly shown in section 4.33. This discrepency arises from the mismatch between
the signature and the Holst action used in [30] and those used in this paper.

From this action (2.16) it is not clear whether it can be consistently formulated
canonically. First, equations of motion have been used and solutions were inserted in
the original action. As a consequence, its first term is the Holst action for pure gravity
(without torsion) and the second term is the Dirac action. This makes the formulation
difficult to interpret as a first order theory since variations of the combined action
would tell us that the connection cannot be torsion-free although its gravitational part
is suggestively written as the free Holst action. Similarly, a canonical formulation of
the first two terms together would result in a Gauss constraint that has contributions
both from gravity and matter as we will write explicitly in the next section. Also
here, fermion contributions through torsion change the expression that one would

expect from the torsion-free Holst action. Therefore, we do not use (2.16) as the
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Figure 2.1: Decomposition of the evolution vector field ¢* in terms of the normal n®
to spatial slices and a spacelike part N¢.

starting point of a canonical treatment, although at first sight it looks simpler, but
the original Einstein-Cartan action (2.1). Avoiding the use of partial solutions to

classical equations of motion also has advantages for the quantization procedure.

2.2 Canonical Formulation for Fermions

We present our analysis in a form which differs slightly from Holst’s one in
the vacuum case. In particular, we put a stronger emphasis on details of the Dirac
procedure for constrained systems.

A canonical formalism (Hamiltonian framework) is achieved by performing
a Legendre transform of this action S);, replacing time derivatives of configuration
variables by momenta. This, as always, requires one to treat space and time differ-
ently and is the reason why the canonical formulation is not manifestly covariant.
We introduce a foliation of the space-time (M, g45) by a family of space-like hypersur-
faces ¥;: t = constant in terms of a time function ¢ on M as illustrated in Fig. 2.1.
Canonical variables will depend on which time function one chooses, but the result-
ing dynamics of observable quantities will remain covariant. Furthermore, let ¢* be
a timelike vector field whose integral curves intersect each leaf ¥; of the foliation
precisely once and which is normalized such that t*V,t = 1. This t* is the ‘evolution
vector field” along whose orbits different points on all 3; = ¥ can be identified. This

allows us to write all space-time fields in terms of t-dependent components defined on
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a spatial manifold . Lie derivatives of space-time fields along t* are identified with
‘time-derivatives’ of the spatial fields.

Also, since we are using the Lorentzian signature, the vector field ¢t* is required
to be future directed. Let us decompose t* into normal and tangential parts with
respect to >; by defining the lapse function N and the shift vector N* as t#* =
Nn* + N# with N#n, = 0, where n# is the future directed unit normal vector field
to the hypersurfaces ;. The space-time metric g, induces a spatial metric g,, by
the formula ¢, = qu — ny,n,. Since contractions of ¢,, and N* with the normal
n* vanish, they give rise to spatial tensors q,, and N¢. Here, the lower case roman
letters, a,b,c, ..., are used to imply spatial tensorial indices.

Moreover, since we are using a tetrad formulation, in addition to the above
foliation of the space-time manifold we need to perform a partial gauge fixing on
the internal vector fields of the tetrad to decompose it into an internal unit time-
like vector and a triad. Let us fix a constant internal vector field n; = —d;¢ with
n'n; = —1. Now we allow only those tetrads which are compatible with the fixed
n! in the sense that n® := nfe¢ must be the unit normal to the given foliation. This
implies that e$ = £F — n®n; with £%n, = Efn’ = 0 so that £} is a triad 2.

Now using n® = N~1(t* — N%) to project fields normal and tangential to %,

one can decompose the Einstein—Cartan action (2.1) as

Sle,w, U] = i /M d*x N/q(ELELPY 1) Fo Kl (w) — 2N gt €4 P 1 FRE (W)
F2NTIN D £GP 1 By B (w))
+% /M d'z N\/q(U~" (& — N7'(t* — N%)ny) <1 — é%) VA
VU (1 - é%) A (&~ NN — Nnp)w) (2.18)

where we have used |e|] = N,/g with |det(e})] = /g and the decomposed tetrad

2While using a partial gauge fixing may be questionable for general gauge transformations, Barros
e Sa showed in [48] that such a partial gauge-fixing is harmless in our context (as in Holst’s) since
only the gauge parameter without any time derivatives appears in the analysis, corresponding to a
canonical gauge.
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“nr. (We assume positively oriented triads at this stage, thus ignoring

ef =& —n
sign factors. However, including sign factors yields an overall sign factor before the
action, which will reveal nothing new about the parity transformations discussed
later)

To proceed with the canonical formulation we need to expand each term in
this Holst action into spatial and temporal components of tensors, as well as expand

the Dirac spinors of the fermion action in the Weyl representation. The second term

in the gravitational part of (2.18) provides the Lie derivative of
B0 L

along t*. Only this combination of the Lorentz connection is dynamical and has a

non-vanishing momentum. The other independent combination

. . 1 .
A = w0 — %éklwb“ (2.20)

is non-dynamical and will appear in Lagrange multipliers. The momentum of the
dynamical connection %Z is then given by —,/g&f/k. It is, however, traditional to

perform a minor canonical transformation and use the canonical pair
% +40 a 1 a
M= ML PR (2.21)

since, as we will see shortly, A® is the Ashtekar—Barbero connection. Moreover, we
) b a )

define
i AR —41 L,
Iy = —5( Ay, — Ay = —56 KWy
K, = —§(+Ab+ 4;) = —wy (2.22)

such that A’ =T +~vK!. We will from now on use the variable P¢ as the momentum
to avoid confusion about the different triads used, but will keep referring to iA; as long

as it is of interest to use both the dynamical as well as non-dynamical connections.
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In addition to the gravitational canonical pair (2.21), from (2.18) we can easily
identify (¢, —i\/qy") and (n, —i,/qn') as the dynamical variables and their conjugate

momenta for matter fields. On the other hand, the lapse function N, the shift vector

0 J

N as well as w,, w,”, and _Ai are non-dynamical variables. (It is interesting to
note that all the terms involving _AZ disappear for v = £ to reproduce Ashtekar’s
formulation in the (anti-)self dual connection formulation, respectively.)

Following Dirac’s procedure, we thus obtain primary constraints from all the
vanishing momenta of non-dynamical variables. They generate secondary constraints
which turn out to be of mixed type and are not purely first class. Variations by
N and N® will, as we will see, give the usual diffeomorphism and Hamiltonian con-

straints, but several secondary constraints resulting from variations by non-dynamical

connection components remain:

—5 = 0P, — e P | 5 A Ay ) = @S = 0223
(5wtm0 VoL — Vemil; ( 2 p T 2 b 2@\/6 (2.23)

0L o q

Seo.mn = T 9 ab‘P]l? - VP[Z;n +A|b|n] + %ekank =0 (2.24)

¢

and
oL T++2 . 1T+ 0 e k. .k
d(AL) -~ 9 Ejlkpjwtko"' 5 ij‘lpj[ N(HA; + A;) (2.25)

1+ 2(1++*)kN
+sgn(e;)_76acd5a(ed1N) + sz?kplc}(%g _ _Al;)

2vkK 2,/q
N¢ 1 veN . 1 YN . 0%
+I\/a<v+ )Jl— P <7+5)J°— up (1= 1) 7" =0,

o 4 ! 4 a
where J' := ¢To’p +nlo'n, JO := ¢l — 'y and PP = sgn(e))y?k?/qe?es is
used at several stages. This agrees with Holst’s equations for the case J* = 0 = J°.
Here and in Appendix 0.2, the sign factors are included appropriately since they are
crucial for determining the parity transformations proposed in section 2.3.
As seen shortly, these equations can be solved for the non-dynamical wf and

_Alc, which demonstrates that there are second class constraints. After solving these,

37



(2.24) remains as the Gauss constraint in addition to the diffeomorphism and Hamil-
tonian constraints. These remaining constraints must then be first class because their
number and generated symmetries correspond to the known local symmetries of the
action. In what follows, we will solve for the non-dynamical variables which are de-
termined by second class constraints and insert the solutions back into the action
rather than formally computing Dirac brackets. Varying the resulting Hamiltonian,
which turns out to be totally constrained, then results in the dynamical equations to
be solved on the surface where second class constraints are satisfied.

Solving (2.23), (2.24) and (74) also provides some information on the appear-

ance of torsion terms. We first express (2.24) as
| . . "
O PP = SV - yel, PTAY. (2.26)
and insert it into (2.23):
bi( +
e P ( A + A) 1+ 2\/_JZ, (2.27)

where we are using ( (and 6 below) as defined in the previous section. On the other

hand, first solving (2.24) for *4] and then inserting into (2.23), we obtain

GPY — el ptmgr — T 17" 1 VaJ? (2.28)
b mn b 2(1_'_,}/2) 2,}/ a : :

which combined with (2.26) and (2.28) gives

i ; 0
bm m pb, i 4t m
20, P"™ — e, ;" PY (A, — A,) = o VaJ™. (2.29)
In terms of I and K, (2.27) and (2.29) take the form

EUkKJPbk (K, PY); = 2(1+’y )\/_JZ, (2.30)

and

Dbe = Obe + Eij Fbe] = m\/a(] . (231)
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Without fermions, K} and I'; would be identified with extrinsic curvature and the spin
connection respectively. The non-vanishing commutator of K; with the densitized
triad and the non-vanishing covariant derivative of P# by I'i emphasize the existence
of torsion due to the fermion current as expected from the last section. In particular,
Ku = e, K! cannot be symmetric since its antisymmetric part vanishes only if the

commutator
Ky, P = €K PY = Koy P = 1k e PP

vanishes. Moreover, that the definition of I and K is meaningful can be seen
by further manipulating (74) and comparing it with the computation of the spin
connection in the presence of torsion (see App. 0.2) which results in
rk = fm% (6 ¢, %]’ — Beb JO) (2.32)
(T+~2) Y
where f’g is the torsion-free su(2)-valued spin connection as derived in (70). The
second part here is precisely the torsion contribution which can be obtained from the

tetrad projection of the contorsion tensor C'7 in (2.14):

, 1
cl o= §qZ€”KLn1C'VKL
= T (0 ek dt — Bel J°) | (2.33)
where ¢” := §” 4+ n,n" is the spatial projection and again n; = —§?. As a consistency

test, we observe that the expressions for CY derived from the two different methods,
through the spin connection in the appendix and through the triad projection of the
contorsion tensor, are in complete agreement.

Recalling the definition of T in (2.22), (2.32) can be expressed as

2~ K o
_Alg = +A’b€ + ;Flg -+ m (9 eijkeijj — 66§J0>
gk 2T Ky . o4ak . 2k
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This provides a solution for the non-dynamical *Allf in terms of dynamical fields. One
can directly determine w,* = w,*(“A, T, N, N%) from (74), but we will not require
this because it turns out to drop out of the action once second class constraints are
solved. Only w{™ then remain free as undetermined multipliers of the Gauss con-
straint. This completes the solution of second class constraints, which we can now

use in the action to analyze the remaining first class system.

First class constraints

Let us first look at the Gauss constraint in more detail. After (2.34) is inserted
into the second term of (2.18) and integrated by parts, we obtain
—7/ dz*dtnt* PyPY ) FAE(w)
xR

1—}—72

= / da3dt (lD]?’ﬁtAZ—AiDbIDib— wtkoekljcblpf). (2.35)
2xR

We have used (2.32) and (2.33) together with ekUFéij = ekljf‘éP;’ + ekUCéPf

0 The covariant derivative D, refers to the

and defined A! := 1e = w,™" — %wt
Ashtekar connection in (2.21).

This equation again demonstrates that (A’, P#) is the new canonical pair
where the Ashtekar-Barbero connection A’ inherits torsion contributions from the
spin connection term as well as the extrinsic curvature term. The remaining terms

provide the gravitational contribution to the Gauss constraint. Similarly, the contri-

bution to the Gauss constraint from fermionic matter can be obtained as

Lo (o (1o L _

2\/525 (\Ilfy (1 Oé")/5> V.U c.c.)

i O (Gt — Y — (T — T 4 S g~ Y k0 g
=~/ —n'n) = O = 0')) + € 0w, "V — 5w T

0

" or w;" con-

where 0, := % (1 + ﬁ) and 0p = % (1 — é) All terms containing w;"
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tribute to the Gauss constraint
A , 1
G[A] = / A3z A (DbP;’ — 5\/§Ji> (2.36)
= [ @t (A, P — =20 2.
/da: ( b, Pli 2(HVQ)\/@L (2.37)
using (2.33) with (2.30) and (2.31).
)

With (2.30) and (2.31), this takes the form

. 1
N(DyP? — 3\/q);) = Eelmnwtmn(DbPib — 3vaJ:) (2.38)

such that all terms containing w, *® indeed disappear when solutions to the second class
constraints are used. (Moreover, after splitting the connection completely in torsion-
free components and torsion contributions, one can see that the Gauss constraint just
takes the usual torsion-free form ﬁ)Pf without any torsion contributions. For this
decomposition, however, also equations of motion must be partially solved as done
later.)

The diffeomorphism constraint is obtained by varying the action by N*, whose

gravitational part is thus given by the last term in (2.18):

Dgray[N9] = / dPaN P! (F?, — (v* + 1)é  KEK}) | (2.39)
where F7, = 28[aAi] + ¢, Ak AL is the curvature of A7 and K is understood as a
functional of A’ and the other fields through (2.32). The contribution from the
fermion action is

DijiacN*] = / d'zN" (—wa (6(¢' Dot — D) — c-c) +§KMJ1~) - (240)

where we have employed the covariant derivatives, e.g., D, = 0, + ALz, related to

A'. Combined, the total diffeomorphism constraint is

Co = Pgb(ng — (7 + l)ejsz(I;Klly) — Vg (QL(@Z)TDM/) —Dai) — C’C-)

N, (2.41)
b _ i Do Al
= P/F! —i/q(0,(¢"Dytp — Do) — c.c.) — K)G; (2.42)
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where the Gauss constraint has been used.
As a secondary constraint from varying /N, we have the Hamiltonian constraint

with gravitational contribution

K
2/

where F% and R¥, denote curvatures of A¥ and I'¥ respectively. This can be expressed

Hyoo[N] = / A3z NPi“P;’e”k (Fy, — (1+~*)RE)

more dircetly in terms of A? and K! using

1.
PIJKLFabKL(w) = Fasz - ;ejkzFabko

ik 2 1 Y+1 k
= — (M Fh 207 + DEGLE) 2 = DK (243

where we used the covariant derivative D of I',. This appears multiplied with P{P?,

such that the last term can, using the Gauss constraint, be reexpressed as

7 +1

P RIDY = T R (Diaks + ¢t,,,C )
ﬁ j ﬁpz‘a N 7 9 )
= §Png VaJ® + 5 Do(v/qJ") — ZﬂeiijbP;’Jk

1+ ,y2 . (PZan>
+ qD, , 2.44
5 V4 7 (2.44)

where we have used (2.33) and (2.37) in the last step. It is clear that there are extra
terms compared to the constraint in the absence of torsion. For later comparison we
point out that this is the main source of disagreements with other approaches. In the
absence of torsion, however, the whole set of extra terms in the last equation vanishes
and only contributions from the Gauss constraint are left.

The fermionic Hamiltonian is

) . 0 .
Hr = v6NiP? (0,(4'0' Doty + Dano'n) — c.c.) — %amngaf(;wn
—%Pﬂ[(gjo . (2.45)
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Combining (2.44) and (2.45) we obtain the total Hamiltonian constraint

c - X T8 pap (.g”kab 2(72 + 1)K[GKJ]>

27 '

+ B RDLAT) + (14D, ()

+iye P (01 (1 0" Dat) + Dano'n)) — Or(n'0"Dan + Datpo'y)))

+§ (3 A 272> epn KL PET™ | (2.46)
(6]

Having derived all variations, it is clear that the total Hamiltonian

H= /d% ((w"-t)G; + N“C, + NC) (2.47)

with w -t := %eijkwt]k is completely constrained. The constraint algebra is lengthy,
but it is clear from the number of local symmetries that the remaining constraints
must form a first class set. This concludes the canonical analysis.

At this point, we want to emphasize that we have not imposed any restric-
tion on either the non-minimal coupling parameter, «, or the Immirzi parameter, .
The previously available derivation of the constraints in [30], by contrast, used an
intermediate decomposition of the real connection into its (complex-valued) self- and
anti-selfdual contributions. The much simpler vacuum constraints for these connec-
tions were then combined to yield constraints for the real connection. In order to have
the same self- or anti-selfdual connections in the gravitational terms as well as the
covariant derivatives in the fermion contributions, this approach requires that o = ~.
The case o = « is indeed of particular interest as it has a special behavior under

parity transformations 2, but it is not the most general possibility. For instance, our

derivations also include the constraints for minimal coupling as o — 0.

3Note also that the action with minimal coupling was called inconsistent in [30], while our analysis
is consistent for any value of a. To clarify potential confusion, one should first note that the viewpoint
of [30] is different from our’s. While [30] starts from the Einstein—Cartan action with minimal
coupling and aims to reproduce its equations of motion from an action involving the Holst term,
we only analyze the latter for any type of coupling. What [30] observes is that minimal coupling of
the action with the Holst term does not reproduce minimal coupling in the Einstein—Cartan action.
From this point of view, one thus has to use non-minimal coupling in the presence of the Holst term
to cancel unwanted terms in the coupling for the Einstein—Cartan action. This, however, does not
mean that using minimal coupling in the presence of the Holst term would be inconsistent. Since
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However, even for a = =y, the above constraints do not agree with those in [30].
The source of this disagreement, barring calculational mistakes, is not obvious at first
sight since the combination of weighted self-dual and anti self-dual gravitational con-
straints in [30] does indeed give rise to the set of constraints in real Ashtekar-Barbero
variables for a torsion-free system. But this happens rather by coincidence, and there
is no guarantee that this procedure works because one is combining non-linear expres-
sions out of a linearly decomposed connection. As seen in [30], this combination pro-
vides the corrected term in (2.43) quadratic in extrinsic curvature. However, it does
not produce the last term in (2.43). In the torsion-free case, the su(2)-commutator of
K} and P{ vanishes which makes this last term vanish when contracted with P? as it
appears in the constraint. This in turn reduces the vacuum Hamiltonian constraint
for gravity to the standard expression for a torsion-free system, containing only the
first term in (2.44) as it was used in [30]. (The same is true for the diffeomorphism
constraint if one wants to arrive at the final expression (2.42) from (2.41).)

In the presence of torsion, el-j"/’KéPJ‘-’ does no longer vanish and thus gives
rise to extra terms in the Hamiltonian constraint as explicitly displayed in (2.44). In
Sec. 2.3, we will see that these terms are necessary for consistency with the Lagrangian
derivation of the self-interaction term. (As for the diffeomorphism constraint, the
extra term in (2.41) automatically disappears to give (2.42).) The shortcut approach
presented in [30] to derive the constraints overlooks this term and is not consistent
in the presence of fermions. This explains the disagreements between our derivations

and some of the results of [30].

non-minimal coupling terms introduce parity violation, one could say that the minimal coupling in
the presence of the Holst action is inconsistent with parity preservation. But this again is not an
inconsistency of the overall framework, unless one explicitly requires parity preservation.
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2.3 Parity transformation of the classical theory

In the presence of fermions, the parity behavior is not fully obvious even in
the absence of explicitly parity violating interaction terms. A detailed analysis of

transformation properties is then required.

The Torsion Contribution to Extrinsic Curvature

Torsion components play an indirect but important role in the behavior under
parity. During the constraint analysis, second class constraints provide the torsion
contribution to the connection as seen in (2.32). However, although K7 is restricted by
the Gauss constraint, constraints do not provide its complete torsion contribution. On
the other hand, the transformation properties of the Ashtekar-Barbero connection A’
under parity cannot be determined without the knowledge of the torsion contribution

to K*

., or at least its parity behavior. Thus the splitting of extrinsic curvature into

torsion-free and torsion parts is inevitable in order to arrive at a set of consistent
parity transformations for gravity with fermions. As in the case of (2.14), we have to
solve partially equations of motion for the connection to derive the expression for the
torsion part ki of K? = K! 4 ki

For the canonical pair (A, P{#) the equations of motion are £L; A’ = {A’, H} =
dH/OP® and L, Pt = {P* H} = —0H/§A!, where H is the total Hamiltonian con-
straint (2.47). While the first equation of motion entails all the dynamics of grav-
ity coupled with matter, the second one yields the expression for the connection.
Therefore, our focus will be on solving the second equation of motion. After longer

calculations, it takes the form

LP§ + (W' - t)e;* P{ — PFON® — N“0,P§ + PO,N*

] ) 6abc
+N%  PrAE + N°G; + sgn(e;)nyHab(Neaj) (2.48)
N\/a b _c b _c\ Ak 1 1 c 7k Nk c 70
+ 2n (ejer, —exef) Ay = §/<JN€ wPiI" + %PjJ .
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In order to solve for k., we use a technique similar to that used above to solve for C".
First, the use of (2.30) eliminates the term involving G;. Next, we contract (2.48)
with €/ and, as an internal tensor with indices [ and j, derive its trace and symmetric

parts. Combined, this gives

eLPe + elL,PF— kel L,Pf + N*(PiOel + Proqel) + €L PPO,N° + el P9, N°

. 6abc 6abc )
— sgn(el) (5; i Neloy(eq;) — Nﬁ(elﬁbeaj + eﬁ@beal))
NV, b b AJ NV g 10
+ ’721% (ejAb -+ elAi) = —dej . (249)

The extrinsic curvature contribution is contained in

Uty cal) = (P + PIT) + (PG + PIC)
(PR + PR]) + PPk + PIR) - (2.50)
where we have used the decomposition A7 = Ai + A into the torsion-free part

i T ~., . o - ;
Al =T" +~K] and a torsion contribution A, = C! + vk..
To complete the splitting, the torsion-free extrinsic curvature from the usual

expression K, = ﬁ(dab — Qﬁ(aNb)) satisfies

P'K} + P'K] = ((eLLy Py + elLyPf — 8heb Lo P%) + (N(P{yel + PfO,el)

1
N’Y
+e,PYOyN° + el PPO,N°)) (2.51)
for K = €?K,p. Combining this with (77), (2.50), (2.33), we find ek, +ek,; =
k70050 /2(1+~2). On the other hand, (2.30) as obtained by solving the second class
constraints gives ke — ket = kyBe,' J'/2(1 +~?). Thus,
mo_ K7 m i 7] m 70
ka = m (BEU €aJ] + Qea J ) . (252)
is the contribution which provides the antisymmetric part of K,,, but also adds to

the symmetric term.
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The expression for k," can independently be verified by computing it from

(2.14):
ko= —C = —gin,CM
_ K7y m 7] fe™ 0 2
—4(1+72) (ﬁel] e, J’ + Oe, J) ) (2.53)

With (2.33) and (2.52), the Ashtekar-Barbero connection as split into its torsion and
torsion-free parts is

AL = AL+ a4 = (ffl + ’Y[?(Z) + 11_’7 €' pend' — :leijov (2.54)
a

where the first term is completely torsion-free and only the J-terms represent the

torsion contribution.

Parity transformation

In this section, we first define the parity trasnformation for both canonical
gravitational variables and fermionic matter fields such that it respects the back-
ground independence of a theory of gravity non-minimally coupled with fermions.
Parity conservation can then be determined by testing either whether the effective
action (2.16) in the Lagrangian formulation, or constraints as well as the symplectic
structure of the Hamiltonian formulation are left invariant. As we will see, the torsion
contributions to the connection play an important role in this, and we will be led to
split all the constraints into their torsion-free and torsion parts to verify the parity
behavior.

In a background-independent setting, we cannot refer to spatial coordinates
changing their sign under parity reversal. Instead, as usually in formulations on
curved manifolds we use the fact that triads change their orientations under parity

reversal as one of the primary contributions to the parity transformation: e} — —e?
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4. For Dirac spinors, we use the conventional field theory definition ¥ — ~°W. These

basic definitions imply

JO =00 — —J0 T =0y - T

i Tv i i TR k_i 71j k 70

Fa—Fa+Ca—>Fa—m(96ij €b=]]+ﬁ€b(]),

i 7ri i i TR k i 75 E 70
Ka—Ka‘i‘ka—)—Ka—m(ﬁ Eij €bJ]—¢9€bJ). (255)

Here we have used K! = K¢ — —K¢. It is interesting to note that both I'": and
K transform like torsion-free I, and K’ for a = v, a result expected from [30]. Also
note that the Ashtekar-Barbero connection A’ does not transform like either I or

K due to their different transformation properties. In other words, A’ transforms

as follows:
i (i TR 10 o B B =~ TR g0
A, = (F“_E eaJ>+V(Ka—|—Z € jrend ) — <Fa_@ eaJ)
~, K .
—y (Ka +2e jkezlj’f> . (2.56)

It is obvious from (2.56) that A’ transforms like the combination of torsion-free ffl

and I?é Next, the symplectic structure transforms as

4o 4

. / dBrPaL, (fg—ﬁ egﬂ)
5 4o

/ dPrPrLAL = / d*xPL, <<f2 _ B 62J0> + (f(fl + 2 eijkeiJk>>
2 =
+7/Zd3fo£t (IN(; + g eijkeéJk>

S / BapoL, (f(;+f a’jkegﬁ) — / BaePiL, A (2.57)
b 4 by

where we have used the fact that {Pﬁ, I — el 0} = 0. Therefore, the sym-
PB

plectic structure is invariant under the proposed parity transformations.

4More generally, the triads can be allowed to transform as ej — Az-e?,
transformation matrix with determinant —1. Also, the gamma matrices transform like v° — 7®and

- — A;dj . It is easy to check that the torsion-free spin connection and the extrinsic curvature

where A’ is an orthogonal

transform as 't — —A;f{l and Ki — A;I? J. Finally, the transformation of A can be obtained from
these two one-forms. Our arguments about parity invariance remain unchanged if this more general
transformation is used.
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Now, we present the split constraints to further check consistency of the above
parity transformations. As seen, the Gauss constraint can already be split in this way
and formulated in torsion-free variables without using equations of motion. It is easy
to check that the split Gauss constraint, G, = yeijk}?g, P¢ =0, is easily satisfied.
Splitting the diffeomorphism constraint into torsion and torsion-free components is
more involved, and after a long computation we obtain

1+
9
—%i\/é(wﬁm +0' Dan — c.c.) — %Cé\/aji - %Ké\/c_lji (2.58)
= 27]3;15@}?5] + sgn(ez)%ew "PeDy(\/qJ'") — %i\/a(iﬂﬁaw +1'Dyn — c.c)
+sgn(e,) P (e T — €' Tig) V'

. 4 Ta~2 A3 N\ ~
(LR e, — ﬁezjo _ u[(g G,
4 dav 0%

KiG;

Co = P+ Qa[azg] + EjlmZiLZ;n + €jzmziﬁén + € AA)

where I, is the torsion-free Christoffel connection which can be expressed in terms of
triads and co-triads as in (69) and we have used (2.54) and y[K,, P"]; = G; to arrive
at the final expression. Again, it is obvious that the split diffeomorphism constraint
(2.58) (modulo Gauss constraint) is invariant under parity transformations.

Finally, the Hamiltonian constraint, after a lengthy calculation, turns out to
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be

C = 2\/_Pan( ( + 2a[aAb] + € lmAaA _'_ € lmA Am + € lmAlA )

R . L 2 RP; =
202 + DELKY) + SivePA (o' Datp — o Dy = c.c.) + 0

2/

Du(v/q.J")

2

TR pb i 70

K j 3k 97 2 o~ (PG

— K, P )7 — —— J, 1 D, 2.59

> 1 . )
— ;}_Papb < ij R’;b — ZK[GKJ]) §Z'pyﬁpia(wTUzaaw —n o ) — C.C.)

V60 i 0 - VR i pa k05 pb o 3K 1 2 2
Py J" + Pley J 0, P; + ————1 Ji
T 4a\/§€ L 161+77 oy ) VIR
3k 2 (1 2 Los (PG R P s
S SR (e | JJ D, = —(1+ —)G,;J".
161+72( 2 ay )\/al o <ﬂ>+2< +2)

It is easy to check that the Hamiltonian constraint (2.59) (modulo Gauss
constraint) is also parity invariant. In fact, this is expected since the the usual torsion-
free gravitational and Dirac contributions to the effective action (2.16) requires it to
be parity invariant. Comparing the interaction term in (2.16) with the following

interaction term in (2.59),

Hint =

3k 2 1 2
S - (— s 1) NS (2.60)

161+9%2\a? ay

we conclude that our canonical formulation of gravity with fermions is consistent with
the Lagrangian formulation. In other words, splitting the constraints into torsion-
free/torsion parts allows us to perform a non-trivial cross-check by comparing our
constraints with the interaction Hamiltonian of the effective action.

It is obvious that the above Hamiltonian constraint reduces to that of the
vacuum theory if the current and charge density vanish since the interaction term
disappears. A comparison of the interacting Hamiltonian constraint (2.60) with (2.16)

(for minimal coupling, i.e. & — 00) reveals that the corresponding interacting terms
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are in complete agreement. Thus, the derivations in this subsection provide a cross-
check of the canonical calculations performed so far. Ignoring the interaction term
in (2.60), on the other hand, provides the Hamiltonian constraint of a second-order
formalism which can be compared directly with the Appendix of [36] (for v = 1).
Notice that the derivation sketched in [36] does not work purely in real variables and
assumes properties of the projection from complex variables. As the comparison with
our results shows, the calculations of [36] leave some extra terms in the constraint

which are absent in a complete derivation based only on real variables.

2.4 Canonical Formulation for Maxwell’s field

In this section, a relatively simple canonical formulation for Maxwell’s field is
presented. The basic configuration variable in a Lagrangian formulation of Maxwell’s

field theory is the vector potential A, which determines the field strength tensor
Fuy =V, A, — VA, (2.61)

where V, is the covariant derivative operator. Notice that V, can be replaced by
the partial derivative operator d, even on a curved space-time since the field strength
tensor F,; is antisymmetric. The action for the free Maxwell field in an arbitrary

background space is given by

1

Sy = —— [ d'a/—gF F®
167
1
= 16 d*an/=gF o Flqg® g (2.62)
v

where g is the determinant of the Lorentzian space-time metric g,,. From the action
one obtains Maxwell’s equations as the Euler-Lagrange equations extremizing Sy,.
However, the total action can be obtained from adding this action to the Holst ac-
tion (1.4) and, as a consequence, background-independent Maxwell’s equations are

obtained by extremizing the total action.
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One crucial difference between the above action (2.62) and the Einstein-Cartan
action (2.1) lies in the manner each corresponding field couples to gravity. While
Dirac fields couple to gravity through connection as well as metric, Maxwell’s fields
couple only through metric, which can be seen from the covariant derivatives in (2.62).
Therefore, an important ramification of coupling of Maxwell’s field to gravity only
through metric is the absence of torsion in the theory. Extremizing the Maxwell’s

action with respect to variations in the Lorentz connection yields
Va(eele)y =0, (2.63)

which is the same as the one derived from the Holst action alone, thus implying no

torsion.

Maxwell Hamsiltonian

Let us again recall, as illustrated in Fig. 2.1, the decomposition of ¢t* into
normal and tangential parts with respect to >; by defining the lapse function N and
the shift vector N as t* = Nn® + N* with N®n, = 0, where n® is the unit normal
vector field to the hypersurfaces ;. The space-time metric g, induces a spatial
metric g by the formula g, = gap — nany. Now using n® = N7L1(t* — N?) and
q® = g® + nn’ to project fields normal and tangential to ¥;, we can decompose the

field strength tensor Fy;, and the action Sy, as follows:

1 1 /.
Fabn“ = N (Fabta — NaFab> N <Ab — (?b (Aata) — NaFab> y (264)
FabFab —_ Fachdgacgbd
= Fachd (qac - nanc) (qbd - nbnd) = Fachdqacqbd - 2Fachdnancqbd
2 .
- Fachdqacqbd - m (Ab - ab (Aata) - NaFab) X

(Ad — 8d (Aata) - NCFCd> qbd s (265)
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where A, = £, 4, = t*9, 4, + A,0pt*, and the action takes the form

Sy = 16 d*zy/—g FabF“b_—— / dt / BN /qF ., F*
p3M

_ 3 ay a
_ 167T dt/Etde\/_ ( — 8, (A,1%) NFab>><

<Ad — 04 (Aat?®) — NCch) ¢+ Fachdqacqbd)

_ 3 \/a A ay a
= /dt/ztd x(—gﬂ'N (Ab 81, (Aat ) N Fab)

. N q
(Ad—ad (Aat“)—NCFCd> g — 16\/_FabFqu“Cqbd) (2.66)

It follows that the conjugate momentum 7% to the configuration variable A,

is given by

e __ 5SM \/_ a c ed
™ = 6—/.16 AN (Ad - 8d (A t ) N ch> q -, (267)

which is a densitized vector field because of the presence of |/g. Its physical inter-
pretation is as the electric field measured by an observer with 4-velocity n®. Now the

action can be expressed in terms of the canonical variables A, and 7%,

2N N
v (Ag, ) /dt/ Bz ( Tl — %GF F.qq™q bd). (2.68)
3t

We can cast the action in equation (2.68) into the desired form

Sy = [dt [fzt Bar A, — HM] by writing the integrand in the following manner:

2 Vi
A, 7 = [ dt d3— w—N|[=—= " FowF.aq*q™
Sy (Aa, ) / /zt { T Gap <\/§7T7TQb+167r dq ﬂ
2

. 3 _ATC _ “7 _a, b
= /dt/&d — 9, (Agt?) NFca> N(\/aﬂ'ﬂ'q(zb

V4 bd
Fa FC ac
+_167r b Feaq™q™)]

. 2
= /dt/ dPz[r* A, + (Adtd) Oym® — N°n°F., — N(—ﬂ-ﬂ'aﬂ'bqab
: Vi
q ac
) .
167

having integrated by parts in the second term. This completes the Legendre transform

and we can read off the equations of motion from equation (2.69). First, since the
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momentum conjugate to the time component of A, is absent, extremization of the

action with respect to A,t* results in
G=0,m™=0 (2.70)
as the usual Gauss constraint. The total Hamiltonian of the Maxwell field then is
Hy = / d*z[— (Adtd) O0,m* 4+ N7 F,
I

27 V4
N | Z=r7bq + = Fop Frgq®q™® 2.71
+ <\/§7T7TQb+167r vFedq Q>] ( )

with two contributions

D, =n"F,, (2.72)

and

H = "—nnlqu + ﬁFabFquacqbd (2.73)

\/6 167

which, when added to the gravitational Hamiltonian (1.7) and (1.8), give matter
contributions to the diffeomorphism and Hamiltonian constraint, respectively. From

(2.73) we obtain the usual expression [d*z’H for the energy of the electromagnetic

field.

2.5 Conclusion

This chapter presents a detailed derivation of the complete canonical formula-
tion of gravity non-minimally coupled to fermions in Ashtekar variables. This includes
generalizations of basic results in the recent and some older literature, such as the
torsion-mediated four-fermion interaction, and puts them on a firm canonical basis.
In particular, we have used this for a demonstration of parity invariance of classical
solutions, which required us to derive all contributions to the Ashtekar connection
explicitly and to write several new versions of the canonical constraints, with explicit

or implicit torsion contributions. The different forms of the constraints are needed
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to understand the parity behavior, and they also facilitate comparisons with earlier
derivations and allow crucial cross-checks of the results. Here, we have noticed that
our analysis fills in several gaps of previously available derivations and generalizes
them to arbitrary non-minimal coupling.

We have also presented a detailed canonical analysis of the Maxwell theory
coupled to gravity through metric only. This canonical formulation of gravity coupled
to fermions as well as photons will enable us to proceed with loop quantization , which

is discussed in the next chapter.
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CHAPTER III

LOOP QUANTIZATION

After extending the canonical formulation of gravity to incorporate matter
fields like Dirac’s and Maxwell’s fields in the previous chapter, the natural next step
is to discuss loop quantizations of these matter fields. Therefore, in this chapter, the
quantization of fermions non-minimally coupled to gravity, followed by a summary
of the quantization of bosons, is presented to explore the possibility of interesting

physical effects in the following chapters.

3.1 Quantization of Dirac Fields

Quantizations of fermions in canonical gravity have already been developed
in [25, 36] (see also [41, 42, 43] for earlier work). However, these developments were
not based on a systematic derivation of the canonical formulation from a Holst-type
action and several features related to the torsion-dependence of the Ashtekar—-Barbero
connection were overlooked or remained implicit. Corresponding adaptations which
become necessary in a consistent quantization could thus appear to draw suspicions
about the validity of the basic strategy of a loop quantization as used in [25, 36].
(Some concerns have, for instance, been voiced in [37].) In addition to that, we here
raise the question of parity invariance of the quantum theory which may be a concern
given that the classical verification of parity required us to partially solve equations
of motion to see the correct transformation behavior.

Before starting the quantization, the first question concerns the choice of basic
variables. We have two sets, given by the canonical variables (A’ P]b) in the presence
of torsion as well as the torsion-free components (flfl, ij) with explicit expressions for

torsion in terms of the fermion current in (2.54). However, as we have seen, equations
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of motion are required to find the torsion contribution to extrinsic curvature in explicit
form. The use of classical equations of motion is not suitable for a quantization, and

there is thus no choice but to use the canonical variables with implicit torsion terms.

Half-densitized fermions

In addition to torsion terms, there will be a further contribution to the con-
nection once we formulate the fermions in terms of half-densities as required for
consistency [36]. For fermions, we have the canonical pair (¢, 7) with ™ = —i,/qy".
These canonical variables cannot be promoted to operators on a Hilbert space with
a suitable inner product in a way incorporating the reality condition 7' = i\/q
by satisfying 77 = zﬁz/} First, if f(A) is a non-trivial real valued function of the

connection A, then the inconsistent relation

0= 0" = (&, f(A) = ilva, f(A)) #0 (3.1)

ensues. Here the first commutator is expected to vanish since the corresponding
classical Poisson bracket vanishes. On the contrary, the classical Poisson bracket
corresponding to the second commutator is non-zero; hence the inconsistency arises.
A second problem can be seen to arise from the symplectic structure obtained from

the fermion Liouville form
e = _i/ d’ry/q (9L¢W - 9RW¢> = / 4’z (Ww - %QR’VMDT%ZPZ?)
3¢ M
- / P rnly(7) (3.2)
P

Here, it follows from the second term of the first integral that the connection A’
acquires an imaginary correction term %iﬁwaefl, which endows the theory with
a complex connection. This, in turn, would require the use of a complexification
of SU(2) in holonomies, for which, due to the non-compactness, none of the loop
quantization techniques relying on the existence of a normalized Haar measure would

be available (see e.g. [13]).
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Both problems were solved by Thiemann who observed in [36] that, in order to
obtain a well-defined canonical loop quantization with a real Ashtekar—Barbero con-
nection also in the presence of fermions, one should cast fermion fields into Grassmann-
valued half-densities. Thus £ := /g1 instead of ¢ (and x := ¥/qn instead of n) is
considered to be the classical canonical variable, and 7 = —i&T is the conjugate mo-
mentum for . The inconsistencies in (3.1) are naturally removed as the new canonical
variables imply the reality condition Wg = i§ without any appearance of /g.

In half-densities, the symplectic structure becomes

o = _i/ d*z \/q (&(W — 1) — Op(¥ie — nTﬁ)>
2t
= /Et d3x (Wgé + 7TX)'<> + /z:t d3r gpfﬁt(@yo) 7 (3.3)

where we have ignored total time derivatives which would drop out of the action for
appropriate boundary conditions. The classical anti-Poisson brackets for Grassmann-
valued fields are {€a(7), mep(y)}, = dapd(z,y). Moreover, as the extra term shows,
\/q can be absorbed in spinors without changing the symplectic structure of the
gravitational variables only when o — o0, i.e. for minimal coupling. Combining the
last term in (3.3) with the gravitational Liouville term [ d*zPfL, AL, a real-valued
correction term =e} J” must be added to the Ashtekar-Barbero connection A. This
is a new feature that is present in the non-minimally coupled theory if the fermion

fields are expressed in terms of half-densities. Therefore, the new canonical connection

can be written as

Ay = At e =T+ Cht 9K, (3.4)
o
where
: 072k 1 :
Chi=——— (=€ T —el o). 3.5
a 4(1 +”Y2) (,7 € 11€a €a ( )

Absorbing the correction term into the torsion contribution to the spatial spin connec-

tion allows one to keep K! unchanged in the course of expressing all the constraints in
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terms of the corrected connection. Note that the corrected torsion contribution, C?,
to the spin connection vanishes for « = v. (If one would use the fully split connection
(2.54) based on partial solutions of the equations of motion, the new contribution in
the presence of half-densities would cancel the J°-dependence of A% completely.)

In terms of the corrected connection and half-densities, the total Dirac Hamil-

tonian constraint (modulo the Gauss constraint) in (2.46) takes the smeared form

Y a pb ) k ()
Hyu = / A3z N(—PP (d FE =20y +1) K]>
ot Xt 2\/_ o

’Y’fﬁ i i i 2K P i i
TeT' E+ T, T'X) — 1 Opmem' D& — Opm, 7' Dyx — c.c.
\/a ( € X ) \/a ( Lig Rtx )
VKO gl
2\/_(1 ey (3 - + 272) (mem€ + mymx) (meT € + T T'Y)
+e 4aq e’ Bley(mel — mox)Daly + 804\/6(7T5€ — X)) (me§ — 7TXX)) ,(3.6)

where FF is the curvature and D, now and in the rest of the paper, is the covariant

derivative related to the corrected connection A.

Quantum representation

The ordinary kinematical constructions of loop quantum gravity do not refer
to torsion or torsion-freedom and thus go through unchanged. We thus present only

the bare concepts relevant for the construction of constraint operators.

Fermion fields
The space of all Grassmann-valued half-densitized 2-component spinors £(z)
and x(x) constitutes the classical configuration space F for fermion fields. The loop

quantization [36] then promotes smeared objects

Z4(x) /d?’ym&A :—hm/ &y “”5

to operators, where y.(x,y) is the characteristic function of a box of Lebesgue mea-

sure € centered at x. Note that =4 are scalar Grassmann valued functions since
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the ¢ distribution is a density of weight one. It is also easy to see that = and
their adjoint satisfy anti-Poisson brackets similar to those presented above for &.
Upon quantization, the anti-Poisson bracket is replaced by the anti-commutator
[Za(x), 75(y)]y = ihdap0., with d,, being the Kronecker symbol (rather than a
d-distribution thanks to the smearing involved in =y4).

This algebra can be represented on a non-separable Hilbert space Hp =
L2(S,dur) = @,ex: L2 (Sy, dp,) where each copy H,, for any point v in space is an or-
dinary Grassmann-valued Hilbert space of multi-linear functions of Z4(v) and Z4(v)
of two-component spinors in their Grassmann space S,, with integration measure
du, = dEvdEveE’JE”. The full space of the fields can then be written as S := ®U€E Sy
with measure dpr(Z,Z) = [[,cx dpe. On this space, =4 acts as a multiplication
operator, and its momentum g = —ihd/0=pg by a derivative. In addition, we have
a second copy of these point-wise Hilbert spaces for y smeared to X.

A dense subset of functions in this Hilbert space is formed by cylindrical
functions which are superpositions only of products of finitely many vertex-wise
Grassmann-factors. These functions can be seen to arise if one starts with a cyclic
state independent of = and X and uses the =, and X, as “creation” operators. Since
all the constraints depend on the fermion only via currents, which are polynomials

in =4 and X 4, they can easily be represented on this subspace of cylindrical functions.

Gravitational variables

(Classical configuration variables and the corresponding loop quantization for
torsion-free gravity are discussed in section 1.2. It follows from section 2.2 that
classical configuration variables for gravity with torsion are also SU(2)-connections
on a principal fiber bundle over the spatial manifold >, represented by smooth su(2)-
valued local 1-forms A’ from (3.4); the space A of all such 1-forms is the classical

configuration space. The phase space is coordinatized by the pair (A%, P¢#), where P/
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is the conjugate momentum, an su(2)-valued vector density on ¥ proportional to the

densitized triad. Then the only non-vanishing Poisson bracket is

{AL(2), P} (y)} = 6;050(x,y). (3.7)

No well-defined quantum analogs for these canonical variables exist in a direct form
without smearing. The elementary classical variables that have well-defined quantum
analogs are rather given by (complex valued) matrix elements of holonomies h.(A) =
Pexp([, A,r;¢*dt) € SU(2) along paths e in ¥ and fluxes FY(P) = [g finaPfd?y,
where f are su(2)-valued functions across 2-surfaces S in ¥ and n, is the (metric-
independent) co-normal to the surface.

Furthermore, all the fundamental constructions of cylindrical functions, spin-
network states and Hilbert space remain unchanged in the presence of torsion. By
construction, the Ashtekar-Barbero connection inherits the total torsion contribution
and thus the effect of torsion on the system is concealed in holonomies which are
used in states and as basic multiplication operators of loop quantum gravity. Conse-
quently, the functions of connections that represent the quantum state of the system
and operators containing holonomies are endowed with all contributions from torsion
in quantum kinematics. A complete split of torsion-free and torsion components is
possible only once equations of motion are partially used. This is not available at
the kinematical level, which thus has no choice but to refer to the unsplit torsion

connection.

Combined Hilbert space of gravity and fermions

For the combined system, we simply take the tensor product ' H ® Hp as the
Hilbert space, which acquires the tensor product of the basic representations. All
cylindrical states can be written in the form ¥ (he,, -+ s he, s Zops 0 s Sy Xaogs ** s Xuy)
with integer n, m and [. Especially for the gravitational dependence it is useful to use

special cylindrical states based on spin networks [14, 15]: graphs together with a la-
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beling j. of their edges by irreducible SU(2)-representations pU¢), and of vertices with
spinor representations o, of SU(2) (obtained from tensor products of the fundamen-
tal representation given by the basic 2-spinors) as well as contractors C, in vertices
to contract the matrix-represented holonomies of edges incoming and outgoing at v.

Such states take the form

VY seesl sV e . - v
TLCE" " s o) (e (A (B X ) (3.5)
v,e
where for all vertex labels v are to be contracted with indices v, on represented

matrices pl¢) (he(A))4e of all n, outgoing edges as well as the spinor index v?, and pu?

with indices p, of all m, incoming edges as well as the spinor index u".

Constraints

General relativity is a background independent theory and is fully constrained
in the canonical formulation. Thus the quantization of the constraints is necessary
to obtain physical states. Having identified elementary operators and their quantum
representation, this kinematical structure is now used to construct a set of quan-
tum operators corresponding to constraints relevant for the system. Subsequently,
these quantum constraints have to be solved to obtain physical states. The existence
of torsion may change the form of each of the quantum constraint operators and
consequently influence their solutions. Here, we will show that extra terms can be

quantized consistently.

Kinematical constraints
We first express the Gauss constraint in terms of half-densities and the new

canonical connection A;:

1
Gi:= DyP — V@i = Dy P, + meTi€ + myTiX - (3.9)
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Upon smearing the constraint with an su(2)-valued function A’ on X, it is easy to see,
as shown in section 1.1 for the torsion-free case, that G[A'] = [ d*z A'G; generates

internal SU(2) rotations on the phase space of general relativity:
{AL,GIA]} = —D,A' and  {P?,G[A]} = ¢, * N P}

together with a spinor transformation in the fundamental representation of SU(2).
Thus, the quantization of the Gauss constraint is carried out in a similar fashion as it
is done in the torsion-free case, restricting gauge invariant states to be supported on
A/G. For our configuration variables, we have the transformations h, — ge(o)hege_d),
=y — gvZy and X, — ¢, X, under a gauge transformation g: v — g, € SU(2).
A spin network state, when gauge transformed, acquires at each vertex v factors
of ple)(g-1) from all incoming edges, pY)(g,) from outgoing edges and f,(g,) from
spinor factors in the state. For a gauge invariant state, these factors must cancel
each other when contracted with the C, in (3.8), which implies that representation
matrices (including the spinor) must be multiplied by contraction with an intertwiner
of all relevant representations to the trivial one. The resulting gauge invariant states
satisfy the quantum constraint equation G[A]W, = 0 for all A’.

Similarly, one can use the action of the spatial diffeomorphism group on
the phase space by computing infinitesimal canonical transformations generated by
D[N = [, d*¢ N*C,. In terms of half-densities and the corrected connection, the

constraint turns out to be
D[N = / &*w N (2P} 9 A — ALOp P}
by
1
+§(7T£aa£ - (aaﬂ'é)g + 7T'X&aX - (8a7Tx)X)) (31())

up to contributions from the Gauss constraint. Again, as in the torsion-free gravity

shown in section 1.1, this constraint generates transformations
{AL. DN} = N'Fy, + Du(N°AL) = LA,
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and

{P?, DN} = N'9, P! — PYO,N* + PFo,N* = L g Pt

as well as the correct Lie derivative 6§ = N*0,§ + %S&IN ¢ of half-densitized fermions.
Hence, this constraint can be quantized as in the torsion-free case via the finite action
of the diffeomorphism group. A finite diffeomorphism ¢ is represented on cylindrical

states by

Dgow(hem"'7hem>:vl>"'7':‘vnan1a'~-7le)

= P(hg(er)s -« Rplem)s Ep)s - - - s Sp(un)s Xep(wn)s - - - s Xep(wn)) (3.11)

simply by moving the graph (which presents a unitary transformation with respect
to the Ashtekar-Lewandowski measure). Thus, invariant states can be determined

by constructing a new, diffeomorphism invariant Hilbert space via group averaging.

Hamiltonian constraint

While the Gauss and diffeomorphism constraints generate the canonical trans-
formations that represent the well-known kinematical gauge symmetries in the clas-
sical phase space independently of torsion, the scalar constraint entails the essence
of dynamics of the theory. Hence the scalar quantum operator describes quantum
dynamics of the physical states which must be in accordance with the presence of
torsion. Unfortunately, a complete quantization of this scalar constraint is yet to
be satisfactorily realized. Therefore, we present only the necessary adaptations to
the existing quantization attempts. In this approach, it is essential to re-express the
classical expression of the scalar constraint in terms of those phase space functions
which can be promoted to well-defined operators.

Our starting point is expression (3.6) of the Hamiltonian constraint in half-
densitized fermions. The fermion terms in the Dirac Hamiltonian coupled with grav-

ity, can be quantized using the strategy developed by Thiemann in [25]. Note that
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this Dirac Hamiltonian is different from the one presented in [25] (which took a sec-
ond order viewpoint) in two aspects: the covariant derivative D now contains the
Ashtekar—Barbero connection with torsion and the interaction term is new. Also the
gravitational term has torsion contributions which have to be taken into account when
applying the standard quantization strategy of [21].

As usual, the expression involving extrinsic curvature K would vanish for v =
1 in Euclidean signature which in turn implies that the first term in the gravitational
constraint reduces to the scalar constraint HZ[N] of Euclidean general relativity.

Then let us write the scalar constraint for gravity alone as

H[N] = /yH¥|N] — 2(1 + ¥*)T[N], (3.12)

pPaepb o
TIN] = /= / de N——L KK} (3.13)
4k 2, \/ | det P’

In order to quantize the scalar constraint for gravity, it is first necessary to

where

express it in terms of classical phase space functions which have well-defined quantum
analogs. In this regard, the following classical objects and relationships are crucial as

building blocks: The total volume V = (yx)*? [ d*z\/|det P| of X, the co-triad

el (z) = \/g_vsgn det(efi)eabceijk\/?;% = % {A(2),V}, (3.14)
the integrated trace of extrinsic curvature
K = ’)/K/EdSZB K!P. (3.15)
as well as expansions
he(A) = 1+ 65°n.AL + 0(6?) (3.16)
Bag,(A) = 1+ 08%s5s5Fhm + O(6%) (3.17)

of holonomies along small open edges e in direction s* of coordinate length ¢ or small

square loops ar; of coordinate area 6% with sides in the directions s¢.
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The first step in a regularization of a spatial integral is to introduce a triangu-
lation of ¥ as the union of tetrahedra with edges of coordinate length ¢ and edges at a
given vertex pointing in directions s, I = 1,2, 3. To use this for a construction of op-
erators, the positions and directions of tetrahedra are usually adapted to vertices and
edges of the graph underlying a state to be acted on. The coordinate volumes of tetra-
hedra then replace the integration measure: €%¢d®z — §3e!/K 554 sS.. Moreover, in-
ternal tensors can be written in terms of Pauli matrices, such as €, = —4tr (737 7).
The tangents s¢, factors of 6 and Pauli matrices can then be combined with Poisson
brackets to obtain

s AE O} — —%hs, =1, 0] (3.18)

Sr?

in terms of holonomies with their well-defined quantization, where O could be the
volume if (4.37) is used, or the integrated trace of extrinsic curvature K. For fine
triangulations, 0 < 1, the error in replacing connection components by holonomies
is small, and it goes to zero in the limit where all edge lengths of tetrahedra vanish.
Similarly, covariant derivatives can be combined to ds¢D, and then regularized to a
difference of values at the endpoints of a small edge in direction s¢. If there are always
three factors where § can be absorbed and the quantized contributions vanish only
when acting on vertices of a graph, a well-defined operator results even in the limit
when the regulator is removed because for finite graphs finitely many terms remain
in the triangulation sum.

We first turn to the matter terms which arise in (3.6). Some of them agree
with the Dirac Hamiltonian used in [25], and can thus be quantized along the same
lines. However, our analysis has provided extra terms which must be ensured to have

well-defined quantum expressions, too. The current interaction terms can directly be
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quantized with fermion operators and using

)
sgn det (ea) . 1 abc i J k
— = = € € k€6C6,

Vi 6q

36, ;
- T?{A VVIHAL VAR VI

for a quantizable expression in terms of commutators of holonomies and the volume
operator. Edge tangents of the holonomies for the three Poisson brackets provide the
elementary coordinate volumes of the triangulation, while half-densitized fermions in
the current products will simply be vertex-wise operators.

Terms of the form ¢~'/2P*D,0O where O is an expression of fermions can be
reformulated using ykP{ = %eabce”keief in which we can again absorb the
inverse ,/q after expressing the co-triads as Poisson brackets. Here, we will have two
holonomies requiring an edge tangent vector as well as the covariant derivative which
will become a directional derivative once the triangulation volumes are expressed via
edge vectors: we use the expansion h.(5)O(e(d)) — O(e(0)) =~ §é*D,0 where h.(J)
is a holonomy along an edge e of coordinate length d. Also these terms can thus be
quantized by standard techniques, which involves a discretization of the derivative.

Finally, we have to turn ¢ '¢’*Pfe; D, P! into an expression which can be

quantized. We first rewrite this as

2.2 2.2
Mgwkﬂae’gaaﬂb = —Me”kaPfaaef

q q

sgn det(ed) abc k: i\ abc c k
_T F0.er = —sgn det(e)e v q1/4

which provides two factors of co-triads and one partial derivative. Each of them will be

combined with a tangent vector to provide either holonomies or a discretized deriva-

1/4

tive. The inverse powers of ¢'/* can be absorbed by choosing appropriate positive

powers of volume in Poisson brackets expressing the co-triads. (Note that this is the
reason why we had to move one ¢~'/* past the partial derivative, because absorbing

—-1/2

a single ¢ would require the ill-defined logarithm of volume.)
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For the gravitational part of the constraint, the curvature components FF
appear in a term which can be expressed as [ d*ze®™ F}e.q.€7* PP / V] det P|. After
triangulation, this takes the form e/75 5% s tr(EF* 7, { AL, V'}) which can be written
in terms of holonomies via e/’®tr(h; hx{h', V}).

It remains to quantize the extrinsic curvature terms, where our goal is to ex-
press K! in terms of Poisson brackets such as {A’, K} and {A’, V} which can be
promoted to commutators of well-defined operators. In the torsion-free case the in-
tegrated extrinsic curvature is used in the expression K = % {A!, K} for extrinsic
curvature components. This relation, proven e.g. in [38], turns out to be one of the
main places where torsion changes the quantization procedure of the Hamiltonian con-
straint. Viewing (3.15) as a functional of the canonical pair (A%, P?), i.e. expressing

J

K! in terms of A’ and I'}, yields

~—

A0 K) = w(4) -1 x [ Eo P e
K220 1 1 .
D) (;6 wes (W) () + ey (y) (y)) (3.19)

~—

= KKi(y) +

Here, we have used I, = '\ + Ci (which only requires solutions to second class

constraints) in the second step together with (2.33) and the fact that

, which can be proven by a direct calculation or using the fact that

F = /Q’y/d?’x P () (z)
>

is the generating functional of r. (Due to the presence of torsion, unless = 0 the
functional F' := kv [ d*z P?(x)I',(z) no longer generates a canonical transformation
to (K?, P}) since { A%, F'} # T".. Many of the differences between torsion and torsion-

free canonical gravity are reflected in this property of the canonical structure.)
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Together with (4.37) it is then straightforward to show that
L {AL K} — f e w{AL VY gt
yr 2(1+92)yg MU

(3.20)

K, =
— f {ALV} /).
AT+ "

With these classical identities, the contributions H¥[N] and 7 [N] to the Hamiltonian
(3.21)

constraint become
HF[N] = — /d?’x N(2)e®™ FF (x) { Al (z),V} sgndet(e}),
K2y2 Jx

/ Pr N(2)e epmn {AL(2),V} K" K!'sgn det(e)))
>

and
TN = 2/:27
- 2/;73 / B N(2)e™ epmn { AL (), K } {A7 (), K}
{A"(x),V}sgndet(el) (3.22)
i L V@ ¢ {40V} AP @), )
{Ai(x), v%} /@ sgn det(el)
ﬁ / @ N()e™ e { Ab(2), VE} {47 (). K}
{A2(2), Vi @ sgn det(ch)
{A2). VE | Var valsen det(cl)
{Ap(),vi}

™ /E Bz N(z) € e {A’;(x), Vs
{AZ(I), v%} V@I /@ sgn det(e})
27 | 1
P /Ed3a: N(z) € €ppn {Aﬁl(m),Vg}
(2), Vi } { Ab(@), VE } aT" /aJjsen det(el)

b
Here, we have already absorbed inverse powers of /g in the Poisson brackets, while

keeping one factor of /g with each current component to make the product quadratic

in half-densities of fermions without other metric components.
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It is thus clear that the presence of torsion introduces non-trivial additional
terms in the gravitational Hamiltonian constraint when it is written in a form suitable
for quantization.

While no changes to the torsion-free construction of the Hamiltonian constraint
are required for expressing F!, and A’ in terms of holonomies, there is a further
difference to the treatment of K in [21]. This quantity is not directly related to a
basic variable, but can be obtained from a Poisson bracket {H®[1],V} where both
ingredients are already written as quantizable functions of basic quantities. With I

having contributions from torsion, we obtain, using (71) and the trace of (2.33),
TR i a,c n n
{H"1, v} = \/i? 2d?’gc (€7 PfeSO,el + 2P () + vK}))
= 73/211/ d3z (PSCZL + VPTEKS)
p)

0.3 7 / &z /)", (3.23)
>

3
— g
7 412

which implies

60a%yrKb
1+9*)(1+a?)

K= ’y*% {HE[l], V} — Z( /E‘d?)l' (937‘(’55 — QLWXX) . (324)

Again, the presence of torsion implies that K can no longer be expressed just as
the Poisson bracket of H¥[1] and V; the extra term involving the fermion charge
density in (3.24) is necessary if the torsion is included in the connection. This result
is consistent since splitting the torsion contribution from K! and taking the trace of
(2.52) reduces K to the Poisson bracket 2 {H®[1], V} without any extra terms. The
additional term in (3.24), however, does not have much effect since it only depends
on the canonical fermion half-densities, and thus drops out of the Poisson bracket
with A% in (3.22) which is the only form in which K appears.

It is interesting to note that, for & = =, the equations (3.20), (3.22), (3.23), and
(3.24) take the standard forms of the torsion-free case (without any extra terms) since

0 vanishes. This results since the torsion contribution to the spatial spin connection,
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C:, vanishes for a = 7 when the fermion fields are expressed in half-densities as
shown in (3.5). Therefore, except for the extra terms in (3.6), the strategy for a loop
quantization of the gravitational sector of gravity non-minimally coupled to fermions
is exactly the same as that in vacuum for a = «. Although this is the case which
was also addressed in [30], we emphasize that the complete canonical derivation for
real variables has to be done to recognize the roles of all possible contributions to the
variables and constraints. In particular, there are extra terms in (3.6) whose correct
form must be used to quantize the Hamiltonian constraint.

For o # =, the quantization of the scalar constraint of gravity with fermions
demands the quantization of the non-trivial extra terms in (3.22) in addition to the
terms appearing in (3.6). This can be carried out using the standard strategy: All
extra terms have the structure [ d*zNe®ep,,,{A~, O HA", O {AL O30 where
Oy, Oy and Os are either powers of V or K, and O} is €};,/q.J7, 07'\/q.J°, €}qJ° ],
6rq(J°)?* and qJ"J;, respectively, in all the required terms. The operators O, are
obtained either as the volume operator or its commutator with the Euclidean part of
the Hamiltonian constraint. The current terms also provide vertex operators directly
in terms of the smeared fermion operators éy and Xv. For Jy, this can directly be
multiplied with the commutators, while J? can be inserted into the trace through 7;.J°.
We do not list the long expressions for complete operators here, but it is clear now that
well-defined quantizations exist for all the extra terms. This provides quantizations
of all terms in (3.22), completing the quantization of the gravitational constraint in

the presence of torsion.

Parity

In loop quantum gravity, the parity behavior is not manifest because the
Ashtekar connection transforms as I +vK! +— I': —yK! under parity, which does not

result in a straightforward transformation of its holonomies. For states in the connec-
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tion representation, there is thus no simple parity transformation on the Hilbert space
for which one could check invariance of the theory. Sometimes the relation between
K and extrinsic curvature is changed in the definition of basic variables, making use
of sgn det(el) K, ,e? with a sign factor which would make the redefined K? and thus the
whole Ashtekar connection invariant under a reversal of the triad orientation. How-
ever, the symplectic structure would be invariant under this transformation only if a
corresponding sign factor is included in the momentum, now being det(ei)Pi“ instead
of P#. This momentum would also be invariant under orientation reversal. With all
the basic gravitational variables being invariant under orientation reversal, one would
simply loose any possibility to implement non-trivial parity transformations at all.
Thus, the only possibility is to work with a theory whose parity behavior is rather
concealed.

While this may appear only as a technical problem in vacuum or with non-
fermionic matter, it becomes acute in the presence of fermions and torsion. (Note
that a second order formalism, where fermions would not imply torsion contributions
to the connection and thus allow a parity behavior as in the vacuum theory, is unnat-
ural for the connection variables of the Ashtekar formulation as it underlies the loop
quantization.) As our classical discussion in Sec. 2.3 showed, the precise behavior of
the variables and constraints under parity transformations is no longer obvious in the
presence of torsion. Even classically, the behavior is fully determined only on-shell,
making use not only of the constraints but also of some equations of motion. While
the classical solution space turns out to be parity invariant for any «, specific torsion
contributions to I and K’ acquire a behavior different from the torsion-free parity
behavior unless & = . This observation, consistent with [30], indicates that the
situation of parity after quantization, where information about solutions of equations
of motion cannot be used, may be much more involved.

In fact, now the non-trivial parity behavior is hidden in holonomies used as
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basic operators. At the kinematical level, there is no way of knowing what unitary
transformation could possibly represent a change in parity, given that even classically
one would have to make use of constraints and equations of motion to determine that.
In the classical case, the behavior of the theory under parity became obvious only
after explicitly splitting off the torsion contributions from the basic variables — a
procedure which we are denied in the quantum theory. Triads have a much simpler
(and obvious) behavior under parity, but this, too, is difficult to implement at the
quantum level because no triad representation exists in the full theory [44]. Thus,
the triad transformation cannot simply be implemented at the state level.

It is thus quite likely that loop quantum gravity provides for parity violating
effects especially once fermions are included, even if the classical fermion interactions
used preserve parity. With the hidden nature of torsion contributions and parity in
the quantum formulation, the precise form and magnitude of those parity violating
effects is not easy to discern. But some implications can be explored either with
effective equations (in their canonical form as described in [55, 39]) which would
allow one to perform some of the steps required in the classical analysis of parity,
or with symmetry reduced models. An advantage of the latter would be that some
models exist (such as those introduced in [67, 72, 74, 59, 81]) which do allow a triad

representation and thus a more direct implementation of parity transformations.

3.2 Quantization of Maxwell’s Fields

Quantizations of Maxwell’s fields have already been developed in [25, 4], so the
following summary is presented for the sake of completeness and of its relevence to the
applications explored in the following chapters. Since Maxwell’s field A, is a U(1)
connection, the kinematical constructions here closely mirror that of gravitational

sector presented in section 1.2, albeit a bit simpler in this case due to abelian U(1).
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Quantum representation

It follows from (2.66) that the canonical variables in the Maxwell’s theory are
given by (A,, ), where A, is the Maxwell vector potential and 7%, the Maxwell

electric field. As usual, the only non-vanishing Poisson bracket is

{Aa@), 7" ()} = 043(z,p). (3.25)
The basic configuration variables are holonomies hypax(€) := exp(—i [, A,é%dt) and
its momenta are smeared along 2-surfaces S in ¥ as Pyac(S,9) = [4d*y gam*(y)

for all test 1-forms g, on S, e.g. (metric-independent) co-normal n, to the surface.
Note that holonomies are now elements of U(1). The Poisson bracket between these

elementary variables is given by:

(niae(€), Pran(S,9)} = —il / 9) hara() (3.26)

implying the Poisson algebra of elementary variables is closed as needed.
Convenient orthonormal basis states F,, 5, called flur networks, that span the

Hilbert space for Maxwell’s theory Huax := L[ Ay 1), dpear(u(1))] can be constructed

as follows. Given a graph «, let us assign an orientation to the edges (eq,...,en),

label them by integers (ng,...,ny) (corresponding to the irreducible representation

of U(1)) and set

F@ﬁ<hMaX(€)) - [hMaX(el)]nl cee [hMax(en)]nN . (327)

Note that if the orientation of an edge e; is reversed, the state is unchanged if n; is
replaced by —n;. Also, notice from (3.27) that since the U(1) elements are complex
numbers of unit modulus, these elements incident at each vertex can be multiplied
easily with a constant intertwiner to obtain well-defined cylindrical functions. Next,
the Poisson bracket relation (3.26) leads to the definition of the smeared electric

operator Pya(S, g):
pMaX(Sv g)\IJ = Zh {PMaX(S’ g)’ ‘;[J} ) <328)
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capturing the expectation that Py, (z) should be represented by ihd/dhypax(z). On

the flux network states, the action reduces to:

pMax(Sug)ny,ﬁ = —h (Zn[/ g) F%ﬁ. (329)
I er

If the surface S (support of ¢g) has non-trivial intersection just with a single edge e;
of o, then the flux network £y, 7 is an eigenstate of PMaX(S, g) and the eigenvalue just
measures ny, the ‘electric flux carried by the oriented edge e;’. Thus the electric flux
is quantized and each edge of the flux network F,, 7 can be interpreted as carrying an
integral multiple of the fundamental quantum.

With these constructions, the combined Kinematical Hilbert space of the
Einstein-Maxwell theory is given by the tensor product Hgvy = H ® Hyax COI-

responding to the group G = SU(2) x U(1).

Constraints

As expected, the Einstein-Maxwell theory again has a set of three first class
constraints, which are obtained by combining the gravitational constraints (1.6-1.7)
with the smeared Maxwell’s constraints (2.70-2.72). It is straightforward to show that

the Maxwell’s Gauss constraint,
Co™[A] = / &’z AGM™
)

with GMax .= 9y for any smooth test function A on X, generates the familiar
infinitesimal gauge transformation A, — A, + 0,A. Hence, the action of the Gauss
constraint for the group SU(2) x U(1) naturally factors on Hey = H @ Hygax: CEM =
Co ® C}\;/Iax, where Cg is the Gauss constraint operator on the quantum geometry
Hilbert space H and CAlC\faX that on the Maxwell Hilbert space. Imposition of this
constraint selects the gauge invariant sub-space of Hgy. While the gauge invariant

subspace of ‘H has already been obtained in section 1.2, the invariant subspace of the
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Maxwell Hilbert space Hyax is obtained by simply restricting the flux network states
as follows: at each vertex the sum of the labels n; assigned to the incoming edges
is equal to the sum of the labels assigned to the outgoing edges. This is expected
since it reflects the Gauss’s law in electromagnetism. Note that the solution space is
a sub-space on Hyy.

Similarly, it can be shown that the Maxwell’s diffeomorphism constraint
ChHE(N) = / &’z NCY™ = / &Pz N (7" Fop — ALGM™)
by
generates diffeomorphisms, which can be seen from the following relations
{Aa, OMax( [ )} — LzA, and { , OMax ([ )} Sy (3.30)

The total diffeomorphism constraint [ d*z N*(C¢ + CM**) can also be imposed using
the general procedure described in section 1.2. Again, the solutions lie in the dual
Cylgy of Cylgy = [Cyl®Cyly ] where Cyly,, is the space of the cylindrical functions
of U(1) connections. Note that a typical cylindrical function on graph v in Cylg,, is
denoted by [V, ® F, ;].

Finally, the scalar constraint Cpy(N) := [ d®z N(Cq + CM*™) is imposed by
solving the constraint equation, Cigy (N )|\I/> =0 for ¥ € Hgy. In order to solve this
equation, the classical scalar constraints have to be promoted to well-defined quan-
tum operators. Since the construction of a quantum operator for the gravitational
Hamiltonian is discussed in details in section 4.3, the construction of an operator for
smeared Maxwell’s Hamiltonian expressed in terms of the magnetic field B* = ¢*“F;,
(see section 5.3),

CM™(N) = /2 d*x N(2W—J’a"”wawb+ 87‘5\”[ B“Bb) (3.31)
is presented below. Notice that the Maxwell’s fields couple to gravity through the

term gq,/+/q. Now, it follows from section 4.3 that the quantization of this term can
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be carried out by expressing it in terms of the Poisson brackets as follows:

ap(x) 16 {A;(x),\/m}{/lé(x), v(x)}. (3.32)

det q(z) K22

Next, the operator for product of electric fields 7*7® at the same point is ill-defined
since the electric field becomes an operator-valued distribution. Hence, a well-defined
operator for this product can be obtained by point-splitting the product by introduc-
ing a two-point smearing function x(z,y) = 1 if y € R (an arbitrary open neighbor-
hood of z), or 0 otherwise. On the other hand, magnetic field B* = € Fy. can be
quantized by expressing Fy. by U(1) holonomies around small closed loops. With a
suitable regularization similar to the one described in section 4.3, the electric fields
can be regularized to be elevated to the operator pMa"(S, g) furnished by (3.28) and
the magnetic field to hyjay () for small loops a.. Thus, the electric part of Maxwell’s

Hamiltonian can be promoted to a well-defined self-adjoint operator CE@X(N ) and

A

similarly the magnetic part to a well-defined self-adjoint operator Cg;g(]\f ); please

see [4] for details. Finally, as expected, the solutions to scalar constraint equation lies

in the dual Cylg,, of Cylgy.

3.3 Conclusion

The main purpose of the paper, however, is to provide a better and more
complete foundation for the loop quantization of gravity coupled to fermions than can
be found in the existing literature. Also this requires knowledge of the details given
in the derivation of the canonical formalism to appreciate which of the established
quantization steps of the torsion-free case go through in the presence of torsion, and
where adaptations may be necessary. Overall, we find that the quantization of fermion
fields and their dynamics given by Thiemann and others goes through in a well-defined
manner. In details, however, we have clarified several steps where previously gaps

existed, although they were not always realized. For all values of the non-minimal
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coupling parameter « there are new terms in the constraints due to torsion which are
derived here in complete form. We have shown that torsion contributions and terms
which arise from using half-densitized spinors cancel in the connection for the case
where the non-minimal coupling parameter a equals the Barbero—Immirzi parameter
~v. As a consequence, the presence of fermions does not change the quantization
procedure much in this case, although there are still additional terms. For a # ~, on
the other hand, several additional adaptations to the usual construction steps of the
Hamiltonian constraint operator are necessary.

While our results do not challenge the previous claims that all fields necessary
for the standard model of particle physics can be quantized by loop techniques, some
of the details of a specific quantization have to be corrected. As such Hamiltonians
may become relevant for phenomenological considerations, e.g. in cosmology [46, 45],
a precise understanding of the quantum states and dynamical operators is not only
necessary for a complete quantization but even for potential physical applications. In
particular, we have highlighted the fact that current constructions of loop quantum
gravity do not suffice to show that it exactly preserves parity.

By contrast, the quantization of the Maxwell theory parallels that of gravity
but possesses much technical simplifications due to U(1). This completes the discus-
sion on quantizations of Dirac and Maxwell fields in the full theory of LQG. In the
following chapters, concrete examples of such quantizations in the reduced theory are

presented to provide some interesting applications in cosmology.
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CHAPTER IV

QUANTUM COSMOLOGY

Until now, the domain of our exploration has been the full theory of LQG
extended to incorporate fermionic and bosonic matter. Because of the mathematical
complexity arising from the infinite degrees of freedom, it is difficult to test ideas
and constructions illustrated in the full theory. Fortunately, mathematical simplifica-
tions can be achieved by imposing physical symmetries such as spatial homogeneity
and/or isotropy. The process of symmetry reduction generally freezes all but a finite
number of degrees of freedom, e.g. the number degrees of freedom in cosmology is
taken to be finite. Therefore, the arena of early cosmolgy provides a suitable test
bed for analyzing ideas and constructions introduced in the full theory both at the
classical and quantum levels. Cosmological models that exploit the quantum nature
of geometry have been explored to make some remarkable discoveries of the nature of
the initial singularity and its fate[51]-[94]. The branch of cosmology which specializes
loop quantum gravity [6, 4, 5] to cosmological regimes is known as loop quantum cos-
mology. In this chapter, these cosmological models are extended to allow for matters

represented by Dirac’s fields followed by Maxwell fields.

4.1 Cosmological models with Fermions

Most cosmological models — classical or quantum — introduce the matter
ingredients of the universe as bosonic fields, in particular scalar ones. While this
provides a good measure for the implications of matter energy on space-time, some
effects of realistic fermionic particles may be overlooked. Especially in homogeneous
models of quantum cosmology there is an important difference between bosonic and

fermionic models: the exclusion principle forbids large matter energies when symme-
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try reduction leaves only a few, finitely many fermionic degrees of freedom. A massive
universe can then be obtained by only two possibilities: a homogeneous description
with many different fermionic species, or inhomogeneity with many local degrees of
freedom of a few species (as in [49]).

Both options differ from what is modeled by large values of homogeneous
bosonic fields which rather resemble a Bose-Einstein condensate of many identical
excitations. In fact, fermion condensates have been suggested for such a purpose,
with characteristic effects [50, 46]. This is an effective picture starting from an in-
homogeneous perspective in which fermions condense under certain conditions, after
which a symmetry reduction can be done. It differs from a fundamental description
from fermions in quantum cosmology where constraints due to the exclusion principle
cannot as easily be avoided. Potentially fundamental mechanisms which rely on a
large amount of bosonic matter, such as bounce scenarios to avoid the big bang sin-
gularity, have to be reanalyzed if matter is fermionic. A truly microscopic description
will then be achieved. Here, we perform an analysis of the role of fermions in loop
quantum cosmology.

Loop quantum cosmology [51] provides a general mechanism for fundamental
singularity resolution [64, 65]. Commonly in quantum cosmology, when volume is
used as an intrinsic measure of time, evolution must stop at the classical singularity
where the volume vanishes. In loop quantum cosmology, by contrast, the timeline is
naturally extended, first at the kinematical quantum level, by including orientation
into the basic variables: The (densitized) triad knows about the size as well as the
orientation of the universe which make it take all real values, not just positive ones.
Vanishing size is then no longer a boundary but an interior point of minisuperspace.

What is more, even dynamically the classical singularity is removed because
the quantized Hamiltonian constraint equation uniquely extends any wave function

defined on minisuperspace across the subset of vanishing sizes. Dynamics is dictated
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by a difference equation [66, 67] which remains regular where classical relativity and
Wheeler-DeWitt quantum cosmology would reach their limits. Rather than being
singular, the big bang transition then appears as a place where space flips its orien-
tation — turning its inside out — while it changes from being contracting to being
expanding.! Still, the region of vanishing volume does remain special in the under-
lying recurrence scheme. Some coefficients of the difference equation can vanish at
labels corresponding to zero volume, which leads to consistency conditions implied
by the dynamical law [70, 71]. This is welcome because, at least partially, it frees one
from having to pose initial values for a wave function independently of the dynamics.
The wave function of the universe is restricted by the theory alone, relaxing the need
to pick one solution among many which could correspond to our universe.

While the set of configurations of vanishing volume is not a boundary within
the theory, in the presence of ordinary matter one may choose to consider parity
transformations as large gauge transformations which complete the gauge group of
triad rotations to all orthogonal transformations. Then, one would restrict solutions
to only those states which are either even or odd under parity reversal. This would
essentially factor out the orientation degree of freedom introduced by the use of triad
variables, and again demote the set of vanishing sizes to a boundary rather than an
interior regime. This factoring has indeed been assumed in recent constructions of
physical Hilbert spaces for specific isotropic models and the corresponding intuitive
bounce pictures based on [75].

But if this is used crucially for the constructions, what happens if more re-
alistic matter is included which, as we know from particle physics, cannot be parity

invariant? Do properties of the specific solutions based on the assumption of reflec-

'Sometimes it is suggested that this small-volume regime is avoided altogether because wave
packets may turn around in a bounce at some minimal non-zero volume. This indeed happens for
homogeneous models containing sufficiently much kinetic energy of matter [68, 69]. However, this
does not appear as a general mechanism which would be valid in this form for generic quantum
states or for inhomogeneous situations. Fundamental singularity resolution which deals with the
wave function right at vanishing volume is thus required.
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tion symmetry depend on the conservation of parity by matter, and if so, how reliable
are the conclusions drawn from this assumption? Only the inclusion of parity vio-
lating terms, at least as a possibility, can provide a sufficiently general mechanism of
singularity resolution.

It may also give rise to new effects related to the role of parity violation in the
big bang transition. If this were to happen, an intriguing new link between particle
physics and quantum gravity would result. Seeing whether this is indeed the case
requires the introduction of fermions, which is available in loop quantum gravity [36,
25, 40] (see also [41, 42, 43]). In general, however, the parity behavior of loop quantum
gravity is highly non-trivial due to the fact that the basic variable conjugate to the
densitized triad, namely the Ashtekar-Barbero connection, is the sum of a parity-
even and a parity-odd term. It does not have a simple parity behavior and, moreover,
it appears in quantized expressions only non-linearly through holonomies. Even in
vacuum, this makes a direct demonstration of parity invariance of loop quantum
gravity — or the lack thereof — very complicated [40].

Here, we introduce a homogeneous model which allows one to analyze the
parity behavior in a clear-cut way. At the same time, the model is amenable to the
techniques which have been proven useful for explicit constructions of Hamiltonian
constraint equations through the difference equations of loop quantum cosmology
(66, 67, 72]. The microscopic nature of fermions due to the exclusion principle is
explicitly realized. As we will see, quantization of this model does not introduce
unexpected parity violations in the absence of classical parity violations. But the
inclusion of parity violating matter interactions is possible, which can be used to
illustrate the role of parity for singularity removal. Then indeed, wave functions
change under triad reflections. The big bang transition through vanishing sizes is a
non-trivial event, which represents true local evolution in internal time rather than

merely the application of a symmetry transformation.
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4.2 Classical Symmetry Reduction

In this section, we provide the formulation of symmetry reduced cosmological
models which may have torsion due to the presence of fermions. We follow the
symmetry reduction of torsion-free Bianchi class A models [73, 72, 74], combined
with the canonical formulation of gravity with fermions [36, 25, 30, 40]. Here, we
combine these research lines and explore the symmetry reduction of gravity coupled
to fermions in a first-order formalism, implying a theory with torsion. As we will
see, there are non-trivial changes in the underlying equations, such that the analysis
done here provides a crucial consistency test of the robustness of existing models. At
the same time, we clarify the constructions of loop quantum cosmology [51] from the

viewpoint of some recent developments.

Diagonalization

Bianchi class A models constitute all homogeneous models with a symmetry
group S acting freely on the space manifold ¥ = S and for which standard Hamil-
tonian formulations exist. The symmetry group is characterized by its structure
constants C'},, which for class A models satisfy Cf; = 0 [76] and can be parameter-
ized as CK = €%, ,n) with three coefficients n! which either vanish or take values
+1. Some of these models can be reduced further by imposing rotational symmetry
with one axis (where S has isotropy group F' = U(1)) or even isotropy (F' = SO(3)).
Later in this paper we will present a locally rotationally symmetric (LRS [77]) model
with torsion in detail.

The action of a symmetry group S on ¥ provides invariant 1-forms w! which

are used for the reduction of Ashtekar—Barbero variables. For each s € S, they

J

J or, in terms of the Lie-algebra valued 1-form , := w!T7y

satisfy s*w! = Ad(s)lw
with generators Ty of S, s*Q, = s71Q,s. The left invariant 1-forms then yield the

decomposition A7 = Vy/3¢iw! of an invariant connection with spatially constant
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coefficients ¢} (see the Appendix of [51] for more details on invariant connections).
Here, we have explicitly included a factor of Vo = [ d3z|det(w!)| of the spatial co-
ordinate volume (or the volume of any finite region used to define the homogeneous
variables) as it will be convenient later on. A corresponding decomposition of the
densitized triad is given by Ef = ‘/072/ pl X¢ with X¢ being densitized left invariant
vector fields dual to the 1-forms: w! X9 = §7| det(wX)|. The symplectic structure of

the reduced model is given by
{¢},p]} = yrd.0] (4.1)

as it follows from (yx)~' [ A3z Al B¢ = (yr)~'¢ipl.

For the purpose of loop quantization, it is useful to further reduce the number
of independent components of the invariant connection and its conjugate momentum.
In some cases, this will allow very explicit calculations of matrix elements of the
Hamiltonian constraint and the difference equation it implies for physical states [72].

Both the connection and the densitized triad can be cast into diagonal form

AL =V Pego NewE | B =V P p RN X (4.2)

(2

with six spatially constant coefficients c¢; and p! which are considered as the only
dynamical components while A € SO(3) is fixed up to gauge transformations. Using
the same AY for A’ and E? is consistent with the Gauss constraint for diagonal torsion-
free Bianchi class A models which is then solved identically. From the diagonal
densitized triad, moreover, we find the co-triad ¢/ = V; "?a()AiwE with |as| =

V|p?p?/p| and cyclic. It determines the diagonal anisotropic spatial metric

i i —2/3 2 I.J I..J
dab = €4€}, =V a(1)51Jwawb = q1JWeWp

with three independent scale factors VO_I/ %lag].
By construction, ¢;, p! and a; are independent of coordinates as long as the

diagonalized homogeneous form is respected. In particular in a Bianchi I model
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where w! = 9,27 = 6! in terms of Cartesian coordinates z!, spatial coordinates can
be rescaled arbitrarily without affecting the basic variables. However, the specific
values do depend on Vj and the choice of the integration volume. Obviously, the
Vo-dependence is a consequence of the symmetry reduction to homogeneity, since V
does not occur at all in an inhomogeneous framework. Thus, the dependence has
to be interpreted with care especially after quantization where, fundamentally, the
relation to coordinates is lost. As a consequence, the role of V cannot be properly
understood if considerations are limited to purely homogeneous models because only
the reduction from inhomogeneity shows how Vj enters; see [78] for a discussion from
the point of view of inhomogeneous states.

Note that p! and ax are allowed to take negative values to represent different
triad orientations while the orientation of A € SO(3) is fixed. A parity transforma-
tion then simply implies p! +— —p! for the triad components (leaving coordinates
unchanged), while the transformation of the ¢; is in general more complicated. In

fact, we have A° = I + yK' with the parity-even torsion-free spin connection

~ 1 . A
i — §ewkeZ(28[befﬂ + e?ela@bef:) (4.3)

a

and the odd extrinsic curvature K! = K,el. In the torsion-free case, it follows from
(4.3) that the homogeneous spin connection can be expressed as I'i = f( ) Newk [74]
with

2

~ 1
T, == (ﬂn«f + a_KnK _ Lnl) for indices such that € =1 (4.4)
2 \ag ay ajax

and the same A} as used for the densitized triad. Similarly K} = KAlw! also with
the same A%. Then, ¢; = T+ ~vK; does not have a straightforward parity behavior
unless I'; = 0 (as in the Bianchi I model).

The diagonalization is sufficient to capture the crucial dynamical behavior of

Bianchi models, such as the approach to a singularity. For the quantization, it has the

advantage that it reduces SU(2) to U(1)*: holonomies of a homogeneous connection,
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computed along curves generated by the invariant vector fields X7, take the form
hg“ ) = exp(u@iT;) with a real number p depending, e.g., on the coordinate length of

a curve used to compute the holonomy. For ¢ = ¢(;)A}, we have

hg/”) = exp(prenyAm) = cos (Spreen) + 2057 sin (Sprer) - (4.5)

While any SU(2)-holonomy along X¢ can be written in this way,? the diagonalization
implies that A% becomes a mere background quantity not subject to dynamics. Thus,
it is sufficient to consider only the simple commuting exponentials exp(iprciry) to
separate diagonal connections. After a loop quantization, as we will see in detail
below, this will have the implication that a triad representation exists, which simplifies
the analysis of dynamics considerably. In fact, triad operators will simply be p! =
—iv030/dcy, with the Planck length ¢p = /kh, which form a complete commuting

set. Their eigenstates

(c1, 2, c3lp, pa, p3) = exp (%@'(Nlﬁ + p2ca + M3C3))

(written here in the connection representation) form an orthonormal basis such that

the coeflicients in

|¢>: Z Sﬂl,ﬂ2v#3|/’bl7/’l’27u3>

152,143

form the triad representation of arbitrary states. This explicit representation, which
becomes available only after diagonalization [72], has been the basis of all investiga-
tions so far in homogeneous loop quantum cosmology. As we will see in this article,

arriving at such a representation is less trivial in the presence of torsion.

2General curves do not provide this simple form. For instance, along X¢ + X holonomies are
not of the (almost) periodic form in ¢; or ¢y (but in y/c? + ¢3). If curves are considered which are
not even straight with respect to the given symmetry, the behavior is more complicated due to path
ordering and do not give rise to almost periodic functions [79]. However, such curves do not play a
role in the kinematical symmetry reduction, which uses the given set of X{ to introduce particular
quantum geometries, just like classical symmetric metrics which are used in adapted coordinates but
can look complicated in arbitrary coordinates.
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Torsion effects

This scheme of diagonalization of the basic torsion-free gravitational variables
relies on the fact that both the connection and its conjugate momentum can be
diagonalized with the same A%. In other words, the su(2) valued connection and its
conjugate momentum are parallel to each other in the tangent space of the internal
symmetry group. This can be seen from the torsion-free Gauss constraint which
expressed in terms of the diagonalized variables takes the form p!/)¢ I)EijkAgA[ =0
and is identically satisfied. However, the presence of torsion via the axial fermion

current J; enters the Gauss constraint (2.36) implying that

4 1
Strkein = 3/1det ()1 (16)

(We only discuss the case where torsion is implied by the coupling to fermions. The
implications of torsion on the diagonalizability of basic variables are, however, more
general.) For ¢ = ¢()A} and p! = pDA! as above, this would only allow vanishing
spatial components of the fermion current and severely restrict the allowed models.
This situation becomes more obvious if we try to express the spin connection including
its torsion contribution as ') = T'(x)AwX with the same A! as used for the triad:
One can easily verify that the partial torsion contribution (3.5) to the connection
cannot be expressed as C% = CyAiwX if J* # 0. Then also the Ashtekar-Barbero
connection cannot be diagonal in the same basis. Therefore, our first result is that
the presence of torsion does not allow us to diagonalize both canonical variables, i.e.
the connection and the densitized triad, simultaneously.

Moreover, fermion terms require us to use a connection A’ in (3.4) which
carries an extra term compared to the Ashtekar—Barbero connection, depending on

the fermion current. We then write the new diagonal variables as
A= Vo PegoNiwlt . BY = Vo PpUOTIXG, (4.7)
where in general T} # A%. Not both A and T can be fixed because partially they are
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determined by dynamical fields as, e.g., per the Gauss constraint (4.6). This has an
immediate implication for the symplectic structure because ¢; and p’ will no longer

be canonically conjugate:
/ BB AL = p DT L, (eyAy) = p DLy (enNiT]) — eypPALLT) . (4.8)
)

Thus, it is not ¢; which is conjugate to p! but c( I)Aifﬂ([). This is not a pure connection
component but depends on the relative angles between the connection direction A%
and the triad direction T} in internal space. (It is not possible to fix both A% and
T! because this would require six parameters while the Gauss constraint allows one
to fix only three.) Moreover, some of the angles enter the symplectic structure as
independent variables. We can, for instance, (Euler) parameterize T/ as the matrix
T(¢r) = exp(¢3T3) exp(p211) exp(¢1T5) using generators 17 of SO(3). Inserting this
in (4.8) shows that the angles ¢; acquire canonical momenta given in terms of the
angles in A% e.g. ¢ being conjugate to —tr((c - A)(p - T(¢1 + 7/2, ¢a, ¢3))), where
c and p here denote the diagonal matrices with components ¢; and p’, respectively.
(Taking a derivative of T'(¢;) amounts to switching sines and cosines, which is the
same as shifting an angle by 7/2.)

The corresponding phase space and the constrained system defined on it is
rather involved, and so we consider a more special case which still allows the non-
trivial implications of torsion to be seen: We are interested in the case where the
presence of a fermion current is the sole reason for anisotropy, while the 2-dimensional

space transversal to the spatial current is rotationally invariant. We can then assume

that there are bases for A’ and EZ, respectively, such that

' 10 0 1 0 0
AN, =1 0 cosp —sinp , TJJ = 0 cos¢ sing |, (4.9)
0 sinp cosp 0 —sing cos¢

where p and ¢ are the only non-vanishing rotation angles. As we will demonstrate

below, this allows non-trivial solutions where the fermion current is aligned in the
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1-direction. The Liouville term in the action can then be expressed as

% i PrEILAL = %ﬁ”ct (e NiT]) = conp P AL, T
— 7—1/{ (c'lp1 + Ly (eacos(p — ¢))p? + Ly(czcos(p — ¢))p®
—€5<C2p2 + c3p”)sin(p — ¢))
= 7—1/{ (c'lp1 + Gop” + Gap® + ¢p¢) : (4.10)

where we introduced

Gg=cocos(p— @) , Gz =czcos(p—d) , py=—(cop® + c3p®)sin(p — ¢). (4.11)

In these components, the symplectic structure is

{er,p'y =95 , {ap’}=v . {&p}=v , {ops}=75. (412

Notice that the presence of torsion at this stage introduces a new kinematical degree
of freedom ¢. It will be removed after solving the Gauss constraint (4.6), which is
now non-trivial.

There is a useful interpretation of the canonical variables in the presence of

torsion: We can write, e.g.,
&y = cycos(p — ¢) = NI} = T

in terms of the general homogeneous coefficients ¢} = ¢()A}. Since T} gives the
direction of Ef, we can interpret ¢y as a component
—1/3 4 X8w?
Ve = A
0
of the projection of A% onto E?. In the absence of torsion, this would be a pure
connection component because A’ and E¢ would be parallel. With torsion, however,

¢ is only part of an A’ -component: Using the expression (3.4), the projection removes

the term €’ye”J! perpendicular to E¢ which happens to be the torsion contribution
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to extrinsic curvature. Moreover, the projection transversal to E¢ is just (half of) the
variable p, due to the sine, which thus takes a value equal to the torsion contribution.
This agrees with the solution of the Gauss constraint (4.14) below. Recall that the
identification of the torsion contribution to extrinsic curvature used in (3.4) cannot be
completed without partially solving equations of motion. In the projection defining
¢o and ¢3, on the other hand, no equations of motion have been used. Thus, these
canonical variables which we are naturally led to at the basic kinematical level present
torsion-free contributions without explicitly splitting off torsion. (Something similar
happens in inhomogeneous models such as spherical symmetry [80] or Gowdy models
[81]. There it is spin connection contributions that are split off by a natural definition

of canonical variables which then allows a manageable loop quantization.)

Reduced constraints

In terms of the diagonal variables the Gauss constraint (2.36) becomes

1 . 1 €; .
G = W—I{Ez‘jkC(I)P(I)AJITkI 5V 2P| T] I = — 723 (c2p” + c3p”)sin(p — ¢)
/Toln2n3
_—|p2pp |Til‘]1:O' (4.13)

For ¢ = 2,3, it thus implies J; = 0 = J3 while the remaining condition

€i23P¢ = %\/WTJJI
relates J; to py:

Py = %\/ p'p?p?| Sy =: %wfjl : (4.14)
where J; = £0:€ + xToyx denotes the densitized axial fermion current (which is bi-
linear in half-densitized fermions ¢ and y). The form (4.14) of the Gauss constraint
together with the expression for the densitized fermion current in terms of canonical

fermion fields makes it clear that the new connection components remain gauge in-

variant: ¢; and ¢; commute with p, as well as with fermion fields. With the choice
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(4.9) of bases the fermion current J; is aligned along the first (fixed) internal direction:
Jo = J3 = 0. This defines a specific class of models with a non-trivial spatial fermion
current, as J; may be non-zero.

Similarly, the diffeomorphism constraint (3.10) can be written as
DN = —ci505pi N = N'(n?eap® + n’esp®)sin(p — ¢) = 0, (4.15)

where N = N/ X¢ with NT constant and CE, = & ,n®) to specify different Bianchi
class A models are used. We have also imposed that the partial derivatives of spinor
fields vanish in a homogeneous model, e.g. 9,9 = 0. A conclusion to be drawn from
(4.13) and (4.15) is that torsion is strongly restricted in Bianchi Class A models with
n? +n® # 0 since this implies that py = v£J1/2 = 0, and thus all spatial components
of the axial vector current vanish.

Finally, the Hamiltonian constraint (3.6) is

/4271

Hgianchi = —F——— (n101p2p3 + n202p1p3005(,0 —¢) + 71303]72171005@ - ¢))
VIp'p*p?|
Ky 2 1.2 1. .3 2. .3
~ T (c1p’eap’cos(p — @) + c1p’esp’eos(p — @) — cap”esp”)
pp3p

K2 (14+97)

V [pipp?|

((cr = T1)p"(Top® + T'3p®)cos(p — @)

N - 1 .
—(ca — y)p*T3p®) + NI (7(02292 + c3p”)sin(p — @) T
+0 <f1p1 + (Dop® + T3p®)cos(p — ¢)> jo)
2.3 1,.3 2.1
+l nt p°p +n2pp —i—n3pp jo
405 pl p2 p3
__ 3ykb (2 N 7_9> 72
1oy \a " 1)
K v 2 2 2
2 ( A ) .y ) 41
+16\/ Ip'p?p3|(1 +~?) < WEmLty Ji (410

where «, 3 and 6 are defined in Chapter II. It is important to emphasize that since I'
is not diagonalized in either A% or T} in the presence of torsion, the Hamiltonian con-

straint in (3.6) expressed in terms of f‘; by splitting torsion from the spin connection
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is essential to obtain a controlled loop quantization as will be shown below.

The Bianchi I LRS Model with Torsion

If there is an isotropy group F' = U(1) for the action of the symmetry group
S, one obtains locally rotationally symmetric (LRS) models. Therefore, two of the
diagonal components of the connection as well as of the triad, e.g. the second two
for definitiveness, have to equal each other and only two degrees of freedom are left
which we choose to be (ci,p') and (o, p?) embedded into the general Bianchi model

by
(c1,E) = (c1,80,03) = (c1,80,G2) , (', %) — (', 0% 0%) = (', 0%, ).

The symplectic structure can be pulled back by this embedding providing Poisson

brackets

{enp'}y =7m (e} = gom (Bpa) =7 (1.17)

from (4.12), where p, is now py := —2cop®sin(p — ¢). (Solutions of this symmetry
type in the presence of torsion due to spin fluids have been studied in [82, 83].)
For the LRS model, the diffeomorphism and the Hamiltonian constraints,

(4.15) and (4.16) respectively, further reduce to

1
DN = ——N'n2+n*p, =0 4.18
N (0 0" (4.18)
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and
2
Hirs = <7’L €1 ( 2) +nep'p® + n’ep’p!
p? \\/ p']

_ N PN |
—y7? (2011?1022?2 + (02192) + Zpi))

e e Ul [ 2|c
72( 17)<(C1—F1) (Dop? + Tap?) |2p|
p?[v/1p'] o)
sgn(cyp? - B )
_ (% pi + 4<C2p2)2 _ F2p2) F3p3)
! i 2 . 2|ép?
_T fyp¢\71 - 9 Flpl —|— <F2p2 _'_ F3p3> | 2p | jo
2/ Ip"] o+ )
Y 1 (p2)2 2 3\],.1 ) 0 3vk0 (2 ~0 ) )
T n2+npt ) 70 - ——— (= +
4o ( |p1| ( )| | 16|p2\ /|p1| o 1_|_72 0
K ~ X N
+ (275(3——+27>—9>j17 (4.19)
16|p*|v/[p'(1 +7?) a
where we have used the definitions of ¢, and p, to write
21 m2
cos(p - ) = ——i2l] (4.20)

12 + A(ap?)?

To allow a non-vanishing 7; and to be specific, we work from now on with
the Bianchi I model. Here, the diffeomorphism constraint (4.18) vanishes identically
and does not impose any restriction on py. This has the additional advantage that
the resulting Hamiltonian constraint will be free of terms such as pi + 4(¢op?)?,
which lack simple quantizations. (While there are well-defined operators with this
classical limit, given that both p7 and (¢;p*)* would be mutually commuting positive
operators whose square root can be taken after summing them, not all the operators
involved have discrete spectra. Thus, it would not be straightforward to compute
explicit matrix elements of the square root operator which would be required for the
quantized Hamiltonian. Once the square root is quantized, its inverse in (4.20) could
easily be obtained from 2ywp® cos(p — ¢) = {/pZ + 4(G2p?)2,p*}.)

For the Bianchi I LRS model, we then have r ; = 0 and thus the Hamiltonian
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constraint is finally given by

/(17*2 2 1 ¥
Hitgs = ——7— (201]7152}?2 + (é2p?)” + —Pi) — ————F—ps
p?[\/ 1P| 4 2[p? |/ Ip*]
3vkb 2 0
__Swmb (_ N %) 7
16[p?[y/[p'| N\ 1+~

K v 2 2 2
- = —0 . .
ey F G g ) =)t

This concludes the classical symmetry reduction of canonical gravity non-

minimally coupled to fermions.

Parity behavior

Because we are mainly concerned about the role of parity in loop quantum
cosmology, we end this section on the classical equations with a discussion of parity
invariance. As pointed out in [40], parity invariance in loop quantum gravity is not
guaranteed. The Ashtekar connection is a sum of a parity-even and a parity-odd
term and thus does not have a straightforward parity behavior. This already occurs
in the absence of fermions and torsion, but is aggravated by the parity-mixing terms
of torsion contributions due to a fermion current (see (3.5), noting that J; is even and
Jo is odd). Classically, one can explicitly split these contributions, which essentially
amounts to replacing the Ashtekar connection with extrinsic curvature. However, a
complete splitting requires equations of motion to be used, which will not be possible
after quantization. It is then not guaranteed that quantum corrections due to the loop
quantization will preserve parity even in vacuum or in the absence of parity-violating
matter.

The model introduced here provides a clear view on parity in the classical
theory as well as after quantization, as we will see below. One key property is that
the canonical variables (4.11) we are led to do, in hindsight, perform the splitting
into torsion-free and torsion components without using equations of motion. Thus, in

the new variables every single term in the Hamiltonian constraint (4.21) has a clear
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and simple behavior under parity: Among the gravitational variables, only ¢; and p!
change sign under parity (reversing orientation) while the rest remains unchanged.
(Since changing the sign of p? in an LRS model implies a reflection of both directions
related by the rotational symmetry, it is equivalent to a triad rotation and thus mere
gauge.) This is accompanied by the usual parity transformation of the fermions
present, which implies that J; is parity invariant while [, changes sign as these
are space and time components of an axial vector. In particular, it is immediately
clear from (4.21) that the Hamiltonian constraint is parity invariant for free fermions.
Parity violation will only result if suitable interactions are introduced to the model,
which can easily be done by adding e.g. v/— det gV, J* with the vector current V* to
the action. We will avail ourselves of this possibility in what follows to understand

the role of parity in the loop quantized model.

4.3 Quantization of the Bianchi I LRS model

Loop quantum cosmology allows one to complete many of the constructions
of full loop quantum gravity in simplified and explicit forms, which then provides
indications toward the physical implications of the theory. In this section, we provide
a self-contained description of anisotropic models with an emphasis on the effects of

fermions, torsion and parity.

Quantum Kinematics

We start with basic variables according to the Poisson structure (4.17). As
in any loop quantization, states in the connection representation are constructed by
taking exponentials

exp(piciAlT) € SU(2) o exp(uefai) € SU2) ,  exp(ike) € U(1)

for all p; € Rk € Z, A, € SO(3) (4.22)
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as they arise in holonomies. Using holonomies in the general setting is important
for a background independent basic algebra of variables. This crucial feature is then
reflected also in symmetric models based on exponentials of connection components.
The parameters p; can take any real value, corresponding to evaluating holonomies
along straight edges (tangential to X¢) of arbitrary length. The variable ¢, on the
other hand, was introduced as a periodic angle in (4.9), such that only strictly periodic
functions exp(ik¢) with k € Z are allowed. This unphysical degree of freedom, which
we were led to introduce due to the presence of torsion, will be removed after solving
the Gauss constraint.

Matrix elements of the exponentials in (98) form a C*-algebra of (almost)
periodic functions, as seen from (4.5). Any function generated by this set can be
written as

g(ci, G2, 0) = Z Epur ot €XD (31101 + Fifialo + k) | (4.23)

H1,p2,k

with coefficients &,, ., x € C, where the sum is over finitely many g, 0 € R and
k € Z. Note that while g(cy, ¢, ¢) is almost periodic in ¢; and &, it is exactly periodic
in ¢. This provides a complete set of continuous functions on Rpenr X Rpopr X S,
where Rpgpn, is the Bohr compactification of the real line. (By definition, Rpopr 18
the compactification of R such that the set of all continuous functions on it is just
the set of almost periodic functions. See e.g. [84] for a recent discussion of further
properties.) All spaces in the product are compact Abelian groups and carry a unique

normalized Haar measure du(c) in the case of Ry, where

[ s@aute = pm o [ sione,
and do for S*.
By Cauchy completion, we obtain the Hilbert space as a tensor product Hgpay =
HE2 ®Hg with the Hilbert spaces Hponr = L?(Rponr, dpu(c)) and Hgr = L(SY, d¢) of

square integrable functions on the Bohr compactification of the real line and the circle,
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respectively. Orthonormal bases for these spaces are given by (c|u) = exp(iuc/2),

w € R, and (¢|k) = exp(ik¢), k € Z, respectively, with

Wl = S (RIK) = G (4.24)

The configuration variables act in the obvious manner: For all g; and g5 of the

form (4.23), we have

@192) (c1, €, ¢) = 91(01, Ca, ¢)92(01, Ca, ¢) (4-25)

and the momentum operators are represented by

0 v 0 0
Al g 2 __ _ ;7P 7 d D, — — f 4.26
D iy Poe 0 P 3 8, A b iy e (4.26)
where (3 = kh. (The densitized triad in general is quantized via fluxes, i.e. 2-

dimensional integrations over surfaces. In a homogeneous context, however, this is
not required and densitized triad components can directly be promoted to operators.
This simple representation exists only due to our use of variables; had we used ¢,
instead of ¢y, the operator p? and thus the volume operator would have been more

complicated.) Common eigenstates of all triad operators p! are

b1, pi2, k) = ) @ |p2) ® [k) (4.27)
with
R 03 . 2
P, pros k) 1 Pullm,uz,@ L PPl k) = 1 Puzlm, pi2, k)
and 25¢|M17 W2, k’> = W%MM,M, k) . (4-28)

From triad operators we construct the volume operator:

[V s g2, k) (4.29)

V‘Ml>ﬂ2>k> = ’ﬁ2’ \% ‘ﬁl‘ ‘M17M27k> =

The full Hilbert space is a further tensor product of Hg,, with the fermionic

Hilbert space Hiermion- We represent the latter as the space of functions f(0,) of
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four independent half-densitized Grassmann-valued variables ©,, a = 1,...,4, for
the four components contained in the fermion fields £ and y in this order. The
fermionic momenta 7 = —i¢! and m, = —ix' then give rise to components O,
which are represented as hd/00,. In particular, for the axial current components

TV =¢€¢ —xTy and J; = £701€ + xTo1x we have operators

. 0 0 L0 0
0 _ _
J* = hg O+ hoe-0: = lisg 05 = hioe-O (4.30)
. 0 B 0 0
Ji = Ngg 01+ lisa-Os 4l o0 + o6, (4.31)

(The component Jo is subject to ordering ambiguities which we can ignore here.)

The currents are easy to diagonalize: Each 2-spinor copy has eigenstates of
58-01 + 75-62 given by fo(©) = 1 and f°(8) = ©,0; of eigenvalue zero, f+(O) =
O, + O, of eigenvalue +1. The tensor product of both 2-spinor copies £ and y then
gives eigenstates of eigenvalues zero, +h and +2h for Ji. The time component J°
has the same eigenstates.

A general state in H = Hgray ® Hiermion can then be written in a form using
fermion dependent coefficient functions in the triad eigenbasis (4.27):

Z SM17M2, ‘:ulv M2, k> : (432)

H1,p2,k

One can define the coefficients s, ., x(©) for all values of 1,2 € R and k € Z in
this way. However, gauge invariance implies that the state must be invariant under
changing the sign of u5 because this corresponds to a triad rotation (without changing
orientation). Thus, we require s, ;;, k(©) = Su;,—us.k(0).

The remaining sign freedom, sgnyy, is physical and crucial because it deter-

mines the relative orientation of the triad. Thus, we have a simple action
i
S,uhuz,k(@l) @27 937 @4) — S—ul,uz,k‘(@i’n 647 @17 62) (433)

of the parity operator II on states. For the fermion dependence, we have represented

the parity action [y = ~°¥ for Dirac spinors by switching the fermion values O,
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corresponding to & and Yy, respectively. This implies
7l =7 , AL =7, (4.34)

For gravitational operators, a direct calculation shows

~

[p'T' = —p' | HpI ! = p? (4.35)

— L —— — —

Hexp(ipicr /2)IT7" = exp(—ipic1/2) , Hexp(ipacy/2)TT" = exp(ipacy/2)4.36)

as required.

Finally, we can directly solve the Gauss constraint which requires py = %’Wijl
and thus allows us to eliminate k as an independent quantity. Using the spectra of the
operators already determined, this provides solutions with either k = 0 or £k = 1. In
the second case, there is a non-vanishing value of the spatial axial current [J; of size
+2h. The values +A for the fermion current, which do exist as eigenvalues, are ruled
out because they do not correspond to integer k. Both 2-spinors present must thus
have the same or opposite jl—eigenvalues, which allows them to be parity eigenstates.
The parity behavior of the full state according to (4.33), however, is determined by
the py-dependence, which required the dynamics of quantum gravity coupling the
triad to fermions.

The allowed values for the current are only microscopic and may not seem of
interest to describe a macroscopic universe of large matter content; they all vanish
in the classical limit A — 0. Nevertheless, this provides an interesting model where
one can study the effects of fermions and parity in loop quantum gravity. Physi-
cally, it is also clear why the matter contribution can only be microscopic: As always
in homogeneous quantum cosmological models, each field component is reduced to
a single degree of freedom for all of space. For the fermion, this allows only one
excitation per component due to Pauli’s principle. Unlike with scalar matter, one
cannot simply make the matter content large by choosing a high “occupation” such

as a large momentum of the scalar. Significant fermionic matter can only be included
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by adding more independent spinor fields, or by introducing inhomogeneity which
provides independent field values at different points (represented by fermions at dif-
ferent vertices of a spin network state in loop quantum gravity). Rather than being a
limitation, we consider this as an important physical property of quantum cosmology

in the presence of realistic fermionic matter.

Quantum Dynamics: The Hamiltonian Constraint

A useful feature of the torsion-free Bianchi I model is that the Lorentzian

Hamiltonian constraint is related to the Euclidean part simply by H = —y 2H®)

thanks to K, [iaK g] oc Fkeiir, making use of homogeneity as well as the fact that the
spin connection vanishes. This has been used in almost all investigations of loop
quantum cosmology so far. If this relation is not used, one can still quantize the
Lorentzian constraint following techniques of the full theory [21]. This results in a
more complicated constraint operator [67], but without crucial differences.

However, in the presence of torsion, such a simple relationship can be obtained
only after splitting the torsion contribution from the spin connection as shown in (3.6),
which is now to be quantized: even for the Bianchi I model, " is no longer zero due to
torsion. Fortunately, torsion contributions to I, namely C! in (3.5), are completely
determined by second class constraints. They can thus be split off and quantized
separately together with the matter terms. For the Bianchi I LRS model, one can
use a further key simplification which, as pointed out above, allows us to project
out torsion contributions without directly computing them. All we need to do is use
the new variable ¢, instead of cy. The resulting contribution to the gravitational
Hamiltonian constraint is the same as the torsion-free one and thus can be quantized
in the same way.

Mimicking the steps done in the full theory [21, 25|, one writes curvature

components F., as a product of (point) holonomies h; = cos(36;¢r) + 2A;7;sin(56;¢1)
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forming a closed loop, whose “edge lengths” are denoted as d; and d, for the two

independent directions. Moreover, using

1 _ EYEc 4 2 .
R e ol R SN O N R 4.37
2 det(Ef) w{ ).V} (4.57)

relevant products of triad components, including their inverse powers, are reduced to
a Poisson bracket of the general form h;{h;',V} where V is the spatial volume and
h; again a holonomy. This allows one to write an operator in compact form, which

corresponds to a densely defined operator in the full theory:

A disgn(p'p*p°) IJK —17-1 -1 7
Hy— —280P PP ) t(hhhhhh,v). 4.
G V3102810505 IZJI:(E v (hrhyhy by hiclhye, V] (4.38)

We can now compute the product of holonomies and take the trace explicitly, using
the basic properties of Pauli matrices. We do this directly for LRS variables with
only two independent holonomies such that d, = d3. Moreover, the sign factor is now

solely determined by sgnp! since p*p? cannot be negative. This results in [72]

. — 32isgn(p')
“ - V3Kl2 103

(sin(%(SgéQ)V COS(%(SQ&Q) — cos(%égég)f/ sin(%5262)>

(2 sin(301¢1) cos(3601¢1) sin(50282) cos(30262)

+ sin*(30202) cos®(£0202) (sin(%(ﬁcl)f/ cos(361¢1)
—cos(%élcl)f/sin(%élcl))) : (4.39)

Because we have implicitly eliminated the torsion contributions from holonomies by
our choice of basic variables, we can directly use this expression as it is known from
torsion-free models. The torsion contribution will then be added to the constraint
operator via the fermion current.

We emphasize that the meaning and form of the parameters d; and d, cannot
be fully elucidated purely in homogeneous models. In the absence so far of a derivation
from a full, inhomogeneous constraint (which itself is currently subject to changes in

its general form depending on ongoing developments) it appears best to refrain from
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specific, heuristic arguments as to what values they may take. (For instance, there is
currently no firm basis for a relation of those parameters to an eigenvalue of the area
operator of the full theory, as initially proposed in [85].) We therefore follow a more
general route which allows whole classes of these parameters, and confine attention
to effects which are insensitive to the specific form. To us, this seems most advisable
given that it is not just the numerical values of these parameters but even their
possible functional dependence on basic variables which remains open; see Sec. 4.6
for further discussions.

In order to quantize the matter Hamiltonian, we must in particular quantize

the inverse volume 1/p?+/|pt|. Here, we use the standard procedure [25], first writing

1 det(e o
= = <e§)‘f“bceijk€2€i€'§
| det(EY)| 6] det(£})
36 7 abe 7 i
= et det(el)e™ e { AL, VY3 H AL VIS AR VI/3Y (4.40)

based on (4.37), which is then quantized to

—

(1) _ 14ddsgn(p'p*p?)

V ’)/36613(515253

St (Rl VY gl V[, V)
1JK

32 - 81sgn(p* . A . _
——73&63?15(; ) (sm(%&q)vl/s cos(1d1c1) — cos(%6101)1/1/35111(%5101))
~ ~ 2
(sin(2022) V7% cos(3855) — cos(3a6a) V47 sin( L) ) (4.41)

The action of this operator as well as the Hamiltonian constraint is easily

computed using the action of sin(3d;¢;) and cos(301¢;) on the triad eigenstates,

1
cos(1dic1) |, po k) = §(|M1 + 61, po, k) + |1 — 61, o, k))

1
(ln + 61, o, k) — [p1 — 01, po, K)) - (4.42)

Sin(%(SlCl)Lul, M2, /{?> = —52

and the volume operator (4.29). From matrix elements of the Hamiltonian constraint
one can then write the constraint equation (]:IG + Flmatter)\s> = 0 as a difference

equation for coefficients s, ,, x(©) of the state in the triad representation. We do
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this immediately on states solving the Gauss constraint which determines % in terms

of the action of J;. Dropping the label k£ on those states, we have

2(| 2 4 302| — |p2 + 02]) <|M1 + 201281251 yua+26,(©)

o 261|1/23m_251,m+252<@>) £ 9({jiy — o] — |2 — 353
(10 2025125 11-25,(0) = s + 281 50120,11-25(0)
(|1 + 67 = |1 — 61]'?) <|M2 + 402[Spy u+46,(O)

Sy (©) + 1tz — 4521%,“2452(@))

81
= 1—6\M1\1/3|M2’1/3(’M1 + (51|1/6 - ’Ml - 51’1/6)(’/@ + 52’1/3 - ’M2 - 52’1/3)2

2 72
x((1+472— Zali (3—7—#272) 0 )i

1+ 72 o 1492 B2
2 v60 jQ
+376 (E 1 72> h—g) S (©) - (4.43)

This equation is based on a non-symmetric constraint operator because in
(4.39) we ordered all holonomy factors to the left and kept the commutator terms
with the volume operator to the right. It is sometimes useful to have a symmetric
ordering, although this is not strictly required for constraints. (But it is required by
some methods to derive the physical Hilbert space.) There is only one way to order
the constraint symmetrically, namely by introducing %(ﬁ[ +H ). Other possibilities
have been suggested, such as splitting the sines and cosines and writing some to
the left, others to the right of the commutator term. They are, for instance, useful
to prove self-adjointness [86]. However, this corresponds to splitting the holonomy
product hrh Jhl_lhjl into different factors, which cannot be done in a general setting
where there would rather be a single holonomy h,, around a closed loop . The direct

symmetrization, on the other hand, is always possible and in our case results in a
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difference equation

2 ((lp2 + 30| — |p2 + o) n + 20112 + (|2 + 0] — |2 — o] )] /?)
X Suy 1281 puat26,(©)

—2 (|2 + 30a| — Ip2 + 2] 1 — 26112 + (| + Ga| — [p2 — o) ] /?)
X Spuy—261,1a+252(O)

+2 (12 = 2] = |2 = 30a]) 1 — 261" + (|2 + Gaf — |2 — d2]) || /?)
X Spuy—25,u3—25,(O)

—2 (|2 — 0| — |2 — 30a]) |1 + 201["/ + (|2 + 0o — |2 — 6a]) || /?)
X 84261 12—26,(O))

+ (|M1 + 51|1/2 — |1 — 51’1/2) <(|M2| + 2 4 401|)S 1y g 445, (©)

Aol 10 (0) + (1] + 12 — 451\>sm,u2_452<@>)

81
= g\ﬂ1|1/3|/ﬁ2’1/3(’/ﬂ + 51|1/6 — |1 — 51’1/6)(|M2 + 52’1/3 — |2 — 52’1/3)2

2 72
x((1—|—4')/2— 276 (3—7%—272) 0 )i

1+~2 @ C1+92) B2
2 70\ T2
1390 (24 1205 ) 5 )on©) (4.44)

4.4 Cosmological models with Electromagnetism

A similar investigation of the role Maxwell fields play in loop quantum cosmol-
ogy can be carried out. However, a thorough investigation is yet to be complete, so,
for the sake of completeness, only a brief discussion on electromagnetism in Bianchi
models, along with some remarks on the future directions for further interesting re-
search, is presented in this section. First, it is straightforward to derive the equations
of motion for the canonical variables A, and 7® from the Poisson brackets of each of

these variables with the matter Hamiltonian H,,;. Then

. 2 ArN
Ay = {A,, Hy} = 0w _ Dy (Aut®) + NFoy + 1.0, (4.45)

ome V4
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and

- a a 5H Cc_a a €ec a
m={r" Hy} = - MM = 0. (N°7*) — 04 (N°7?) — 40, (N/qF.;q*q’") . (4.46)

The modified Hamiltonian gives rise to the following new set of equations of motion:

. H Ax N
Ay = {A,, Hig} = OHer _ Do (Aut®) + N°Foy 4+ 0 (@) T°as (4.47)
ome V4
and
B . SH,
™ = {WvHeff}:_éAH
= 0. (N°n®) — 9y (N*7?) — 40, (NB (q) VaF.rq“q’®) (4.48)

where o and [ are the correction functions derived in Chapter IV and H.g is the

effective Hamiltonian of the Maxwell’s field (Hj; with a and 3 inserted).

Reduced Constraints

Now, with the choice of reduced gravitational variables in SU(2) presented in

section 4.2, the canonical variabes for Maxwell fields in U(1) can be written as

A, =Ml 1 =ph XY (4.49)

a’

Then the reduced constraints take the following forms

Gem = —péMch\/% =0, (4-50)
DN = =i py CHNT = —nM i phy ™ NT, - (4.51)

(D)
00B(q)5" 65 M) s

27

—2/3
vyt

a
\/a (I)

where gy = det(w!)?. The equations of motion become

Hy = <27TQ<Q)5IJpéMpéM +

oV 3

PR = (Q%K) + a%})) a(qQ)S1x P » (4.53)
NG
K V(;Z/3 (1), (K) (2 2 IK ;EM
PEm = ——%\@” n'") (afy) + afy) Bla)d" " o™ . (4.54)

105



It follows immediately from (4.50) that torsion is absent in the presence of photons.
For Bianchi I models (n!) = 0), the diffeomorphism constraint (4.51) vanishes iden-
tically and so is the magnetic part of the Hamiltonian constraint (4.52). Also, the
relation (4.54) implies that the electric fields are constant in time. Therefore, Bianchi
I models with electromagnetism do not seem to be interesting cosmological models.
Now, solutions to the equations of motion will depend on the background
evolution of the ay, which is complicated in a Bianchi IX model. However, by taking
the ratio of the two equations the a;-dependence drops out. This provides a closed

differential equation for ¢EM(pk,,), which can be solved easily to give
(¢x)* o< (Piw)* + exc (4.55)

with constants of integration cx. The constants determine the type of the wave:
if they vanish, the electric and magnetic field (whose components are ¢t¥M) point
in the same direction, but choosing cx non-zero allows arbitrary relative directions
between the fields. The system can thus be used as a model for the local behavior of
electromagnetic waves and the role of anisotropy. At least for long wave lengths, the
homogeneity assumption should still be valid. (Putting similar corrections directly
into the inhomogeneous equations would first have to ensure anomaly-freedom, which
is possible at a perturbative level but tedious. The homogeneous approximation would
provide indications for possible effects quicker.)

Quantum corrections presented in Chapter V can then be seen to have a po-
tential influence: For inverse volume corrections, for instance, the ratio of ¢?(M and
pE,; then depends on the a; if the two correction functions a and 3 depend differ-
ently on the geometry. This might have consequences for anisotropies in the radiation
spectrum. Solutions will be difficult to find analytically, but numerical investigations
might be of interest.

Another application would use the resulting matter terms in the difference

equation presented below. Since we now have the typical matter ingredients included
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(fermions, radiation), one could do a general survey of the behavior in anisotropic
models and discuss stability, lattice refinement, possible constraints on the Barbero—

Immirzi parameter, which we do not pursue here.

4.5 Difference equation for Maxwell fields in Bianchi IX models

For Bianchi IX models, the difference equation for vacuum gravity is derived in
[114]. Following the same formalism both for gravity and Maxwell fields, we provide
a derivation of the bosonic (photonic) matter terms in the difference equation in this
section. Since the quantization of the Maxwell’s theory in anisotropic models can
be carried out in the same manner as that of the Einstein-Dirac theory presented in
section 4.3, we collect the basic elements of loop quantization of the Maxwell’s theory
in Appendix 0.5.

Now, Since Bianchi IX models with non-vanishing intrinsic curvature must
have non-zero spin connection I which, thanks to homogeneity, cannot be made to
vanish. While the presence of non-vanishing spin connection in models with fermions
makes quantization difficult, it is relatively much easier for photons with the help
of the formalism presented in [114]. Therefore, without giving any details for the
quantization of the gravitational Hamiltonian for Bianchi IX models, we only offer
the qunatization of the matter Hamiltonian below.

The Maxwell Hamiltonian constraint operator turns out to be
Hon = 16(762)" Ztr {{h, ) [ht(A) VA haa) |5t a), V2] }

X (47@&1\/{]5%1\/{ +7T_1n(1)n(J)Q§]IEM§£]:§M>:| g (4.56)

where
S = O oM (4.57)
It is important to note that (4.57) is redefined, without loss of generality, for notational

convenience and represents the point holonomy for the U(1) connection. Moreover, it
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is easy to show that the Maxwell Hamiltonian operator (4.56) reproduces the reduced
classical Maxwell Hamiltonian (4.52) in the appropriate classical limit. The first term
in the braces of (4.56) comes from ¢q;/,/q in classical Maxwell Hamiltonian, which

can be reexpressed as

% = 1 e:“/%b = 7122 ij {A;,v%} {Ag,vé} , (4.58)
with the Cartan-Killing metric 7;; = —2tr(7;7;). Further, we propose that the follow-
ing approximation for the U(1) holonomy,
con__ Sin (@570 (p1))
M Su(h) 7

reproduces the expected classical limit.

(4.59)

Now, in order to obtain the difference equation, let us first make an observation
that the operator hx(A)[h(A), V2] is diagonal in the triad basis, i.e. using (106),
(111) and (112), we obtain

A ~ Al Al 1 Al 1 1 Al 1
i) [ (4, 74] = {74 = contGen) V7 con( ) —sinCen)V sin )
.1 A1 1 1 A1 1
—2Ak {81n(20K)V2 (QCK) - COS(ZCK)VQ (20[()}4.60)

implies (f/% - cos(%cz;,)f/% cos(ics) — sin(%czj,)f/% sin(%c;;)) |1, po, pi3) =

1 1
2‘/%(#1,#2,#3 +1) - §V

N

(V) - (i = 1)) g ) (4.1

<s1n( 5)V3 cos(Les) — COS(%Cg)V%SiH(%C3)> |01, pig, f1s) =

=
D=

1%
< V2 (pa, pas pis + 1) = V2 (pa, pros pis — 1)) |1, g, 13) - (4.62)

Hence, let us first express the proposed Maxwell’s Hamiltonian operator (4.56) as

follows
Hony = 32 (v&2)~ Z h/h; (47TPEMPEM
77
_,sin (oMo, (pX)) sin (¢§M5J(]3K))) (4.63)
6r(p*) 6.5 (p%) 7 '
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where

~

fl[ = }ALK(A) [h;{l(A),V

N

] . (4.64)

Next, inserting (4.61) and (4.62) in (4.63), we obtain the matter part of the difference

equation as follows

(feuis)
H1,p42,43511,12,13
_ 2 2 2
= 2(75127) 2(167T(V12p11~]M +Vipin 4 Vivim + 2VioppmpPin + 2VosPembin

3 1
+2V31pEMpEM) Spa,p2,u3;n1,m2,n3
2
Vi

-1
-7 (? (3u17u2,#3;n1+251,n2,n3 + 5#1#2,,&!3;711—2517”2,713)
i
2
2
+§ (3M1,u2,u3;n1,n2+252,n3 + Sﬂl7#2:#3§n11n2_25277’13)
2

2
+& (s + s )
52 H15H2,1433m1,m2,m3+203 11,H42,143311 ,12,13 — 2063
3
V12

+251(52 (8#1,#2#3;”1-&-517”24-527”3 = Sp1,p2,u35n1+01,n2—082,n3

S p1,p2,u3;01 —61,n2+62,13 + 8#17#2,#3;711—51,%2—52,713)

V23

+25152 (SHL.U»%MS%’M7n2+527’ﬂ3+53 = Spu1,p2,u35m1,n2+02,n3—063

S p1,p2,u3;01 ,n2+62,m3—03 + 3#17M27M3;N1,n2—52,ng—5s)

VS 1

+25 5 (Sm,uzyua;n1+517n2,n3+53 = Spi,pe,p3in1401,m2,n3—03
1
T Sp1,p2,u3;5n1 —61,n2,n3+83 + St 2,331 —81 ,n27n353>> ) ) (465)

where, e.g.

1
2

V12 = 4V(ﬂ17ﬂ27ﬂ3) + <V%<,ul + 517 2, /,63) + V% (:ul - 617#%/1/3))
+(v

(v

[N

(p1 + 01, o, pi3) + V%(Ml - 51,M27M3))

[NIES

(Ml + 617 M2, /JJ3> + v%(:ul - 517 2, /’63) - 4Vé<:u17 H2, /1’3)> ) (466>
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Vie = 4V (1, pio, ps3) + (V%(/ﬂ + 01, pi2, pi3) + V%(,Ul — 01, 2, M3)>

/N

V'3 (1, o + 02, p13) + V2 (1, 1 — 52:#3)) — 2V 2 (g — By, pra, i3)

«(v

V2 (r, ptz + G, 1) + V3 (1, po — 02, Mg)) : (4.67)

1
(1 + 01, po, pa3) + V2 (1 — 01, o, i3)

N

4.6 Lattice refinement

So far, we have left the increments §; and d, unspecified. It is clear that as
constants they would not influence the recurrence behavior of the difference equation,
although specific solutions certainly depend on their values. However, in general d;
and d2 may not be constant but be functions of u; and puo; this captures the way in
which the discrete structure of a state underlying spatial expansion and contraction
in loop quantum gravity is being refined dynamically [78, 87, 118]: at larger p;, an
increment of the total size by a Planck-scale amount has a weaker relative influence
on the geometry. As a consequence, §; decrease with increasing spatial extensions.
This can also be seen from more direct considerations of holonomies in inhomogeneous
states and how they appear in Hamiltonian constraint operators. Since this involves
the dynamical relation between models and a full non-symmetric theory, the precise
behavior of lattice refinement has not been completely determined. (Since the param-
eters 07 are related to edge lengths of spin network states, a derivation would require
one to construct specific inhomogeneous states which correspond to an anisotropic
geometry. Then, the action of a full Hamiltonian constraint operator would have
to be projected to the homogeneous states; see [87] for further details.) However,
consequences of different behaviors can be explored in several models. Sometimes,
this is already quite restrictive even though it is impossible to derive a unique form
of lattice refinement based solely on homogeneous models.

Non-trivial functions, such as power laws, have a much stronger influence than
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constants because they make the difference equation non-equidistant. Solutions are
then more difficult to analyze and find, even numerically (but see [89, 90]). Only
in the special cases where §; o< pi* and ds o ps5* can the equation be mapped to
an equidistant one by a redefinition of independent variables. However, such cases
have been ruled out [91] because they do not provide the correct semiclassical be-
havior near a horizon of Schwarzschild black holes, whose interior is treated as a
homogeneous Kantowski—Sachs model. (The analysis in [91] uses corrections to clas-
sical equations due to the use of holonomies in the loop quantization, but ignores
other effects such as quantum back-reaction [55, 56]. This type of phenomenological
equations may not capture correctly the behavior of strong quantum regimes such
as the black hole singularity. However, if these equations do not provide the correct
semiclassical behavior in classical regimes, this cannot be corrected by the inclusion
of quantum back-reaction. The fact that some refinement schemes are ruled out is
thus a reliable feature.) In general, one has to expect functions of the form 07 (g1, p2)
and d3(pu1, p2) with a non-trivial dependence on both arguments (which may not be
of power-law form).

As we will see below, a discussion of fundamental singularity resolution only
involves the recurrence near pu; = 0. This is, fortunately, insensitive to the particular
refinement scheme and thus presents a result of much wider generality than anything
which applies at larger volume where the specific refinement can be crucial. The
constructions and results of this article are thus valid for any functional behavior of
the p; on phase space variables, even though finding explicit or numerical solutions

to the difference equation would be more complicated in general.

4.7 Cosmological Implications

It follows immediately from the difference equation (4.43) or (4.44) that it is

parity invariant since all its terms change sign under (4.33). Thus, if 5, ,,(©1, ©2, O3, 04)
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is a solution, so is s_,, 4, (03, ©4, ©1, O3). In particular, any solution can be written as
a combination of even and odd solutions s,,, ., (01, Oz, O3, 04)E£s_,, ,, (03,04, 01, O2).
This is no longer the case if we had matter interactions violating parity, such as a
term proportional to Vy Jp. In this case, no parity-even or odd solutions would exist.
Wave functions for puy > 0 generically differ from their form for p; < 0, even though
those values are deterministically related via the difference equation. At this stage,
the precise form of parity violations in the matter system is crucial to determine the
behavior of the wave function near the classical singularity at pu; = 0.

To complete the construction, one would solve the difference equation and
determine a physical inner product on the solution space. Ideally, one could then
compute the behavior of observables of the system and derive detailed cosmological
scenarios including the role of quantum effects. Unfortunately, such complete de-
scriptions at an exact level are possible only in rare, specific models. While such
models are instructive mathematically, conclusions drawn are difficult to interpret
because one could not be certain about the robustness of results: If specific results
are available only in a few special models where exact mathematical solutions in the
physical Hilbert space can be found, there is no guarantee that they are not just the
very result only of demanding this high mathematical control.

In this context, an aspect of particular interest is the fact that most models
of loop quantum cosmology where physical Hilbert spaces have been constructed
explicitly [75, 92, 93] specifically assume parity invariance in some form and make
use of the corresponding restriction of states when parity is considered as a large
gauge transformation. As we have seen here, physical states of quantum cosmology
are neither even nor odd in triad reflections if parity violating matter is present. It
may thus be misleading to treat parity as a large gauge transformation even in cases
where matter preserves parity. Results based on this assumption may be spurious,

and one has to re-analyze the constructions of physical Hilbert spaces without the
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assumption of parity invariant states. Fortunately, the intuitive pictures of bounces
which have sometimes been derived from physical observables are insensitive to the
specific construction of the physical Hilbert space: They can be derived analytically
in a representation independent formalism based on effective equations [69, 94]. Then,
the assumption of parity as a large gauge transformation is not necessary, and it can
be dropped without affecting the bounce result.

At a fundamental level, singularity resolution is also insensitive to the physical
Hilbert space construction and can directly be determined using the difference equa-
tion (4.43) or (4.44). (Here, it is important that all solutions are non-singular, which
then also includes physical ones.) In general, coefficients of a difference equation of
the type obtained in loop quantum cosmology may vanish and prevent certain values
of s,, 4, from being determined in a recurrence starting from initial values. This hap-
pens for the non-symmetric equation (4.43) where none of the values t,, — right
at the classical singularity — is determined by initial values because their coefficients
in the difference equation vanish. (The corresponding states |0, u2) are mantic [65].)
However, for the difference equations realized such undetermined values, if they arise,
drop out completely of the recurrence. In particular, even though values for puy = 0
remain undetermined by initial values in the non-symmetrized version of the equation,
coefficients at p; < 0 follow deterministically from coefficients at puy > 0.

In parity preserving models the wave function s, ,, for u; < 0 could simply
be the mirror image of its cousin at u; > 0, and it had to be symmetric if parity
is considered a large gauge transformation. However, if there is parity violation,
the transition through p; = 0 constitutes true evolution since values at p; < 0
must now differ from the mirror image at pu; > 0. The wave function at p; < 0
cannot be determined simply by reflection, but it has to be derived by local evolution
through all intermediate values of py. In this case, the region of p; < 0 can by no

means be removed from considerations but must be considered as a physical domain
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on equal footing with that at gy > 0. In particular, the orientation-reversing big
bang transition thus becomes physical and cannot be argued away as a large gauge
transformation.

For both forms of difference equations derived here, there are consistency con-
ditions arising due to vanishing coefficients around p; = 0, analogous to dynamical
initial conditions [70, 71]. If we evaluate any of the difference equations at p; = 0,

matter terms drop out and we obtain the universal relation

(|12 + 30| — |2 + 02|) S25, pn 25, — ([p2 — 02| — |2 — 32]) S5, 1255

= (|p2 + 302 — |p2 + 02]) 526, py+26, — (|pt2 — 02| — |2 — 302|) 525, 25, (4.68)

valid for all pe. In particular, at po = 205 we have sg5, 45, = S_25, 45, At odd integer
multiples of p2 = 2d,, we obtain a recurrence relation which requires sss, 2(2n+1)5, =
S_25,2(2n+1)s, for all integer n.

There are thus reflection symmetry conditions which directly follow from the
dynamical law even in the presence of parity-violating terms. (This symmetry has
been observed first in the vacuum case [95].) However, evolution away from p; = +1
depends on whether p; is positive or negative if parity is not preserved: Unlike
Eq. (4.68), the matter Hamiltonian then enters the recurrence and for parity violating
matter the coefficients of the difference equation at negative and positive u; differ.
Thus, the wave function is not mirror symmetric even though the dynamical initial

condition closely ties the values si9, 4, to each other.

4.8 Conclusion

We have introduced fermions into the framework of loop quantum cosmology
which gave rise to several non-trivial changes due to the presence of torsion and po-
tential parity non-invariance. We have observed several key features which have a

bearing on cosmological scenarios and which do not arise for bosonic matter such as
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scalar fields as they are used commonly in cosmological models. First, the amount of
matter is limited for each fermionic degree of freedom due to the exclusion principle.
Thus, large matter contents as they are sometimes used to bring a quantum cosmo-
logical model into a semiclassical regime where it may bounce more easily cannot
straightforwardly be achieved. The only possibilities are to allow many copies of in-
dependent fermions or inhomogeneity where fermionic components at different points
will be independent. Physically, both possibilities are quite different from having a
single bosonic field of high occupation. The methods used here may also be of interest
for a supersymmetric version of loop quantum cosmology along, e.g., the lines of [96]
(see also [97]). Fermions in quantum cosmology also play a role for decoherence [98].

This shows that it is crucial to consider the small-volume regime of a quantum
cosmological model which cannot be avoided in the absence of much matter energy.
Here, the recurrence scheme of an underlying difference equation of loop quantum
cosmology becomes essential to determine whether the model is singular or not. As we
showed, the singularity resolution mechanism of loop quantum cosmology [65] remains
unchanged under the inclusion of fermionic matter even if it violates parity. At the
same time, the model we used allows us to show that in its realm parity violations
can only arise due to matter interactions, not due to pure gravity. In other models or
the full theory, this situation may be different because the basic objects quantized, in
particular holonomies, do not transform straightforwardly under parity. The model
introduced here thus also serves the purpose of providing one example where parity
invariance of pure gravity can be demonstrated after a loop quantization.

If one introduces parity-violating interactions, wave functions cannot be mirror
symmetric. Then, the branches at the two opposite orientations of triads are inde-
pendent of each other, and joined through degenerate geometries by the dynamics of
loop quantum cosmology. The big bang transition now becomes a non-trivial event

where space turned its inside out in a quantum process which in general cannot be
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described by an intuitive geometrical picture such as a simple bounce.
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CHAPTER V

BIG BANG NUCLEOSYNTHESIS AND LQG

After the discussion of the role of matter fields in loop quantum cosmology in
the previous chapter, an application to mainstream cosmology is much desired at this
stage. The effects discrete geometry and different matter ingredients on Big Bang
Nucleosynthesis (BBN) may be considered one such application, which is presented
in this chapter.

In theoretical cosmology, many insights can already be gained from spatially

isotropic Friedmann-Robertson-Walker models

dr?
1—Ekr?

0 = et ) (12 + a0+ 0, 5.

with £ = 0 or £1. The matter content in such a highly symmetric space-time can only
be of the form of a perfect fluid with stress-energy tensor Ty, = pugup + P(gap + tatip)
where p is the energy density of the fluid, P its pressure and u® the 4-velocity vector
field of isotropic co-moving observers. Once an equation of state P = P(p) is specified
to characterize the matter ingredients, the continuity equation p+ 3H(p + P) = 0
with the Hubble parameter H = a/a allows one to determine the behavior of p(a)
in which energy density changes during the expansion or contraction of the universe.
This function, in turn, enters the Friedmann equation H? + k/a?> = 87Gp/3 and
allows one to derive solutions for a(7).

In general, one would expect the equation of state P = P(p) to be non-linear
which would make an explicit solution of the continuity and Friedmann equations dif-
ficult. It is thus quite fortunate that in many cases linear equations of state P = wp
with w constant are sufficient to describe the main matter contributions encountered
in cosmology at least phenomenologically. The influence of compact objects on cos-

mological scales is, for instance, described well by the simple dust equation of state
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P(p) = 0. Relativistic matter, mainly electromagnetic radiation, satisfies the linear
equation of state P = %p. The latter example is an exact equation describing the
Maxwell field, rather than an approximation for large scale cosmology. It is thus, at
first sight, rather surprising that the dynamics of electromagnetic waves in a universe
can be summarized in such a simple equation of state irrespective of details of the
field configuration. The result follows in the standard way from the trace-freedom of
the electromagnetic stress-energy tensor and is thus related to the conformal symme-
try of Maxwell’s equations. That the availability of such a simple equation of state
is very special for a matter field can be seen by taking the example of a scalar field
¢ with potential V'(¢). In this case, we have an energy density p = %(;52 + V(¢) and
pressure P = %QSQ — V(¢). Unless the scalar is free and massless, V(¢) = 0 for which
we have a stiff fluid P = p, there is no simple relation between pressure and energy
density independently of a specific solution.

Often, one can assume the equation of state parameter w to be constant during
successive phases of the universe evolution, with sharp jumps between different phases
such as w = —1 during inflation, followed by w = % during radiation domination and
w = 1 during matter domination. Observationally relevant details can depend on
the precise values of w at a given stage, in particular if one uses an effective value
describing a mixture of different matter components. For instance, during big bang
nucleosynthesis one is in a radiation dominated phase mainly described by photons
and relativistic fermions. Unlike photons, the general equation of state for fermions
is more complicated and non-linear, but can in relativistic regimes be approximately
given by the same value w = % as for photons. In contrast to the case of Maxwell
theory, however, there is no strict symmetry such as conformal invariance which would
prevent w to take a different value. It is one of the main objectives of the present

chapter to discuss possible corrections to this value.

For big bang nucleosynthesis, it turns out, the balance between fermions and
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photons is quite sensitive. In fact, different values for the equation of state parameters
might even be preferred phenomenologically [99]. One possible reason for different
equations of state could be different coupling constants of bosons and fermions to grav-
ity, for which currently no underlying mechanism is known. In this chapter, we will
explore the possibility whether quantum gravitational corrections to the equations of
state can produce sufficiently different values for the equation of state parameters. In
fact, since the fields are governed by different actions, one generally expects different,
though small, correction terms which can be of significance in a delicate balance.

Note that we are not discussing ordinary quantum corrections of quantum
fields on a classical background. Those are expected to be similar for fermions and
radiation in relativistic regimes. We rather deal with quantum gravity corrections in
the coupling of the fields to the space-time metric, about which much less is known a
priori. Thus, different proposals of quantum gravity may differ at this stage, providing
possible tests.

An approach where quantum gravitational corrections can be computed is loop
quantum cosmology [51]. In such a canonical quantization of gravity, equations of
state must be computed from matter Hamiltonians rather than covariant stress-energy
tensors. Quantum corrections to the underlying Hamiltonian then imply corrections
in the equation of state. This program has been carried out here both for the Maxwell
Hamiltonian and Dirac fermions [40, 100]. There are several differences between
the treatment of fermions and other fields, which from the gravitational point of
view are mainly related to the fact that fermions, in a first order formulation, also
couple to torsion and not just the curvature of space-time. After describing the
classical derivation of equations of state as well as steps of a loop quantization and its
correction terms, we use big bang nucleosynthesis constraints to see how sensitively
we can bound quantum gravity parameters. We will start with general remarks on

the physics underlying the problem.
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5.1 The physical setting

Big bang nucleosynthesis happens at energy scales Eggny ~ MeV which are
large, but still tiny compared to the Planck energy Mp. Also the universe has already
grown large compared to the Planck length /p at this stage, and space-time curvature
is small. One may thus question why quantum gravity should play any role. There
is certainly a fine balance required for successful big bang nucleosynthesis, but the
expected quantum gravity terms of the order E/Mp, obtained based on dimensional
arguments, would have no effect.

However, dimensional arguments do not always work, in particular if more
than two parameters L; of the same dimension, or any large dimensionless numbers
are involved. Then, precise calculations have to be done to determine which geo-
metric means [[, L7" with ), ; = 0 may appear as coefficients, or which powers of
dimensionless numbers occur as factors of correction terms. In loop quantum gravity,
we are in such a situation: there is the macroscopic length scale L, which in our case
we can take as the typical wave length of fields during nucleosynthesis, and also the
Planck length ¢p = +/GE which arises due to the presence of Newton’s constant G
and Planck’s constant h. In addition, there is a third and in general independent
scale ¢ given by the microscopic size of elementary spatial patches in a quantum grav-
ity state. This is a new feature of the fundamentally discrete theory, for which the
precise state of quantum gravity plays an important role. Although ¢ must be propor-
tional to the Planck length, its specific value for a given state can differ numerically.
Then, a detailed calculation must show how L, ¢ and /p appear in quantum gravity
corrections and which numerical values may arise.

Alternatively, one can work with only two length scales, L and fp, but one
has to deal with a large dimensionless parameter A/ given by the number of discrete
patches of the underlying state in the volume considered, for instance a volume of

the size L3 such that N = L3/¢3. Examples of cosmological phenomena are known

120



where this does play a role for quantum gravity corrections [115, 116], and here we
analyze which features arise in the presence of fermions and especially for big bang
nucleosynthesis.

There are precedents where such considerations have played important roles.
Best known is the evidence for the atomic nature of matter derived by Einstein from
the phenomenon of Brownian motion. Also here, there are several orders of magnitude
between the expected size of molecules and the resolution of microscopes at that time.
However, there is also a large number of molecules which by their sheer number can
and do leave sizeable effects on much larger suspended particles. There is, of course,
never a guarantee that something analogous has to happen elsewhere. But this is to
be checked by calculations and cannot always be ruled out based only on dimensional
arguments.

The corrections to the equation of state for radiation and fermions must be
derived to check any effects on BBN. Even in relativistic regimes, the coupling of
fermions to gravity differs from other fields, e.g. by torsion contributions which arise
already from the kinetic term of the Dirac action. One could thus expect that quan-
tum corrections for fermions differ from those to radiation and thus, by throwing
off the balance during nucleosynthesis, possibly enhance the effect of quantum grav-
ity corrections. Whether or not this happens cannot be decided without detailed

calculations as they are reported and applied here.

5.2 Equation of state

Let us first derive the equation of state for radiation followed by that for
fermions. The derivations for both species are exactly the same in the canonical

analysis, except with different Hamiltonian.
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Radiation

One can determine energy and pressure from our canonical expressions (see
also [54]) in order to formulate the equation of state. The matter Hamiltonian is

directly related to energy density! by

1 0Hy

= = 5.2
and thus, from equation (3.31), it is
21 4 1 bd
_ 2" _a u _Fa Fc acqva 5.3
p q7T7TQb+167T vledq ™ q (5.3)
The canonical formula for pressure is given by
2 0H 2 0H
= - Gup— = = (5.4)
3Nq " dqu  3N\/q~ oq
as shown in Appendix 0.3. This gives
2 TN VaN VAN
P = of arb a e_2ae —aCFach_—aFabe
3N\/§q (\/C—]WW(C]be GacQbs) + el 1~ gy Tt ey

2 ™ ., VaN b 127 , 1 b
- T rombge + Y2 g pab ) = 2 |l pagbg + — LRl (5.5
SN\/§<\/§7”Tqb+ 327 T (55)

Finally, the equation of state can easily be obtained from (5.3) and (5.13):

P 1
= — = 5.6
w="=3 (5.6
which is the standard result.
Fermions

Let us first write the fermion dependent terms, i.e. the Dirac Hamiltonian,
resulting from the gravitational action non-minimally coupled to fermions. It follows

from (3.6) that the Dirac Hamiltonian is given by derivative terms and self-interaction

' This is the usual term for energy per volume, and does not mean that p is a geometrical density.
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terms:

Ea
HDirac = / d3§L’N<——zD @ T€+7T X
5, \/a ( 13 )
QEZ
V4

K
—l—L (3 — % + 272> (ﬂgng + 7T§7'1X)(7T£ e+ 7T 7'X)

(9L7r 7D, € — QRTFTTZDGX — c.c. )

—1

(1= D)(rfe - wn) (T - wh) ) (5.7)

again with § := v + é The top line of this expression is the most important one
because its derivative terms are dominant in relativistic regimes. In addition to those,
we highlight the presence of four-fermion interactions in the second line, which we

summarize as

= _2(1’7_'7_572) (3 — % + 272> (ﬂgng + 7T§TZX)(7T£ T 5 + 7T X)
ﬁg_j(l — D&~ w0 E — ) (5.8)

as it multiplies ¢~'/2. Thus, from (6.33) and (5.7), the energy density is

2F¢ | | | |
p = ql (_gDa (7'['?7—26 _|’ Wgsz) + 2 (_eLﬁngDaf _|_ GRT(;?TZDQX . C_C‘>)
B
i (5.9)

The canonical formula for pressure is

2 5HDiraC
P=_ E¢ 5.10
3Nq | OE? (5.10)

as shown by a straightforward adaptation of the calculation done in [100] for metric

variables. Now using the functional derivative

OVa@) Loy (5.11)

0B} y) 2"
and thus
) 2E%(x) 7i “]—ee .
5E§?(y) ( q(x)) = q(26 ) b)5( v), (5.12)
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and inserting (5.12) in (5.10), we obtain the pressure

280 | | | |
Po= 3ql (—%Da (me '€+ mL7'X) + i (007 T Duk + Opm . 7' Dyx — c.c.))

B
= 5.13
q ( )

This results in an equation of state
=—-—-—. (5.14)

In relativistic regimes, the kinetic term involving partial derivatives d, con-

tained in D, is dominant, which leaves us with an equation of state

whose leading term agrees with the parameter for a Maxwell field. But there are
clearly correction terms for fermions already in the classical first order theory. They
do not arise for the Maxwell field, implying a difference in the coupling to gravity due
to torsion, which is present even in relativistic regimes. The order of magnitude of
the additional term depends on the fermion current density and is thus not expected
to be large unless regimes are very dense. We will not consider this correction further
in this article, but highlight its role as a consequence of torsion. Next, we discuss

the quantum corrections arising from the discrete geometry for each of these matter

fields.

5.3 Quantum Corrections

Being interested in effects from quantum gravity, we have to quantize the grav-
itational components such as metric qq, densitized triad P, and /g in the matter
Hamiltonians, not just the matter fields themselves. As noted in Chapter I, an imme-
diate consequence of loop quantization is that fluxes and spatial geometrical operators

such as area and volume [16, 17, 18] have discrete spectra containing zero. Hence,
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their inverses do not exist as densely defined operators. However, a quantization of the
matter Hamiltonian such as (3.31) and (5.7) demands the quantization of such inverse
expressions since, e.g., q_% or the metric g4, which can only be obtained by inverting
the densitized triad, appear in the matter Hamiltonian. Therefore, the quantization
of the matter Hamiltonians seem, at first, to be seriously problematic. However, as
shown in Chapter III, a well-defined quantization is possible after noticing that the

Poisson bracket of the volume with connection components,

b e
J

{Az, / \/ |det E|d3g;} = 27rfyG62JkeabC’d—tkE| = 47yGe’ (5.16)
e

amounts to an inverse of densitized triad components [21]. Thus, the gravitational
components in the matter Hamiltonians can be quantized using the techniques of loop
quantization. Leading to well-defined operators, this quantization process implies
characteristic modifications of the classical expressions such as (3.31) and (5.7) on
small scales, where densitized triad components are small. Moreover, since there are
many different but classically equivalent ways to rewrite expressions like (5.16) for
which the quantization would give different results, there are quantization ambiguities.
However, several characteristic effects occur for any quantization choice such that they
can be studied reliably with phenomenological applications in mind.

In loop quantum gravity, there are three main effects which imply correction
terms in effective matter equations. Despite a proper quantization of the matter
Hamiltonians, along the lines of [25], that gives a well-defined operator with the
correct semiclassical limit, there are deviations from the classical behavior on small
length scales, which are the first source of correction terms.

In addition, there are qualitatively different correction terms. First, loop quan-
tum gravity is spatially discrete, with states supported on spatial graphs. Quantiza-
tions of Hamiltonians thus lead to a discrete representation of any spatial derivative
term as they also occur for fermions. The classical expression arises in a continuum

limit, but for any given state the discrete representation implies corrections to the
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classical derivatives as the leading terms in an expansion. Secondly, the connection is
quantized through holonomies rather than its single components. Thus, the quantum
Hamiltonians are formulated in terms of exponentials of line integrals of the con-
nection which also give the leading classical term plus corrections in an expansion.
Finally, whenever a Hamiltonian is not quadratic, there are genuine quantum effects
as they occur in typical low energy effective actions. They can be computed in a
Hamiltonian formulation as well [55, 56], contributing yet another source of correc-
tions.

One certainly needs to know the relative magnitude of all corrections in order
to see which ones have to be taken into account. For all of them, the magnitude
depends on details of the quantum state describing the regime. Here, properties
of states have to be taken into account, and dimensional arguments are no longer
sufficient. For instance, discretization and curvature corrections depend on the patch
size occurring in the discrete state underlying quantum gravity. This patch size
is typically small compared to scales on which the matter field changes, even in
relativistic regimes assumed here. Thus, such corrections can be ignored in a first
approximation. What remains are corrections from inverse powers. While other
corrections shrink in the continuum limit where the patch size becomes small, inverse
corrections actually grow when the patch size approaches the Planck length. The
regimes where the two classes of corrections are dominant are thus neatly separated,
and we can safely focus on inverse triad corrections only. A brief summary of the
origin of such corrections is presented below ; see also [57]. A detailed and complete
derivation is not yet available since precise properties of a quantum gravity state

would be required. Still, many general qualitative insights can be gained in this way.
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Perturbative loop quantum cosmology

Hamiltonian operators of a quantum theory can, in semiclassical regimes, be
approximated by effective expressions which amend the classical ones by quantum
correction terms. The general procedure, detailed in [55, 56], requires one to evaluate
expectation values of the Hamiltonian in suitable semiclassical states. A crucial in-
gredient in loop quantum gravity is the discrete, non-local nature of states written in
terms of holonomies as basic objects. Although Hamiltonian operators on such dis-
crete lattice states are quite complicated, expectation values can often be evaluated
explicitly in perturbative regimes where one assumes the geometry to be close to a
symmetric one. This is certainly allowed in our applications to derive the effective
equation of state of radiation in a flat FRW universe. The background symmetry
implies the existence of three approximate spatial Killing vector fields X¢ generating
transitive isometries. We will only make use of this translational symmetry, not of
the additional rotations in the construction of states. These vector fields can be used
as a tangent space basis, thus denoting tensor indices for components in this basis by
capital letters I, J, . ..

The background symmetry also has implications for the selection of states of
the quantum theory. A general quantization has to consider arbitrary states, but
for effective equations one computes expectation values only in states suitable for
a semiclassical regime. For perturbative inhomogeneities, one can restrict lattices
as they occur in general graphs to regular cubic ones and thus simplify geometrical
operators. This has been developed recently in [57] for metric perturbations as well
as for a scalar field, and we can directly apply the same techniques to the Maxwell

and the Dirac Hamiltonian. We refer the reader to this paper for more details.
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Gravitational variables and lattice states

In a perturbative regime around a spatially flat isotropic solution, one can
choose the canonical variables to be given by functions (p'(z),k;(z)) which deter-
mine a densitized triad by E? = p(? ()¢ and extrinsic curvature by K! = l;;(i)(a:)cgi.
Thus, one can diagonalize the canonical variables compared to the general situation
where all matrix elements of £ and K! would be independent. As seen in many sym-
metric models, this simplifies the calculations considerably: it allows one to replace in-
volved SU(2) calculations by much simpler U(1) calculations [58, 59]. SU(2) matrices
arise because loop quantum gravity is based on holonomies h, = P exp( fe dte* Al T;)
of a connection AY related to extrinsic curvature. For unrestricted connections,
holonomies can take any SU(2) value, but a diagonalization implies that all quan-
tities can be reduced to a maximal Abelian subgroup U(1). Matrix elements of
Hamiltonians and other operators can then be computed in explicit form.

Using properties of the general loop representation mentioned before, basic
variables of the quantum theory are, for a chosen lattice, U(1) elements 7, ; attached
to a lattice link e, starting at a vertex v and pointing in direction X7, and their
conjugate fluxes F, ;. The U(1) elements 7, ; appear as matrix elements in SU(2)
holonomies h, ; = Ren, ; + 27/Imn, ; along edges e, ;. Following the construction of
the Hilbert space using holonomies as “creation” operators by acting on a state which
is constant on the space of connections, a general state is a functional | ..., i, 1, ...) =
Hv’ / ni“]’[ . Allowing all possible values of assignments of integers s, ; € Z to the lattice
edges e, 1, this defines an orthonormal basis of the Hilbert space. Basic operators are

represented as holonomies

7¢]U7]|...,ILLU/’J,...>:|...7MU7[+1,...> (517)

for each pair (v, ) where all labels other than p, ; remain unchanged, and fluxes

Fotlooosttor gy ) = 200 (o + fro—1)| -+t gy - - ) (5.18)
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where ¢p = VAG is the Planck length and a subscript —/ means that the edge
preceding the vertex v in the chosen orientation is taken. These and the following
constructions are explained in more detail in [57].

Effective equations are obtained by taking expectation values of the Hamilto-
nian operator and computing a continuum approximation of the result (similar to a
derivative expansion in low energy effective actions). The result is a local field theory
which includes quantum corrections. This is done by relating holonomies

Mo = exp(i [ dtykr/2) = exp(iloyki(v 4 1/2)/2) (5.19)

€y, T

to continuum fields k; through mid-point evaluation on the edges ey,1 (denoted by an

argument v + I /2 of the fields), and similarly for fluxes

Fyp— / B (y)d2y ~ 5 (0 + 1/2). (5.20)
S’U,I

Although the non-local basic objects do not allow us to define continuum fields at all
spatial points, in a slowly-varying field approximation the mid-point evaluations are
sufficient to define the continuum fields by interpolation. Here, ¢, is the coordinate
length of lattice links. It does not appear in the quantum theory which only refers
to states and their labels j, ;. This is independent of coordinates and only makes
use of an abstract, labelled graph. The parameter ¢, only enters in the continuum
approximation since it is classical fields which are integrated and related to holonomies
and fluxes. These continuum fields, or tensor components p! and k7, must depend
on which coordinates are chosen to represent them. For the situation given here, the
combinations p! := 2p! and k; := loks, as they appear in holonomies and fluxes
evaluated for slowly-varying fields, are coordinate independent.

A further operator we can immediately define is the volume operator. Using
the classical expression V = [d®x\/[p'p?p3] ~ 3, G/ 100%0%] = 32, /Ip'p?p?,

we introduce the volume operator V = 37, TT_, v/|Fo.s| which, using (5.18), has
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eigenvalues

V({Mv,l}) = (27‘-76%’)3/2 Z H \/ ’ﬂv,[ + ,U/v,fl| . (521>

v I=1
This operator is not only interesting for geometrical purposes, but also for making

use of the identity (5.16) or, more generally,

{AL VY = dryG Vel (5.22)

a’ v

which gives inverse powers of the densitized triad for any 0 < r < 2 often appearing in
matter Hamiltonians. When quantizing this expression using holonomies, the volume

operator and a commutator for the Poisson bracket, we obtain

— —2

Vril L= t ihva h'_l a‘}vT
v 8mirylp Ly Z 7 (T huorlgn Vo)
{21}
L oam a0 yei o L oam
= 270(31;,1 — B, 1) = .Gl (5.23)

For symmetry, we use both edges e, ; and e, _; touching the vertex v along direction
X§. The operator BﬁTI) is obtained by taking the trace in (5.23) and using h,; =

Ren, 1 + 27 Imn, 1,

B(T):_——(UV”U — ¢ v) 5.24
v, I 4 ’L’}/Gh’f’ Sv,1Vy Co 1 — Co 1V Su,I ( )
with

1 . 1 .
Co, I = 5(771;,1 + 771;,1) and s, 1 = Z(nv,l - 771;,[)-

Maxwell Hamziltonian

Such expressions can be used for the electric field part of the Maxwell Hamil-
tonian (3.31) where the metric factor to be quantized is

w e Ged
lor/q  Cor/q |2

in terms of the volume V, ~ £31/q(v) of a lattice site. This can then be quantized,

using (5.23) with r = 1/2, to

qrJ

lov/q

= (LVi )tV ety = CPEMP (5.25)

v
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Noticing that the momentum 7 of the electromagnetic field is quantized, just as the
densitized triad, by a flux operator II, ; := | S d*yn,m® ~ (27! (v), the whole electric

field term can be written as
H, = 27r/d3xN( )q;\;iﬂ'aﬂ' A QWZN

QIJ
= 27TZN vIH'U,J
v, I, J EO\/_

which is then quantized to
= QFZN P, L, (5.26)

For the magnetic field term in (3.31), at first sight, a different metric expression
arises: ,/qq“‘q bd wwhich also involves inverse components when expressed in terms of
the densitized triad. The term appears different from the electric field term and could

thus be quantized differently. However, noting

Fachdqvabd = Bereeabefcdqacqbd

= €carBBlqrae™q" = 2¢" g BB’

in terms of the magnetic field B = ¢®°[}, shows that the metric dependence is the
same as in the electric part. We thus expect the same metric operator and corre-
spondingly the same quantum gravity corrections in both terms, although different
ones are mathematically possible owing to quantization ambiguities. The magnetic

contribution to the Maxwell Hamiltonian then is

1 qab 1 dab
Hy = — [ &xN@)2BB*~ — Y N2 pB®
b= o [ <x>ﬂ 8723 )62
1 U g
- 87 N(v )€ \/_
o,1,J 0

with the magnetic flux B, ; := fS . d?yn,B* ~ (2B'(v). Magnetic flux components

B, 1 are quantized using U(1) holonomies of the electromagnetic vector potential along
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closed loops transversal to the direction I:
év,[ = iz Z UJUKEUK)\U,UJJ,UKK-
JK o;0ke{+1}
We use the symbol A to distinguish an electromagnetic holonomy A from a gravita-
tional one, 7. The loop holonomy A, 11k is then computed around an elementary
lattice loop starting in v in direction £X¢§ and returning to v along £X§%. Summing
over J, K and the two sign factors o; and ox accounts for all four loops starting in

v transversally to e, ;. The resulting quantized magnetic part of the Hamiltonian is
He = o ZN CPCMP By By (5.27)

)C’izz) as in the electric term. It is thus

with the same gravitational operator CA’I(}I/ 2
natural to use the same quantum operators and corresponding corrections in both

terms, even though mathematically it is possible to quantize them differently. This

aspect will be used in the derivations for the effective equation of state.

Dirac Hamiltonian

The Dirac Hamiltonian can be quantized in the similar fashion presented in
Chapter III and IV. Since our goal is the derivation of the quantum correction
functions arising from the quantization of the gravitational components, we avoid the
explicit quantization of the total Dirac Hamiltonian. Therefore, we focus only on the
gravitational components in the Dirac Hamiltonian. In the Dirac Hamiltonian (5.7)

the factor to be quantized containing inverse powers of the densitized triad is

a J_k 2.7 k:
2E’L abc €pCc abc gﬂeb

— € € N €€
lor/q N T,

in terms of the volume V, ~ £3/q(v) of one discrete patch at a point v. We can

already notice the close resemblance to the Maxwell Hamiltonian, where the corre-

sponding expression is ¢u/lo\/q = €Le}/lo/q which differs only by the additional
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e-tensors. This close relation will, in the end, lead to quite similar quantum correc-
tions for photons and fermions.

We proceed using (5.22) for r = 1/2, and write

2B [ 4
lo/q  \27Gr

which can then be quantized by turning Poisson brackets into commutators of oper-

2 1 1
) e (AL VAT AR, VY, (5.28)

ators. This results in

2/@1 A2 gy 12 (1/2) A(1/2)
G = eV e (Vi e) = e PO 88t (5:29)

with C’i/IQ defined in (5.23).

Correction functions

As in [57] we can include effects of the quantization of metric coefficients by
inserting correction functions in the classical Hamiltonian which follow, e.g., from the

eigenvalues [57]

1 2 _
CHP U ry) = 2@mvR) 41y g+ pto— s |V o i + oV

(lttosc + po—rc + 1 = o s + po—ic — 1[1*)  (5.30)

(where indices J and K are defined such that €;;x # 0) of operators 6,511/ 2 Although

for large 1, ; these eigenvalues approach the function

3
O ({10 DO (st }) ~ (27y£2) 2 ks Vtox + o x|
({,u v }) v,J ({:u Ny }) ( Y P) ‘,UMU,I +/1Jv,—]||,uv,J+,uv,—J|

expected classically for qr;/\/q = \/|p'p?p3|/ p'p’ with a densitized triad E? = p¥§¢

and using the relation (5.18) between labels and flux components, they differ for values

of p, s closer to one. This deviation can, for an isotropic background, be captured in

a single correction function

SO gy TR D
3 || ERVAIT T

Qy K =
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which would equal one in the absence of quantum corrections. This is indeed ap-
proached in the limit where all p, ; > 1, but for any finite values there are correc-
tions. If all 1, ; > 1 one can directly check that corrections are positive, i.e. o, g > 1
in this regime. Expressing the labels in terms of the densitized triad through fluxes

(5.18) results in functionals

Oé[p] (v)] = i (477'761231%,1) (5.32)

which enter effective Hamiltonians.

Furthermore, for a nearly ? isotropic background geometry o only depends
on the determinant g of the spatial metric and thus ¢®6a/d¢®® = —3q¢da/dq =
—%ada/da with the scale factor a related to ¢ by ¢ = det(gq) = a®. In this case the
quantum gravitational expectation for a(q), as per Eqs. (5.30) and (5.31), simplifies.
To use these expressions, we have to relate the scale factor to quantum gravitational
excitation levels as they occur in calculations of loop quantum gravity. In the above
notation, an elementary discrete patch in a nearly isotropic space-time has, on the
one hand, an area of (2a? if {; is the coordinate diameter of the patch. This can be
expressed as (3a* = (Vi JN)?/3 where Ny is the number of patches in a box V of
volume V},. On the other hand, using (5.18) the quantum gravity state assigns a value
of 4wyl 1, to this patch via the flux operator, where y, is the quantum number of

the geometrical excitation of this patch. Thus, we obtain

VV2/3 a2

47‘(”76123./\/’5/3 . ac2hsc

[

where
1/3
QAdisc — 2\/’/T’}/€p (AA) (533)
Vo
with the coordinate volume Vj of the box V. The numerical value of ag;s. depends on

coordinates via Vj, or on the normalization of the scale factor. (It does not depend

2We are not assuming strict isotropy to compute quantum corrections of inhomogeneous Maxwell
and fermion fields. Nevertheless, in leading order corrections one can use the background geometry.
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a(@/agisc)

a/adisc

Figure 5.1: The correction function (5.34) as a function of the scale factor (solid
line). The asymptotic form (5.35) for large a is shown by the dashed line. (The sharp
cusp, a consequence of the absolute value appearing in (5.34), is present only for
eigenvalues as plotted here, but would disappear for expectation values of the inverse
volume operator in coherent states. This cusp will play no role in the analysis of this

paper.)

on the choice of the box V because a change would multiply Ny, and V; by the same
factor.) But it is important to note that agis. is not just determined by the Planck
length /p, which appears for dimensional reasons, but also depends on the large
number N, of discrete patches per volume as given by the quantum gravity state.
This is exactly a parameter as expected in the discussion of Sec. 5.1. Replacing p,, in

the equations of the appendix, we obtain
ala) = 8v2(a/agisc)? ((Q(OL/otdiSC)2 + DY* — 2(a/agise)? — 1\1/4)2 (5.34)

where aqisc appears, influencing the size of quantum gravity corrections.
The function is plotted in Fig. 5.1. One can easily see that «(a) approaches
the classical value a = 1 for a > agisc/ V2, while it differs from one for small a. For

a > agise/ \/5, the corrections are perturbative in a™*,

7 Qdisc 4
a(a)~1+6—4(a> b (5.35)
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This is the first correction in an asymptotic expansion for eigenvalues. If semiclassical

states rather than volume eigenstates are used, powers of a~*

in the leading corrections
can be smaller. Moreover, via N} the discreteness scale agis. is expected to be not
precisely constant but a function of a itself because the underlying spatial discreteness
of quantum gravity can be refined dynamically during cosmological evolution [78, 87].
(Indeed, dynamical refinement is also required for several other phenomenological
reasons [117, 118, 119, 120, 121].) In our following analysis we will thus assume a

functional form

ala) =14 c(a/ag)™ (5.36)

where we traded the fundamental normalization by ag;s. for normalization with respect
to the present-day value of the scale factor ag. From the derivation, n is likely to be
a small, even integer and c is known to be positive. The constant ¢ depends on agsc
and inherits the NMy-factor. It can thus be larger than of order one. We will treat this

parameter as phenomenological and in the end formulate bounds on ¢ as bounds for

Ny.

Effective Hamiltonians and the equation of state

The above correction functions will appear in a Hamiltonian operator and thus
also correct expressions for energy density and pressure or the equation of state, which
is presented below.

Maxwell Hamiltonian

The general expression for the effective Maxwell Hamiltonian one can expect

is thus
V4

2
Hyg= [ 2N gl — 7, al = oy Flaq®q®® 5.37
F /E T [&[Qd]ﬁWWQbﬂLﬁ[Qd]mﬁ bl'cdq q ( )

with two possibly different correction functions a and 3 depending on the lattice
values f,, ;. As shown before, the case o = 3 is preferred, and we will see soon that this

has implications for the effective equation of state. (In [25] a Hamiltonian operator
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was introduced which did not use the same quantizations for metric coefficients in
the electric and magnetic parts, thus giving o # (. A quantization as described here,
using the same quantization in both parts, was formulated in [60]. Phenomenological
implications of a quantization of the latter type, concerning Lorentz invariance, are
discussed in [61].) There are other possible sources for corrections, such as higher order
powers and higher derivatives of the electric and magnetic fields. But these terms
would not be metric dependent and are thus not crucial for the following arguments.

Now using (5.37), we get the modified expression

! — _ tab — _ -c . 2 a 5 (5 a
NT Tsge N qu \/éﬁwq‘l((wr 000 /0")
+—§§T FoaF (B +2¢"53/5¢™) | (5.38)

depending on « and (3. For a nearly isotropic background geometry, for instance,
a only depends on the determinant ¢ of the spatial metric and, from Appendix B,
q®6a/5q? = —3qda/dq, which we assume in what follows.

The modified energy density and pressure then are

27 1
Peff = _ﬂ_aﬂ—bqaba + _Fachdqacqbdﬁ (539)

q 167
2T L

3Pg = ?77' 7T qap (v — 6gdar/dq)

1
—1—16—7TFabF“b (8 —6¢df/dg)
2 dl
= —Wﬂaﬂbqaba 1-6 g

q dlogq

1
+—F,F*p3 (1 —6 (5.40)

dlog 8
167 '

dlogq

It follows easily from (5.38), (5.39) and (5.40) that the classical behavior is reproduced
for « = = 1. Interestingly, for a = 3, the equation of state w can easily be computed

and is modified as

1 leoga
3 dlogq

(5.41)

Weft =
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This modification is independent of the specific matter dynamics as in the classical
case, and it results in an equation of state which is linear in p, but depends on the
geometrical scales (and the Planck length) through a.
Dirac Hamiltonian
Thus the general expression one can expect for a phenomenological Dirac
Hamiltonian including corrections from inverse powers of the triad is
_ 3 LB by ([ T i T i
Hopen = PN —La(E}) (=D, (mg 7€ + 7y 7'X)
pM \/a
, T . Q(E;’)
-2 («S’LW£ 7'Dy§ — Opm, T DaX — c.c.)) + —B (5.42)
NG
with two possibly different correction functions o and 6. This also affects the energy
density and pressure terms, derived by the general expressions (5.2) and (5.10). We
are mainly interested in the correction to the one-third in the equation of state (5.14),
so we focus on the first term in (5.42) in what follows. Energy density and the pressure

then are, ignoring the classical interaction term B,

2E¢ ) A
pa = Zihalw)(-oD (e + )
+1 <—0L7Tg7'ipa§ — GRW):CTiDaX — c.c.)> (5.43)
and
2L¢ d log T T i
3P.g o ala) (1 7 og a) (—51?@ (7T6 T+, T X)
+1 (—QLWgTiDaf — HngTiDGX — c.c.)) ) (5.44)

From this, the equation of state w can easily be computed:

1 d log «
f == (1 — . 4
ett 3< dloga) (5:45)

This quantum gravity correction is independent of the specific matter dynamics as in
the classical relativistic case. It results in an equation of state which is linear in p,

but depends on the geometrical scales (and the Planck length) through «. This is the
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same general formula derived above for radiation, i.e., (5.41). Thus, on an isotropic
background radiation and relativistic fermions are not distinguished by the form of
quantum corrections they receive.

Finally, let us derive the correction to the evolution of energy density in an
isotropic and homogeneous universe, i.e. Friedmann-Robertson-Walker (FWR) uni-
verse. It follows from the FRW metric and Einstein’s equation that the evolution of

the energy density is given by the continuity equation, i.e.,
) a
pt3-(p+P)=0, (5.46)

where a is the scale factor and the dot indicates a proper time derivative. Using the
definition of the equation of state and eliminating the time derivative, this equation

can be cast into the following useful form:

dlog p(a)

Tore = 31+ u(@). (5.47)

Here we have shown the dependence of the equation of state on the scale factor

explicitly. It can easily be shown that the solution to the above equation is

p(a) = poexp {—3/ (1+w(a))dlogal, (5.48)

where pg is the integration constant. Now by inserting the modified equation of state

in the radiation era, (5.45) with ¢ = a% we obtain

p(a) = poa(a)a™. (5.49)

Again, for a = 1, we retrieve the classical result p(a) oc a=*. Therefore, loop quantum
gravity corrections induced by discreteness of the flux operator are reflected even in

the evolution of the FRW universe.

5.4 Effect on Big Bang Nucleosynthesis

Following baryosynthesis, i.e. after a suitable condition for the production

of stable protons and neutrons is finally created, the relative abundances of these
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particles depend on the competition between the weak-interaction rate to reach the
thermodynamically favored equilibrium values and the expansion rate, H = a/a, that
causes the rate of change in the mean temparature of the universe. Therefore, the

production of elements in the early universe is highly sensitive to the expansion rate,

a (8 1/2

where p is the total density, thus including radiation and fermions. As we have

given by

seen here for fermions and in [100] for radiation, the effect of loop quantum gravity
corrections is to multiply the effective p(a) by a factor a(a). Most importantly, we
find that a(a) is the same for both bosons and fermions (up to possible quantization
ambiguities), so a separate treatment of the two types of particles in the early universe
(as in Ref. [99]) is unnecessary here.

In the standard treatment of the thermal history of the universe, the density

of relativistic particles (bosons or fermions) is given by

7T2

p=350T" (5.51)

where ¢, is the number of spin degrees of freedom for bosons, and 7/8 times the
number of spin degrees of freedom for fermions, and 7' is the temperature, which
scales as

T oxa . (5.52)
The equation of state parameter is
w=1/3. (5.53)

Clearly, equations (5.51)—(5.53) are inconsistent with equations (5.45) and (5.49).
There is some ambiguity in determining the correct way to modify the expressions
for p(T") and w. We have chosen to assume that the modifications are contained in

the gravitational sector, so that the density is given by

2
Q 4

p=ala)
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with the temperature scaling as in equation (5.52), and the equation of state w is
given by equation (5.45). This guarantees that the standard continuity equation
(5.46) continues to hold. Note that this is not the only way to incorporate equation
(5.49) into the calculation, but it seems to us the most reasonable way. This issue
requires a consideration of thermodynamics on a quantum space-time, which is a
fascinating but not well-studied area. Instead of entering details here, we note that
we interpret the a-correction as a consequence of a quantum gravity sink to energy
and entropy. Thus, quantum gravity implies a non-equilibrium situation which would
otherwise imply that p must be proportional to 7% without any additional dependence
onaoc Tt

With these assumptions, we can simply treat «(a) as an effective multiplica-
tive change in the overall value of (G. Note that this simplification is only possible
because we explicitly derived by our canonical analysis that, unexpectedly, quantum
corrections of radiation and fermions appear in similar forms. This makes possible a
comprehensive derivation of implications for BBN, bearing on earlier work. In fact, a
great deal of work has been done on the use of BBN to constrain changes in G (see,
e.g. Refs. [101, 102, 103, 104, 105]). The calculation is straightforward, if one has
a functional form for the time-variation in G. For the loop quantum gravity correc-
tions considered here, the most reasonable functional form is (5.36). Note that this
expression is by construction valid only in the limit where a(a) — 1 << 1. In terms

of the effective gravitational constant, G, one can then write
G(a) = Goll + c(a/ag) ™", (5.55)

where (G is the present-day value of the gravitational constant.
In order to constrain the values of ¢ and n, we calculate the predicted ele-
ment abundances with the indicated change in G and compare with observational

constraints. Big Bang nucleosynthesis proceeds first through the weak interactions

141



that interconvert protons and neutrons:

TL+1/6 — p+6_7
n+et o p+i,

n < p+te +r.. (5.56)

When T 2 1 MeV, the weak-interaction rates are faster than the expansion rate,
a/a, and the neutron-to-proton ratio (n/p) tracks its equilibrium value exp[—Am/T],
where Am is the neutron-proton mass difference. As the universe expands and cools,
the expansion rate becomes too fast for weak interactions to maintain weak equilib-
rium and n/p freezes out. Nearly all the neutrons which survive this freeze-out are
converted into “He as soon as deuterium becomes stable against photodisintegration,
but trace amounts of other elements are produced, particularly deuterium and "Li
(see, e.g., Ref. [106] for a review).

In the standard model, the predicted abundances of all of these light elements
are a function of the baryon-photon ratio, n, but any change in G alters these pre-
dictions. Prior to the era of precision CMB observations (i.e., before WMAP), Big
Bang nucleosynthesis provided the most stringent constraints on 7, and modifications
to the standard model could be ruled out only if no value of 7 gave predictions for
the light element abundances consistent with the observations. However, the CMB
observations now provide an independent estimate for 7, which can be used as an
input parameter for Big-Bang nucleosynthesis calculations.

Copi et al. [104] have recently argued that the most reliable constraints on
changes in GG can be derived by using the WMAP values for 7 in conjuction with
deuterium observations. The reason is that deuterium can be observed in (presumably
unprocessed) high-redshift quasi stellar object (QSO) absorption line systems (see
Ref. [107] and references therein), while the estimated primordial *He abundance,

derived from observations of low metallicity HII regions, is more uncertain (see, for
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example, the discussion in Ref. [108]). While we agree with the argument of Copi et
al. in principle, for the particular model under consideration here it makes more sense
to use limits on “He than on deuterium, in conjunction with the WMAP value for 7.
The reason is that the *He abundance is most sensitive to changes in the expansion
rate at T ~ 1 MeV, when the freeze-out of the weak interactions determines the
fraction of neutrons that will eventually be incorporated into *He. Deuterium, in
contrast, is produced in Big Bang nucleosynthesis only because the expansion of the
universe prevents all of the deuterium from being fused into heavier elements. Thus,
the deuterium abundance is most sensitive to the expansion rate at the epoch when
this fusion process operates (7"~ 0.1 MeV). The importance of this distinction with
regard to modifications of the standard model was first noted in Ref. [109], and a very
nice quantitative analysis was given recently in Ref. [110]. Note that our estimate for
the behavior of G(a)/Gy — 1, equation (5.55), is a steeply decreasing function of a.
Thus, the change in the primordial *He abundance will always be much larger than
the change in the deuterium abundance. Therefore, we can obtain better constraints
on this model by using extremely conservative limits on *He, rather than by using
the more reliable limits on the deuterium abundance. For the same reason, we can
ignore any effect on the CMB, since the latter is generated at a much larger value
of a, and any change will be minuscule. Hence, we can confidently use the WMAP
value for 7.
WMAP gives [111]
n=6.11610130 x 107 (5.57)

Because the estimated errors on 7 are so small, we simply use the central value for
n; the bounds we derive on ¢ in equation (5.36) change only slightly when 7 is varied
within the range given by equation (5.57). Since ¢ in equations (5.36) and (5.55) is
thought to be positive, the effect of LQG corrections is to increase the primordial

expansion rate, which increases the predicted *He abundance. We therefore require
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an observational upper bound on the primordial “He abundance. As noted earlier,
this is a matter of some controversy. We therefore adopt the very conservative upper

bound recommended by Olive and Skillman [108]:
Yp < 0.258, (5.58)

where Yp is the primordial mass fraction of “He. For a fixed value of n in equation
(5.55), we determine the largest value of ¢ that yields a primordial “He abundance
consistent with this upper limit on Yp. Since we are essentially bounding the change

in G at a/ag ~ 1071, it is convenient to rewrite equation (5.36) as
a=1+7¢/df, (5.59)

where a9 = 10'°(a/ag). This upper bound on ¢ as a function of n is given in Fig. 5.2.
For the special case n = 4, we can use these results to place a bound on agjs. in

equation (5.35). We obtain
Qdisc
Qo

<24x1071, (5.60)

This is not a strong bound for the parameters of quantum gravity, but clearly demon-
strates that quantum corrections are consistent with successful big bang nucleosyn-
thesis.

In terms of more tangible quantum gravity parameters, we have

1.2 10710 g1/

Ty lp

for the number of patches at the time of big bang nucleosynthesis. In terms of the

NP <

(5.61)

volume V), = (107%a4)3V} at this time, we have Ny, < 3V4,/£2 with the value v ~ 0.24
of the Barbero—Immirzi parameter as derived from black hole entropy calculations.
More meaningfully, if we view 2,/7y(p as the basic length scale as it appears in
the spectrum (5.18) of loop quantum gravity, the bound becomes more interesting:

This gives /\/’5/ P < 2.4VV1/ 3/ (2,/7ylp). This upper limit is already quite close to
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Figure 5.2: The solid curve gives an upper bound on ¢ as a function of n, for the
assumed form for o a = 1+ ¢/a},, where ayg is the value of the scale factor in units
for which a;g = 10'° at present.

what one expects for elementary patch sizes in loop quantum gravity, which would
provide ./\/'5/ P < VVI/ ?/(2y/mlp) as a fundamental upper limit. Given that these
values are close to each other, we see a clear potential of improvements by more
precise observational inputs. Moreover, other correction terms from quantum gravity

could be used to obtain a lower bound for Ny, such that the allowed window would

be reduced to a smaller size.

145



5.5 Conclusion

We have derived here the equation of state of the Maxwell as well as the Dirac
field in a canonical form, including corrections expected from loop quantum gravity.
In the canonical derivation, the reason for a linear equation of state of Maxwell field,
which is trace-freedom in the Lagrangean derivation, is the fact that the same metric
dependent factor g./,/g multiplies both terms in the Hamiltonian. The Maxwell
Hamiltonian is thus simply rescaled if the metric is conformally transformed, which
explains the conformal invariance of Maxwell’s equations. This is special for the
Maxwell field and different from, e.g., a scalar field with a non-vanishing potential.

The same fact allows one to quantize the Hamiltonian in a way which affects
both the electric and magnetic term in the same way, at least as far as the metric
dependence is concerned. One then obtains a single correction function a@ = 8 which
only corrects the metric dependence of the total scale of the Hamiltonian. In this
sense, conformal invariance is preserved even after quantization. (But this would not
be the case if a quantization is used which results in « # .)

This preservation of the form of the Hamiltonian explains why we are still able
to derive an equation of state independently of the specific field dynamics and that

it remains linear. However, the classical value w = % is corrected due to quantum

3
effects in the space-time structure. This modification is also understandable from a
Lagrangean perspective, together with basic information from the loop quantization.
Employing trace freedom of the stress-energy tensor to derive the equation of state,
we have to use the inverse metric in g*T,;. But from loop quantum gravity we know
that, when quantized, not all components of the inverse metric agree with inverse
operators of the quantization. For the scale factor of an isotropic metric, for instance,
we have a1 # “a~!” since the right hand side is not even defined [52]. While the
left hand side is defined through identities such as (5.16), it satisfies ala # 1 and

thus shows deviations from the classical expectation a~'a = 1 on small scales which
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were captured here in correction functions. As derived in detail, this implies scale
dependent modifications to the equation of state parameter weg.
The result can also be interpreted in more physical terms. The classical be-

4 can be understood as a combination of a dilution factor a2 and an

havior p(a) o< a~
additional redshift factor a~! for radiation in an expanding universe. As we have seen,
this is corrected to a(a)a™® where a(a) corrects the metric factor gu/\/q ~ a™'0ap.
Since this is only a single inverse power of a for an isotropic solution, we can interpret
the result as saying that only the redshift receives corrections due to quantum effects
on electromagnetic propagation. The dilution factor due to expansion is unmodified,
except that the background evolution a(t) itself receives corrections. This agrees with
the result for dust, which is only diluted and has an unmodified equation of state even
after quantization ®. Unlike dust, for radiation one has to refer to the inhomogeneous
field and its quantum Hamiltonian to derive a reliable equation of state, as presented
here.

On the other hand, there are corrections to the simple equation of state w = %
for fermions even classically. One observation made here is that the interaction term
derived in [34] leads to such a correction and might be more constrained by big
bang nucleosynthesis than through standard particle experiments [35]. We have not
analyzed this further here because more details of the behavior of the fermion current
would be required.

A second source of corrections arises for fermions from quantum gravity. Re-
markably, while quantum gravity effects on an isotropic background do correct the
equations of state, they do so equally for photons and relativistic fermions. Initially,
this is not expected for both types of fields due to their very different actions. How-

ever, a possible scenario for the same corrections for both fermions and photons is

big bang nucleosynthesis since BBN is a highly relativistic regime which, to a good

3But it disagrees with [63] both for dust and radiation, where a direct quantization of energy
densities exclusively for isotropic fields was attempted.
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approximation, implies identical equations of state for both. Thus, quantum gravity
effects do not spoil the detailed balance required for the scenario to work and bounds
from big bang nucleosynthesis obtained so far are not strong. But there are interest-
ing limits for the primary parameter, the patch size of a quantum gravity state. It
is dimensionally expected to be proportional to the Planck length /p but could be
larger. In fact, current bounds derived here already rule out a patch size of exactly
the elementary allowed value in loop quantum gravity. With more precise estimates,
these bounds can be improved further.

We have made use of quantum gravity corrections in a form which does not dis-
tinguish fermions from radiation. Although the most natural implementation, quite
unexpectedly, provides equal corrections as shown here, there are several possibilities
for differences which suggest several further investigations. Small deviations in the
equations of state and thus energy densities of fermions and radiation are possible.
First, there are always quantization ambiguities, and so far we tacitly assumed that
the same basic quantization choice is made for the Maxwell and Dirac Hamiltoni-
ans. Such ambiguity parameters can be explicitly included in specific formulas for
correction functions; see e.g. [112, 113, 57]. Independent consistency conditions for
the quantization may at some point require one to use different quantizations for
both types of fields, resulting in different quantum corrections and different energy
densities. Such conditions can be derived from an analysis of anomaly-freedom of
the Maxwell field and fermions coupled to gravity, which is currently in progress. As
shown here, if this is the case it will become testable in scenarios sensitive to the
behavior of energy density such as big bang nucleosynthesis. Moreover, assuming the
same quantization parameters leads to identical quantum corrections for photons and
fermions only on isotropic backgrounds. Small-scale anisotropies have different effects
on both types of fields and can thus also be probed through their implications on the

equation of state.
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For this, it will be important to estimate more precisely the typical size of
corrections, which is not easy since it requires details of the quantum state of ge-
ometry. The crucial ingredient is again the patch size of underlying lattice states.
On the other hand, taking a phenomenological point of view allows one to estimate
ranges for patch sizes which would leave one in agreement with big bang nucleosyn-
thesis constraints. Interestingly, corrections studied here provide upper bounds to the
patch size, and other corrections from quantum gravity are expected to result in lower
bounds. A finite window thus results, which can be shrunk with future improvements

in observations.
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CHAPTER VI

DARK ENERGY

In the previous chapter, quantum gravity corrections to the equation of state
of both fermions and photons have been derived and its effect on BBN have also
been explored as an application. It turns out that similar corrections also appear
in other approaches to quantum gravity, for example, string theory. Therefore, an
example of the effects of such corrections on the evolution of dark energy, k-essence
and quintessence, is presented in this chapter.

The universe appears to consist of approximately 30% nonrelativistic matter,
including both baryons and dark matter, and 70% dark energy (see Ref. [122] for
a recent review, and references therein). The evolution of the dark energy density

depends on its equation of state, which is usually parametrized in the form

PDE = WPDE; (6.1)

where ppg and ppg are the pressure and density of the dark energy. Then the density
of the dark energy scales as

PDE X R_3(1+w). (62)

The simplest model for the dark energy is a cosmological constant, for which w = —1
and ppg = constant. More complex models have been proposed, in which the dark
energy arises from a scalar field ¢; these are called quintessence models [123, 124,
125, 126, 127]. These models generally give rise to a time-varying wg and more
complex behavior for ppr. One advantage of such models is that certain classes of
quintessence potentials lead to tracker behavior, in which the evolution of the scalar
field is independent of the initial conditions. The conditions for such tracking behavior

have been worked out in detail by Steinhardt, et al. [127].
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A second class of models generalizes quintessence to allow for a non-standard
kinetic term. These models, dubbed k-essence, have also been explored in great
detail [128, 129, 130, 131, 132, 133, 134, 135, 136]. These models can also lead to
tracking behavior, and the conditions necessary for such behavior have been discussed
by Chiba [133].

Both quintessence and k-essence can be generalized to modified versions of the
Friedmann equation. In the standard Friedmann equation, the relation between the

scale factor a (or, alternatively, the Hubble parameter H) and the density is

H? = (g)z - g. (6.3)

where we set 871G = 1 throughout. However, various proposals have been put forward
to modify this equation at high energy. In type II Randall-Sundrum models, for
example, one has [137, 138]

H? x p?, (6.4)

in the limit of large p, while Gauss-Bonnet models can give [139]
H? o p*/3. (6.5)

The Cardassian model [140] assumes an expansion law of the form

with n < 2/3.

Motivated by these examples, numerous authors have examined the evolution
of various dark energy models in the context of non-standard expansion laws [141, 142,
143, 144, 145, 146]. The most general treatments are given in Refs. [144]-[146]. Sami
et al. [144] examine quintessence with constant w for a power-law modification to the
Friedmann equation (H? o< p?). Copeland et al. [145] discuss “scaling” quintessence

models, i.e., models for which w, = wg, with an arbitrary expansion law, H? o< f(p).
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Here wg is the ratio of pressure to density for the dominant, “background” fluid, e.g.,
wp = 0 for a matter-dominated universe, and wp = 1/3 for a radiation-dominated
universe. Tsujikawa and Sami [146] examine arbitrary scalar field models (including
both quintessence and k-essence) with scaling behavior (w, = wp) in models with a
power-law modification to the Friedmann equation, H? o pf.

Here we generalize this earlier work by examining tracking solutions for both
quintessence and k-essence in a general cosmological background characterized by
H? « f(p). Although we adopt the approach of Steinhardt et al. [127] for quintessence
and Chiba [133] for k-essence, our formalism encompasses tracking solutions not only
for a wide range of potentials but also for a wide range of f(p). We derive sufficient
conditions for both V(¢) and f(p) to obtain tracking solutions with a constant wy.
This formalism provides us with a generic method to study these solutions for a wide
variety of scalar field models such as quintessence, tachyon, k-essence, and phantom
models.

6.1 Quintessence

Tracking solutions

The equation of motion for the ¢-field is

¢+3Hp+V,=0, (6.7)
where
V, = dV/dg, (6.8)
and
d 2
B = <—) ~ f(p). (6.9)

Here a is the Robertson-Walker scale factor, and p is the total density, given by

p=pB+ o, (6.10)
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where pp is the background (radiation + matter) density, and p, is the scalar field
energy density. The standard Hubble expansion law corresponds to equation (6.9)
with f(p) = p; in this paper we allow f(p) to have an arbitrary functional form.

By definition, the tracking solutions are the solutions to which the evolution
of the scalar field ¢ converges for a wide range of initial conditions for ¢ and ¢. We
follow the approach prescribed by Steinhardt et al. [127] for quintessence, but now
generalize it to the arbitrary expansion law given by equation (6.9). For tracking

solutions, w, is nearly constant [127], where wy is given by

12
1y
wy = L2 = §¢2— (6.11)
Po §¢ +V
It follows from equation (6.9) that
. 3
= 5 Pl — wp) (1~ ) — (1 4+ wy)], (6.12)

where 7 encodes the information on the generalized expansion law in equation (6.9):

dInf(p)
TR (6.13)

For the standard Hubble expansion, 7 = 1. In this paper, we will confine our attention
to the case n > 0, and our conclusions will be valid only for this case. However, we
note that n < 0 can lead to interesting types of behavior (e.g., a phantom-like future
singularity in a matter-dominated universe). Several specific models of this type are
mentioned in Ref. [147].

By combining these relations, it is useful to cast the equation of motion into

the following form:

1 —w2 gj’
5 21+ =), (6.14)

=+3H
6

s

where z = (1 +wy)/(1 — wy

~—

= %(;52 /V is the ratio of the kinetic to potential energy
for ¢, and @’ = dInz/d Ina. The £ sign depends on whether V; > 0 or V,; < 0,

respectively. It follows from equation (6.14) that the tracker condition (w, =~ 0)
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becomes

1\?
‘fil ~ (_> . (6.15)
vy A\

This is the generalization of the Steinhardt et al. [127] tracking condition to an
arbitrary expansion law.

As in Ref. [127], we define the function
Ty = Vo V/(Ve)?, (6.16)

whose properties determine whether tracking solutions exist. By taking the time
derivative of equation (6.14) and combining with the equation (6.12) and (6.14) itself,

we obtain the following equation:

- 1+7’] _ 77(’LUB —’LU¢)QB

r
Vo2 2(1 + wy)
n(wp —wg)Qp 0+ (n— 2wy 2’
2(1 4 wy) 6 + 2’
2 l'”

TUrw) G4 (6.17)

where z” = d? Inz/d Ina®. As expected, equation (6.17) reduces to the corresponding

equation in Ref. [127] for n = 1. In a universe dominated by a background fluid

(Qp ~ 1) with wy ~ constant and nearly constant I'y,, the above equation becomes

n+1 n(ws—wy)

Q

I'y

2 2(1—|—w¢)’
1 n/(l4wp
~ 4= : 1

In deriving the above equation, the plausibility of the condition that 'y, &~ constant
has been discussed in detail in Ref. [127]. The crucial point is that this condition
encompasses a wide range of potentials including inverse power law potentials and
combinations of inverse power law terms to give rise to tracking solutions.

We must know the appropriate restrictions on 7, i.e., on f(p) to extract the

tracking solutions from equation (6.17). Since the left-hand side of equation (6.18) is
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nearly constant, it follows that 1 must be nearly constant during background dom-
ination, i.e., the function f(p) must satisfy (6.13) for a nearly constant 7. Thus we
require an extra condition, in addition to the conditions on I'y, to derive tracking
solutions for both quintessence and k-essence. It is obvious that this extra condition
arises from the extra “degree of freedom” in choosing a different cosmological back-
ground. The only case for which 7 is exactly constant is f(p) oc p" for a constant
n. This power-law behavior includes both the Randall-Sundrum and Gauss-Bonnet
models as special cases, and it was studied in detail in Ref. [144]. Of course, more
general conditions can produce an expression for f(p) that is roughly constant over a
wide range in the scale factor. For instance, a sum of power laws, e.g., as in equation
(6.6), gives a value for n that is nearly constant over most of the evolution of the
universe, i.e., at all times except for the epoch when the two contributions to f(p)
are roughly equal.

Note that there are a few trivial special cases for which this argument breaks
down. In particular, if V' is a constant, the right hand side of equation (6.14) must
be zero; this can be achieved by taking wg = £1. The case wg = —1 corresponds to
a non-zero constant potential, while wy = 1 is the solution for V' = 0. Both of these
results are independent of the value of H on the right-hand side of equation (6.14)
and are therefore independent of 7.

The validity of equation (6.18) may be checked by comparing with the results
obtained by Sami et al. [144]. For scaling solutions with a constant wy in a background

dominated universe, the potential function takes the following form [144]

V(g) oo™, (6.19)

where « is constant. Then we obtain from equation (6.18)

1+w¢znu+w@ai2. (6.20)

This solution agrees with the result obtained in Ref. [144].
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Stability of the tracking solutions

So far, we have derived solutions with constant wy in a general cosmological
background; now we want to check the stability of these solutions with constant w.
In order to check the stability, we perturb the tracker value of wg, which we will call
wp, by an amount 0. Then we expand equation (6.17) to lowest order in ¢ and its
derivatives to obtain

!

26" + 3[n(1 +wg) — 2we]d
+On(1 + wp)(1 — w)d = 0, (6.21)
where the prime means d/d In a and wy is the value of w derived from equation (6.18).

The solution of this equation is

0oxal, (6.22)

where

3= =3 1+ ws) — 2]

i%\/&y(l +wp)(1 — wo) — [n(1 + w) — 2w

(6.23)

In the derivation of this equation, I'yy and 7 are assumed to be constant.
In order to have § decay, the real part of v has to be negative. Hence, it follows
that
(1l + wp)

wy < g (6.24)

provided the quantity under the square root is positive. If the quantity under the
square root is negative (so that both values are real), then the above equation is also
a necessary condition since the first term under the square root is always positive,
provided n > 0 and wy < 1. Using equation (6.18), the above inequality can be

written in terms of I'y as
3n(1+wg) +2
2n(1 +wp) +4°

Iy > (625)
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Therefore, for a nearly constant I'y,,  and wy, the tracker condition, i.e., equation
(6.15) gives the following possibilities:

a. If wy < wp, then €y increases with time. Then we conclude from equation
(6.15) that |V/ V"2 | decreases for a tracker solution. However, taking the time

derivative of V,,/ V'3, we obtain

d ([ V, Vo n41

1 . .
Hence, |V,,/ V"2 | decreases if I'y > 0. Thus, wg < wg is observed for

1
ry > % (6.27)

Combining this with the condition for stable tracking behavior (equation 6.25), we

obtain
IN(14+wp)+2 147
2n(1+wg) +4" 2

L'y > max (6.28)

This is the most interesting case, as it gives viable models for an accelerating
universe. These conditions encompass more solutions than the ones derived in Refs.
(144, 145, 146]. For example, for the exponential potential, we have Ty, = 1, and the
above conditions are satisfied as long as n < 1 (including, for example, the Gauss-
Bonnet expansion law).

b. If wy > wp, then tracking behavior is observed for

3n(l+wg) + 2 n+1

Ty < ——. 6.29
m(l+ws)+4 V2 (6:29)

c. 'y = (1+mn)/2, then wy = wp. This is one of the main results (using

somewhat different notation) derived in Ref. [145].

6.2 k-essence

Tracking solutions

In general, k-essence can be defined as any scalar field with non-canonical

kinetic terms, but in practice such models are usually taken to have a Lagrangian of
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the form:

L=V($)F(X), (6.30)

where ¢ is the scalar field, and X is defined by
1 1
X = §VM¢V 0. (6.31)
The pressure in these models is given by
ps =L, (6.32)
where L is given by equation (6.30), while the energy density is
ps = V(6)[2X Fx — F], (6.33)

where F'y = dF'/dX. Therefore, the equation of state parameter, wy, = py/ps, is just

F

= . 34
2XFxy - F (6:34)

We

In defining the sound speed, we follow the convention of Garriga and Mukhanov
[129], who argued that the relevant quantity for the growth of density perturbations

18

2 _ (8p/8X) _ Fx
“ T 9p/0X)  Fx + 2XFxx| (6:35)

with FXX = dQF/dX2
In a flat Robertson-Walker metric, the equation of motion for the k-essence
field takes the form:

Vo _

(Fx +2XFxx)¢ +3HFx¢+ (2XFx — F) 5

0. (6.36)

We can express the equation of motion for ¢ in an alternative form which will be

useful for subsequent analysis:

v, |
£ 2V2X = H < “;wd’) (6 + Ay'), (6.37)
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where

4 (XFx — F)2X Fyx + Fy)
 XF} - FFx — XFFxx
1—

- (6.38)
Cs — Wy

y = (14wy)/(1 —wy) and ¢ = dlny/dIna, and plus (minus) sign corresponds to

¢ < 0 (¢ > 0), respectively. The tracker condition (w4 =~ constant) becomes

Vi F\"* 1

It is not surprising to see that the tracker condition for k-essence has an extra “degree

of freedom” in F'(X). The functional form of F'(X) plays a crucial role in determining

the tracking conditions for k-essence and we shall consider it in the next section.
After taking the time derivative of equation (6.37) and using equation (6.12),

we obtain

n, _ n(wp —wy)p
v =0+ 9) = 505w,
~[n(ws —we)2s + 0+ (n = 2)wy] Ay’
2(1+ wy) (6 + Ay')
2(1 —wy)y”
(1 +wy)(6 + Ay')*(cz — wy)
2(g(1 =) = (deg/dt) (1 —wy)) y'/H
(L+wg)(6+ Ay)2(c2 —wy)*

(6.40)

where y” = d?Iny/dIna?®. We note that for n = 1, equation (6.40) reduces to the one
derived in Ref. [133].
For a background-dominated universe with a constant w, and almost constant

Iy, the tracker equation (6.40) reduces to

r n+2  nlwp—wy)
Vv

2 2(1 + w¢) ’
~ 1+ (Lt (6.41)
2 1 + w¢
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Note that equation (6.41) for k-essence closely resembles equation (6.18) for quintessence;
the only difference is the constant appearing in the first term. For the standard Hub-

ble expansion law (n = 1), we obtain

sz1+1<1+w3), (6.42)

in agreement with the results of Ref. [133].

Stability of the tracking solutions

To determine the stability of the tracking solution, we repeat the calculation
of Sec. II.B. for the case of k-essence. We assume a k-essence field with equation of
state parameter wy and perturb wy by an amount §. Then we expand equation (6.40)
to lowest order in § and its derivatives to obtain

/

26" + 3[n(1 + wg) — 2w)d

+9n(1 + wp)(c —wy)d = 0, (6.43)
where the prime means d/dIna. The solution of this equation is
doxa’l, (6.44)
where

7= =3 1+ wp) — 20

£ 28T+ wp) (e — wo) — Fa(1+ wp) — 2]’

(6.45)

Again, in order to have § decay, the real part of v has to be negative. Hence, it follows

that
1
wy < W (6.46)
and
wy < 2. (6.47)
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At this point, the above conditions cannot be translated into relations in terms
of Ty without considering the functional form of F/(X), since wy and ¢ both depend
on F(X). Now we discuss the restrictions on the form of F'(X) for constant w.

A variety of functional forms for F(X) and V(¢) have been considered in k-
essence models (see, e.g., Refs. [131, 132]). However, we will focus on the form of
F(X) responsible for stable tracking solutions for a constant equation of state. In
order to find the functional form of F'(X) for stable tracking solutions with constant

wy, we note that equation (6.34) can be written as

OnF(X) 14wy
onX 2wy

(6.48)

Case 1. The first possibility emerges if we treat equation (6.48) as a differen-

tial equation and derive the general solution, which is
F(X)= X", (6.49)

where 3 is a constant, and w, is then

1

= ) 6.50
Wo =557 (6.50)
By inserting equation (6.49) into equation (6.35), we obtain
1
2
= — 6.51
CS 2/8 o 1 ? ( )
so that
2 = wy. (6.52)

These solutions were previously derived in Ref. [148]; we note here that they are
independent of 7, and therefore of the expansion law. These solutions also do not
depend on the form of V (¢).

It is obvious from equation (6.52) that ¢? < 0 for any of these models with
negative pressure (wg < 0). If ¢ < 0, then the k-essence fluid is unstable against

perturbation. Moreover, equation (6.49) describes a phantom field for 0 < § < 1/2.
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Case 2. A second class of solutions arises if the field evolves to a state for

which X = Xy, where X is a constant [134, 130]. In this case, we have [130]

Jln F(X) 1+ wy

6.53
OlnX |y_x, 2wy (6.53)

Again, we see that equation (6.53) is independent of 77 and hence, independent of the
expansion law. However, the condition for a stable solution of the form X = X does
depend on 7, as we now show.

From equation (6.41), the tracking conditions, equations (6.46)-(6.47), take

the following form in terms of I'y:

2n(1 4+ wg) + 2

I'y > , 6.54
and
n(l +wp)
I'y>14+ ——=. 6.55
R TT e (6.55)

Therefore, for a nearly constant I'y, 1, and wy, equation (6.39) gives the following
possibilities:

a. If wy, < wp, then €2, increases with time. Then we conclude from equation
(6.39) that |v2XV,/F %V¥| decreases for a tracker solution. However, taking the
time derivative of (\/ﬁV(ﬁ/FgVnTH), we obtain

d( w>viY>_2£_§i<r ”*2). (6.56)

a\veE s ) e\ e

In the derivation of this equation, we have used the condition that X = X.

Hence, |\/2XV¢/F3V%| decreases if I'y > (n + 2)/2. Thus, w, < wg for

2
Ty > % (6.57)

Combining this with the conditions for stable tracking behavior (equations 6.54-6.55),

we obtain
n+2 2n(1+wg)+2 n(l+ wpg)
2 " n(l4+wp)+2’ 2(1+¢2)

'y > max] ). (6.58)
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b. If wy > wp, then tracking behavior is observed for

2n(1+wp) + 2 n(l+ wp)
n(1+wg)+2’ 2(1+¢2)

2
< Ty < % (6.59)

max|

c. If 'y = (n+2)/2, then wy = wp. This case encompasses the solutions

presented in Ref. [146].

6.3 Conclusion

We have extended the formalism in Refs. [127] and [133] to derive the tracker
conditions for quintessence and k-essence, respectively, for an arbitrary cosmolog-
ical expansion law, H? = f(p), when the universe is dominated by a background
fluid. Our main new result is that, with the exception of the special cases discussed
above, tracking solutions for either quintessence or k-essence are possible only for
n =dln f/dlnp =~ constant, which is the case only when f(p) is well-approximated
as a power-law. In fact, such power-law behavior corresponds to most of the models
previously considered for non-standard expansion laws.

We note further that the expressions for w, for both quintessence and k-
essence, and the conditions for stable tracking behavior, can be derived by replacing
14+wp with n(14+wg) in all of the corresponding equations for the standard expansion
law. This is not surprising, since a given value of wg corresponds to a background
density scaling as pp oc a=31+%8), Taking a constant value of 1 in equation (6.9) then
gives H? o< a=?10+wB) 50 1 4 wp is replaced by n(1 + wp) in the expression for H?

(see also the discussion in Ref. [149]).
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6.4 APPENDIX
0.1 Signature And Weyl Representation

It is a well-known fact that the Dirac matrices, v,, in any represtation must

satisfy the following relation to form a Clifford algebra, that is,

Y Vv + VoV = 277,uu> (60)

where 7, is the Minkowski metric. In QFT, the representations of the Dirac matrics
are most commonly expressed in the signature (+— ——). In this signature, the above

relation can be decomposed as:

-~

=T P=-1, vwpW=—rm YV u#v, (61)

where T is the 4 x 4 unit matrix. Note that 42 = I and v = —1 implies that 7 is
Hermitean and so unitary, but v, is anti-Hermitean and unitary. Now, changing the
signature from (+ — ——) to (— + ++), the above relations (61) take the following

form:

~

w=-5 v=1 ww=-wnw Y un#v (62)

Notice that the Hermiticity of the Dirac matrices has changed under the above
signature-transformation, though the unitarity is preserved. In the new signature
(— 4+ ++), 70 is unitary and anti-Hermitean while 7, is unitary and Hermitean; in
other words, ’yg = —7o and ’yl = 7,. Now, let us make this observation that the rela-
tions in (62) can easily be obtained from (61) just by multiplying each of the Dirac
matrices by an i (imaginary). We also need to check the effect the above changes in
the Dirac matrices have on the Lorentz transformation and the Dirac bilinears.

Let us first note that 5 := 99717273 is invariant under this signature transfor-
mation. Next, a generic Lorentz transformation A acting on ¥ can be represented by

S(A) = exp(—3iwt0,,), where w"” is the antisymmetric tensor with six independent
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components corresponding to the three rotation and three boost parameters, and
o is the generator defined as o0, = %[fyu,’yl,]. This representation of the Lorentz
transformation, S(A) can be derived from infinitesimal Lorentz transformations in the
standard manner presented in QFT, and hence we will not explore this here. However,
we do need to show that UW is a Lorentz scalar under the above signature transfor-
mation. In order to show this, the transformations of the following expressions are

needed to be computed first. Thus, in the new signature (— + ++),

(09 =0 | (0%)' = 0% (63)

[707 O-ij] =0 ) [707 UOj]+ = 07 (64)

where the bracket and the curly-bracket imply commutator and anti-commutator
respectively, the lower case roman letters 4, j indicates the internal spatial indices, and
0 implies time coordinate. We want to emphasize that lowering or raising the time
coordinate change the sign of the gamma matrices. Now, using the above relations

(63), we obtain the following relation after some algebra:

70810 = —57 (65)
where
ST = exp <Zwij0” — 5&)010'01) . (66)

1

Finally, writing the equation (65) as ST? = 4%S~1, we obtain the following

desired result:
V()W) = i) V(') = (SU)H00' ()

= Ul(2)ST0SVU(2) = Ul (2)y°S™'SVU(x)

= U(z)¥(x), (67)
where the primed indices represent the primed frame of reference. Similarly, using
the property, S~'9y*S = A#+”, which arises from the covariance (form invariance) of

165



the Dirac equation under Lorentz transformation, one can show that U~A>W¥, W~y*W,
Wy WU, and Wo'” ¥ transform like a pseudoscalar, a vector, a pseudovector, and a
second rank tensor respectively. Hence, the set of 16 matrices {1,v*, " v*v° ~°}
forms a complete basis of the space of all 4 x 4 matrices. Therefore, the above
signature-transformation does not change the Clifford algebra; it only changes the
basis of the Dirac matrices.

So far, the analysis has been independent of a specific representation of the
Dirac matrices. However, the Weyl representation of the Dirac matrices is the most
commonly used to describe massless fermions, so we work with the Weyl represen-
tation in this paper. In the new signature (— + ++), the gamma matrices take the

following form in the Weyl representation:

o_( 0 il i_( 0 —io s_ (L 0
v i, 0 ) 7 oo )7 0 i)
0.2 The su(2) Spin Connection I} on %

Torsion-free spin connection

In the torsion-free case, an explicit expression for the su(2) valued spin con-
nection f; can be derived from the fact that the covariant derivative of a co-triad

vanishes: D,el = d,el —T¢,ed + T, el = 0. Thus, I 7 = —el(d,e] — ',el) and
- L 1.
I =_€’,T F= —éewkel’-(aaelg —T¢ef) (68)

where I'¢, is the usual torsion-free Levi-Civita connection for I',; ¥ := T'e;,* is used.

gl

With the definition of the Levi-Civita connection and g, := efef we obtain

JjTec —
el ap =

(ejdelgaaefl + 28(aei) +elekoyek — elek el — edjefﬁdefj) . (69)

N |

166



Inserting (69) into (68) , we finally obtain the desired expression for the spin connec-
tion

-~ 1 .. ~ 1 .. 1
I = —55%1“&3. L ée”keg(ﬁaelg —T¢ef) = 3¢ ek b(Qabe + 6562817610) . (70)

The following expressions are useful for computing I, with torsion from the

variational equations in the presence of fermions:

- 1 1 .
et = ) ke etf,e] = ——e™eld,e] (71)

2\/q ¢
and
é‘lkebcdegabedn + 2€de€§ab€lc
= sgndet(ei>(?ei"’“emem"pe%}eﬁabeap+ 2,/ge 7 et dyel,)
= Sgndet(ei>\/§€ijk(26a 8[a€b —|—6a€babe W) - (72)

Finally, the Gauss constraint D, P’ = 9,P"™ + eiijinj = m\/@]’" for the

densitized triad P implies

1
F]gpbl — Pépbk = —¢ klﬁbem + —2(1 72) € kl\/aJm
det(e? 1
sgnae (ea) ( bed la ek cbed ok abelc) ) k:l\/—Jm ( )

VK 2(1 4+~
Connection with torsion

Varying the action by connection components, we obtain

1+

oL 1 c
+7 27 PN A+ A +

1447

acd
Ou(eaqN
29K ‘ (ealV)

7(14’7)“]\7 A 1
————P} P A A — —

_IEN pe + go = XN G pe(1 Y gk 74
AN VR

167



which in the canonical formulation serves as one of the second class constraints. After

expressing (74) in terms of I and K first and then contracting with €™, we obtain

1+7 m 1+ apk 4 LHY o e
o "V W, v wV/a NOKG + 2vr Va efele yN°K,
1 1 2
+sgn det (e}, ) —— 7’ — L de™e 9, N + sgn det (el )iedeeZ‘N(?bedl
29K 2vkK
(1477
N (l5m _ (lém Fl
2,}//{ \/_ ( € )
BNC m

BN
- \/_JlWL_6 lk\/_Jk 4 —0"/aJ’ . (75)

Contracting it with ¢! and using the Gauss constraint, this equation simplifies con-

siderably to

1 2 -3
sgn det(eZ)%Nede Oyea — (1472 )NPIT, = 26N G (76)
VK

Symmetrizing the indices m and [ in (75) and using (76) for eI", we obtain the
following symmetric combination of F* and I')"

YE(PAT™ + PoTL) = sgndet(el)(6" €™ Oyeqn — e Opeq — € “PeqOpely’)

BYE  om

On the other hand, the second class constraints can be seen to provide an equation

20,P"™ 4 2/ PIT} = 0,/qJ™ /(1 +~7), or

YE(PUT™ — PUmTY = sgndet(e!) (el 0ye, 4 *ey0pe) + ejml\/@]j (78)

Combining (77) and (78) yields

29k P T = sgndet(el)(0™ e e, + 2"k 0,el)

3) (0 ¢ \/qJ7 — B*\/q.J°) . (79)

+2(1+

Next, inserting (72) into (79), we find

c 1 ijk _a j Tk j
GZFIZ = 56 Jkei (26?@@6% + e?@aebl) + m (0 Ejlij — 55kl<]0> N (80)

and finally (2.32).
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0.3 Pressure

The general, thermodynamical definition of pressure is the negative change of

energy by volume, which we can write as

1 6H
po_ Lo (81)

Né6.\/q
whenever the Hamiltonian H = [ d*zN(x)H(z) is depends isotropically on the met-
ric. Otherwise, one has to use all components of the stress tensor 6 H/5¢* which is
not proportional to the identity. The derivative by the determinant of the metric
can be expressed in terms of metric components by using a suitable change of vari-
ables which includes ¢ as an independent one. We thus introduce qq, =: ¢/3q, with
det @up = 1 such that dqu,/0q = %q_lqab where all components of g, are kept fixed in
the partial derivative. This is exactly what we need to compute pressure since only

the volume but not the shape of the fluid is varied. This change of variables implies

5 (5 j :aqab 5 2 Z 5
E—— 2 —_— = 2 e b=
5\/& \/a(sq \/C_] b 8q 5qab 3\/6 ab ! b(Sqab
and thus
2 0H
P=——q»,—. 82
3N Vi " 5 )

We can also verify this by comparing the dynamical effects of H on the metric
with the Raychaudhuri equation expressed in terms of the canonical variables which
for simplicity we do for homogeneous metrics. Using the following definitions for the
extrinsic curvature tensor K,, = V,n, (which turns out to be automatically spatial
and symmetric without projection if homogeneity is used), the expansion parameter
0 = K,q® and the shear o4, = K, (ab) — %9qab, the canonical momentum conjugate to
dap derived from the gravitational Lagrangian is

ab \/a ab c ab \/a ab 2 ab
= VI (gab _ gegary — VI _Zp
™ = TonG ") = TG (U 31 )

169



where G is the gravitational constant. Then the Raychaudhuri equation in terms of

the canonical variables takes the following form:

) d 7Taanb

The canonical equations of motion, in the presence of a matter Hamiltonian H added

to the gravitational Hamiltonian to form Hrea, become

. 6HT0tal . 167TGN

Jab = = 270 — qapm’) + 2D, N, 84
Gab = 53 7 (2map — qave) + 2D V) (84)
and
SH N3 1 8GN 1
- ab - _ Total _ (S)Rab . —(3)R ab ab ed D)
i 0qap 167G ( 5 v ) + NG q (chw o )
327G N 1 oH
_ T qab ﬂ.acﬂ_é} . —7T7Tab . 4 \/a (DanN . qachDcN)
\/a 2 5QQb 167G
Ncﬂ.ab
+/qD. ( ) — 27D N, 85
vab. (= (55)

where D, is the derivative operator compatible with ¢,,. Variation of the total action

with respect to the lapse function N yields the Hamiltonian constraint equation

\/a (3) 167G b 1 2
— R Py — = H=0. 86
T6nC + N T Tap = 5T + (86)

Upon inserting equations (84), (85), and (86) into equation (83), the Raychaudhuri

equation becomes

0 1 ArG 8rG  oH
e L b — H u 87
N 3 o 0w N\/g +N\/C_]qb5qab (87)
Neén? 1
+DD,N — 87GD, ( ”a) + 1676w N,
Va Va
which, for a homogeneous universe, reduces to

0 1 ArG 8tG  SH

I __62 __ ab b — H “ ) &8

N3 T T NG TN g (88)

On the other hand, for a perfect fluid distribution, the Raychaudhuri equation is

found to be

6 1
5 = 5% 0" 0w —4nC (p+3P). (89)
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Now comparing equation (88) with equation (89), we verify the canonical formula for

the average pressure for a perfect fluid distribution in an anisotropic geometry

SH 2, 0H
Sqw  BNGL 0q®

Gab (90)

2
3N./q
0.4 Bianchi Models

Bianchi models describe most spatially homogeneous anisotropic cosmologies,
which is presented in this section for completeness. Bianchi classified 3-D Lie algebra
of a symmetry group S for spatial homogeneity to give rise to different inequivalent
cosmological models known as Bianchi models. More precisely, spatial homogeneity
implies that there is a symmetry group S and a time function ¢ such that S acts
transitively! on each spatial slice ¥;. Then, the symmetry group has a Lie algebra of

spatial Killing vector fields (§7);_, 5 such that

[51767] = _CNYKIJfK (91)

with structure constant C~’I§ ; € R being antisymmetric in [ and J. Given this Lie
algebra, a tangent space basis of invariant spatial vector fields X§ can be determined
since the Lie bracket (Lie derivative) of these fields with all symmetry generators £¢

must vanish, i.e., by expanding X¢ = X/£4, the following relations
[fl,XJ]a = (f?vaf) f?{ - XfC’mef-i =0 (92)

must satisfy for all functions X7. It follows easily from (92) that the invariant vector

fields X ¢ form a closed algebra under Lie brackets:

(X7, X, =CN, X4 with OV, = X/ XECM, (X}, . (93)

!The action of S on X is transitive if any pair of points p, ¢ € ¥; can be connected by an element
of S, i.e., for all p, ¢ € ¥y, there exists s € S such that p = sq. However, if simply transitive or free
action (instead of just transitive action) is considered, then ¥; can be identified with the symmetry
group S and the action on Y; corresponds to a group automorphism. This is exactly what is needed
for LQG since it is formulated in su(2) valued canonical variables and is therefore followed in section
4.2
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The new structure constants CV;; are equivalent to the original one since X7 is
invertible and also they are invariant under the action of S, i.e. £¢V,C*%,, =0 for all
L since {X§} is a basis. Now, given a basis vector fields X¢, there is a unique dual
basis of the cotangent space given by 1-forms w! satisfying X%w! = §%. Then, it is
straightforward to show that the dual basis vectors are invariant under the action S,

i.e. L¢,w! =0. These invariant 1-forms satisfy the Maurer-Cartan relations
I Lo J K

With these constructions, one can define invariant tensors which have vanishing Lie
derivatives along the ;. For example, a class of homogeneous metrics can be defined
as hgy = hy Jwgwbj with a symmetric matrix hy; with coefficients depending on time
only.

Now, the structure constants cannot be chosen arbitrarily since the symmetry
generators &7 that form a Lie algebra obey antisymmetry of the Lie bracket and the
Jacobi identity. This reduces the possible choice of C' ;- to nine types as classified
by Bianchi. First, using antisymmetry, all the information in the structure constants

can equivalently expressed by a matrix
1
501 S - nD) | AU — pIL) 4 JLK (95)

In the first step, this matric is decomposed into its symmetric and anitsymmetric
parts and then its amtisymmetric part is expressed by its three non-trivial components

gathered in the vector ax. Then, it follows that

1
ar = §CKJK
and OI JK = 501 LMGLMNENJK = ENJKH(IN) + 5§(CLJ — (5§6LK. (96)

Next, the symmetric matix can be diagonalized by a constant change of basis X{ as
n7) = n(D§!7 (where we are not summing over I on the right hand side as indicated

by the brackets).
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Now, the vector a; splits the Bianchi models into two classes: Bianchi class A
models with a; = 0 and Bianchi class B models with a; # 0. Finally, with the use the
Jacobi identity and suitable re-definition of the Lie algebra basis, all components of
the structure constants can be further simplified to have values either zero or 1 so
only relative signs between the parameters are relevant. The details of the complete
classification can be found in [76].

For the Bianchi class A models discussed in Chapter IV, the structure con-
stants take the following values: C! . = €/ ;. n{) with n!) = 0 for Bianchi I models

and n) = +1 for Bianchi IX models.

0.5 Quantization of The Bianchi IX with EM

In this section, we provide a construction of kinematical Hilbert space for
anisotropic models with Maxwell’s theory. This construction closely mimics that for

fermions presented in section 4.3.

Quantum Kinematics

We start with basic variables according to the Poisson structure of homoge-
neous models and Maxwell’s theory. Since the geometrical sector has already been
discussed in details in the literature, we mainly focus on Maxwell’s theory. It follows
from (4.49) that the Poisson structure of reduced Einstein-Maxwell’s theory is given
by

{Cb?M»PéM} - 5}] . (97)

Now, as in any loop quantization, states in the connection representation are
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constructed by taking exponentials

exp(piciAi) € SU2) ,  exp(uacoAym) € SU(2) ,  exp(uscsAbr;) € SU(2),
exp(ing ™) € U(1) ,exp(inggy™) € U(1) ,exp(inzpt™) € U(1)

for all  pr, ny € R,, A} € SO(3) (98)

as they arise in holonomies. Using holonomies in the general setting is important
for a background independent basic algebra of variables. This crucial feature is
then reflected also in symmetric models based on exponentials of connection compo-
nents. The parameters p; and n; can take any real value, corresponding to evaluating
holonomies along straight edges (tangential to X¢) of arbitrary length.

Matrix elements of the exponentials in (98) form a C*-algebra of (almost)

periodic functions. Any function generated by this set can be written as

Gerav(C1,C2,C1) = Z it iz €XP (%Zﬂlﬁ + %Zﬂzcz + %chza) ) (99)
1,042,143
and
GO 5N OEM) = > Xmas exp (Rina @M + Linggb™ + Lingg5M) |
ni,n2z,n3
(100)

with coefficients &, .50 Xninoms € C, and 1, pio, 3,11, n2,n3 € R. This provides
a complete set of continuous functions on Rionr X Rpone X Rponr, Where Rpop, is the
Bohr compactification of the real line. (By definition, Rponr is the compactification of
R such that the set of all continuous functions on it is just the set of almost periodic
functions.) Again, all spaces in the product are compact Abelian groups and carry
a unique normalized Haar measure du(c) in the case of Rpone as described in the
fermion case.

By Cauchy completion, we obtain the total Hilbert space as a tensor product
H = Hgray @Hpm = Higo,, @ Higo,, with the Hilbert spaces Hpone = L?(Rponr, dpu(c)) of

square integrable functions on the Bohr compactification of the real line. Orthonormal
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bases for these spaces are given by (c|u) = exp(iuc/2), u € R, and (¢™|n) =

exp(ing™ /2), n € R, respectively with

(Wli) = G, (') = B (101)

The configuration variables act in the obvious manner: For all g; and g» of the

form (99) and (100), we have

@192) (017 Co, 63) = 91(01, Ca, 03)92(01, Ca, 03) (102)
and
@™Mgs™) (o™, 5™, 05™) = g ™M (o™, 5™, 5™ gy (™M, o™, o5™)  (103)

respectively and the corresponding momentum operators are represented by

, 0 )

N} b and Py = —th : (104)

p=—iyl

where (% = rh. (The densitized triad and electric field in general are quantized via
fluxes, i.e. 2-dimensional integrations over surfaces. In a homogeneous context, how-
ever, this is not required and densitized triad components can directly be promoted
to operators.)

Common eigenstates of all triad operators p! and electric field operators Py,

are

|H1, p2, ps) = 1) @ [p2) ® |ps) and  [n1,n2,n3) == |n1) @ [n2) @ [ng) (105)

The eigenvalues of the triad operators can be read off from

. 1

B, o, pi3) = Vet 2, ps) =2 pilin iz, pis) (106)
. 1

and péMlnl,ng,n;g} = §hn1\n1,n2,n3> =: p?M|n1,n2,n3>. (107)

Using the basic operators p! one can define the volume operator V = 1/ |p'p?p3| which

will be used later. Tts eigenstates are also |1, p2, p3) with eigenvalues

1 3
V(p, pa, pi3) = (57@)2 Vi paps| . (108)
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A kinematical state |s) for the full Hilbert space is described in the triad

representation by coefficients s, 1, jisim1,n0ms defined via,

|3> = Z 3#17M27M3;N1,n2,N3|:U’1>M27M3> ® |nlvn27 n3> : (109)

H1,H42,M435M1,12,13
For a state to be gauge invariant under the residual gauge transformations, the coef-

ficients S, s, pgm1,m0,ns Dave to satisty

Spi,pz,pusni,nens — S—p1,—po,usini,ne,ns T Spi,—p2,—psininemns — S—pi1,u2,—psini,ne,ng - (110)

These states are left invariant by the gauge invariant triad operators |p’| and the
orientation operator sgn(p'p?p?). In calculations it is often easier to work with non-
gauge invariant states in intermediate steps and project to gauge invariant ones in
the end.

Together with the basic derivative operators p! we need multiplication oper-

ators which usually arise from (point) holonomies h; = exp(c(Air;) = cos(5¢r) +

2At7;sin(Ler) with action

2
1 1
005(56151)|M17M27M3> - §(|M1 + 01, pra, pi3) + [y — 01, o, pis)) (111)
1 1.
81n(50151)\u1,u2,,u3> = _QZ(UM + 01, p2, pa) — | — O, pio, i) (112)
S 1
Sln(§¢1 01)|n1,no,ng) = —§z(|n1 + 01,n2,n3) — [n1 — d1,n2,m3))  (113)

and correspondingly for co,c3,m9 and ng.
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