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CHAPTER I

INTRODUCTION

With the advent of rapid prototyping, microfluidic systems have come to represent a new paradigm for the study of biology with single-cell resolution and incredibly high throughput [1-3]. These systems have gained prominence in the field for several reasons: reduced reagent consumption; precision of device manufacture; automation and rapid control of experimental conditions; and compactness of the systems themselves. Many of the most recent and inexpensive generations of microfluidic devices utilize soft lithography of poly(dimethylsiloxane), or PDMS, a well-characterized, optically transparent, biologically inert polymer well suited for the patterning of complex geometries. Much of the physics and practical considerations of transitioning to culturing and assaying cells on this scale has been elucidated in recent years [3-5]. With this knowledge and any one of a number of devices that provide tunable chemical stimuli, researchers can probe the pathways of cell signaling that underlie complex behaviors including morphogenesis, the immune response, and wound healing [6-8]. These systems have also been generalized and characterized in detail, allowing for robust spatiotemporal control of signaling molecule concentration [9, 10].

Beyond control of the single parameter of concentration, microfabricated structures can also be constructed to constrain cells in three dimensions through fairly simple one- or two-layer fabrication, better mimicking the complexity of the cells' native environments [11]. This is important because as cells detect chemical cues, they also integrate mechanical signals into their responses. Systems incorporating both stimuli can then help explain the variety of cellular
behaviors that have multiple inputs. For example, integrated responses have been shown to govern stem cell fate and differential proliferation in tissue constructs [11, 12]. Even in studies that focus on response to gradients of concentration, there is a growing emphasis on replicating the cellular microenvironment to make results more representative and in vivo-like [13].

Geometric features that control the cellular microenvironment, however, must be fabricated on the scale of the cells they influence. While producing these features is not at the limit of current fabrication techniques, the features themselves can confound the results provided by the increasingly complex assays that study cell motility in response to chemical signaling. Current methods for numerical gradient analysis and optical gradient quantification make certain assumptions that must be re-examined in the face of using sophisticated microfabricated tools. In this work, we consider three particular factors using a modern chemotaxis system. First, we demonstrate that the introduction of microstructures alters both chemical and mechanical cues, making it difficult to tease apart what combination of the two triggers the cellular response. Second, we evaluate a multi-dye method for ratiometric correction specific to individual fields of view. This is presented as an improvement over standard flat-field correction in addressing field-specific height variation and edge effects [14]. Finally, we expand upon excellent prior work that considered the effects of cell geometry on gradient formation at this scale [15]. While this earlier work analyzed artifacts introduced by a single cell under different flow regimes, we demonstrate the variation in gradient formation as a function of cell loading density and cell height in a diffusion dominated system. This work aims to provide tools and analysis to aid in the design of systems that manipulate and probe the cellular microenvironment.
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Introduction

The ability of cells to detect and migrate directionally in response to a gradient in chemical stimuli is known as chemotaxis. This phenomenon underlies physiologically relevant behaviors in humans such as morphogenesis, wound healing, the immune response, and metastasis [7, 8, 16, 17]. In addition to its role in mammalian systems, chemotactic processes are pervasive in other organisms, as well. Experiments conducted on model systems such as the social amoeba *Dictyostelium discoideum* have helped elucidate the conserved mechanisms which regulate chemotaxis [18, 19]. Established devices used to study chemotaxis, including the Boyden, Zigmond, and Dunn chambers [20-22], continue to provide insight into cellular behavior in these and other contexts. As researchers have sought a more comprehensive and quantitative understanding of the chemotactic response, the tools to assay chemotaxis have themselves become more varied and precise. A major advance predicated on microfluidic technology was the active-flow gradient generator from Jeon et al., which was fabricated by standard soft lithography and offered the ability to create complex gradients and either maintain or rapidly switch them as necessary [6, 7, 23]. Systems based on the active mixing of a gradient for application to cells have become widespread and have been characterized analytically by several groups including our own [9, 10, 24]. While these recent works demonstrate the precision with which gradients can be produced, modeled, and used to explain observed behavior, cells are actually integrating far more than just an individual chemical signal to drive their motility. The most recently designed chemotaxis assay chips have sought to address two particular confounding factors: flow-induced shear stress and cell-substrate interactions. 

Flow, whether applied by microfluidic systems or *in vivo*, has been demonstrated to alter
the migration of cells during their response to chemotactic stimuli. For example, experimental and numerical analysis of the micromixer introduced by Jeon et al. demonstrated that increasing shear stress reduced expected chemotaxis while introducing a migration component in the downstream direction [25]. For the in vivo case of wound healing, the laminar stress in blood vessels has been shown to enhance endothelial cell motility to the wound site [16]. More recent microfluidic systems have corrected for this complicating factor by either reducing convection in the region of the cells with high-resistance impediments or by eliminating flow entirely by returning to a passively driven system with gradients produced by diffusion in the absence of convection. Examples of high-resistance impediments include a hydrogel layer that effectively shields an existing gradient from the pressure associated with loading [26] and the use of multiple layer heights to make transport by diffusion dominant over that by convection [27]. Devices that are sealed during observation to eliminate flow, such as the one analyzed in this work, can maintain pseudo-steady-state gradients during a pre-determined experimental period but cannot dynamically vary the applied gradient [28].

Cell/substrate interactions are being actively elucidated by biologists seeking to understand migration within the full complexity of the body [29] and by tissue engineers using three-dimensional cues to guide cells in their devices [30]. The simplest chemotaxis assays present cells with a physiologically unrealistic substrate that is uniform and two-dimensional [21, 22]. While still working in two-dimensional space, other assays have micropatterned single layers that can control cell adhesion to explore cell to extra-cellular matrix effects on directional migration [31]. To better mimic the full three-dimensionality of cellular environments, several current systems are utilized to study migration in porous hydrogels [13, 32]. Further systems have integrated these biological gels with three-dimensional structures such as “micropegis” to
demonstrate micromechanical interactions and the resulting relationships with cellular phenotype and differentiation [12, 30].

Rapid progress in the design, modeling, and validation of these microfluidic systems offers improved tools for the study of chemotaxis. In transitioning to tools on the microfluidic scale, many differences with macroscale culturing and experimental environments have been considered, such as the relative volume of cells to media, the induced shear stress, and the high local concentrations of secreted molecules [4]. The physics of microfluidics within biological microelectromechanical systems has also been considered in great detail [3], from the dominance of diffusion over convection at these scales to pumping systems based on surface energy [33]. In the context of newer chemotaxis assays, cell-size features predominate and the cells themselves can occupy a significant portion of the volume. While the perturbation of flow by a single cell and the resulting changes in gradient formation have been studied in convection-controlled systems [15], the consequences of microstructure geometry on more complex diffusion-dominated systems have yet to be systematically elucidated.

In this work, we address the question of how gradient formation is altered by both the presence of complex microstructures and the cells themselves. We use a combination of novel imaging and modeling processes to explore this question. We first apply standard epi-fluorescence imaging and numerical modeling tools to characterize a new flow-free microfluidic device that provides both three-dimensional mechanical cues and chemical stimuli. After considering the limitations of these techniques, we utilize a novel ratiometric variation on epi-fluorescence. Unlike current single-dye ratiometric intracellular calcium measurement methods [34], we present a more flexible multi-dye solution. We then evaluate this multi-dye method in conjunction with confocal microscopy, determining whether this gives us the ability to more
accurately quantify gradient development in the region of three-dimensional structures than does traditional optical sectioning. We also detail the capability to stringently analyze edge effects that other imaging systems in less complex environments can neglect [35]. These tools may allow researchers to separate optical artifacts from the potential partitioning of the small molecules that are often used in chemotaxis assays. We also discuss the vulnerabilities of this technique and outline further experiments and variations on this ratiometric paradigm for integration with other imaging modalities. Finally, we utilize our verified computational model to consider the sensitivity of gradient formation in this device to cell loading density and aspect ratio. The approach and techniques we utilize reveal valuable information about the limitations of our particular system. This process will also be of use in the rational design of any device that guides or probes cells with a chemical gradient when the features of the device are themselves on the order of the size of the cells.

**Materials and Methods**

*Device Design and Fabrication*

The passive gradient generator (*Figure 1*) was designed in AutoCAD (Autodesk, San Rafael, CA) and fabricated through standard soft lithography procedures [1, 36]. In brief, an image was printed to a custom chrome mask (Advance Reproductions, North Andover, MA). The pattern was transferred to a silicon wafer substrate (Nova Electronic Materials, Carrollton, TX) through the process of photolithography. Negative photoresist SU8-2010 (Microchem Corp., Newton, MA) was spun to a height of 13 μm, exposed through the pattern by UV light, and developed to remove unexposed photopolymer.
Figure 1: Schematic of the microfluidic chemotaxis device analyzed. A) An AutoCAD illustration of the entire device with the reservoirs for maximum and zero concentration indicated and sheath flow layers labeled with arrows; 25 µm circular posts used for support in the reservoir regions are omitted from the drawing for clarity. B) A close-up of the “ladder” of posts and clear regions along which the gradient forms. C) Posts and gaps are each 12 µm in the x and y dimensions.
The process was repeated to overlay an additional 20 µm of SU8 to make the two sheath flow layers connecting ports 2-6 and 4-8 (Figure 1A). A profilometer (Tencor Instruments Alpha-Step 200 Profilometer, Milpitas, CA) confirmed the height of the SU8 mold within a tolerance of less than 3 µm. To prevent adhesion of the cast poly(dimethylsiloxane) (PDMS) device to the mold, the photoresist structure was silanized by chemical vapor deposition of trimethylchlorosilane for at least 3 hours. PDMS (Sylgard 184, Dow Corning, Midland, MI) was prepared in a 10:1 ratio of prepolymer to curing agent, poured onto the patterned master, degassed for 20 minutes, and baked at 65 °C for at least 4 hours. Devices were separated from the silicon substrate by cutting through the PDMS on the edges of the device with a scalpel blade. Access ports 1-8 in Figure 1A were punched with 15 gauge stainless steel. The increased height of channels connecting ports 2 to 6 and 4 to 8 allowed for precise loading into the chemoattractant reservoir as described below. The initial cast was sectioned into thin slices and visualized to check for definition of microstructures.

To limit rapid evaporation-induced convection in the device while allowing for high magnification imaging, it was necessary to maintain near 100% humidity on a coverglass surface. To accomplish this, we utilized “chambered” coverglass which consists of a coverslip base with four plastic walls and a lid (Lab-Tek, Rochester, NY). To prepare devices for use, the PDMS device and the coverglass chamber were exposed to oxygen plasma (Harrick Plasma Cleaner/Sterilizer-32G, Pleasantville, NY) and the device was irreversibly bonded to the inner coverglass surface of the chamber. The first stage of device loading was completed at this time to maintain the hydrophilicity of the oxidized channels. After the second stage of device loading, evaporation was controlled by wetting the inside of the chamber and sealing all gaps with silicone grease before observation.
Device Loading

Alexa Fluors 488 and 568 conjugated to 10 kDa Dextran were purchased from Molecular Probes (Eugene, OR). In the first stage of device loading, an aqueous solution of 50 µM of the reference fluorophore was pipetted onto each port and was drawn into the channels by the initial hydrophilicity of the channels. The device was then maintained in a humidity controlled system for at least 4 hours to allow complete filling of the device by excess fluorophore solution on the ports.

In the second stage of device loading, the chemoattractant reservoir (Figure 1A) was loaded with 50 µM of the reference fluorophore as well as 50 µM of the second, diffusing fluorophore. The rest of the device was not altered at this stage, remaining loaded with only 50 µM of the reference fluorophore. Hence the reference fluorophore was maintained at a concentration of 50 µM throughout the device while the diffusing fluorophore was loaded only in the chemoattractant reservoir, from which it was allowed to diffuse. The loading process relied on surface energy driven flow [28]. Briefly, access ports 3, 4, 5, 7 and 8 in Figure 1A were conformally sealed with PDMS patches to prevent evaporation. A 2 µL drop containing both the reference dye and the diffusing fluorophore was placed on port 1. A solution containing only the reference dye was pipetted to a volume of 5 µL on port 2 and 12 µL on port 6. To continue the loading process, droplet volumes at ports 1 and 2 were maintained, consuming up to 15 µL of each reagent. Visualization of loading was done on a Zeiss Axiover 25 (Carl Zeiss MicroImaging, Thornwood, NY) with a QImaging Cooled RTV Camera (Surrey, BC, Canada). After confirming the complete filling of the reservoir, the remaining ports were sealed with PDMS patches, and the device was set aside in a 100% relative humidity environment to allow diffusive gradient formation with minimal evaporation-induced convection.
Numerical Simulation of Chemical Gradient Formation

The multi-physics modeling software COMSOL (COMSOL Inc., Burlington, MA) was used to analyze the time evolution of a model molecule’s distribution throughout the device. Simple Fickian diffusion governed the changing of chemical gradients over time. The initial concentration in the source reservoir was set to 100%, while the sink reservoir, cell loading channel, and migration bridges initially contained none of the molecule of interest. To reduce computational complexity and provide a clearer presentation of our findings, a representative subset of the device (Figure 2a) is modeled and discussed in this work. The time course of the gradient formation is dependent on the diffusion coefficient, which is specific to the chemoattractant. To make our calculations generally applicable to molecules with a known diffusion coefficient, we define a characteristic time, $\tau$ [37]

$$\tau = \frac{L^2}{D} \ ,$$

where $L$ is the relevant length dimension and $D$ is the diffusion coefficient of the molecule of interest. In this case, the relevant length was chosen as the distance from one reservoir to the other, approximately 2.2 mm. The simulation was conducted through a time of $6\tau$, corresponding to ~72 hours for the fluorophores used to validate the model. This time frame is at the limit of chemotaxis assays conducted in the device.

Before utilizing our model to analyze gradient formation, we evaluated whether we were introducing computational artifacts into our analysis by using a finite element mesh that was too coarse or by utilizing time steps that were too long. Since we expect this model to approach reality with the use of increasing spatial and temporal resolution, we evaluated our choice of finite element mesh and time step by assessing how sensitive the results of the model were to changes in meshing and time step conditions and considering the model appropriate if the results
Figure 2: A) Example of the result of a finite element model conducted in COMSOL. The rows in Table 1 correspond to the error between the coarse and fine variants of the finite element model at the corresponding points a, b, c, and d. B) The time evolution of the gradient along the ladder as well as the steady-state solution for infinitely wide reservoirs.
were insensitive.

After completing this initial evaluation of the modeling process, we utilized COMSOL to evaluate the effects of PDMS microstructures, cellular occlusion, and cell density on gradient formation. Utilizing steady-state and time-dependent 2-D models, we demonstrate the relative significance of the spatial variation of the gradient caused by PDMS posts against the temporal variation over the $6\tau$ period of interest. We then considered a pseudo-3-D model in which we approximate cell occlusion by reducing the effective diffusion constant in proportion to the volumetric occlusion. Since occlusion is a function of both cell height and channel height, this provides useful insight into the variation in the gradients that cells encounter as a function of channel aspect ratio. Finally, we used images of cells in the device to create a probabilistic cell-loading algorithm. By varying the density of cells, we demonstrate the sensitivity of both the mean and variance of the gradients in the device to cell density.

**Visualization of Chemical Gradient Formation**

The time evolution of the chemical gradient in the $xy$ plane of the device was imaged in epi-fluorescence mode. Standard protocols were followed for maximizing dynamic range while minimizing photobleaching of the specimens [14]. Images were collected using an Axiovert 200M (Carl Zeiss MicroImaging, Thornwood, NY) equipped with a CoolSnap camera (Roper Scientific GmbH, Germany) and mercury arc lamp. The Alexa Fluor 488 was imaged using the standard FITC filter set and the Alexa Fluor 568 was imaged with a TRITC filter set.

To evaluate how the gradients depended upon the location of the imaged region within the height of the channel, we collected images at different heights on a Zeiss LSM410 laser-scanning confocal microscope. For this system, the Alexa Fluor 488 was excited by the 488 line
of an Ar/Kr laser and fluorescence was collected through a 515-540 band-pass filter. The Alexa Fluor 568 was excited by the 568 line and fluorescence was collected through a 580 long-pass filter. Images in both wide-field and confocal mode were collected using objectives optimized for flatness of field and minimal color dispersion. Images were exported as 16-bit TIFF files for further analysis.

Spectrophotometry

A Carry 5000 spectrophotometer (Varian, Palo Alto, CA) was utilized to collect the absorbance spectra across the visual spectrum for each dye utilized. A standard 1 cm path length was used to confirm the absorption spectra provided by Molecular Probes and to evaluate the degree of potential interaction among multiple fluorophores.

Two-Dimensional Standard and Ratiometric Image Processing

Images were imported into MATLAB and corrected by the standard one-color flat-field correction and by the proposed two-color ratiometric method as described below. The standard flat-field process, detailed by Murphy, involves the capture of three images: the raw frame, dark frame, and flat-field frame [14]. The raw frame consists of the unprocessed specimen image while capture of the dark frame simply follows the same protocol without the use of any excitation source. This allows for measurement of the offset signal in the CCD and provides an indication of the thermal noise. The flat-field frame is an image of a featureless and uniformly dyed region that is further smoothed by averaging several images. The flat-field frame provides information on the variation in the sensitivity of CCD pixels and uneven illumination resulting from the optics. The corrected image is obtained by carrying out the following calculation on a
pixel-by-pixel basis,

\[
corrected(x, y) = M \frac{(Raw(x, y) - Dark(x, y))}{(Flat(x, y) - Dark(x, y))},
\]

where the mean value of the raw image, M, is utilized as a common scaling factor for all pixels. We describe this process as a single-color, field-flattening correction.

As an alternative to this process, we propose a multi-dye ratiometric correction that utilizes a background and a spatially dependent illumination correction specific to each field of view. The goal of this process is to correct for aberrations in illumination introduced by the particular structures in the field of view – either light-piping due to edges of PDMS features, or differences in channel heights. This process of image correction requires at least two fluorophores. The reference dye, present at a uniform concentration throughout the device, serves as an internal control for differences in the light path, channel depth, and the collection of out-of-plane fluorescence observed at the boundaries of structures and walls in microfluidic systems [35, 38]. Raw frames are captured for each fluorophore using the appropriate excitation sources and filter sets. The exposure time for each fluorophore was chosen to maximize the dynamic range and to reduce noise in the image while minimizing photobleaching. It is essential that corresponding raw frames for the multiple fluorophores be collected in the same field of view and at the same focal plane. To correct for improper registration in x-y of different channels, ImageJ (NIH, Bethesda, MD) was used to align images. Instead of subtracting a standard dark-field frame, we find the minimum pixel value in the frame and conduct a uniform subtraction. This step attempts to eliminate the baseline autofluorescence and light-piping that we expect in a field of view containing PDMS surrounded by a lower refractive index solution. If an appropriate offset is not used for each field of view, the calculated intensity would no longer be linearly related to fluorophore concentration when taking a ratio of the two frames. Finally,
we carry out a variant on the flat-field correction on a pixel-by-pixel basis,

\[
corrected(x,y) = M \frac{\text{Raw}_{\text{Gradient}}(x,y) - \text{Background}_{\text{Gradient}}(x,y))}{\text{Raw}_{\text{Reference}}(x,y) - \text{Background}_{\text{Reference}}(x,y))}.
\]  

(3)

For both correction methods, the corresponding concentration gradients were quantified by averaging the pixels with the same \(x\) coordinate across the regions of the channel that lie outside the posts. For each method, this generated a single intensity value for each \(x\) coordinate of interest.

**Three-Dimensional Ratiometric Image Processing**

We demonstrate an analogous ratiometric approach to quantify gradients in the \(z\) dimension, i.e., at different heights in the channel. Images for both fluorophores are collected using confocal microscopy, as described above. For this method to correct the images along the optical axis, we require illumination to vary in the same manner for both of these dyes as a function of height. If this condition holds, we can extract images for the corresponding focal planes for each color, and apply Equation (3) in a plane-by-plane manner in ImageJ. We evaluate this proposed method by analyzing an axial concentration profile that is theoretically uniform and consider what factors lead to the response we observe.

**Results**

**Model Sensitivity to Meshing and Time Step Conditions**

We varied the temporal and spatial resolution of the model by a factor of two in either direction from the chosen conditions and observed that the system was fairly robust against these changes. In Table 1 we present how the calculated concentration of the diffusing molecule is
affected by extending the time steps and using a finite element mesh that was a factor of two coarser. Each area listed along the left of Table 1 corresponds to a labeled location in Figure 2, and moving from top to bottom in the table corresponds to moving farther from the chemoattractant reservoir. The error at any point is fairly minimal, and while there does seem to be a higher apparent error as we move farther from the chemoattract reservoir, this results in part from presenting the percentage error instead of the absolute value. Since the chemoattractant reservoir is initially at 100% concentration while the remainder of the system is initially at 0%, the expected concentration decreases from the reservoir outward. As a practical consequence, an equal absolute error would represent a larger percentage error at increasing distances from the reservoir. Overall, there are only minor differences between the concentration values derived from the chosen conditions and those from a relaxed model, implying that there are no significant computational artifacts resulting from discretization in time or space.

<table>
<thead>
<tr>
<th>Table 1 – Percent Difference Resulting from Relaxing Mesh and Time Step Conditions</th>
<th>Time Point in Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position in Figure 2</td>
<td>τ/2</td>
</tr>
<tr>
<td>a) Chemoattractant Reservoir</td>
<td>0.21</td>
</tr>
<tr>
<td>b) Region 1</td>
<td>1.37</td>
</tr>
<tr>
<td>c) Region 2</td>
<td>1.87</td>
</tr>
<tr>
<td>d) Central Channel</td>
<td>3.02</td>
</tr>
</tbody>
</table>

Modeling of Gradient Stability and Homogeneity

Though we develop an analysis of a pseudo-3-D device for chemotaxis, it is appropriate to simplify the model to two dimensions because of the aspect ratios of our device. The relevant maximum dimensions across which diffusion occurs are approximately 450 µm and 2.2 mm in the xy plane of the cells and less than 15 µm in the z direction. Since the time constant for diffusion in Equation (1) varies as \( L^2 \), the time scale of diffusion and equilibration in z is 1/1000
of that in the other two dimensions. This means that, regardless of the molecule, any variation across the height of the device would disappear almost instantly relative to the time it takes for a gradient to form between the two reservoirs.

Since the chemoattractant reservoir depletes over time, we first used our model to confirm that a sufficient gradient exists over the course of a proposed experiment. We approximated the behavior of an average protein by utilizing in our COMSOL model the known characteristics of 10 kDa dextran conjugated to a fluorophore. To generalize the results across other fluorophores, data are described in normalized time and distance across the bridge (Figure 2). To determine whether the time variation in the gradient would be a significant contributor to cell behavior, we also modeled the spatial variation resulting from device geometry (Figure 3). By focusing on a 200 µm length of the bridge spanning regions with and without posts, it becomes clear in Figure 3A that the concentration profile is not linear and is instead a function of local device geometry. This difference can be more readily quantified by plotting the gradient itself (Figure 3B) and comparing our design against an equivalent bridge with no posts. Over the time frame of interest, these two figures demonstrate that the gradient encountered by a theoretical cell is more strongly a function of spatial variation than of time.

The variation in the gradient along the length of a bridge can be replicated by replacing complex regions obstructed by posts with simple regions with diffusivity values proportional to the area that is unobstructed. This approximation can be made because spatial mass transfer is the product of flux and the cross-sectional area; a change in one will have the same effect on the product as a proportionally large change in the other. In concrete terms, a region that has 40% of
Figure 3: Concentration data from two clear regions (C) and one set of posts (P) extracted from the steady-state COMSOL model in Fig. 2. Boundaries between regions indicated with a dashed line and the maximum concentration set to the initial concentration of the chemoattractant reservoir. A) A plot of concentration versus distance across bridge demonstrates spatial variation. B) The slope of the gradient in this system is plotted in comparison to an equivalent system without post structures. The repeating higher magnitude values indicate steeper gradients in the regions between the posts as compared to the regions clear of posts.
its area occluded by posts would result in the same gradient as a region without occlusion and a
diffusivity value of 60% of the unobstructed region. We extend this logic, which was described
for obstruction in the $xy$ plane by the posts, in a later section to model cell occlusion in the $z$
dimension.

*Spectrophotometry*

We measured the extinction coefficients for our Alexa Fluor-tagged dextran molecules at
the neutral pH used for experimentation and obtained maximum values of 104,000 and 107,000
cm$^{-1}$ M$^{-1}$ for Alexa Fluor 488 and 568, respectively. These values are well within the order of
observed values for the similar fluorophore fluorescein [39]. For maximum heights of 33 µm and
maximum concentrations of 50 µM, less than 2% of the light is absorbed through the height of
the sample for either fluorophore. The complete normalized absorption spectra for the two
fluorophores are plotted in Figure 4. Within the quantitative limits of our measurement methods,
these results confirm that height and concentration effects are negligible for the chosen
dimensions and dilutions.

*Correction of Fluorescence across Regions of Varying Channel Height*

Images of a field of view containing multiple channel heights were collected and
corrected as described above using both the traditional single-color flat-field correction and the
multi-color ratiometric correction. While the underlying concentration gradient in the raw
(Figure 5A) and flat-field corrected (Figure 5B) images is somewhat visible by eye, the most
severe confounding factor is that recorded intensity also appears to be a function of channel
height. The inadequacy of standard correction methods in this respect can be noted qualitatively
Figure 4 – Absorption spectra for the dextran conjugated AlexaFluors utilized in fluorescence experiments normalized to the maximum absorbance value for each.
Figure 5 – Flat-field and ratiometric image correction of a field of view containing a 33 µm tall channel (T), corresponding to the connection between ports 4 and 8, and the 13 µm short layer (S). A) An uncorrected image of the gradient forming fluorophore with the height change of interest labeled. B) Image corrected by standard flat-field methods described in Eq. (2). C) An uncorrected image of the reference fluorophore. D) Image corrected by the two-color ratiometric method described in Eq. (3). E) Normalized intensity profiles generated along the direction of the gradient beginning at the boundary between the two layers, indicated with a dotted line, and continuing to right-hand edge of the image.
by tracing the intensity across a height boundary in Figure 5A, where we see that there is a significant decrease in fluorescence intensity that cannot be explained by simple diffusion. This could result from collection of the more significant out-of-plane fluorescence in the taller regions. With the use of an image of the reference fluorophore (Figure 5C), maintained at constant concentration throughout the device, we derive a ratiometrically corrected image in Figure 5D.

In Figure 5E we quantify the results of the two methods of image correction with respect to differences in channel height by plotting the normalized average pixel intensity along the length of the bridge. The raw image demonstrates a significant decrease in intensity at the boundary, as expected from a qualitative assessment of Figure 5A. The flat-field correction seems to worsen the intensity difference at the boundary. In practical terms, this means that the original field of view was illuminated such that there was a gradient in illumination intensity that opposed the direction of the expected gradient; correcting for this error increases the apparent difference between the short and tall regions of the channel, but this accentuation is an artifact of the direction of the illumination gradient and not inherent to the flat-field correction itself. In contrast, quantification of the ratiometrically corrected image, Figure 5D, yields a more linear intensity profile without an abrupt change at the height boundary.

Correction of Fluorescence Intensity in the Proximity of PDMS Microstructures

Even in fields of view with constant height, we find that aberrations introduced by field-specific illumination and edge effects near the microstructures are significant. As in Figure 5, the four images in Figure 6A-D correspond to the raw, flat-field corrected, reference, and ratiometrically corrected versions of a single field of view, respectively. Figure 6E was created
Figure 6 – Flat-field and ratiometric image correction of a field of view traversing the central channel. A) An uncorrected image of the gradient forming fluorophore with the three unobstructed regions labeled. B) Image corrected by standard flat-field methods described in Eq. (2). C) An uncorrected image of the reference fluorophore. D) Image corrected by the two-color ratiometric method described in Eq. (3). E) Normalized intensity profiles generated along the direction of the gradient. Higher apparent intensity in the unobstructed regions of images without a ratiometric correction indicates that there is a loss of fluorescence intensity in the proximity of microstructures.
by calculating the average pixel intensity along the length of the bridge, excluding the pixels that correspond to the posts. The non-ratiometrically corrected images in this set demonstrate a loss of fluorescence intensity in the proximity of the posts. This shadowing effect results in higher overall intensities in the three unobstructed regions of the field of view that are illustrated in Figure 6A. Figure 6E demonstrates that the flat-field correction, which uses a featureless correction image, does not affect the shadowing in the proximity of the microstructures. The use of the ratiometric correction, however, does lead to an intensity profile without higher apparent intensity regions in unobstructed regions.

*Experimental Validation of Finite Element Model*

In Figure 7 we demonstrate the agreement of the earlier numerical model with the ratiometrically corrected intensity profile corresponding to Figure 6D. This indicates that the variation in intensity that we quantified for Figures 6A and 6B is an optical artifact, and that appropriate correction yields a concentration profile that conforms to our theoretical expectations. There does appear to be a difference in the structure of the signal in the region of the posts, indicating that we may not have been completely successful in eliminating the effects of microstructure on fluorescence intensity. This, in turn, indicates that the ratiometric process could benefit from further optimization.

*Gradient Quantification along the Optical Axis*

While we show that the ratiometric method is appropriate for correcting the 2-D plane in best focus, the process is insufficient for accurate correction of the concentration profile with depth in the example device. As mentioned earlier, the time to equilibration in the axial
Figure 7 – The ratiometrically corrected data from Figure 6 and the corresponding model data are plotted as a function of distance along the bridge, normalized to the same maximum concentration.
dimension is much faster than equilibration of the gradient between reservoirs, so we expect a uniform axial concentration for this device’s aspect ratio over the time frames of these trials. A first step to the correction process is determining whether the axial intensity profiles of the two fluorophores are similar enough that applying a ratiometric correction will correct the variation that results from translation in z. Figure 8 demonstrates that there is some type of non-uniform height-dependent variation between the profiles of the two Alexa Fluors with distance into the channel. Calculating a simple ratio between the two does not yield the theoretically constant profile across the channel height.

Modeling of Cell Occlusion and Cell Spreading Effects on Gradient Development

With the use of micron size features in a microfluidic system, it becomes important to analyze how the introduction of cells alters the effective geometry of the device. The parameter of interest in a chemotaxis assay is the gradient that each cell encounters or, more precisely, the distribution of gradients that we expect our population of cells to be exposed to when conducting a trial. A researcher should consider both the average value and spread of this distribution, since these factors could relate to the average motility of cells and the observed heterogeneity in cell behavior. To demonstrate a numerical approach to calculating gradient sensitivity, we first modify the percent occlusion caused by loaded cells, which is a function of both aspect ratio and cell height. Based on images of actual cell loading, we generate a potential probability distribution of cell loading (Figure 9A). We simulate multiple trials in which cells are placed according to this probability distribution and aggregate the results for 200 cells of each occlusion condition. In Figure 9B, we quantify the gradients that cells encounter at time $\tau/2$, which corresponds to approximately 6 hours for the dextran-conjugated fluorophores utilized in this
Figure 8 – Intensity profiles of both fluorophores across a 13 µm height channel. Scanning across a height of 35 µm in confocal mode demonstrates significant out-of-plane fluorescence. The non-uniform ratio of the two fluorophores outside the plane of best of focus indicates the inadequacy of this method for axial correction.
Figure 9 – Finite element model utilized to investigate the effects of cell geometry on the distribution of gradients experienced by the cells. A) At each position a cell, indicated by a small circle, was placed with a probability: Yellow – 20%; Blue – 40%; Red – 70%; Green – 40%. B) 200 cells of each of three relative cell heights were analyzed to demonstrate the shift in average gradient and the dispersion of the gradient.
experiment. These data demonstrate that both the average gradient that cells see becomes much steeper and that the distribution becomes much wider as the occlusion increases. In the idealized case of the cells not occluding the device (0%, Blue), they would be exposed to gradients ranging from .027%/µm to .068%/µm. If the cells occluded 50% of the height of channels they occupied (Red), the gradients would range from .037%/µm to .116%/µm, whereas the numbers would change to .033%/µm to .310%/µm for 90% occlusion (Blue). The mean and standard deviation shift accordingly, from a mean of .045 and standard deviation of .010 for the 0% occlusion condition, to a mean of .071 and standard deviation of .019 for 50% occlusion, and a mean of .139 with a standard deviation of .066 for the 90% occlusion condition. The steeper average gradient results from the lower effective diffusivity across highly occluded regions of the device, while the dispersion of gradients results from the distorting effect of cells on surrounding regions.

While it is possible that cells can distort gradients significantly, the modeling process suggests two factors that can potentially minimize the effect. By increasing the aspect ratio of the device, the percent occlusion will drop accordingly, shifting the gradient distribution towards the idealized zero cell thickness case. The biology of the cell motility process can also be helpful; since many cells spread across the substrate before becoming motile, they often occlude less volume than immediately after loading. To simulate this, we first considered a set of cells that have occluded the device at 50% of the channel height until time τ/2. Since flattened cells can spread to a thickness of as little as 1-2 µm, we then allowed the cells to flatten and occlude only 10% of the channel height. In Figure 10 we examine the gradients encountered by a population of 200 cells at the initial time point of spreading and over the course of a further τ/2. The average gradient encountered by the cells decreases rapidly after allowing for cell spreading; the mean
Figure 10 – Utilizing the finite element model from Fig. 9A, the effects of cell adhesion on the time evolution of the gradient were analyzed. After a period of $\tau/2$ elapsed with 50% occlusion, the cell occlusion is reduced to 10% to simulate the decrease in height associated with the cellular spreading process. This histogram corresponds to the distribution of gradients encountered by an aggregated 200 cell population for several time points after adhesion. The shift in the distribution of gradients over a period of less than $\tau$ demonstrates the rapid restitution of the increased gradient back to the design value.
falls from .070 to .048 within the first $\tau/32$, and then decreases more gradually to .0474 after $\tau/8$ and .040 after $\tau/2$. The variation of the gradients encountered by the cells follows a similar pattern, declining rapidly from .019 to .012 after $\tau/32$ and then slowly approaching .010 at $\tau/2$. The rapid adjustment of the gradient is a consequence of the relative scale of the cells. Since the gradient recovery process is a function of diffusion, which varies as $1/L^2$, equilibration along the length of the cell can occur more rapidly than gradient development across the entire bridge.

*Modeling of Cell Loading Density on Gradient Formation*

Much as the choice of aspect ratio can alter how extensively the cells affect the surrounding gradient, cell loading density can directly alter the gradients encountered by the cells. As a first order approximation, we assumed that the relative proportions of cells along the positions in Figure 9A are unchanged and that cells occlude 50% of the channel height, but we increased and reduced the expected number of cells by a factor of two. Where the probability would exceed 100%, we assumed that there will always be a cell present in that location. Once again aggregating the data for 200 cells of each condition, we demonstrate graphically the spread in gradients experienced by the populations of cells in Figure 11. There is little difference in the mean and dispersion of the gradients of the cells at standard and 50% loading densities. When increasing cell density to twice the standard value, however, the mean and dispersion of the gradients encountered by the cells increase by approximately 10% each. This seems to indicate that beyond a threshold in cell density, the dependence of gradient formation on further changes in cell density could confound data collected without careful control of cell numbers.
Figure 11 – Utilizing the finite element model from Fig. 9A, the effects of cell loading density on the distribution of gradients encountered by the cells were analyzed. Cell loading density was halved and doubled by adjusting the probabilities mentioned in Fig. 9 while maintaining a relative cell height of 50% occlusion.
Discussion

Representative Chemotaxis Device

While the theoretical underpinnings and biological significance of this device are discussed elsewhere, the motivations for the chosen system are presented briefly. The challenges of developing a precise, quantifiable chemotactic system have been taken on by a multitude of microfluidic researchers, resulting in many question-specific systems [40]. Despite the applicability and potential impact of these systems to biological research, many biologists lack access to a collaborating microfluidics laboratory and rely on older in vitro systems such as the Boyden chamber. While this system provides a porous substrate for migration, read-out is traditionally done by allowing cells to migrate for a pre-determined time and then counting the number of cells that are on either side of the membrane. Much required information cannot be obtained, for example, dynamic information on cell motility; instead, one simply counts the number of cells that cross the filter in a particular time interval, and it is not possible to determine if there are multiple cellular phenotypes present such as a mixed population of fast- and slow-migrating cells. Finally, the time frame of migration in the membrane may not be physiologically relevant and any dispersion in the sizes of the pores in the membrane could skew the results of the assay [41].

The PDMS system diagrammed in Figure 1 has regular structures produced to a tight tolerance, is optically transparent and is amenable to high-throughput assessment of chemotaxis by established automated nuclei counting methods [42]. This system also allows for the continuous imaging and quantification of the cell actually undergoing the chemotaxis process in this pore-like environment. Four experiments can be conducted within a single device,
corresponding to the four “bridges” connecting the reservoirs. Minor changes to device geometry allow for each of these bridges to provide a different gradient. Since soft lithography minimizes any variation in post spacing, the confounding factor of pore size in the Boyden chamber is eliminated. This device also avoids the flow-based artifacts on cell motility that may be associated with pressures across macro-scale devices or that may be present in active gradient generators.

Simultaneous application in our device of a chemical stimulus by the gradient and mechanical stimuli by the posts will help elucidate effects of the physical environment on behaviors otherwise treated as purely chemotactic responses [43]. Post structures, or the equivalent in similar systems, can provide three-dimensional constraints that mimic cellular microenvironments, constrain cells of a certain size or stiffness, or serve as surfaces for functionalization with molecules that affect cell adhesion or cellular traction forces. The chemical and mechanical stimuli that are provided by the system may not be independent, however, and it becomes important to analyze their interdependence through modeling and empirical analysis. Cells self-sort in the system based on their ability to invade or migrate while responding to a combination of cues. This will prove to be a valuable assay and separation method since, for example, heterogeneity in cancerous cell populations is often reflected by differences in cellular motility [44, 45]. In summary, three-dimensional chemotaxis systems of this type will be important to exploring the integrated response of cells in a more life-like environment, but they also raise the need for a rigorous analysis of distortion in the gradient due to cells and device geometry.
Effects of Device Microstructure on Gradient Formation

When traversing a row of posts, the cross-sectional area in the $xy$ plane of the microfluidic channels for gradient formation is at a minimum, and the gradient is nearly twice as steep. This has several consequences for our system. It is reasonable to treat the gradient as pseudo-stable in time because the spatial variation is significantly greater than the dependence of the gradient on the passage of time during the length of biologically relevant experiments. In conducting assays with this system, however, it will be important to note that the behavior of cells in the regions of the post cannot be attributed solely to mechanical cues since the gradient also varies. Since this component of the model is conducted in two dimensions by considering only the obstruction that the PDMS posts provide in the $xy$ plane, the effect is independent of channel height. If this spatial variation was of concern to the experimenter, the $xy$ footprint of the posts, the post spacing, or the height of the posts in $z$ could be altered to reduce the spatial dependence of gradient steepness.

While this model, based on simple Fickian diffusion, demonstrates variation of the gradient of over a factor of two along the length of the bridge, an unwary experimenter looking only at concentration profiles in a microfluidic device may easily miss the effect. For example, if data taken from this model are analyzed under the assumption of a perfectly linear gradient, the absolute value of the resulting correlation coefficient would be $>0.99$. Without the use of complementary analytical and computational tools, incorrect expectations of gradient shape could easily lead to inaccurate conclusions.

Consequences of High Fluorophore Concentration and the Use of Multiple Fluorophores

Before attempting to use a multi-color correction method to address the problems described above, we must determine what effects the use of multiple fluorophores will have on
the quantification process. In the basic case of exciting a single fluorophore at low concentrations, an experimenter can expect an effectively linear relationship between fluorophore concentration and emission intensity [14]. This linear relationship, however, is based on several assumptions that must be re-analyzed in the context of the multi-dye two- and three-dimensional imaging methods presented here. When light of the exciting wavelength passes through a sample, it is being absorbed and dissipated throughout according to the Beer-Lambert Law. Because of this absorption, the amount of light available to excite fluorophores decreases throughout the thickness of the sample. As a result, a collection of fluorophores farther from the light source would emit correspondingly less total fluorescence. The height-dependent absorption would interfere with the linearity of the relationship between concentration and fluorescence intensity since the loss of light through the sample would be more significant at higher concentrations. High concentrations can also lead to quenching in which excited fluorophores will lose energy by thermal processes instead of by emitting a detectable photon [14]. Since absorption reduces the illumination as a function of height through the sample, attempts to measure gradients in three dimensions would be confounded. At low enough concentrations, however, a negligible amount of light is absorbed through the entire thickness of the sample. In this case, assuming a linear relationship between concentration and recorded intensity would be reasonable, and concentration profiles could be derived axially through any type of optical sectioning.

We also consider the effects of cross-talk between the fluorophores on linear response. Even with optimized filters for excitation, both fluorophores will absorb light at both of the excitation wavelengths since the excitation process follows a spectral absorption curve. Since we showed that even at its peak absorbance neither fluorophore will absorb more than 2% of the
illuminating light, we do not need to worry about attenuation of one fluorophore’s excitation by
the other. To determine whether either fluorophore is being significantly excited at the other’s
wavelength, we compared the corresponding absorption spectra (Figure 4). At an excitation
wavelength of 488 nm, the Alexa Fluor 568 is only 3% as absorptive as the Alexa Fluor 488. At
an excitation wavelength of 568 nm, the effect is a bit more pronounced with a cross absorption
of 11%. The contribution to bleed-through, however, is even lower than these values since the
emission filters are also chosen to be specific for the fluorophore of interest. This analysis does
raise the point, however, that at very disparate concentrations bleed-through is possible, and the
existence of a second fluorophore acts to raise the limit of detection of the first. In conclusion,
attention should be paid to ensure that the use of multiple fluorophores does not introduce new
aberrations that overcome the potential advantages of the ratiometric method.

Quantification of Fluorescence Intensity through Ratiometric Image Correction

In a relatively simple architecture like the two-layer device analyzed in this work, the
concentration gradients could be analyzed piecewise to obtain meaningful quantitative data as
long as the experimenter is willing to make assumptions about concentration continuity at height
boundaries. In microfluidic systems with more complex geometries or sources at different
heights, however, the dependence of intensity on channel height might preclude quantification.
While fluorescence microscopy is often idealized to the interrogation of a single plane of the
sample, the fact that microscope components will project cones of illumination and collection
onto a single measured pixel becomes relevant in this multi-height situation. Fluorophore
molecules above and below the plane of interest are illuminated, if not as efficiently as those on
the focal plane. Similarly, light from any plane outside of the focal plane is minimal, but
summation across the height of the collection cone becomes significant enough to cause the variation noted in Figure 5 when utilizing the single-color flat-field correction.

We suspect two related factors contributed to the shadowing effect noted in Figure 6. The value that is recorded for a single pixel on the CCD camera, as mentioned above, corresponds to an illumination and collection cone generated by the objective. Depending on the numerical aperture, shadowed regions will have portions of these cones obstructed by adjacent posts, reducing the total intensity collected. The refraction index mismatches at interfaces may also lead to light being improperly trapped and redirected in the PDMS in the same manner as an optical fiber directs light, an effect known as light-piping. While this effect is actually utilized in on-chip optical elements, to our knowledge, standard quantitative imaging methods are not available to correct for this loss [46].

Since the microtopography of the device has such a drastic effect on the illumination and read-out of a field of view, we evaluated the concept of a field-specific ratiometric correction in this work. Like existing ratiometric methods for quantifying intracellular calcium concentration [34], this process provides a numerical correction for differences in the path length and illumination throughout a three-dimensional sample. Unlike existing methods, however, we cannot rely on both a measurement and reference signal from a single fluorophore, so we introduce a uniformly distributed reference molecule. By no longer constraining ourselves to the subset of fluorophores that provide multiple read-out wavelengths, we can apply the ratiometric methodology in a more flexible way. Both the corrective capabilities indicated in Figures 5E and 6E and the flexibility of the method indicate its potential for quantifying emission variation in topographies that confound traditional flat-field correction. It will also be worthwhile to determine whether there are chromatic aberrations associated with the PDMS-water interface.
Potential of Ratiometric Methods for the Study of Partitioning Effects

The ratiometric imaging process also allows us to explore the possibility of the partitioning of molecules into the surrounding PDMS. Many small hydrophobic molecules, such as organic pollutants, affect cell behavior but may be difficult to study in this format because of partitioning into PDMS structures [47]. While both molecules used in this experiment are too large and hydrophilic to partition into the surrounding polymer, this process could be repeated with a reference fluorophore that cannot diffuse into the material and a second fluorophore with an unknown capacity to partition. A gradient of intensity within the corrected image of the posts would imply that the signal within the posts is actually a result of partitioning instead of a light-piping related artifact. The negative control case of two large fluorophore molecules would also have to be conducted, however, to distinguish the possibilities of light-piping, chromatic aberrations within the device, and small molecule partitioning.

Ratiometric Correction for the Measurement of Gradients along the Optical Axis

There may be several factors that lead to these non-uniform shifts in the z direction noted with respect to Figure 8. For example, incomplete correction of the chromatic aberration of the imaging system could contribute to the observed shift in z. While the imaging system may be color-corrected for the plane of best focus, it seems under- and over-corrected on either side. Any imperfection in the optics for the two laser colors would also contribute to the observed behavior. Finally, both the refractive index of the water and PDMS components of the sample show a dependence on light wavelength over the range we utilize [48, 49]. As a consequence, light of each wavelength will behave differently with increasing depth into the sample, confounding our attempts at quantitatively analyzing gradient formation along the optical z axis.
CHAPTER III

CONCLUSIONS AND FUTURE DIRECTIONS

Microfluidic devices have been making inroads as an experimental platform despite the difficulty of developing universal solutions and translating engineering advances into biological tools. Construction of a system on these scales has great potential for making chemotaxis assays more precise, reproducible, and amenable to analytic characterization. As researchers begin to investigate the integrated responses of cells by using the micron feature sizes of microfluidics to create a controlled microenvironment for cells, they will need new tools to eliminate confounding variables and accurately quantify experimental data.

In this work, we considered gradient formation in a microfluidic device with a complex topography and no replenishment of the chemoattractant. The effects of device geometry on local gradient formation were significant, and for this particular device we demonstrated that gradients in the regions of posts were twice as steep as those in unobstructed regions. As we attempted to empirically quantify this spatial dependence on gradient formation, we were confounded by the effects of varying channel heights and of PDMS structures on quantitative fluorescence measurements.

To correct for differences in light path and light-piping effects in the proximity of structures, we utilized a novel ratiometric correction employing a second uniform reference fluorophore. While the ratiometric concept is not new, it has traditionally been limited to a single dye method for specific applications such as intracellular calcium measurement. To generalize this system for quantification of concentration gradients within our microfluidic devices, we
introduced a second fluorophore. We examined the possibility of cross-talk between the fluorophores, determining that deviations from linearity should be negligible for the fluorophore concentrations utilized. The ratiometric process proved an effective, though not complete, solution for these two categories of fluorescence differences. We also demonstrated agreement of experimental data with the basic Fickian models we proposed. Through further optimization, we believe that this method could allow for more accurate quantification of fluorescence in the complex microstructures that are becoming common in microfluidic design. We considered this method for quantifying fluorescence in three dimensions in conjunction with confocal microscopy. In our experience, different fluorophores demonstrate different dependencies on height, precluding the use of a reference fluorophore as a way of correcting for differences in illumination across the height of the sample.

By supplementing the ratiometric technique with an algorithm that takes into account the differences between fluorophores, it may be possible to overcome the difficulty associated with measuring gradients in the $z$ axis. The ratiometric correction method could, for example, be used in conjunction with two-photon microscopy to minimize the contribution of out-of-plane components [50]. In microfluidic devices with high enough fluorophore concentrations to introduce cross-talk between the fluorophores, a linear un-mixing system could also allow for distinguishing the otherwise convoluted signals [51]. There is still significant work to be done to address the potential causes mentioned above for the variation between the fluorophores as a function of height. For example, illumination could be done in a broadband manner to eliminate alignment issues between lasers. This would require an appropriate filter set or spectrometer for separation of the emission wavelengths. Similarly, samples could be chosen with minimal dispersion in the visible wavelengths to eliminate that as a cause of error.
In the last component of this work, we considered the effect that the cells themselves have on gradient formation. Neglecting active remodeling of the gradient through cellular metabolism or production, we primarily analyzed the effect of cells on device geometry. By probabilistically inserting cell-shaped occlusions into the original finite element model of the system, we were able to examine how aspect ratio and cell loading density affected local gradients in the device. There is no single gradient associated with a set of device parameters, however, so we present data in terms of distributions of gradients. We showed that the distribution will shift upward in mean value and become more disperse as the effective cell height, or occlusion, increases. Fortunately for the examination of motile cells, the adhesion and flattening of cells are followed by rapid reduction in gradient steepness. We also demonstrated that the mean gradient that an average cell encounters will be a direct function of cell loading density. These conclusions have consequences for explaining the heterogeneity of cell behavior in microfluidic chemotaxis assays.

The approach we take in this work will become increasingly relevant as more interdisciplinary teams utilize microfluidic devices as a platform for asking biological questions that require precise measurements. While many applications can safely dismiss so-called optical edge effects near interfaces of substrate and fluid, the increasing demand for mimicking the entire cellular microenvironment will necessitate the inclusion of mechanical cues. If micropatterned structures are used to present these cues, accurate imaging in the proximity of these structures may prove to be important. By considering complementary methods for modeling and quantifying gradient formation in these complex systems, we present a suite of tools for the rational design and evaluation of gradient formation in microfluidics with features that have cell-sized dimensions.
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