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INTRODUCTION

This dissertation focuses on augmenting the capabilities of clinical bone diagnostics by exploring $^1$H nuclear magnetic resonance (NMR) and magnetic resonance imaging (MRI) methods for human cortical bone characterization. In doing so, the overall goal is to advance our understanding of $^1$H NMR relaxation in human cortical bone to the point that diagnostically-relevant parameters may be extracted from in vivo bone MRI measurements. Along these lines, Chapter 1 provides motivation for cortical bone MRI by reviewing the limitations of current clinical X-ray diagnostics and highlighting the complementary capabilities of MRI. Chapter 2 describes NMR hardware developments necessary for a rigorous, relaxation-based characterization of cortical bone NMR signals. Such characterization was used to determine the micro-anatomical origins of cortical bone NMR signal components, as presented in Chapter 3. Chapter 4 demonstrates the diagnostic relevance of these signal components by comparing them to various bone mechanical properties. Chapter 5 presents clinically practical methods for quantitative, diagnostic bone MRI. Finally, Chapter 6 concludes with thoughts on the future of the field. Collectively, this work represents a biophysical basis for cortical bone MRI, which stands ready for translation to clinical practice and research studies.
CHAPTER 1

*The Case for Clinical Magnetic Resonance Imaging of Human Cortical Bone*

As little as 15 years ago, most clinical radiologists and medical imaging research scientists likely would have dismissed the notion of *in vivo* magnetic resonance imaging (MRI) for human cortical bone. While the physical phenomenon of nuclear magnetic resonance (NMR), which underpins MRI, is just as applicable to cortical bone as it is to the soft tissues that have become mainstays of clinical MRI, there were some key technological limitations of most MRI scanners at the time that produced large signal voids in cortical bone—no matter what scan settings the MRI technician tried. MRI technology has since advanced, and modern hardware now allows for the direct imaging of cortical bone. In fact, researchers have developed a variety of methods for such imaging. Although MRI is still not a widely considered method for cortical bone imaging, the notion of clinical bone MRI has begun to gain traction in the research community. However, in order to become a routine standard of care, MRI must first demonstrate clear advantages over current bone imaging in the clinic, which is dominated by a single imaging modality that has been used to visualize bones since the late 19th century: X-rays.
In the following sections, relevant cortical bone micro-anatomy is surveyed, and current X-ray-based clinical practices for bone imaging are reviewed, with emphases on capabilities and limitations. In light of the limitations of X-rays, the case for moving beyond such imaging of cortical bone is presented, as motivated by the importance of X-ray-invisible non-mineral components to bone integrity. Finally, modern developments in MRI that enable cortical bone visualization are discussed, focusing on their potential for clinical imaging.

1.1 — Cortical Bone Micro-anatomy: The Biophysical Bases for Bone Imaging
Cortical bone-related contrast in X-ray and MRI imaging has biophysical origins that stem from bone’s unique micro-anatomy, which is reviewed in (1-3) and summarized in the following. Cortical bone is a complex composite of nano- and micro-anatomical components including collagen matrix, calcium phosphate mineral crystals, lipids, and porous spaces such as Haversian canals and the lacunar-canalicular system. These structures are generally arranged in repeating cylindrical units (100’s of μm in diameter) called osteons (Fig 1.1), which are oriented parallel to the long bone axis.
FIGURE 1.1  *Bone matrix schematic.* Expected biophysical distribution of osteonal water, lipid, and macromolecule-bearing proton sites in human cortical bone are identified in red, green, and blue, respectively. The primary nano- and microstructures housing each of these sites are given in dashed boxes.

Each osteon houses mineralized matrix surrounding a central Haversian canal (10’s to 100’s of µm in diameter), which in turn forms the majority of
osteonal porosity and hosts vessels and nerves. Osteons are frequently interconnected via lateral Volkmann canals (≈ 10 µm-scale), which bridge neighboring Haversian canals and assist with inter-osteonal fluid flows. Small pores called lacunae (≈ 1 µm-scale) are distributed throughout each osteon and contain osteocytes, the cellular components of cortical bone responsible for recruiting other cells for matrix formation (osteoblasts) or resorption (osteoclasts). To facilitate nutrient and fluid transport among bioactive sites in the osteon and support cell signaling via the transverse processes of osteocytes, a network of canaliculi (≈ 0.1 µm-diameter passageways) serves to interconnect lacunae and Haversian canals. Portions of the osteon outside of porous spaces consist of a dense collagen matrix laden with calcium phosphate nanocrystals (similar in form to hydroxyapatite), which represents cortical bone’s inorganic mineral phase. Finally, lipids can be found in the cement line spaces between osteons, which are transition zones between regions of bone formation and resorption.

At present, all of these micro-anatomical features occur on spatial scales comparable to or smaller than the practical resolutions of clinical X-ray and MRI images, so contrast in both cases arises from a spatial average of osteonal components. As will be discussed further below, X-rays are chiefly sensitive to
the bone mineral phase, so the density and distribution of calcium phosphate nanocrystals throughout the bone matrix is the primary contributor to X-ray contrast. $^1$H NMR and MRI, on the other hand, are sensitive to variations in the proton molecular environment, and it is useful to examine the different $^1$H sources in cortical bone. Each of the cortical bone micro-anatomical components includes one or more distinct proton micro-environments, which differ according to their local chemical, magnetic and electrical milieu. For example, the collagen component is host to both hydrogen-bound surface water and covalently-bound protein backbone protons. Submicron to millimeter-scale porous spaces in the lacuno-canalicular system contain water with varying degrees of motional freedom. Finally, lattice defect sites in the calcium phosphate crystals host several populations of intercalated water molecules and surface hydroxyl sites (4-5), however, this quantity of protons is negligible compared to that within the pore spaces and collagen matrix. Since each of these proton sources contributes to the net NMR signal on a stoichiometric basis, MRI signal contributions from cortical bone are expected to be dominated by protons in the non-mineral phases.

1.2 — Cortical Bone Imaging in Today’s Clinic

The current clinical bone diagnostic climate is one thoroughly dominated by X-ray imaging. This is because, since Wilhelm Röntgen’s early X-ray photograms
(6), the contrast in X-ray-based images has been recognized as predominantly arising from compact bone. Because X-ray imaging is fundamentally a transmission method, whereby contrast is generated by a spatially varying absorption of X-ray photons during transit of the imaged tissue, the sharp image contrast from bone arises from its radio-opacity relative to surrounding soft tissues. The electron-dense calcium phosphate-based minerals in bone tissue provide the source of this relative opacity. As such, cortical bone absorbs X-rays upwards of five-times more efficiently than soft tissue (7), so, in practice, X-ray imaging is only sensitive to the mineralized portion of bone tissues.

The sensitivity of X-rays to bone mineral content provides a biophysical basis for several X-ray imaging strategies currently in routine clinical practice. Digital or chemical film X-rays are one of the cheapest and most ubiquitous medical imaging procedures, and they excel at depicting two-dimensional projections of bone morphology (8). However, quantitative imaging of bone mineral content with this method is problematic, as large amounts of surrounding soft tissue can provide significant bias (9). To mitigate soft tissue contributions, dual-energy X-ray absorptiometry (DXA, formerly DEXA) was developed for quantitative imaging of bone mineral density (10).
DXA consists of two plain film X-rays collected separately at different X-ray energy levels. Due to the stronger dependence of absorption on X-ray energy level in bone than in soft tissues, a subtraction of the two images tends to cancel soft tissue contributions to give an image of predominantly bone mineralization. By calibrating to phantoms of known mineral density (11,12), DXA images can be converted to quantitative measures of bone mineralization. Diagnostic utility is established by comparing a patient’s results to previously-established population-wide measures using the metric of areal bone mineral density (aBMD), which is the DXA-observed bone mineral content normalized to the bone area projected onto the DXA image. Statistical tools are used to score aBMD measures (13), such as the T-score (fractional number of standard deviations above/below the mean population aBMD) or Z-score (likewise, but relative to age-matched population aBMD) (14). These scores give clinicians hard numbers to assess bone mineral deficiency, which is conventionally linked to a increase in overall fracture risk. Because of its rapid, unambiguous results and low point-of-care costs, DXA has become the preeminent bone quantitation tool in use by clinicians today.

Despite its clinical popularity, DXA suffers a key fundamental flaw: the DXA score does not predict which individuals will fracture (15-18). This poor
fracture prediction stems from both DXA imaging dimensionality limitations and, perhaps more critically, the fact that bone mineral density (the only output of DXA) is not the only determinant of fracture risk.

DXA images are limited to two-dimensional projections through a variety of prognostic skeletal sites, such as the forearm, hip, femur, and vertebral bodies (19-23). Given their two-dimensional nature, standard DXA scans do not account for patient-specific variation in bone thickness or volume. Since there is a (potentially highly) nonlinear relationship between bone volume and projection area, this unaccounted third dimension is a source of disparity when comparing measurements from patients of significantly different bone thickness (24). A patient with slender, properly-mineralized bones might have the same DXA score as a patient with large, poorly-mineralized (i.e. highly porous) bones. And both of these patients might score deficient compared to a patient of normal bone size and mineral content. Clinicians attempt to counter this problem by incorporating risk factors such as age (hence the Z-score), gender, weight, body mass index, or other gross anatomical measures into the interpretation of DXA scores, thereby using surrogates for the missing third dimension (25). However, this is a limited approach and does not account for ethnic variations, etc., prompting the World Health Organization to established DXA criteria only
centered around middle-aged white women, which is a commonly-studied population (26,27).

More recently, fully three-dimensional analogs to DXA have emerged in the form of quantitative computed tomography (QCT) (28,29), which use calibrated CT techniques to generate measures of volumetric bone mineral density (vBMD). Given the added expense of CT hardware, QCT has yet to become as widespread as DXA even though it provides a solution to DXA’s missing imaging dimension. Although not widely practiced, the current state-of-the-art involves coupling QCT-based bone geometry measures to patient-specific finite element modeling for mechanical property prediction (30-33). Although this results in an improved ability to predict mechanical response, QCT still shares the same fundamental limitation as DXA: as X-ray-based measures, they are primarily sensitive to mineralization, and mineral content is not the only contributor to bone fracture resistance.

1.3 — Assessing Fracture Resistance: Going Beyond X-rays and Bone Mineral Content
As previously mentioned, cortical bone contains two other dominant constituents in addition to its mineral phase: collagen and water, which collectively occupy at least one third of cortical bone’s mass fraction (34). Thus, a purely mineral-based characterization of bone is incomplete on both micro-
anatomic and bulk mass bases. It should therefore come as no surprise that mineral content is not the only contributor to fracture resistance, as both collagen and water are critically important. Currently, the mineral phase is viewed as contributing to bone stiffness and bone’s initial elastic response to mechanical stimuli (35,36), while collagen provides essential resistance to fracture propagation via toughening and resilience after prolonged loading (37-42). Given that collagen is a well-hydrated biomolecule, the biomechanical role of water is also implicit to that of collagen.

The importance of bone’s non-mineral components to fracture risk can be separately seen in the natural aging process, bone disease, and laboratory experiments. The decrease of bone fracture resistance is an inescapable consequence of aging and arises from a multitude of micro-anatomical and physiological changes in bone tissue. A common trend is the overall decrease in bone density associated with a loss of mineral content (16,36,43). Accompanying this are 1) a decrease in mechanically-stabilizing enzymatic crosslinks throughout the bone collagen matrix (40,41,44,45), and 2) an increase in oxidative stress-related advanced glycation endproducts that accumulate non-enzymatic crosslinks in bone’s collagen phase, similar to those occurring with diabetes mellitus (46-50). These and other age-related changes create disruptions in bone’s
collagen matrix structure and crosslink status, which are deleteriously linked to bone mechanical properties (40,44,51-53). Therefore, individuals of considerably different ages can have similar bone mineral content but markedly different fracture risk because of altered collagen status. As such, the bone mineral-centric DXA method cannot wholly explain age-related changes in fracture resistance (15,16).

In the case of non-mineral bone components’ involvement in disease, the spectrum of conditions known as osteogenesis imperfecta (OI) manifests when a genetic anomaly disrupts the ability of collagen to fold properly and assume its mechanically-useful structural confirmation (54-56). While it causes a number of tolerated systemic effects outside the skeletal system, OI manifests in bone by creating catastrophic brittleness to the point of facile fracturing and, in severe cases, perinatal fatality. Depending on the OI type, normal or even elevated bone mineral density is observed as there are presumably vacancies in the defective collagen matrix for additional mineralization (57), and associated alterations to bone mineral crystal size have also been noted (58,59). Thus, DXA-visible net mineral content is not the only factor behind the compromised bone biomechanics in OI, providing another example of the collagen phase’s importance to bone fracture risk.
Finally, the significance of water to bone mechanics can be demonstrated in the laboratory via bone dehydration experiments. While its physiological significance still remains unclear, water loss in bone causes an increase in bone brittleness and a decrease in bone fracture resistance metrics such as work to fracture (60,61). Additionally, the nature of these mechanical changes depends on the mechanism of water removal (heat vs. vacuum drying), suggesting different biomechanical roles for tightly and loosely-bound water in bone. For example, loosely-bound water such as that found in porous spaces has been linked to bone’s viscoelastic properties via a hydraulic effect distributed through bone’s porous structures (1). Such findings illustrate the biomechanical importance of bone matrix hydration.

In the provided examples of aging, OI, and bone dehydration, changes to non-mineral components cause key biomechanical deficits which are not apparent from mineral-centric, X-ray-based contrast. Thus, to assess the complete bone mechanical response and generate a complete picture of fracture risk, one should quantify the X-ray-invisible non-mineral components of bone. MRI has the potential to do so, as demonstrated below.
1.4 — Potential for MRI-based Cortical Bone Diagnostic Imaging

While X-rays have poor sensitivity to collagen and water content, \(^1\)H NMR is broadly sensitive to protons throughout bone, including those situated on its non-mineral components. Thus, NMR measures of bone collagen and/or water offer novel information that X-rays cannot provide and can be used to potentially improve the prediction of bone fracture resistance. The challenge at hand is to develop clinically-practical MRI techniques capable of depicting such non-mineral components in human cortical bone \textit{in vivo}.

As previously noted, modern advances in MRI technology have enabled the clinical imaging of non-mineral components in cortical bone. These advances have primarily consisted of faster hardware switching between radio frequency (RF) transmission (T) and reception (R) signal pathways, the former being necessary for MRI signal generation and the latter for image formation. This faster T/R switching is critical for bone imaging, since the predominant bone MRI signal decays over time (i.e. relaxes) orders of magnitude faster than most soft tissues. Thus, older MRI scanners with slower switching suited for soft tissues simply could not acquire enough bone MRI signal for image formation prior to its complete relaxation. The nature and implications of relaxation in cortical bone are the predominant subjects of the later chapters herein, but it is sufficient for
now to note that MRI data can be collected on moderns scanners at the same
timescale as, or faster than, the bone signal relaxation processes, and this
capability has spawned a variety of imaging methods. In the following
discussion of these methods, it is assumed that the reader has familiarity with
basic MRI concepts; if this is not the case, consider consulting the following
excellent references (roughly in order of increasing depth and complexity):
(62-66).

MRI scanner protocols which utilize the rapid T/R switching times
necessary for bone imaging are broadly referred to as ultra-short echo time (uTE)
methods (67,68). The echo time (TE) in the context of uTE imaging typically
refers to the time between the midpoint of RF pulse transmission and the start of
signal acquisition, and TE values of less than ≈ 0.5-1.0 milliseconds garner the
uTE moniker (for comparison, conventional values of TE used in soft tissue MRI
are on the order of 10 ms, or longer). uTE imaging methods commonly achieve
such short echo times by foregoing the relatively lengthy gradient slice rewind
and cartesian imaging gradient phase-encoding periods conventional to soft
tissue MRI, instead favoring 3D volume imaging (or half-pulse slice selection)
and center-out (e.g. radial half-spoke) image encoding strategies. Despite sharing
these commonalities, three distinct uTE methods have arisen for cortical bone
imaging: 1) conventional uTE, 2) purely phase-encoded imaging, and 3) imaging with gapped excitation and acquisition.

Conventional uTE is analogous to conventional gradient echo imaging, combining fast T/R switching with three dimensional radial half-spoke frequency encoding and non-selective hard excitation pulses to achieve a TE limited chiefly by T/R switching speed (80 µs and shorter TEs have been demonstrated on clinical hardware (69)). Slice-wise two dimensional uTE imaging has been demonstrated with excitation half-pulses using methods such as variable-rate selective excitation (69-71), leading to practical scan times over reduced imaging volumes. Purely phase-encoded imaging includes methods, such as single-point ramped imaging with $T_1$ enhancement (SPRITE) (72), ramp up imaging gradients prior to a short (≈ 10 µs) hard RF excitation (not slice selective) such that phase encoding occurs during the TE period, after which a single datum is collected. Such methods tend to be lengthy, as an excitation pulse is needed for each imaging datum, and TE is limited by gradient strength and imaging resolution constraints. Water and fat suppressed projection imaging (WASPI) (73) combines this phase encoding with conventional uTE frequency encoding, forming a hybrid sequence that shortens scan times and achieves shorter echo times. Finally, imaging with gapped excitation and acquisition proceeds by interleaving
transmit and receive periods in the presence of an imaging gradient and has been implemented under adiabatic conditions using so-called frequency-swept imaging with Fourier transformation (SWIFT) (74). Such imaging places tremendous demands on the T/R switching mechanism, both in duty cycle and switching speed, but nonetheless achieves the shortest apparent TE (≈ 4 µs or less) of all uTE methods. (The MRI purist would note that all of these uTE methods sample the initial MRI signal, or free induction decay, rather than a spin or gradient echo, and thus the uTE moniker is a misnomer and the notion of echo times in this context is misleading.)

Each of the aforementioned uTE methods has been successfully demonstrated for in vivo MRI of the non-mineral components in human cortical bone (73-79), in some cases providing quantitative measures of proton density (80-82). The resulting images provide provocative contrast that prompt the question as to what types of clinically diagnostic information can be gained in addition to the mineralization data provided by X-rays. Despite this rich field of productive imaging methods, the diagnostic potential of bone MRI remains relatively unexplored and is evaluated in detail in the following chapters.

1.5 — References


42. Burr D. The contribution of the organic matrix to bone’s material properties. Bone 2002;31:8-11.


63. Nishimura DG. Principles of magnetic resonance imaging; 1996. 223 p.


75. Robson MD, Bydder GM. Clinical ultrashort echo time imaging of bone and other connective tissues. NMR in Biomedicine 2006;19(7):765-780.


There are a handful of scanner and hardware prerequisites that need to be met prior to conducting NMR/MRI studies in human cortical bone. As previously mentioned, an NMR system with rapid T/R-switching is required to capture the fast-relaxing cortical bone signals. The Varian small animal imaging systems used herein have switching times as low as 4 µs, which is more than sufficient for cortical bone studies. Common pulse sequences used to characterize the relatively slow relaxation in soft tissues need to be accelerated for cortical bone measurements, which requires some reprogramming on the Varian systems but is otherwise a straightforward task. Finally, the RF coil portion of the signal acquisition pathway needs to be made compatible for these types of measurements, which may require a considerable overhaul/redesign and is the focus of this chapter. Such is the case because conventional MRI coils are typically not designed for studies of rapidly relaxing species—they often contain proton-rich construction materials which may contribute confounding $^1$H background signal during short-T$_2$ measurements. An example of this is shown herein. Separately, a loop-gap style coil was used to compare different coil
construction materials and configurations with respect to observed $^1\text{H}$ background signal sizes in a small animal imaging system. Background signal sources were spatially identified and quantified in a number of different coil configurations. It was found that the type and placement of structural coil materials around the loop-gap resonator, as well as the coil’s shielding configuration, are critical determinants of the coil’s background signal size. Although this study employed a loop-gap resonator design, these findings are directly relevant to standard volume coils commonly used for MRI.

2.1 — Background and Introduction: The RF Coil Problem

Modern magnetic resonance imaging techniques, such as the aforementioned ultra-short Echo Time (uTE) imaging (1), Sweep Imaging with Fourier Transformation (SWIFT) (2), and Water- and fat-suppressed projection MR imaging (WASPI) (3), allow the use of MRI for studying short-T$_2$ signals, such as $^1\text{H}$ signal from cartilage and cortical bone. Such imaging is sensitive to numerous background $^1\text{H}$ signals that are commonly overlooked in conventional MRI due to their short T$_2$ characteristics. For example, the proton-rich engineering plastics (4,5), adhesives, and lubricating oils present in standard RF coils may present a significant background signal when imaging on the timescales necessary for detecting short-T$_2$ signals. Similarly, other fast-relaxing $^1\text{H}$ sources throughout
the magnet bore may present problematic background signals, because their broad lineshapes may be excited by an RF pulse well off-resonance. Therefore, unwanted fast-relaxing background signals may originate from large areas both inside and outside the RF coil. With such a broad spatial distribution, components of the background signal may fold-over into the imaging field of view, confounding the underlying signal of interest. While gradient- and RF-based spatial selection techniques may avoid background signals in some cases, it is often impractical to maintain sensitivity to short-T$_2$s with these techniques due to gradient strength and RF power deposition limits. Thus, for MRI of short-T$_2$ signals, it is desirable to minimize or shield all physical sources of background $^1$H rather than relying on pulse sequence methods for filtering out the background NMR signal.

Herein, we identify and characterize background signal sources observable in a standard small bore imaging system and discuss approaches to lessen the contribution to short T$_2$ imaging, a requirement of cortical bone MRI. Additional coil design and practical testing experiences are presented in Appendix I. Given the widespread use of $^1$H-bearing materials for in-bore MRI hardware, these results will aid investigators in devising effective means for
improving data quality by reducing background signal across a broad range of coil designs and short-T\textsubscript{2} pulse sequences.

### 2.2 — Experimental Methods: NMR Measurements and Coil Designs

All NMR studies were performed at 200 MHz using a 4.7T 31-cm horizontal bore Varian magnet (Varian Inc, Palo Alto, CA). The magnet bore was equipped with two concentrically nested gradient inserts: an outer 210 mm i.d. set, and an inner 120 mm i.d. set. All imaging measurements in this study used the outer gradient set, which allowed an imaging field of view large enough to include the inner gradient set. Constant time imaging (CTI), wherein every point in k-space is acquired at the same time, TE, after excitation (6), was used to acquire both 2D projections and full 3D images. Acquisition parameters included: 500 \(\mu\)s gradient settling time prior to 4 \(\mu\)s duration 20° hard excitation pulses, 15 \(\mu\)s or 30 \(\mu\)s TE (defined between midpoint of the excitation pulse and start of acquisition), a single-point acquisition at 1.25 MHz bandwidth, and 15 ms TR.

In order to demonstrate the background signal effects in a representative short-T\textsubscript{2} imaging scenario, 3D images of a 4.5 cm long segment of human cadaveric femur were acquired using a standard 63 mm i.d. birdcage-style coil (Varian Inc, Palo Alto, CA) with 30 \(\mu\)s TE. A 10 cm x 10 cm x 15.2 cm field-of-view (FOV) (large enough to include the entire RF coil, Fig 2.1) was encoded with 50 x
50 x 76 samples in k-space. Data were zero-padded by 2x prior to reconstruction, resulting in 1 mm isotropic resolution. To mimic typical imaging where the FOV is only large enough to encompass the sample, a second 3D image was reconstructed after the k-space data were sub-sampled by a factor of 2x.

**FIGURE 2.1  3D CTI of a human femur segment in a conventional volume imaging coil at 30 µs TE.** Isosurface renderings of coil components (red) surrounding the femur segment (green) are shown in sagittal (A), oblique (B), and axial (C) views. Axes in all images are expressed as distances from the coil isocenter. Background signal in the shape of the coil rung pattern is clearly seen, which presumably originates from the coil substrate plastics. BNC cables are also resolved. An axial slice from the 3D data is shown (D) in which the FOV has been cropped in image space, simulating a femur image over a conventional FOV in the absence of coil background signal. Coil background signal is introduced into the conventional FOV (E) by subsampling the 3D CTI k-space prior to image reconstruction, simulating a femur image analogous to D but in the presence of coil background signal. Via fold-over artifacts, the coil background signal severely degrades the femur region of interest.
To characterize potential short-$T_2$ signal contributions from different RF coil and/or sample holder materials, 2D and 3D images and non-localized free induction decays (FIDs) were collected using each of three variations of a 20 mm-diameter series-tuned loop-gap resonator (hereafter, Coils A, B, and C), built in-house (Fig 2.2). In all coils, high-purity copper ribbon was formed into the loop-gap shape; all electrical connections were made with a low-flux solder and cleaned with methanol; variable PTFE capacitors (Polyflon, Norwalk, CT) were used for tuning, matching, and balancing and B-type or C-type chip capacitors (American Technical Ceramics, Huntington Station, NY) were used for the main tank capacitance.

**FIGURE 2.2** Loop-gap resonator schematic. Key resonator elements and dimensions are shown in a perspective view. With its 20 mm diameter and 40 mm height, the resonator can hold samples of up to $\approx 4 \text{ mL}$ in its homogenous region.
Coil material selections, summarized in Table 2.1, were as follows: Coil A was built using polycarbonate pieces for the platform and coil support. Flexible polyethylene-based BNC cable was used as a transmission line, and the gap support was formed from copper-clad G-10/FR4 Garolite (McMaster-Carr, Atlanta, GA), an epoxy-bonded fiberglass. Polycarbonate and fiberglass are commonly used as structural materials for both small animal holders and volume coil forms, and, being relatively hard materials, might be assumed to have negligible background signal beyond a few microseconds. In Coil B, the polycarbonate and fiberglass materials were replaced with virgin PTFE (McMaster-Carr, Atlanta, GA) (i.e., “Teflon”, generally considered to be proton-free), and the common BNC cable was replaced with a PTFE-dielectric semi-rigid transmission line. In Coil C, the internal loop-gap support was removed and replaced with external support rings at the top and bottom of the coil. For all coils, a copper-clad mylar sheet with a 0.25 mm-thick copper layer was rolled, copper layer on the inside, around the entire coil assembly to form a full-coverage RF shield.
### TABLE 2.1  
*Material selections in the three loop-gap coil variants.*

<table>
<thead>
<tr>
<th></th>
<th>Coil A</th>
<th>Coil B</th>
<th>Coil C</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transmission Line</strong></td>
<td>Polyethylene-dielectric BNC</td>
<td>PTFE-dielectric semirigid line</td>
<td>PTFE-dielectric semirigid line</td>
</tr>
<tr>
<td><strong>Loop Support</strong></td>
<td>Polycarbonate</td>
<td>PTFE</td>
<td>Air / external PTFE frame</td>
</tr>
<tr>
<td><strong>Gap Support</strong></td>
<td>Epoxy-bonded fiberglass</td>
<td>PTFE</td>
<td>Air / external PTFE frame</td>
</tr>
<tr>
<td><strong>Coil Platform</strong></td>
<td>Polycarbonate</td>
<td>PTFE</td>
<td>PTFE</td>
</tr>
<tr>
<td><strong>Main Tank Capacitance</strong></td>
<td>B-type chip caps</td>
<td>B-type chip caps</td>
<td>C-type chip caps</td>
</tr>
</tbody>
</table>

Transverse relaxation rates ($R_2^*$) of materials were measured using a pair of 2D CTI projections with TEs of 15 and 30 µs. The FOV and number of samples varied between variations of the RF coil, but in each case the nominal in-plane resolution after 2x zero-padding was 2 mm x 2 mm. A coronal projection (parallel to long-axis of the loop gap, Fig 2.2) allowed unambiguous identification of different materials because there was no overlapping material in that direction. Three dimensional images were also acquired, with 15 µs TE, 2 mm isotropic resolution and other parameters as defined above. For both the 2D and 3D images, the RF power was calibrated with a small water sample (0.1 mL, 6 mM CuSO$_4$), and then images were acquired from the coil in the absence of the water sample in order to best detect the background signals. To account for the varying
background signal amplitude between coils, between 4 (2D, Coil A) and 1150 (3D Coil C) excitations (NEX) were averaged. Finally, for each coil, with and without the 0.1 mL water sample, FIDs were collected (8 µs 90° hard pulse, 4 µs receiver dead-time, 5 MHz bandwidth, 15 s TR, 16-64 NEX) and linearly extrapolated to t = 0 (midpoint of excitation pulse) to provide a quantitative measure of the total background signal in units of water volume. Neglecting variation in T₁-weighting between materials, the measured R₂’s and total signal amplitudes were used to convert the 3D images into units of apparent proton density. This was an apparent, not absolute, measure because the 3D image volume encompassed a wide variation of RF sensitivity and the effect of transverse relaxation during RF excitation was not considered.

2.3 — Experimental Findings: RF Coil Background Signals and Self-portraits

Isosurface renderings of 3D images from the human femur segment in the 63 mm volume coil are shown in Figure 2.1a-c. In addition to the femur (green), signals from several coil elements such as plastic substrates of the birdcage rungs and BNC cables are clearly resolved (red) because of the large field of view. The total integrated signal from the bone and background were equivalent to 6.8 mL and 22.5 mL of water, respectively.
Rather than deconstruct the 63 mm volume coil, which was in routine use in the authors’ lab, background signal characterization was conducted in three in-house loop-gap coils fabricated from known materials. The background signal amplitudes, expressed both as water equivalent volume and apparent proton density relative to water, as well as $R_2^*$ values from various material in Coils A, B, and C are reported in Table 2.2.

**TABLE 2.2** Sources of background signal in different loop-gap configurations. Various coil materials observed with CTI are reported with their observed $T_2^*$, apparent $^1$H spin densities relative to the spin density of water, and total $^1$H signal sizes. Observed signal sizes and spin densities depend on the excitation flip angle and will vary according to the coil’s spatial sensitivity. As such, spin density of the gradient insert material was not determined (see Fig 2.4).

<table>
<thead>
<tr>
<th>Proton Source</th>
<th>$T_2^*$ (µs)</th>
<th>Apparent Spin Density/$H_2O$</th>
<th>Signal Size (µL $H_2O$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polycarbonate Dielectric/ Support$^1$</td>
<td>7.5</td>
<td>0.85</td>
<td>$6.1 \times 10^3$</td>
</tr>
<tr>
<td>Fiberglass Dielectric$^1$</td>
<td>110</td>
<td>0.17</td>
<td>105</td>
</tr>
<tr>
<td>Gradient Insert$^3$</td>
<td>120</td>
<td>—</td>
<td>47</td>
</tr>
<tr>
<td>Polyethylene BNC Cable$^1$</td>
<td>40</td>
<td>0.02</td>
<td>18</td>
</tr>
<tr>
<td>PTFE Dielectric/Support$^2$</td>
<td>20</td>
<td>$3.4 \times 10^{-4}$</td>
<td>5.9</td>
</tr>
<tr>
<td>C-type Chip Capacitors$^4$</td>
<td>7.1</td>
<td>$5.6 \times 10^{-4}$</td>
<td>1.0</td>
</tr>
<tr>
<td>PTFE Capacitors$^4$</td>
<td>15</td>
<td>$4.0 \times 10^{-4}$</td>
<td>0.6</td>
</tr>
<tr>
<td>Laboratory Air$^4$</td>
<td>100</td>
<td>$1.2 \times 10^{-5}$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

$^1$ From shielded polycarbonate-based coil with total signal $\approx 6.4 \times 10^3$ µL $H_2O$

$^2$ From shielded PTFE-based coil with total signal $\approx 7.2$ µL $H_2O$

$^3$ From unshielded PTFE-based coil with total signal $\approx 55$ µL $H_2O$

$^4$ From shielded copper-in-air coil with total signal $\approx 2.1$ µL $H_2O$
The total background signal in coil A was equivalent to ≈ 6.4 mL H₂O, compared with the ≈ 4 mL uniform RF field volume. Each of the coil construction materials was clearly visible in CTI images (Fig 2.3a), with the dominant source of signal arising from polycarbonate plastic inside the coil’s loop. Coil B was built by replacing coil A’s proton-bearing materials with low-proton PTFE, resulting in a much reduced background signal equivalent to ≈ 7.2 µL H₂O, which originated predominantly from PTFE in the loop and gap (Fig 2.3b). Coil C was built with all PTFE materials placed external to the loop and gap, further reducing the background signal to ≈ 2.1 µL H₂O, which arose predominantly from variable PTFE and fixed chip capacitors (Fig 2.3c). The localization of signals at the top and bottom of Coil C’s loop and gap (Fig 2.3c, sagittal view) likely corresponded to the PTFE external support frame. It should be noted that the C-type chip capacitors in Coil C contributed a larger apparent signal than the physically smaller B-type capacitors in Coil B.
FIGURE 2.3  Maximum intensity projections (MIPs) from 3D CTI of different loop-gap coil configurations. Coronal (left) and sagittal (right) MIPs are shown for the polycarbonate-based coil (A), PTFE-based coil (B), and copper-in-air coil (C). For comparison of all coils, color scales are expressed in units of spin density, normalized to the spin density of water ($\rho/\rho_{H_2O}$, see text for details). Axes in all images are expressed as distances from the coil isocenter. Images are shown in the same orientation as in Figure 2.2. Materials such as capacitors and BNC cable are labeled for reference. Note that the small region of signal to the right of the loop in C is capacitor-related signal wrapped around from the far left side of the FOV. Also, the spatial banding artifacts originating from the center of the FOVs in B and C were attributed to coil ringing and were excluded from signal quantitation.

RF shielding was also investigated as a means to reduce stray background signals originating from outside of the coil. Bench testing of the unshielded coil B with a network analyzer (relevant to any of the loop-gap coils studied) showed that a 90° RF pulse resulted in $\approx 2^\circ$ RF at the inner gradient bore, which can
potentially excite proton-bearing materials in the gradient insert. This effect is seen in practice (Fig 2.4), where CTI projections from the PTFE-based coil without the RF shield in place reveal a spatially broad signal originating from the gradient insert. This signal amplitude was equivalent to approximately 50 µL of H₂O (Table 2.2), was only partially removed by a slotted RF shield (as is often used to avoid adding material area in which eddy currents can be generated), but was effectively entirely removed by the full coverage RF shield.

**FIGURE 2.4  Effects of RF coil shielding on background signal.** 2D CTI projections of the PTFE-based coil are shown in the presence (A) and absence (B) of a full-coverage RF shield. Since these images were formed from 2D CTI projections, image intensity cannot be readily converted to spin density as in Figure 2.3 because of a lack of spatial depth information. As such, the images are shown on the same, normalized color scale. Nonetheless, it is clear that the RF shield eliminates a significant amount (see Table 2.2) of unwanted signal from outside the coil.
2.4 — Discussion: Considerations of Coil Materials and Placement

Short-T$_2$ imaging of a human femur with a conventional volume coil indicates that, even at TE = 30 µs, the coil background signal cannot be ignored. To demonstrate the potential effect of ignoring the background signal, compare Fig 2.1d and 2.1e. Fig 2.1d shows a single slice through the 3D volume, presenting a cross-sectional view of the femur and cropped to remove the background signals. This is representative of a bone image in the ideal case where no background signal exists. In contrast, Fig 2.1e shows the corresponding image that resulted when the acquisition FOV was reduced by down-sampling k-space. In this case the FOV was not large enough to encompass the entire RF coil and the signal from its proton-bearing material is aliased back into the image. Note that the nature of such aliasing depends on the k-space sampling scheme and will generally create incoherent artifacts for the non-cartesian sampling (7) common to many short-T$_2$ imaging methods.

Coil A, which was built from commonly used construction and sample holder materials to emulate the conventional volume coil, exhibits a prohibitively large background signal equivalent to 60% more water than can be contained in the coil’s RF-homogenous volume. In Coil B, a simple substitution of the coil materials with low-proton PTFE yields a thousand-fold drop in the net
background signal. The remainder of Coil B’s signal, dominated by PTFE materials inside the loop and gap (Fig 2.3b), is consistent with a previous study showing that PTFE contains a trace proton NMR signal (8). Coil C minimizes this PTFE signal by moving all PTFE supports to external locations around the resonator, resulting in a final background signal equivalent to ≈ 2.1 µL H₂O, which is approximately 1/3000th the size of the coil’s RF-homogenous volume.

To put the size and T₂* values of these background signals into context, consider that uTE signals are derived from a combination of solid/macromolecular protons and the protons from water bound to these macromolecules. Quantitative magnetization transfer studies and compositional analysis in numerous tissues point to solid proton T₂* ≈ 10 µs (9) and bound water T₂ or T₂* ≈ 50-500 µs (10-12), with concentrations relative to bulk water ≈ 0.05-0.5 (9,13). Thus, the fiberglass, gradient insert, and BNC cable signals pose the greatest concern for uTE images with relatively long echo times (TE ≥ 80 µs), which tend to image bound water signals. When imaging with much shorter echo times (14,15), or with SWIFT (TE ≈ 0) (2), any of the background signals are long enough lived to contribute to the image, but the polycarbonate, fiberglass, and to a lesser extent, the BNC cable are the most problematic due to their relatively large apparent proton densities. PTFE components and C-type chip
capacitors may present significant signal when looking at solid signals from small samples. For example, the solid proton signal ($T_2^* \approx 10 \, \mu s$) from a 0.25 mL sample of human cortical bone has a signal equivalent to $\approx 40 \, \mu L \, H_2O$ (Table 2.2), as estimated from a previous study (16), which would be significantly corrupted by the apparent $\approx 6 \, \mu L$ signal from the PTFE loop support in Coil B.

In general, the relevant threshold for an acceptable background signal when studying short $T_2$ signals primarily depends on the sample size and RF coil geometry. It is expected that a linear increase in RF coil dimensions (diameter and length) results in a correspondingly linear increase in the amount of coil construction materials and, therefore, a linear increase in the short-$T_2$ background signal. However, this linear increase in coil size corresponds to an approximate cubic increase in uniform RF volume. For example, in comparing the signals of the 63-mm coil and Coil A we see $\approx 3x$ difference in linear dimensions, $\approx 3.5 \times$ difference in background signal amplitudes, and $\approx 24 \times$ difference in uniform RF volume. Hence, the background signal problem is greatest for small samples and coils. For moderate to large RF coils (> 6 cm diameter) and samples that are close to filling the uniform RF volume, it may be sufficient to avoid proton-rich materials within the RF coil and along the entire in-bore electrical signal pathway. However, for small samples and coils, it will
also be necessary to minimize the PTFE near the RF coil volume, use high-grade low-proton capacitors, and robustly shield the coil from external NMR signals. Additionally, the proton content of any non-PTFE coil construction materials inside the shielded region should be carefully considered. For commonly-used materials not employed in this study, the reader is directed to previous studies that have identified short-lived signals from plastics such as polypropylene (4) and acrylic (17), as well as longer-lived ($T_2 \approx 2$ ms) signals from acrylonitrile-butadiene-styrene (ABS) and commercial coil casing plastics (18). Furthermore, foams and tapes used for sample placement and positioning cannot be neglected when assessing net background signal.

In addition to coil materials, RF shielding was found to be important for reducing background signal. The 120 mm i.d. gradient insert, like all common magnetic field gradient constructions, contains numerous proton-bearing materials such as fiberglass, epoxy, and water coolant. Although well outside the uniform region of the RF coil, these materials were found to contribute significant signal in the absence of the full coverage RF shield, increasing the background signal of Coil B nearly 8-fold. A full-coverage RF shield was necessary to block signals from the gradient insert, as any gaps in the shield conductor permitted extraneous NMR signals.
Finally, it is worth noting that in Coil C and using the full RF shield, a signal persisted throughout the center of coil’s apparently vacant loop (Fig 2.3c). This signal amplitude was consistent with water vapor at 66% relative humidity (100% humid air at 20°C is ≈ 1.2 kg/m³, holds ≈ 1.5% w/w water (19), and thus contains ≈ 1.8 x 10⁻⁵ g H₂O/mL), approximately the expected lab humidity, and was removed by purging the magnet bore with dry nitrogen gas. This implies that the humidity of laboratory air may set the ultimate lower-limit for background signals from freestanding, unenclosed coil designs.

2.5 — Conclusions

In a series of RF coil constructions for short-T₂ MRI, it was found that material selection, placement, and shielding were important design parameters for mitigating total coil background signal. For minimal background signal, we recommend that the coil designer 1) use only low proton density materials such as PTFE, and in minimal possible quantity, in the immediate vicinity of the resonator and in-bore RF path, 2) likewise, utilize only low-proton RF electrical components such as PTFE-based BNC cables and small ceramic chip capacitors throughout the in-bore RF path, and 3) encase the resonator with an inward-facing full-coverage RF shield to attenuate stray NMR signals from outside the coil. Since the coil background signal generally becomes less significant as NMR
sample size is increased, the first recommendation may be sufficient when using large coils and samples (> 6 cm diameter), but for study in small animals and tissue specimens, signals from BNC cables and the gradient insert may also be significant. Using these principles, a variety of coils have been fabricated (Fig 2.5) and are now in use at the Vanderbilt University Institute of Imaging Science Center for Small Animal Imaging.

FIGURE 2.5  Low-\(^1\)H coils available on the in-house small animal magnets. Loop-gap coils are available with a 5 mm or 15 mm diameter at 400 MHz (A, interchangeable resonators), a 10 mm diameter at 200 MHz (B), and a 20 mm diameter at 200 MHz (C). A shielded, 16-rung, quadrature low-pass birdcage with 63 mm inner diameter is also available at 200 MHz for volume imaging (D). Copper-colored foil is the shield material.
2.6 — References


CHAPTER 3

Biophysical Basis of Transverse Relaxation in Cortical Bone

Recent advancements in MRI have enabled clinical imaging of human cortical bone (re: Chapter 1.4), providing a potentially powerful new means for assessing bone health with molecular-scale sensitivities unavailable to conventional X-ray-based diagnostics. In cortical bone, MRI is sensitive to populations of protons \(^1\)H partitioned among water and macromolecular sources, which may be differentiated according to intrinsic NMR properties such as chemical shift and transverse and longitudinal relaxation rates. In this chapter, these NMR properties were assessed in human cortical bone donors from a broad age range, and four distinct \(^1\)H populations were consistently identified and attributed to five microanatomical sources. These findings show that modern cortical bone MRI contrast will be dominated by collagen-bound water, which can also be exploited to study bone collagen via magnetization transfer.

3.1 — Background and Introduction: A Basis for Bone NMR

As the skeleton ages, the risk of fracture increases. This increasing propensity to fracture is not solely due to the well documented loss of bone mass with aging,
but also to a deterioration in material strength and toughness of bone (bone quality) (1). As discussed in Chapter 1.3, clinical measurements of bone mass by gold-standard dual energy X-ray absorptiometry (DXA) are relatively insensitive to soft tissue characteristics in bone such as water molecule distribution, which has been conclusively linked to the energy dissipation mechanisms of the bone matrix (2-8) and likely plays a pivotal role in bone quality. Unlike X-ray based imaging modalities, MRI is highly sensitive to the water microenvironment in tissue, as well as other molecular sources of \(^1\)H, and offers the potential to non-invasively evaluate the fracture resistance of bone. While conventional MRI methods are not suitable for imaging cortical bone because of its low proton density and short transverse relaxation time constants (\(T_2\)), the ultra-short echo time (uTE) and related MRI methods reviewed in Chapter 1.4 have opened clinical MRI to hard tissue imaging (9-11). Recently these methods have produced high quality images of human cortical bone (10,12) and raised the question of what bone characteristics can be derived from such images. Presented herein is a phenomenological and biophysical characterization of the uTE MRI-visible \(^1\)H NMR signal of cortical bone. Specifically, unique contributions to the net bone NMR signal are determined for both bound and mobile water, lipids, and bone matrix collagen. Knowledge of these signal
contributions and their NMR properties is critical for future development and interpretation of cortical bone MRI and may form the foundation for a novel diagnostic of bone health.

Recalling from Chapter 1.1, cortical bone is a composite of collagen, minerals, lipids, and pore spaces that are arrayed in repeating units of osteons (13-15). Distinct proton micro-environments are expected in each of these constituents but are too small to be spatially resolved with clinical MRI. However, their $^1$H NMR signal contributions may be resolved by decomposing the net NMR signal into chemical shift and relaxation components. Presented here is a series of NMR measurements at 4.7 T, relevant signal decompositions, and physical manipulations of cortical bone specimens from cadaveric donors to identify common signal components and their micro-anatomical origins.

3.2 — Experimental Methods: Human cortical bone preparation

The Musculoskeletal Tissue Foundation (Edison, NJ), a non-profit tissue allograft bank, and the Vanderbilt Donor Program (Nashville, TN) supplied human femurs from six cadaveric donors (four male, two female, aged 21-94 years old, mean ± standard deviation: 60 ± 31 years) under instruction to not provide tissue from donors who had tested positive for a blood borne pathogen (e.g., HIV or Hepatitis C). One cortical bone specimen was extracted from the medial mid-
shaft of each donor’s right femur and was machined to 15x5x5 mm dimensions via end mill. During dimensioning, care was taken to remove endosteal and periosteal surfaces such that the final specimens for NMR measurement were pure cortical bone. Specimens were stored in phosphate-buffered saline at -20 °C between processing and NMR measurements, and specimens were thawed at 4 °C approximately 18 hours prior to NMR measurements. Immediately prior to NMR measurements, thawed specimens were removed from PBS and blotted dry to remove the large amount of pooled surface water that remained. Specimens endured no more than three freeze-thaw cycles, and separate experiments found that up to six freeze-thaw cycles had negligible impact on the NMR properties. Final cortical bone dimensions were measured with digital caliper for volume determination.

3.3 — Experimental Methods: Micro-computed tomography (µCT)
µCT was performed on 2x4x4 mm cortical bone specimens (harvested adjacent to NMR specimen femoral sites) with a Scanco µCT 40 scanner (Scanco Medical, Switzerland) at 6 μm voxel size, which was sufficient to image the Haversian canals and other vascular porosity. The osteons of the cortical specimen were aligned with the scanning axis using the standard specimen tube. A portion of each specimen (2.4 mm in length) was scanned acquiring 1000 projections per
180°. X-ray source settings did not vary among the specimens. After reconstruction, the Scanco thresholding procedure segmented bone tissue from air or soft tissue. Applying the Scanco evaluation software to the cortical bone, we quantified porosity, defined as one minus cortical bone volume per total volume.

3.4 — Experimental Methods: NMR measurements

The cortical bone specimens were initially assessed with measurements of their $^1$H NMR resonance spectra and transverse relaxation ($T_2$) decays, probing NMR signal decay features that dominate uTE MRI contrast. NMR measurements were performed in a Varian 4.7T horizontal bore magnet with a Direct Drive Receiver (Varian Medical Systems, Palo Alto, CA). An in-house loop-gap style RF coil (lowest-$^1$H design in Chapter 2) was used with Teflon structural support, which gave negligible background $^1$H signal (≈ 1% of net bone signal). Pulse sequences used 90° excitation pulses of ≈ 8 μs duration and (where relevant) 180° refocusing/inversion pulses of ≈ 16 μs duration. Free induction decays (FIDs) were collected at 5MHz bandwidth and 20Hz nominal spectral resolution from a pulse-acquire sequence, with an 8μs dead time after excitation to allow for coil ringing to subside. Four excitations were averaged using a $90^{(x,-x,y,-y)}$ phase cycling scheme. Resonance spectra were calculated from FIDs by discrete Fourier
transform and manual phasing. To characterize $T_2$, Carr-Purcell-Meiboom-Gill (CPMG) (16) measurements with a total of 10000 echoes were collected at 100 μs echo spacing (first echo at $TE = 100 \mu s$), yielding data which were fitted with a $T_2$ spectrum (details below). Four excitations were averaged using a $90_{(x,-x,-x)}/180_{(y,y,-y,y)}$ phase cycling scheme. Echo spacing was minimized while avoiding spin locking effects, which manifested as prolonged apparent $T_2$s when echo spacing < 100 μs. In all measurements, specimens were placed with osteonal direction orthogonal to $B_o$ to avoid altering any potential magic angle effects across measurements.

Further investigation of both the FID and CPMG signal included three additional NMR studies: 1) Inversion recovery-prepared CPMG (IR-CPMG), 2) $T_2$-$T_2$ relaxation exchange spectroscopy (REXSY) (17), and 3) dynamic study of FID and CPMG signal responses to $D_2O$ immersion. The IR-CPMG measurements involved an inversion-recovery (IR) preparation with variable recovery time preceding a CPMG acquisition, as described above. Twenty-four recovery times, log-spaced between 1 ms and 10 sec, were used for each sample and the resulting data were fitted with a 2D $T_1$-$T_2$ spectrum (18) (details below). The REXSY measurements involved a CPMG-like preparation with variable number of echoes (NE) followed by a storage/mixing period then a CPMG
acquisition, as described above. Thirty-two different CPMG preparations were used with echo spacing of 100µs and NE pseudo-log spaced between 1 and 1000. For all acquisitions, the mixing period was 200 ms, and the resulting data were fitted with a $T_2$-$T_2$ spectrum. REXSY measurements used an addition phase cycle of the storage pulse (to store $T_2$-prepared magnetization on the ±z axis during the mixing period), resulting in a total of 4 averaged excitations. (For further details on using REXSY for exchange measurements see (19)). Finally, after all aforementioned NMR measurements, specimens were placed in an isotonic D$_2$O solution to study effects of proton-deuteron exchange on NMR properties for determination of proton origins. This solution was made by mixing a volume of 99.9% isotopic purity D$_2$O (Sigma-Aldrich Corp., St. Louis, MO) with the appropriate mass of PBS electrolyte tablets (MP Biomedicals, Solon, OH) to yield 1x PBS. Each bone specimen was immersed in a volume of isotonic PBS that was 100x larger than the specimen volume, and immersed specimens were maintained on a 60 RPM shaker table at 4 °C until steady state was achieved (as determined by monitoring NMR resonance spectra). Final NMR measurements were then collected for comparison to initial measurements.
3.5 — *Experimental Methods: NMR Data Fitting*

After phasing, real-valued NMR resonance spectra were fitted to a sum of three Lorentzian lineshapes with a constrained Levenberg–Marquardt algorithm. For each spectrum, visual inspection provided initial guesses of linewidths and frequency offsets so as to improve algorithm convergence, and final inspections of residuals and mean square errors verified proper fitting.

The 10000 CPMG echo magnitudes were down-sampled in a pseudo-log fashion to 1024 echoes and fitted to a sum of 128 decaying exponential functions (with time constants log-spaced between 20 µs and 10 sec) in a non-negative least-squares sense, subject to a minimum curvature constraint, which produced a so-called T₂ spectrum (20). IR-CPMG data were reduced by singular-value decomposition (21) prior to two-dimensional non-negative least squares fitting (18) to the aforementioned range of decaying exponentials, producing a so-called T₁-T₂ spectrum. REXSY data were processed in a similar manner, yielding T₂-T₂ spectra. All data processing was performed with MATLAB (The Mathworks, Natick, MA). Results are presented as mean ± one standard deviation across samples.

In order to quantitatively compare the absolute signal amplitudes of T₂ spectra across specimens and days, a 20 µL H₂O reference sample with long T₂
(≈2.5 s) was included in each CPMG measurement. This reference sample, together with its known molar $^1$H density and the known specimen volumes, enabled the calculation of proton concentrations in the bulk bone specimens for each CPMG relaxation component by comparing integrated areas of each $T_2$ spectral component to the area of the marker. No such reference was used during resonance spectrum measurements, but the inter-measurement standard deviation of the reference sample’s signal intensity was 4.8 %, so it was concluded that the absolute amplitudes of the resonance spectral components were reliable to approximately this degree of precision.

3.6 — Experimental Findings: Decomposition of the Bulk Bone NMR Signal

FID-derived NMR resonance spectra (Fig 3.1, A and B) revealed three distinct signal components, as determined by Lorentzian fitting: two relatively narrow-band, slow-relaxing chemically-shifted components were consistently observed atop a broad-band, fast-relaxing component. In all specimens, the narrow-band component linewidths were < 5 ppm and the broad-band component linewidths were > 100 ppm, giving clear discrimination between slow- and fast-relaxing species. The dominant narrow-band component accounted for 57.7 ± 3.9 % of the total FID signal. The second narrow-band component was consistently chemically shifted from the first component by ~4.0 ± 0.2 ppm and represented
4.6 ± 3.2 % of the FID signal. The broadband component accounted for the remaining 33.7 ± 2.5 % of the FID signal and had a −33 ± 6.8 ppm chemical shift from the dominant narrow-band component. $T_2^*$s of $736 ± 46 \mu s$, $1700 ± 470 \mu s$, and $11.8 ± 1.1 \mu s$ for the on-resonant narrow-band, off-resonant narrow-band, and broad-band components, respectively, were calculated from the components’ linewidths.

**FIGURE 3.1** *Wideline NMR and multiexponential $T_2$ spectroscopy of human cortical bone specimens.* NMR spectroscopy of human cortical bone specimens over narrow (A) and broad (B) bandwidths generally showed three frequency components in all samples: an off-resonant, narrow-band frequency component at $-4.0±0.2$ ppm (fat shifted) and on-resonant narrow-band and broad-band components. Spectra in (B) are magnified 15-fold in the vertical axis of (A) and are vertically cropped for display purposes. Multiexponential $T_2$ spectroscopy of human cortical bone (C) reveals two well-defined $T_2$ pools at $57±4 \mu s$ and $416±35 \mu s$ and a broad distribution of $T_2$ components spanning 1 ms to 1000 ms. All spectra were normalized to maximum intensity (A, B) or total integrated area (C).

Fig 3.1C shows CPMG-derived $T_2$ spectra from each cortical bone specimen, demonstrating two distinct sub-millisecond relaxation components
and a broad collection of signals spanning the millisecond-second $T_2$ domain, which hereafter is collectively considered a third $T_2$ component for discussion purposes. The two sub-millisecond components had $T_2$ s of $57 \pm 4 \, \mu s$ and $416 \pm 35 \, \mu s$, with respective CPMG bone signal fractions of $16.1 \pm 1.3 \, \%$ and $60.8 \pm 5.3 \, \%$. The long-lived third $T_2$ component accounted for the remaining $23.0 \pm 6.5 \, \%$ of the CPMG signal. Comparing these signal fractions to the concomitantly-measured $T_2$ marker (see NMR Data Fitting) gave proton concentrations of $6.6 \pm 1.5$, $24.8 \pm 5.8$, and $9.2 \pm 2.3 \, \text{mol} \, ^1\text{H}/\text{L}_{\text{bone}}$ for the $\approx 60 \, \mu s$, $\approx 400 \, \mu s$, and long-lived $T_2$ components, respectively. Note that typical CPMG data signal-to-noise ratio was $\approx 7000$ (integrated spectral area divided by the standard deviation of the residuals from the $T_2$ spectrum fit), which was ample to fit the observed $60 \, \mu s$ $T_2$ component. In preliminary studies, general characteristics of both resonance and $T_2$ spectra did not change substantially between $0.5 \, \text{T}$ and $9.4 \, \text{T}$ static magnetic field strengths (data not shown), so the three FID and three CPMG signal components should be relevant to all mainstream laboratory and clinical cortical bone NMR.

For all bone specimens, $T_1$-$T_2$ spectra from IR-CPMG measurements (Fig 3.2) showed $T_1$ values ranging from $\approx 350 \, \text{ms}$ for the two short-lived $T_2$ components to $\approx 1 \, \text{s}$ for much of the long-lived $T_2$ component. A bi-exponential $T_1$
relaxation for the ≈ 400 μs T₂ component was consistently observed, characteristic of magnetization transfer (MT) between this component and a shorter-T₂ proton pool (22). Observable T₂ proton pools participating in this MT were identified from REXSY T₂-T₂ spectra (Fig 3.3). The main diagonal in the T₂-T₂ spectrum is analogous to the 1D CPMG-derived T₂ spectrum, while off-diagonal signals arise from an exchange of magnetization between T₂ components during the 200 ms mixing period (similar to EXSY experiments in chemical-shift resolved studies (23)). As such, REXSY consistently indicated exchange between the two short-lived T₂ components (≈ 60 μs and ≈ 400 μs). No significant exchange involving the long-lived T₂ signals was observed in any of the samples.

FIGURE 3.2 2D T₁-T₂ Spectra. Typical results from IR-CPMG data are shown, wherein the T₁ relaxation time(s) for each T₂ component may be identified after a 2D inverse Laplace transform. Note that all T₂ components are monoexponential in T₁ except for the 400 μs T₂, which results from magnetization transfer with a shorter-lived T₂ component.
FIGURE 3.3 2-D exchange spectroscopy (REXY) representative of all human cortical bone specimens. Each of the three $T_2$ components appear on the main diagonal (running lower-left to upper-right), which represents stationary nuclear spins that do not transit between pools during the 200 ms REXSY mixing period and thus maintain a fixed $T_2$. Off-diagonal cross peaks, observed between the two short-lived $T_2$ components, indicate spins that exchange via magnetization transfer mechanisms. Thus, the protons relaxing with $T_2 \approx 60$ $\mu$s and $\approx 400$ $\mu$s are in molecular contact during the mixing period but effectively remain isolated from the long-lived protons.

Resonance and $T_2$ spectra from a representative cortical bone specimen undergoing prolonged $D_2O$ immersion are shown in Fig 3.4, A and B. Since the $D_2O$ deuteron is undetectable in $^1H$ NMR measurements and may freely exchange with various protons in bone, these spectra demonstrate a combination of $^1H$ signal components that wash out with $D_2O$ (i.e., water and chemically exchangeable protons such as amines and hydroxyls) and those that do not (methylenic protons). Of the three resonance spectra components, the dominant
on-resonant narrow-band component was the only component that was nearly completely washed out (> 95 %). The off-resonant narrow-band component was unaffected by D$_2$O immersion, as was 83 ± 2 % of the broad-band component (17 ± 2 % washed out). Likewise, the only T$_2$ component effectively removed by D$_2$O was the ≈ 400 µs T$_2$. (> 98 % washed out). The ≈ 60 µs T$_2$ component was unaffected by D$_2$O immersion (to within the tolerances associated with CPMG data fitting), and 58 ± 12 % of the long-lived T$_2$ component was removed by D$_2$O.

FIGURE 3.4  Effects of D$_2$O immersion on resonance and multiexponential T$_2$ spectra of cortical bone specimens. Resonance (A) and T$_2$ spectra (B) are shown at various time points for one representative specimen undergoing D$_2$O immersion. Resonance spectra, shown in grey and black, were fitted to the sum of three lorentzian components, which are overlaid in red, blue, and green. T$_2$ spectra are divided into ≈ 60 µs (black), ≈ 400 µs (cyan), and long-lived (magenta) components for comparison to the three resonant components.
3.7 — Discussion: Micro-anatomical Origins of Bone NMR Signals

In animal (24-26) or human (27-31) cortical bones, previous studies have identified various sub-sets of the six NMR components observed herein but have not entirely agreed upon or thoroughly explored their biophysical origins. In particular, the large, sub-millisecond $T_2$ component has been attributed to both macromolecular-bound water (25,27-31) and porous water of the lacunae and canaliculi (12,26). Because this signal will dominate most standard uTE MRI scans of cortical bone, understanding its biophysical origin and relation to all other signal components is important for interpreting cortical bone MRI. By comparing results from our combination of studies, we have reasoned the biophysical origins of all the FID and CPMG signal components. These assignments and relevant data are summarized in Fig 3.5 and the rationale is outlined as follows.

Based on its chemical shift, endurance through $D_2O$ immersion, and relatively slow relaxation rate, the off-resonant FID component must arise from mobile methylene protons—most likely found on lipids (as similarly concluded by Fernandez-Seara, et. al. (6)). The line width of this component ($\approx 1$ ppm) corresponds to a $T_2^* \approx 1.6$ ms; therefore, it must be present as a fraction of the long-$T_2$ component ($\approx 45\%$) that also survives $D_2O$ immersion.
FIGURE 3.5  Postulated biophysical origins of NMR signal relaxation components in human cortical bone. The signal contributions of FID (top) and CPMG (bottom) components to various biophysical proton sources (middle) are indicated by connecting arrows with the same color scheme as in Fig 3.5. FID and CPMG signals are first decomposed into three discrete T2* and T2 relaxation components, respectively, with relevant parameters shown in rounded rectangles. Via D2O immersion studies and 2-D exchange spectroscopy experiments, these relaxation components can then be assigned to specific proton sources (see Discussion). All components removed by D2O immersion are enclosed in the shaded area. If a component arises from more than one proton source, the pendant arrows transect approximate signal fractions (%) or proton concentrations (mol 1H/Lbone) to indicate the component’s distribution among sources.

Aside from the lipid signal, most of the remaining signal that survives D2O immersion—the broadband FID and short-lived CPMG components—must, by nature of their very short T2/T2* signals, be derived from relatively immobile
methylene protons. The vast majority of these protons must belong to collagen macromolecules, which represent > 90 % of the organic mass in cortical bone (15). Note that both the broadband FID and short-lived CPMG components may arise from the same collagen molecules, but they likely do not originate from the same protons due to the ≈ 70 000 s⁻¹ difference in their relaxation rates (1/T₂* and 1/T₂), which is too large to be entirely caused by static magnetic field variations and must arise from different molecular dynamics. It is conceivable that the faster-relaxing FID broadband protons occupy methylene sites on the semi-crystalline collagen triple helix backbone while the slower-relaxing ≈ 60 μs T₂ CPMG protons arise from more mobile collagen methylene, such as side chain positions and the amorphous domains between crystalline regions. While previous cortical bone studies have not distinguished these two signal components, a study of dentin—a bone-like material—found two FID components with T₂* ≈ 12 and 60 μs (32).

In contrast to the signal that survives D₂O, the signal that washes out during D₂O immersion must be a combination of water and non-water exchangeable protons (NWEPs, i.e. exchangeable protons that are not found on water). NWEPs in cortical bone arise chiefly from amides/hydroxides in collagen and hydroxides in bone minerals, and NWEP abundance can be estimated as
follows: assuming that bone collagen, on average, can be represented by the well-studied model sequences poly(Gly-Pro-Pro) (33) and poly(Pro-Hyp-Gly) (34), only 6-12% of collagen protons are exchangeable with D₂O, representing 0.4-0.75% of total collagen mass. Given that one mL of cortical bone contains an average of 0.48g organic content (35)—greater than 90% of which is collagen (15)—the expected concentration of exchangeable collagen protons in bone is on the order of 1.7-3.2 mol ᵃ₁H/L_bone. A similar analysis of bone mineral, using 1.2g mineral/mL bone (35) and a 0.042% weight fraction of exchangeable hydroxide protons (formulated from (36)), gives an expected concentration of 0.5 mol ᵃ₁H/L_bone. Thus, collagen and mineral sources together give a total NWEP abundance of approximately 2-4 mol ᵃ₁H/L_bone. Since NWEPs originate from rather immobile proton sites and are expected to be fast relaxing, it is likely that the fraction of the broadband FID component removed by D₂O (≈ 6 % of the total FID signal) accounts for the entire NWEP population. However, it is possible that some of the NWEPs may contribute to the longer-lived FID and CPMG spectral components, but given that an average of 29.5 ± 7.2 mol ᵃ₁H/L_bone signal was removed from CPMG spectra, we can conclude that this longer-lived signal is predominantly water. Unlike NWEPs, the so-called crystal water protons—ultra-fast-relaxing water in cortical bone mineral crystal lattice vacancies (37)—must be
confined to the small fraction of the broadband FID component removed by D$_2$O, although the relative contributions of NWEPS and crystal water to this broadband fraction cannot be determined from the measurements herein. With this interpretation, the range of water volume fractions (assuming 1 g/ml water density) found in our 6 specimens was 17.3 - 35.6 %, which is similar to that found from a cohort of pre- and post-menopausal volunteers and renal osteodystrophy patients (12).

The water signal can be further decomposed into two sub-populations: collagen-bound water (again, collagen being the predominant macromolecule) and relatively free water in porous spaces. Based on µCT at 6 µm isotropic resolution, Haversian canal porosity of the specimens in this study was 4.0 ± 1.0 %, and we estimate a similar volume of lacunar-canalicular pores (14), making the total average pore volume of the samples ≈ 8 %, or ≈ 9 mol $^1$H/L$_{\text{bone}}$. We expect the pore water to have a longer T$_2$ than the bound water, and ≈ 1/2 of estimated pore water volume can be accounted for by the 5.1 ± 2.2 mol $^1$H/L$_{\text{bone}}$ that washed out of the long-T$_2$ component. The remaining pore water may be included in the ≈ 400 µs T$_2$ CPMG component (accounting for no more than ≈ 15 % of it) and/or some of this water may have been wicked inadvertently from the larger pores during sample handling. Thus, including possible contributions of
both NWEPs and porous water, the remainder of the ≈ 400 µs T\textsubscript{2} CPMG component must be \textit{at least} ≈ 70 % collagen-bound water (or 17.4 - 24.8 mol \textsuperscript{1}H/\textsubscript{L\textsubscript{bone}}). This assignment is roughly consistent with literature estimates of 0.48 g collagen per mL of cortical bone (35) and 0.49 g water bound per gram collagen in bone, which together equate to an expected bound-water proton concentration of ≈ 26 mol \textsuperscript{1}H/\textsubscript{L\textsubscript{bone}}.

The assignments of the ≈ 60 µs and ≈ 400 µs components to collagen methylene protons and collagen-bound water, respectively, are also consistent with the observation of exchange between these components seen in our RESXY measurements (Fig 3.3). Interestingly, the observation that REXSY demonstrates exchange between these two components but only the ≈ 400 µs T\textsubscript{2} component is removed by D\textsubscript{2}O indicates that the observed magnetization exchange is mediated by a through-space, dipole-dipole interaction rather than chemical exchange, which further supports our biophysical assignments. It also is noteworthy that our biophysical assignments in human cortical bone are similar to previous findings in human dentin (32) (determined through \textsuperscript{1}H NMR relaxometry and sample dehydration), with one particular exception: the ≈ 60 µs decay component in dentin was attributed to a mixture of hydroxide and water, in addition to protein. At least one other study has identified very-short lived water
in bone mineral (37); however, it disappeared with dehydration and so we presume it would be washed out with D\textsubscript{2}O. Herein, we conclude that the 60-µs \(T_2\) component is predominantly protein-derived because it survives D\textsubscript{2}O immersion.

Finally, it should be noted that the broad age range of the bone donors herein allowed the study of common relaxation features across presumably diverse physiological states. Interestingly, relaxation rates among all the donors were similar, indicating that the chemical nature of various bone proton milieus persist during aging. The dominant source of variability observed among donors was in the relaxation component pool sizes; for example, the oldest and most visibly osteoporotic donor had a larger long-lived \(T_2\) component (Fig 3.1c, turquoise line) than the other donors. However, a thorough analysis of the inter-donor relaxation differences would require a significantly larger number of donors, which is beyond the scope of this work but is the subject of future study.

3.8 — Conclusions

In summary, \(^1\)H NMR signal from human cortical bone was found to exhibit a broad distribution of transverse relaxation components attributable to known bone proton sources (Fig 3.5) as follows: i) \(T_2^* \approx 12\) µs, derived \(\approx 80\%\) from collagen backbone methylene protons and the remainder from non-water
exchangeable protons (amide/hydroxide) and possibly adsorbed mineral water,
ii) $T_2 \approx 60 \, \mu s$, derived predominantly from collagen side-chain or otherwise mobile methylene protons,
iii) $T_2 \approx 400 \, \mu s$, derived predominantly from water bound to the collagen responsible for the $12 \, \mu s \, T_2^*$ and $60 \, \mu s \, T_2$ components,
iv) $T_2 \approx \text{milliseconds-second}$, derived $\approx 60 \%$ from pore water and $\approx 40 \%$ from lipid methylene protons. These findings indicate that modern uTE MRI of cortical bone is dominated by signal from water bound to bone matrix collagen, and that commonly-used long-$T_2$ suppression techniques for enhancing bone contrast will suppress signal from lipids and pore space water that may be of biological/clinical interest. Also, while some short-$T_2$ signals in bone may be difficult to quantify directly, the interaction between their underlying proton pool and the dominant water signal offers the potential to probe prohibitively fast-relaxing cortical bone signals through magnetization transfer contrast. Finally, there was considerable variability in the lipid and pore water content across the diverse (albeit small number of) human cortical bone samples studied herein, indicating these two metrics may contain the useful information on bone quality and health.
3.9 — References


4.1 — Background and Introduction: The Material Role of Bone NMR

Current clinical bone diagnostics are incomplete. Recalling from Chapter 1.3, the estimate of areal bone mineral density (BMD) by dual energy x-ray absorptiometry (DXA) does not fully predict fracture risk: for a given DXA score, there is an unexplained increase in fracture risk with age (1,2), as well as with progression of various disease states, such as diabetes (3). The limitations of
DXA related to BMD depending on bone size (4) may be somewhat overcome by quantitative computed tomography imaging, but, ultimately, any X-ray based diagnostic is only sensitive to the mineral portion of the bone, which accounts for only ≈ 43% of bone by volume. The remaining soft-tissue components of bone, including collagen and collagen-bound water, are essentially invisible to DXA and quantitative computed tomography. In contrast, clinical MRI, which is based on the $^1$H NMR signal, cannot directly detect bone mineral but is sensitive to the soft tissue of bone. Further, a recent study has demonstrated that $^1$H NMR transverse relaxation time constants ($T_2$) distinguishes proton signals from collagen, collagen-bound water, and pore water (5). With this technology and the idea that the presence and hydration-state of collagen play a critical role in dissipating energy in bone (6), we hypothesized that $^1$H NMR can report on the material strength of bone, and we present here compelling experimental observations from $^1$H NMR, X-ray CT and mechanical analyses of cadaveric bone samples which indicate that MRI has the potential to diagnose fracture risk better than DXA.
4.2 — Experimental Methods: Human cortical bone processing

The Musculoskeletal Tissue Foundation (Edison, NJ), a non-profit tissue allograft bank, and the Vanderbilt Donor Program (Nashville, TN) supplied human femurs from 40 cadaveric donors (26 male, 14 female, aged 21-105 years old, mean ± standard deviation: 67 ± 24 years) under instruction to not provide tissue from donors who had tested positive for a blood borne pathogen (e.g., HIV or Hepatitis C). One human cortical bone sample per donor was extracted from the medial quadrant of the mid-shaft and was machined to 70x5x2 mm³ dimensions via end mill. During dimensioning, care was taken to remove endosteal and periosteal surfaces such that the final specimens were pure cortical bone. From each milled sample, three specimens were extracted for NMR, μCT, and mechanical testing (Fig 4.1).
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**FIGURE 4.1** NMR/μCT/mechanical testing study overview. From each cadaveric bone studied, one strip of cortical bone was extracted, three separate pieces of which were used for NMR, μCT, and mechanical testing.
Specimens were stored in phosphate-buffered saline at -20°C then thawed at 4°C for approximately 18 hours prior to NMR measurements. (No more than three freeze-thaw cycles were involved for a given specimen, and separate experiments found that up to six freeze-thaw cycles had negligible impact on the NMR properties.) Final specimen dimensions were measured with digital caliper for volume determination. Further details of bone tissue processing are given in Appendix II.

4.3 — Experimental Methods: NMR

From one of the three specimens per donor sample, $^1$H NMR transverse relaxation ($T_2$) characteristics were measured and reduced to three independent signal components, which we have recently identified as being primarily derived from collagen methylene protons, collagen-bound water protons, and water protons in pores (5). All NMR measurements were performed in a Varian/Magnex 4.7 T horizontal bore magnet with a Direct Drive Receiver. An in-house loop-gap style RF coil with Teflon structural support was used (similar to the coil described in (18) and the lowest-$^1$H design in Chapter 2), which provided $90^\circ$/180$^\circ$ RF pulses of $\approx 8\mu$s/$16\mu$s duration and contributed negligible background $^1$H signal ($\approx 1\%$ of net bone signal).
Carr-Purcell-Meiboom-Gill (CPMG) measurements with a total of 10000 echoes were collected at 100 μs echo spacing, which was empirically determined to be a suitable minimum threshold for both maximizing the range of $T_2$ detection while minimizing spin-locking effects. Echo magnitudes were fitted to a sum of 128 decaying exponential functions (with time constants log-spaced between 20 μs and 10 sec) in a non-negative least-squares sense, subject to a minimum curvature constraint, which produced a so-called $T_2$ spectrum (19). In order to quantitatively compare the absolute signal amplitudes of $T_2$ components across days, a reference sample with long $T_2$ (≈ 2s) and known proton content was included in each CPMG measurement. The presence of the reference sample, together with the known specimen volumes, enabled the calculation of proton concentrations in the bulk bone specimens for each CPMG relaxation component by comparing integrated areas of each $T_2$ spectral component to the area of the marker. As a simple demonstration of the potential for acquiring signal from a specific $T_2$ domain without the full CPMG acquisition, from one bone specimen, an additional CPMG measurement was acquired with a preceding a 10-ms duration, 3500 Hz bandwidth hyperbolic secant inversion pulse (20), so chosen to selectively invert the long-$T_2$ $^1$H signal.
4.4 — Experimental Methods: μCT

The second specimen from each donor sample (~ volume of 40 mm³) was studied at high resolution (6 μm), with low noise μCT to quantify apparent volumetric bone mineral density (avBMD) and intracortical porosity (for pores ≥ 6 μm in diameter). Note that for a given specimen size avBMD is a volumetric analog to areal BMD as measured by DXA, and intracortical porosity at this resolution is not readily determined from clinical radiographs or QCT including high-resolution peripheral QCT scanners (which obtain resolutions of 80-100 μm) (21).

The specimen was scanned by acquiring 1000 projections per 180° at 70 keV using a Scanco, model μCT-40. From an hydroxyapatite (HA) phantom image (acquired weekly), linear attenuation coefficients derived from the μCT images were equated to volumetric bone mineral density (vBMD) in units of mg-HA/cm³. Using the Scanco software, the outer perimeter of the sample was defined to determine the total bone volume. The avBMD was defined as the mean of vBMD for all voxels within the total bone volume. The bone tissue volume was segmented from air or soft tissue at a threshold of 800 mg-HA/cm³ to determine the porosity (= 1 minus bone tissue volume per total bone volume) (Fig 4.2).
4.5 — Experimental Methods: Mechanical Testing

Finally, we subjected the third, parallelepiped specimen (nominal dimensions of 2 mm x 5 mm x 40 mm) from each donor sample to a three point bending test, and measured four mechanical properties relevant to fracture risk in bone: yield stress, peak stress, flexural modulus, and pre-yield or elastic toughness. A material testing system (Dynamight 8841, Instron, Canton, OH) recorded the force-displacement data (Fig 4.3) from a 100 N load cell and the linear variable differential transformer, respectively, at 50 Hz, as the hydrated bone was loaded to failure at 5 mm/min. The span was 35 mm, and all tests were performed at room temperature. Applying the flexure formula to the yield force, as determined by the 0.2% offset, or to the peak force endured by the bone specimen, and applying the deflection equation to the slope of the linear section
of the force-displacement curve provided the material properties, yield stress, peak stress, and flexural modulus, respectively (6). Pre-yield or elastic toughness was the area under the force-displacement curve from zero displacement to the yield displacement divided by the cross-sectional area of the bone sample to account for slight differences in specimen dimensions.

FIGURE 4.3 Mechanical testing analysis. A representative stress vs. strain curve for cortical bone is shown (blue) along with graphical depictions of mechanical parameters. Flexural modulus is the slope of the initial linear mechanical response, yield stress is defined at 0.2% offset from the flexural modulus line, and peak stress is the maximum observed stress. Pre-yield toughness (see text for definition) is proportional to the area under the curve, up to the yield stress.

4.6 — Experimental Findings: Correlates to Mechanical Properties

Figure 4.4 shows the mean (and standard deviation and range) spectrum of \(^1\text{H}\) NMR transverse relaxation time constants (\(T_2\) spectrum) from 40 cadaveric bone
samples. In this mean spectrum and in each individual sample spectrum, signal from three distinct domains of $T_2$ were readily identified, as previously found (5):

50 $\mu$s $< T_2 < 150$ $\mu$s, defined as pool A, due primarily to collagen methylene protons; 150 $\mu$s $< T_2 < 1$ ms, pool B, due primarily to collagen-bound water protons; and 1 ms $< T_2 < 1$ s, pool C, due to water protons in pores in lipid protons. From these three signals, six parameters were extracted: 3 signal amplitudes ($S_A, S_B, S_C$, in absolutes units of mole $^1$H per liter bone) and 3 corresponding mean relaxation rate constants ($R_{2,A}, R_{2,B}, R_{2,C}$ in s$^{-1}$). Note that while the signal amplitudes are computed in absolute units of concentration, the correspondence between signal amplitudes, $S_A, S_B,$ and $S_C$, and actual concentrations of collagen methylene protons, bound water protons, and pore-water or lipid protons, respectively, is potentially affected by a number of factors, including the line shape of the methylene protons, the magnetization exchange rate between bound and methylene protons, and overlap of $T_2$ components from different sources.
FIGURE 4.4 Summary of $T_2$ spectra measured from 40 human cortical bone samples. All spectra exhibited a short-$T_2$ component ($T_2 \approx 60 \mu$s), derived primarily from collagen protons, an intermediate $T_2$ components ($T_2 \approx 400 \mu$s), derived primarily from collagen-bound water protons, and a broad distribution of long-$T_2$ components ($1 \text{ ms} < T_2 < 1 \text{ s}$), derived from a combination of pore water and lipid protons.

Each of the three NMR signal amplitudes ($S_A$, $S_B$, $S_C$) was found to linearly correlate ($r^2 = 0.34, 0.68, 0.61, p < 0.05$) with peak stress (Fig 4.5), but note that the sum of all three signals did not ($r^2 = 0.06, p > 0.05$). Similar pair-wise linear correlations (and lack thereof) also existed between NMR signal amplitudes and the other three measured mechanical properties.
FIGURE 4.5 Correlations of measured peak stress and $T_2$ spectral component amplitudes (NMR, left) and avBMD measured by µCT (right). Blue, red, and green data show integrated amplitudes ($S_A$, $S_B$, and $S_C$) of the $T_2$-discriminated signals from pools A, B, and C, respectively. The black data show the total $^1$H NMR signal ($S_A + S_B + S_C$), and the purple data are derived from µCT-based measures of avBMD. Each of the NMR signals amplitudes shows a significant linear correlation with peak stress and both $S_B$ and $S_C$ correlate more strongly with peak stress than does avBMD. Note that the total $^1$H NMR signal does not correlate well with peak stress.

These findings indicate that peak cortical bone stress, and the other measured mechanical properties, are directly related to the amount of collagen and collagen-bound water in bone, and inversely related to the bone pore volume. µCT-derived measures of bone porosity and avBMD (akin to DXA) were also found to linearly correlate with mechanical properties, but $S_A$ and $S_B$ were better predictors (i.e., higher $r^2$ values) than µCT-porosity for three of four mechanical properties (flexural modulus being the exception), and better predictors than avBMD (i.e., DXA) for all four mechanical properties. Table 4.1
summarizes the pairwise linear correlations between imaging measure ($^1$H NMR and X-ray) and the four mechanical properties.

<table>
<thead>
<tr>
<th></th>
<th>Yield Stress</th>
<th>Fracture Stress</th>
<th>Flexural Modulus</th>
<th>Pre-yield Toughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2_A$</td>
<td>0.10</td>
<td>0.12</td>
<td>0.04</td>
<td>0.12</td>
</tr>
<tr>
<td>$R^2_B$</td>
<td>0.19</td>
<td>0.22</td>
<td>0.12</td>
<td>0.19</td>
</tr>
<tr>
<td>$R^2_C$</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>[A]</td>
<td>0.41</td>
<td>0.34</td>
<td>0.39</td>
<td>0.34</td>
</tr>
<tr>
<td>[B]</td>
<td><strong>0.62</strong></td>
<td><strong>0.68</strong></td>
<td><strong>0.48</strong></td>
<td><strong>0.57</strong></td>
</tr>
<tr>
<td>[C]</td>
<td>0.57</td>
<td>0.61</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td>[A+B+C]</td>
<td>0.05</td>
<td>0.06</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>aBMD</td>
<td>0.43</td>
<td>0.44</td>
<td>0.46</td>
<td>0.33</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.58</td>
<td>0.60</td>
<td><strong>0.59</strong></td>
<td>0.46</td>
</tr>
</tbody>
</table>

TABLE 4.1 Summary of Pearson’s $r^2$ for pairwise correlations between imaging measures ($^1$H NMR and X-ray) and mechanical properties. All correlations were significant ($p < 0.05$) except those shaded grey. Red, yellow and blue shading indicate ranges of $r^2$ values, and the imaging measure that was most predictive (highest $r^2$) of each mechanical measure is highlighted with a bold outline.

Note that without the two apparent outlier data (peak stress ≈ 100 MPa), the predictive power of $S_B$ and $S_C$ decreased to $r^2$ values of 0.52 and 0.49, respectively, but the $r^2$ of avBMD with peak stress decreased to a greater extent (to 0.16). That is, the relative predictive power of $S_B$ and $S_C$ compared with avBMD increased without these two data points. Also note that multiple linear regression analysis told a similar story: combination of NMR signal parameters
(\(R_B\) and \(S_B\)) best predicted of three of four mechanical properties (adjusted \(R^2\): 0.56-0.70, again, flexural modulus was the exception), and better predicted all four mechanical properties than did avBMD.

4.7 — Discussion: Potential for MRI-based Fracture Risk Assessment

As a surrogate to radiation-based CT, MRI has been developed to characterize trabecular volume and architecture as a means to assess fracture risk (7,8). For example, such MRI-derived measurements of bone volume fraction and trabecular thickness correlated with the compressive strength of human trabecular bone, although the correlations were not as strong as that between CT-derived BMD and compressive strength (9). These MRI techniques do not assess the inherent quality of the bone tissue, and this is a significant shortcoming given the importance of ultrastructural characteristics of the extracellular matrix (e.g., collagen integrity) to the fracture resistance of bone (10). From ex vivo studies of bone, various quantifications of water by NMR have been correlated with the mechanical competence of bone. In a rabbit model of diet-induced hypomineralization, a \(^1\)H NMR-derived measurement of water content was directly related to the bending strength of cortical bone (11); however, in a study of ovariectomized and treated mice, only group-mean total water \(^1\)H NMR signal correlated with mechanical properties—no correlation was found across pooled
data from 60 bones, which may be explained by the findings of total $^1\text{H}$ signal shown here (Fig 4.5). Also, an NMR technique known as “decay from diffusion in an internal field” (DDIF) found an inverse correlation between this NMR-derived pore water parameter and the yield stress of bovine trabecular bone in compression (12), in rough agreement with the present observations of pore-water. Prior to the present study though, only one study attempted to correlate NMR measurements of both pore water and water bound to the extracellular matrix to the mechanical properties of human bone (13). That study used $T_2^*$-discriminated rather than $T_2$-discriminated (used herein) $^1\text{H}$ NMR signals at low static magnetic field, and while a direct relationship existed between the so-called $T_2^*$-defined bound water and peak stress, it described a much lower fraction of the peak stress variance ($r^2 = 0.36$, compared to 0.68, above). Also, the translation of $T_2^*$ based discrimination to clinical imaging may be problematic due to the presence of lipid in bone (5,11), and the inability of $T_2^*$ to discriminate bone $^1\text{H}$ pools at clinical field strengths (no discrimination was found at 4.7T (5) and no discrimination has been reported at clinical fields strengths ($\geq 1.5$ T)).

Current uTE protocols on human MRI systems use echo times $< 100$ µs ((14) and references therein), more than short enough to capture the majority of the bound water signal and some of the collagen proton signal, but the
translation of the present findings to clinical MRI will require practical imaging methods of distinguishing these short-$T_2$ signals from the longer-$T_2$ pore water and lipid signals. There are numerous strategies for integrating $T_2$-selective magnetization preparation into a clinically practical uTE-type sequence (15,16,17), and the optimal approach for bone imaging has not yet been determined. However, Fig 4.6 shows two $T_2$ spectra from one bone specimen. The solid line shows the normal $T_2$ spectrum, as used in the above analysis, while the dotted line shows the spectrum that results following the complex average of two CPMG signals, with and without the preceding hyperbolic secant RF pulse. This RF pulse effectively inverts only the long $T_2$ signals while largely saturating the collagen proton and bound-water signal, so the complex average cancels only the long $T_2$ signals and results in a net NMR signal that is $\approx 95\%$ derived from protons with $T_2 < 1$ms. With such an approach, it is conceivable that quantitative MRI methods can be developed which report on bone fracture risk via the NMR/mechanical property relationships in Fig 4.5 & Table 4.1.
FIGURE 4.6  Adiabatic $T_2$-selective suppression. Solid line shows a the $T_2$ spectrum from a typical bone sample, and the dotted line shows the spectrum that results following the complex average of two signals, with and without an adiabatic full passage magnetization preparation. The total integrated signal from this long-$T_2$ suppressed spectrum is 95% from signals with $T_2 < 1$ ms, thereby demonstrating in principle a simple and practical method for generating a MRI contrast dominated by $S_A + S_B$.

4.8 — Conclusions

These results demonstrate in principle that a simple RF pre-pulse, which can be readily integrated into a standard uTE pulse sequence, can distinguish pore water from collagen protons and collagen bound water protons in bone. Once implemented on clinical scanners, such an MRI method can then assess both the contribution of structure to whole bone strength as well as the contributions of collagen integrity and porosity. Since individual NMR measures of collagen and bound/pore water content were found to have a higher correlation to bone biomechanics that X-rays, MRI-based contrast has the potential to provide a
more complete assessment of fracture risk than current X-ray based methods as long as bound/pore water and/or collagen constituents are discriminated.

4.9 — References


CHAPTER 5

Clinical Methods for Bound/Pore Water-discriminated Imaging of Cortical Bone

Human cortical bone is known to contain a distribution of $T_1$ and $T_2$ components attributed to bound and pore water (Chapter 3), and NMR-based quantitation of these components is more biomechanically-informative than X-ray-based measures as long and bound and pore water are distinguished (Chapter 4).

Despite the wide array of bone MRI methods (Chapter 1.4), clinical imaging approaches have yet to discriminate bound from pore water on the basis of their relaxation properties. In this chapter, two clinically-compatible MRI methods are proposed for selectively imaging either bound or pore water by utilizing differences in their $T_1$s and $T_2$s. The methods are validated in a population of ex vivo human cortical bones, and estimates obtained for bound and pore water are compared to bone mechanical properties. Results show that the two MRI methods provide good estimates of bound and pore water that correlate to bone mechanical properties. As such, the bound and pore water-discriminated MRI protocols shown herein should provide diagnostically useful tools for assessing bone fracture risk.
5.1 — Background and Introduction: The Need for Bound/Pore Water Discrimination

The development of ultrashort-echo time (uTE) and related MRI methods for imaging short $T_2$ signals (1-5) has generated considerable interest in applying MRI to dense tissues. For example, cortical bone, which is conventionally imaged using X-ray-based methods, can now be effectively imaged with MRI (3,5-9) and its $^1$H NMR signal characteristics report on bone damage (10) and mechanical properties (11,12). In particular, recent studies show that cortical bone NMR signals of transverse relaxation time constant ($T_2$) ≈ 400 µs are due primarily to collagen-bound water (13-17) and correlate directly (and more strongly than X-ray based measures) with several mechanical properties of cortical bone (18). Similarly strong inverse correlations were found between signals with $T_2 > 1$ ms, due primarily to pore water, and the same mechanical properties (18). These findings demonstrate the potential for MRI to offer diagnostic measures of bone fracture risk, but the opposing relationships of bound and pore water content with mechanical properties requires MRI methods that distinguish signals from these two biophysical origins. One approach for distinguishing long- from short-$T_2$ signals in uTE imaging is through $T_2$ selective RF pulses (19-23). For cortical bone, the broad line widths of both bound and pore water signals (13) dictate the use of relatively high bandwidth RF pulses, which can be realized with
intrinsically $T_2$-selective adiabatic pulses (24,25). Presented here are clinically-practical MRI methods for distinguishing bound and pore water signals from cortical bone based on $T_2$-selective adiabatic pulses as well as $T_1$ characteristics of cortical bone bound and pore water. Signals from each method are found to correlate well with previously employed non-imaging methods and with measured bone mechanical properties, offering promise for their use \textit{in vivo} as a diagnostic measure of bone fracture risk.

5.2 — Theory: A Model for the NMR Lineshape of Water in Cortical Bone

In order to explain the widely different $T_2$s but apparently similar $T_2^*$s arising from bound and pore water, consider a simple, qualitative model of the observed free induction decay (FID) rate as a sum of reversible and irreversible transverse relaxation rates. That is $R_2^* = R_2 + R_2^r$, where $R_2^* = 1/T_2^*$ is the observed transverse relaxation rate in the FID, $R_2 = 1/T_2$ is the time-irreversible rate as observed in a Carr-Purcell-Meiboom-Gill (CPMG) measurement, and $R_2^r$ is the time-reversible rate. With this model, consider bound water to exhibit $R_2 \gg R_2^r$ (such that $R_2^r \equiv R_2$), a condition of so-called homogenous line-broadening. This arises from dipolar interactions of motionally-restricted bound water spins throughout the
bone matrix space, as well as from magnetization transfer with dipolar
broadened collagen/semisolids observed in (9,13). Conversely, consider the pore
water signal to result from the sum of numerous isolated free water pools, each
with relatively low $R_2$ values but collectively with off-resonant frequencies
described by a broad distribution. Such would be the case for the polydisperse
pore size distribution observed in bone (e.g. Haversian canals, lacunae, and
cannaliculi (15,26)), wherein pores contain motionally-averaged mobile water
surrounded by a bone matrix of different magnetic susceptibility (27). Thus, the
pore water FID is primarily governed by $R_2'$ (such that $R'_2 \equiv \tilde{R}_2$), a condition of
so-called inhomogenous line-broadening. In this sense, cortical bone pore water
bears similarity to water within porous media (14). Figure 5.1 demonstrates
NMR frequency-domain representations of this bound/pore water model, and
indicates that to effectively manipulate the bulk pore water magnetization a
broadband RF pulse is needed to nutate the full distribution of individual off-
resonant pore magnetizations within the bulk pore water lineshape.
FIGURE 5.1  *A model of the water $^1$H NMR lineshapes in human cortical bone.* Across a macroscopic volume of cortical bone akin to an MRI voxel (middle), numerous bound and pore water components are combined into a broad net NMR spectrum with similarly broadened bound and pore water contributions. On the local microscale (right), bound water in the bone matrix space gives rise to a homogeneously broadened NMR spectrum. Conversely, the relatively mobile water within each pore space gives rise to a narrower NMR spectrum of varied chemical shift (dictated by pore geometry and pore-matrix susceptibility variation). The sum of these microscale contributions gives rise to a heterogeneously broadened pore water lineshape across macroscopic bone volumes (middle).

5.3 — Theory: $T_2$ Selective Adiabatic RF pulses

From the model above and previous wideline NMR studies (13,28), it is readily apparent that any RF pulse designed to perturb the entire pore water magnetization must possess a relatively large bandwidth ($\approx 3500$ Hz at 4.7T, estimated $\approx2000$ Hz at 3.0T). A conventional amplitude modulated RF pulse with this bandwidth would be short in duration and similarly responsive for $T_2$s of both bound and pore water. However, an adiabatic pulse has an additional
degree of freedom in design by way of its frequency modulation and can invert spins across a wide bandwidth using a relatively long, frequency-swept RF waveform. Although relaxation during an adiabatic pulse is complicated due to the spectral density contribution at $\gamma B_1(t)$ (29), we approximate such relaxation with the Bloch equations and invariant $T_1$ and $T_2$ relaxation time constants.

Figure 5.2 shows the effect of a 5 ms duration, 5 kHz bandwidth hyperbolic secant (sech) adiabatic full passage (AFP) pulse (24) applied to equilibrium magnetization, as determined by numerical solution of the Bloch equations.

**FIGURE 5.2** Simulated effects of a sech AFP pulse on cortical bone water longitudinal magnetization. Bloch equation simulation of a 5ms/5kHz AFP shows a significant $T_2$ dependence of the AFP inversion efficiency (above). Such an AFP pulse is expected to largely saturate and invert the bound and pore water magnetizations, respectively, given their considerably different $T_2$ domains noted above.

This figure demonstrates the $T_2$-selectivity of such RF pulses, in accord with previous work (22,25), and their suitability for differentially rotating bound water ($T_2 < 1$ ms) and pore water ($T_2 > 1$ ms) magnetizations. The inversion
efficiency of a given RF pulse is described by a scalar multiplier \((-1 \leq \alpha \leq 1\)) representing the change in longitudinal magnetization caused by each AFP pulse.

5.4 — Theory: Ultra-short Echo Time Pulse Sequences

Figure 5.3a shows a conventional uTE sequence (CuTE), wherein the first data points are collected at an ultra-short echo time, typically < 100 \(\mu\)s (1). With such a short echo time, the CuTE signal will contain contributions from both bound and pore water. Acquisition strategies such as a multiple gradient echo or spectroscopic readout (5,30) can be added to CuTE to measure FID signal characteristics for the purpose of discriminating bound from pore water in the \(T_2^*\) domain. To this end, a spectroscopic method with bi-exponential-\(T_2^*\) analysis of the uTE signal (herein, BEuTE) has recently been reported (31).
FIGURE 5.3  *Proposed ultra-short echo time-based approaches for MRI of cortical bone net, pore, and bound water content.* The CuTE sequence in A is sensitive to both bound and pore water, but their similar $T_2^*$ present difficulties in quantitatively distinguishing bound from pore water if spectroscopic acquisition schemes are employed for BEuTE (see subplot). Incorporating a double-AFP $T_2$ filter (DAFP) into the uTE sequence (B) drives the steady state bound water longitudinal magnetization to saturation at readout, thus creating a signal dominated by pore water. Conversely, the adiabatic inversion recovery (AIR) scheme in C drives pore water to saturation, creating a predominantly bound water signal. (TR=repetition time, TI=inversion time, $G_R$= readout gradient, RF=slice or volume excitation).
In this approach, with a two-compartment model of bound water (bw) and pore water (pw) assuming no inter-compartmental magnetization exchange, the signal magnitude equation for the BEuTE signal is simply,

\[
S_{uTE}(TE_i) = S_{bw}^0 \sin \theta \frac{1-e^{-R_{bw}TR}}{1-e^{-R_{bw}TR} \cos \theta} e^{-R_{bw}TE_i} + S_{pw}^0 \sin \theta \frac{1-e^{-R_{pw}TR}}{1-e^{-R_{pw}TR} \cos \theta} e^{-R_{pw}TE_i} \quad [1],
\]

where \(TE_i\) is the time after excitation of \(i^{th}\) the signal datum, \(TR\) is the sequence repetition time, \(\theta\) is the excitation pulse flip angle, \(R_{bw}^1\) and \(S_{bw}^0\) are the longitudinal relaxation rate and relative proton density, respectively, of bound water, and likewise for \(R_{pw}^1\) and \(S_{pw}^0\) of pore water. Given \textit{a priori} estimates of \(R_{bw}^1\) and \(R_{pw}^1\), the observed signal, \(S_{uTE}(TE_i)\), can be fitted with Eq [1] to estimate \(S_{bw}^0\) and \(S_{pw}^0\). (More on required \textit{a priori} information for this and other sequences below.)

Challenges to the BEuTE approach include similarly short \(T_2^*\) characteristics of bound and pore water (Fig 5.1) that will likely converge with increasing field strength, off-resonance effects leading to non-monotonic decays, potentially non-lorentzian lineshapes associated with short \(T_2\)s, and the need for spectroscopic imaging with sufficient sampling of the \(\approx 50 \mu s\) to 5 ms \(TE\) domain. While practical spectroscopic imaging with bi-exponential fitting has recently
been demonstrated in the context of bone MRI (30,31), it has yet to be rigorously evaluated with regards to bound/pore water $T_2^*$ discrimination. However, with spectroscopic or multiple gradient echo techniques, bound and pore water should be clearly distinguishable from surrounding soft tissue signals (marrow, muscle, fat, etc.), which have significantly longer $T_2^*$ values (>> 10 ms) than cortical bone water.

5.5 — Theory: Double Adiabatic Full Passage (DAFP) Pulse Sequence

A pair of sequential AFP pulses incorporated into the CuTE sequence (Fig 5.3b) will rotate pore water magnetization through $360^\circ$ while approximately saturating the bound water magnetization (see Fig 5.2). Thus, the DAFP signal is comprised primarily of pore water with a magnitude described by

$$S_{DAFP} = S_0^{pw} \sin \theta \frac{1 - (\alpha^{pw})^2 e^{-R_1^{pw}TR}}{1 - (\alpha^{pw})^2 e^{-R_1^{pw}TR} \cos \theta} e^{-R_2^{pw}TE}$$

[2].

Given *a priori* estimates of $R_1^{pw}$ and $R_2^{pw}$ and knowledge of the inversion efficiency of the AFP pulse on the pore water magnetization, $\alpha^{pw}$, the pore water proton density, $S_0^{pw}$, can be estimated from the observed signal, $S_{DAFP}$. As noted
above, the long-$T_2^*$ surrounding tissue signal may still be suppressed if a multiple gradient echo/spectroscopic readout is employed.

5.6 — Theory: Adiabatic Inversion Recovery (AIR) Pulse Sequence

An AFP pulse added to the CuTE sequence (Fig 5.3c) will largely invert pore water while approximately saturating the bound water, following which an appropriate inversion recovery delay ($TI$) can be chosen to null pore water magnetization. Thus, the signal is comprised primarily of bound water with a magnitude described by

$$S_{AIR} = S_{wb}^b \sin \theta \frac{1 - (1 - \alpha^{bw}) e^{-R_{1TR}^{bw}} - \alpha^{bw} e^{-R_{1TR}^{bw}}}{1 - \alpha^{bw} e^{-R_{1TR}^{bw}} \cos \theta} e^{-R_{2TR}^{bw}}.$$

If $TI$ is chosen to null signal from pore water, this equation can be re-written as

$$S_{AIR} = S_{wb}^b \sin \theta \frac{1 - (1 - \alpha^{bw}) e^{-R_{1TR}^{bw}}}{1 - \alpha^{bw} e^{-R_{1TR}^{bw}} \cos \theta} e^{-R_{2TR}^{bw}}.$$

Given $a$ priori estimates of $R_{1}^{bw}$, $R_{1}^{pw}$, $R_{2}^{bw}$ and $\alpha^{bw}$, the bound water density, $S_{wb}^b$, can be estimated from the observed signal, $S_{AIR}$. Because pore water $R_1$ is relatively similar to those of surrounding soft tissue (compared with bound water), the AIR sequence will naturally suppress surrounding tissue and has
been previously used for this purpose expressly (8,32). But again, as above, this suppression may be further improved through a multiple gradient echo/spectroscopic acquisition.

5.7 — Theory: Absolute Water Concentration

For all of the above measurements, the estimated relative water density, $S_{0w}$ or $S_{0p}$, requires an *a priori* estimate of one or more of $R_1$, $R_2^*$, or $\alpha$, for bound and/or pore water, as indicated in Eqs [1-4]. Previous work indicates that across individuals mean $R_2^{bw}$ is relatively constant (13). One can expect $R_2^{bw}$, $R_1^{bw}$ and $\alpha^{bw}$ to be so as well, making the choice of their values relatively unimportant as long as the same value is used for calculating $S_{0w}$ across individuals. Pore water signal characteristics are more likely to vary across individuals with different pore sizes, so some variation in $R_1^{pw}$, $R_2^{pw}$, and $\alpha^{pw}$ is expected (due to the pore geometry dependance of $R_2^{pw}$ (15,16)). In practice, using a reasonably short echo time (TE $\approx$ 50 $\mu$s) mitigates the importance of the *a priori* estimate of $R_2^{pw}$, and the impact of variations in $R_1^{pw}$ and $\alpha^{pw}$ across a small ($N = 14$) collection of bone samples is evaluated below.
5.8 — Experimental Methods Overview

The proposed pulse sequences and signal equations were evaluated with the following procedure:

1) Establish population-averages of the required \( a \) priori parameter estimates \( (R_{i_{bw, pw}}^{bw, pw} \text{ and } \alpha_{bw, pw}^{bw, pw}) \).

2) Measure the relative contributions of bound and pore water to BEuTE, CuTE, DAFP and AIR methods by bi-exponential \( T_2^* \) (BEuTE) or multi-exponential \( T_2 \) characterization (CuTE/DAFP/AIR) of their signals.

3) Correlate estimates of \( S_0 \) from BEuTE, CuTE, DAFP and AIR signals to gold-standard equilibrium CPMG measurements and to cortical bone mechanical properties.

5.9 — Experimental Methods: Human cortical bone preparation

The Musculoskeletal Tissue Foundation (Edison, NJ), a non-profit tissue allograft bank, and the Vanderbilt Donor Program (Nashville, TN) supplied human femurs from 14 cadaveric donors (8 male, 6 female, 22-98 years old, mean ± standard deviation (SD) = 70 ± 25 years) under instruction to not provide tissue from donors who had tested positive for a blood borne pathogens. Cortical bone specimens for either NMR or mechanical testing were extracted from adjacent
sites in the medial mid-shaft of each donor’s right femur and were machined to ≈ 10×2×4 mm or 40×2×4 mm dimensions, respectively, providing uniform cortical bone, free of endosteal and periosteal surfaces. Note that volume of the NMR samples, determined by digital caliper measurement, was on the order one or a few voxels in a typical lower leg quantitative uTE bone image (6). Specimens were stored in phosphate-buffered saline at -80 °C between processing and measurements, and specimens were thawed at 4 °C approximately 18 hours prior to measurements. Immediately prior to NMR measurements, thawed specimens were removed from PBS and blotted dry to remove pooled surface water.

5.10 — Experimental Methods: Mechanical Testing

Standard three point bend mechanical testing was performed at room temperature to determine several mechanical properties relevant to fracture risk in bone: flexural modulus, yield stress, peak stress, fracture stress, and toughness to failure. A material testing system (Dynamight 8841; Instron, Canton, OH) recorded the force-displacement data from a 100 N load cell and the linear variable differential transformer at 50 Hz. Hydrated bone was loaded to failure at 5 mm/min on a 35 mm support span. Various mechanical properties were determined from force-displacement data following the standard methods described previously (18).
5.11 — Experimental Methods: NMR

NMR measurements were performed at 200 MHz and \( \approx 20^\circ \text{C} \) using a 4.7T horizontal bore magnet with a DirectDrive console (Varian/Agilent, Santa Clara, CA). An in-house loop-gap style RF coil with Teflon structural support was used (similar to the coil described in (33)), which provided 90°/180° RF pulses of \( \approx 5 \, \mu\text{s}/10 \, \mu\text{s} \) duration and contributed negligible background \(^1\text{H} \) signal (<1% of net cortical bone signal). In all NMR measurements, bone specimens were placed with osteonal direction orthogonal to \( B_0 \) to maintain consistent magic angle effects. In all measurements of the CuTE, DAFP, and AIR sequences, a microsphere containing 21.2 \( \mu\text{L} \) of deionized \( \text{H}_2\text{O} \) (\( T_2 \approx 2.5 \, \text{s} \)) was placed adjacent to bone specimens as a reference marker for signal size quantitation. Also, to ensure there were no significant time-dependent changes of the bone \( T_2 \) characteristics during NMR measurements, equilibrium CPMG measurements were collected before and after each series of measurements.

Using experimental parameters described elsewhere (13), transverse relaxation was measured at equilibrium with a CPMG pulse sequence (100 \( \mu\text{s} \) echo spacing), and longitudinal relaxation was characterized with inversion-recovery-prepared CPMG (IR-CPMG). To observe the effects of a single AFP pulse on bound and pore water signals in cortical bone (\( \alpha_{bw} \) and \( \alpha_{pw} \)), the CPMG
measurements were repeated with and without a preparatory sech pulse (AFP-CPMG) of varying duration and bandwidth (Table 5.1). During a 5 ms delay between the sech pulse and the excitation RF of the CPMG acquisition, a spoiler gradient (2 ms, 10 G/cm) removed any net transverse magnetization.

<table>
<thead>
<tr>
<th>T (ms)</th>
<th>BW (kHz)</th>
<th>β (rad/s)</th>
<th>μ</th>
<th>γB₁,max (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>2120</td>
<td>1.48</td>
<td>821</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2120</td>
<td>2.96</td>
<td>1162</td>
</tr>
<tr>
<td>5</td>
<td>3.5</td>
<td>2120</td>
<td>5.19</td>
<td>1537</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>2120</td>
<td>7.41</td>
<td>1837</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1060</td>
<td>2.96</td>
<td>581</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1060</td>
<td>5.93</td>
<td>821</td>
</tr>
<tr>
<td>10</td>
<td>3.5</td>
<td>1060</td>
<td>10.38</td>
<td>1087</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>1060</td>
<td>14.82</td>
<td>1299</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>706</td>
<td>4.45</td>
<td>474</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>706</td>
<td>8.89</td>
<td>671</td>
</tr>
<tr>
<td>15</td>
<td>3.5</td>
<td>706</td>
<td>15.56</td>
<td>887</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>706</td>
<td>22.24</td>
<td>1060</td>
</tr>
</tbody>
</table>

TABLE 5.1 Combinations, by rows, of adiabatic full passage pulse parameters used herein.

CuTE and DAFP and AIR sequences were driven to steady state by replacing their uTE imaging modules (Fig 5.3) with a non-imaging acquisition: hard RF excitation (10 µs, 20°) followed by an FID acquisition and a subsequent spoiler gradient (5 ms, 10 G/cm). FID and CPMG acquisitions were collected at
steady state. The DAFP and AIR sequences used sech pulses of 10 ms duration and 3.5 kHz BW. (These pulses used ≈ 24 µT peak B₁, which is near the maximum available on typical human MRI systems but can be reduced by using higher order hyperbolic secant, HSn, pulses (34)). Both AIR and DAFP used TR = 300 ms; CuTE used TR = 35 ms. AIR measurements were repeated with 11 TI values spanning 70-110 ms to empirically determine a single optimal TI for nulling pore water across all specimens.

The BEuTE method was evaluated by analyzing non-imaging FIDs collected from equilibrium magnetization (pulse-acquire measurement: TR = 5 s, 90° flip, acquisition of a 10 ms window at 2.5 MHz bandwidth, 64 averages, 8 µs receiver dead time prior to acquisition). These equilibrium FIDs provide an idealized testbed for evaluating the BEuTE method, as they are free of imaging artifacts and unwanted coherence pathways potentially present in the steady state imaging version of BEuTE. Bound and pore water T₁-weighting, which is not present in the equilibrium FIDs but would be in BEuTE imaging, is not required to evaluate the soundness of the BEuTE method.

5.12 — Experimental Methods: Data Analysis

All data processing was performed using MATLAB (The Mathworks, Natick, MA). The freely-available MERA_Toolbox (Multi-Exponential Relaxation
Analysis, http://vuiis.vanderbilt.edu/~doesmd/MERA/MERA_Toolbox.html) provided a regularized non-negative least-square (NNLS) approach to estimate multi-exponential $T_2$ spectra from CPMG data and $T_1$-$T_2$ spectra from IR-CPMG data as described in (13). Because AFP-CPMG measurements contained decaying signals of both positive and negative amplitude, direct NNLS analysis was not possible. Instead, the complex AFP-CPMG signals were first summed with the complex equilibrium-CPMG signals, and the resulting summed signal, comprised solely of non-negative amplitude decaying exponentials, was fitted with a $T_2$ spectrum. This $T_2$ spectrum was then subtracted on a peak-by-peak basis from the equilibrium $T_2$ spectrum to construct an estimated AFP-CPMG $T_2$ spectrum.

Population averaged bound/pore $R_1$s were computed from each specimen’s $T_1$-$T_2$ spectra by computing the mean $R_1$ in the appropriate $T_2$ domains (for bound and pore water) and the resulting $R_1$s were averaged across all specimens. A population average for net water $R_1$ ($R_{nw}$) was similarly computed from mean $R_1$s across both bound and pore water $T_2$ domains. Population averaged AFP efficiency parameters, $\alpha_{bw}$ and $\alpha_{pw}$ were estimated by dividing bound or pore water $T_2$ spectral intensities from the AFP-CPMG
measurements by those from the equilibrium CPMG measurements and then averaging across specimens.

Steady state longitudinal magnetizations of CuTE, DAFP, and AIR pulse sequences were discriminated on a $T_2$ basis via NNLS fitting of CPMG data collected in the final TR periods. CuTE CPMG data satisfied the NNLS constraint, so fitting directly gave $T_2$ spectra. However DAFP and AIR CPMGs potentially contained both positive and negative decays, so $T_2$ spectra were calculated in the same manner as those from AFP-CPMG data (described above).

FIDs from the CuTE, DAFP, and AIR sequences were quantified similarly to previous in vivo studies that employ reference signals (6,7), although transverse relaxation decay during TE periods was not considered (assumed TE $<< T_2^*$ in all sequences). FID magnitudes at TE = 50 µs, which consisted of both short-$T_2^*$ bone water and long-$T_2^*$ marker water, were stripped of long-$T_2^*$ contributions by subtracting magnitudes at TE = 3 ms, and the resulting signal was defined as $S_{CuTE}$, $S_{DAFP}$, or $S_{AIR}$. (When imaging, the reference signal would be spatially resolved from cortical bone and so the long-TE signal subtraction would only be used to suppress contaminating soft tissue signals.) $S_{CuTE}$ and $R_1^{nw}$ were then used with a mono-exponential form of Eq [1] (e.g. the standard spoiled gradient echo signal equation) to estimate the net water proton density, $S_o^{nw}$,
while $S_{DAFP}$, $S_{AIR}$ and the appropriate population-averaged *a priori* parameter estimates were used with Eq [2] or [3] to estimate $S_{0}^{bw}$ or $S_{0}^{pw}$. To convert $S_{o}^{nw}$, $S_{0}^{bw}$, and $S_{0}^{pw}$ into units of absolute proton concentration, these estimates were multiplied by $V_{ref}\rho_{ref}/V_{bone}S_{o}^{ref}$, where $V_{ref}$ and $V_{bone}$ are the water reference and bone volumes, respectively, $\rho_{H_2O} = 111.1$ mol $^1H/L_{H_2O}$ was the assumed proton concentration of the reference, and $S_{o}^{ref}$ is the total signal arising from the water marker (obtained by integrating the the equilibrium CPMG $T_2$ spectrum over $T_2s > 1000$ ms, where the entire marker signal is clearly discriminated from bone water). Resulting proton concentration estimates from the CuTE, DAFP, and AIR signals were pairwise linearly regressed to the aforementioned bone mechanical properties, as well as to gold-standard measures of net, pore, and bound water, respectively. These gold-standard measures were calculated from equilibrium CPMG-derived $T_2$ spectra by integrating over the appropriate $T_2$ domains, as previously demonstrated in (13,18).

Equilibrium FIDs, chosen as surrogates to BEuTE signals (see rationale above), were fit with bi-exponential decays via least-squares fitting to Eq [1], assuming $e^{-R_{TR}} \approx 0$ (i.e. TR $\gg T_1$). FIDs were fit across a time domain of 50 µs to
4.5 ms (similar to that shown in the aforementioned bone bi-exponential imaging study (31)) to isolate bound and pore water decays while avoiding signal from a large matrix-related $T_2 \approx 10 \mu s$ component. Resulting short and long-$T_2^*$ signal fractions were compared to the fractions of bound and pore water (relative to total water) determined from gold-standard equilibrium CPMG $T_2$ spectra. While this gave a straightforward evaluation of BEuTE’s ability to discriminate bound and pore water, short and long-$T_2^*$ signal sizes were also converted to units of proton concentration (via the aforementioned $V_{\text{ref}}\rho_{\text{ref}}/V_{\text{bone}}S_{\text{ref}}$ factor), which were pairwise linearly regressed to bone mechanical properties for the purpose of comparing the diagnostic utility of BEuTE to that of CuTE, DAFP, and AIR. Since the water reference was not present during equilibrium FID measurements (to avoid confounding off-resonance effects), this quantitation step used water reference signals acquired in separate experiments, which introduced another source of experimental variance but was expected to be negligible (on the order of 5% of the water reference’s signal size (13)).

5.13 — Experimental Findings

Figure 5.4A shows representative cortical bone CPMG decays collected with and without a 5 ms duration, 5 kHz bandwidth AFP preparatory pulse. It is clear that
the AFP pulse largely saturates the submillisecond-$T_2$ bound water while
strongly inverting the long-lived pore water $T_2$s. These effects are shown in Fig
5.4B on a peak-wise basis for three specimens subjected to various AFP
bandwidths; similar results (not shown) were obtained at the other AFP pulse
durations in Table 5.1. All but the narrowest bandwidth AFP pulses generally
trended with the simulations (e.g. Fig 5.2), although some positive bias is
generally observed. The narrowest bandwidth AFPs (1000 Hz) all failed to
strongly invert long-$T_2$ pore water. The $\alpha^{bw}$ was extracted from the 10ms/3.5kHz
AFP-CPMG data and ranged 0.08-0.11 (mean ± std: 0.09 ± 0.01) across all
specimens, while $\alpha^{pw}$ ranged from -0.90 to -0.65 (mean ± std: -0.78 ± 0.07). These
mean $\alpha^{bw}$ and $\alpha^{pw}$ values were used in all signal quantitation.
FIGURE 5.4  *Observed effects of a sech AFP pulse on cortical bone water longitudinal magnetization.* $T_2$ spectra (A) from a representative bone specimen at equilibrium and following an AFP pulse (5ms/5kHz) show a largely saturated bound water component ($T_2 \approx 0.4$ ms) and inverted pore water ($T_2 > 1$ ms), as represented by the negative spectral amplitudes (see Methods for details). The ratio of AFP-prepared to equilibrium $T_2$ spectral peak areas gives the APF efficiency parameter $\alpha$, shown in B for a variety of AFP bandwidths (error bars represent $\pm 1$ SD across specimens).

$T_1$-$T_2$ spectra from IR-CPMG resembled those shown elsewhere (13). As previously described, population-averaged pool $T_1$s extracted from these spectra were used in all signal quantitation. Bound water $T_1$s were consistent across specimens, ranging 340-370 ms ($\text{mean} \pm \text{std}: 357 \pm 10$ ms), while pore water $T_1$s exhibited a wider range of 380-775 ms ($\text{mean} \pm \text{std}: 551 \pm 120$). Net $T_1$s (weighted average of bound and pore water) ranged 380-450 ms ($\text{mean} \pm \text{std}: 412 \pm 20$ ms).
Bi-exponential fitting results for evaluating the BEuTE method are given in Fig 5.5. Across the specimens, the short-$T_2^*$ component ranged 230-370 µs (mean ± std: 290 ± 40), while the long-$T_2^*$ component ranged 520-1800 µs (mean ± std: 1280 ± 360).

**FIGURE 5.5**  
_Bi-exponential fitting for bound/pore water separation in the $T_2^*$ domain._ A representative cortical bone equilibrium FID and bi-exponential fit is shown with resulting $T_2^*$ and signal fraction values at inset (A). Across the specimens (B), the long-$T_2^*$ signal fraction obtained from FID bi-exponential fitting was poorly correlated to the long-$T_2$ (1ms < $T_2$ < 1s) signal fraction obtained from CPMG multi-exponential fitting, the latter of which is known to arise predominantly from pore water. Thus, FID data were poor indicators of pore water content.
A representative fit is shown in Fig 5.5A. The signal fractions of the long-$T_2^*$ component ranged 0.01-0.25 across specimens (mean ± std: 0.10 ± 0.06) and were in poor agreement with the long-$T_2$ signal fractions derived from equilibrium CPMG measurements (Fig 5.5B), which ranged 0.14-0.61 (mean ± std: 0.29 ± 0.10). The large bias and lack of trending in Fig 5.5B shows that signal fractions obtained from the BEuTE method are poor indicators of CPMG signal fractions, the latter of which are known to represent bound/pore water content (13-17).

$T_2$-resolved signal components present in the CuTE, DAFP, and AIR signals are shown in Fig 5.6A-C. Bound, pore, or net water proton concentrations determined from in each strategy are compared to gold-standard equilibrium-CPMG-derived concentrations in Fig 5.6D-F, and there was a strong linear correlation ($r^2 \geq 0.7$) in all cases. CuTE/DAFP/AIR-derived proton concentrations agreed well with with net/pore/bound water concentrations derived from equilibrium CPMG, with no statistically significant bias (dashed lines in Fig 5.6D-F are 95% confidence intervals, which included the line of unity in all cases). For the AIR sequence, a single $TI$ of 90 ms was found to give the best pore water suppression across all specimens.
FIGURE 5.6  Signal contents and correlations to gold standard measures for the uTE, DAFP, and AIR methods. T_2 spectra from CPMGs collected at steady state show that the net uTE signal contains a mixture of both bound and pore water contributions (A), while the DAFP signal is dominated by pore water (B) and the AIR signal by bound water (C). For each method (D-F), estimates of M_o from the steady state FID signal—quantified in absolute units of proton concentration—correlated satisfactorily to gold-standard measures of net, pore, or bound water as determined by equilibrium T_2 spectroscopy.
Figure 5.7 shows correlations between mechanical properties and water concentrations derived from BEuTE/CuTE/AIR/DAFP signals, which are closely analogous to the clinical imaging pixel intensities that could be obtained from these methods. An example of correlations to peak stress is given in Fig 5.7A, and Pearson’s $r^2$ between the different strategies and mechanical parameter pairings are given in Fig 5.7B. BEuTE and CuTE failed to give any statistically significant correlation ($P < 0.05$), but AIR and DAFP correlated well to all mechanical properties ($r^2$ ranged 0.35 to 0.69).
FIGURE 5.7  Mechanical property correlations to steady state signals across specimens. Linear correlations to peak stress are shown for proton concentrations derived from BEuTE (short/long-T$_2$*) and CuTE methods (A, left) as well as for concentrations derived from the proposed AIR/DAFP methods (A, right). Pearson’s r$^2$s for correlations between the different methods’ water concentrations and various mechanical properties are summarized in B. While AIR and DAFP were good correlates to mechanical properties, none of the FID methods exhibit statistically significant correlations (p < 0.05) for any of the mechanical properties surveyed.
5.14 — Discussion

Discrete transverse relaxation components of the $^1$H NMR signal have been well characterized in cortical bone (13-17,28). Relevant to this study, a dominant $T_2$ component of $\approx 400 \mu s$ and a broad distribution of components spanning 1ms - 1s have been consistently observed in numerous human cadaveric donors. Through a variety of techniques such as $H_2O/D_2O$ exchange, the 400 $\mu s$ $T_2$ signal has been attributed to matrix-bound water and the longer-lived signals to pore space water (12,13,35). Recently, a direct linear correlation between the bound water signal size and important mechanical properties such as peak stress has been observed, indicating that, in principle, MRI signals can be used to assess bone fracture risk (18). However, an inverse linear correlation with the pore water signal size results in a complete loss of predictive power if both bound and pore water contributions are included in the same MRI measurement. Thus, diagnostically-relevant cortical bone image contrast relies on discriminating bound from pore water. To this end, we present a qualitative model of cortical bone relaxation, wherein the bound and pore water signals undergo predominantly homogenous and inhomogenous line-broadening (i.e. irreversible and reversible transverse relaxation), respectively. In light of this model, we evaluate clinically-applicable uTE-based AIR and DAFP schemes for quantitative
bound and pore water signal discrimination, which would act as surrogates to the diagnostically-useful but clinically-impractical CPMG measurements in (13,18). Undiscriminated water signal quantitation has been successfully implemented on clinical scanners (6,7) via phantoms with known composition and NMR parameters, and we demonstrate an analogous procedure herein with the AIR and DAFP strategies to demonstrate their bound or pore water selectivity in comparison to existing BEuTE/CuTE bone imaging methods.

5.15 — Discussion: A Model for Bound and Pore Water Transverse Relaxation in Human Cortical Bone

The model of inhomogenously-broadened and spatially-sequestered pore water is supported by observations of both its long $T_2 (> 1 \text{ ms})$ and short $T_2^* (= 1 \text{ ms})$, as well as the poor inversion performance of narrow-band AFPs (Fig 5.4). Thus, the broad pore water NMR spectral line is interpreted as a superposition of chemically-shifted narrow lines that do not exchange significant magnetization with each other on the timescale of MRI measurements. This condition likely arises from expected magnetic susceptibility effects (27), a micro-anatomical pore size distribution (previously linked to the pore water $T_2$ distribution (15)), and the lack of rapid mixing across spatially-disparate pores. Importantly, pore water is inhomogenously broadened to such an extent that it shares a similar $T_2^*$ with
bound water at high fields (such as in the 4.7T data of (13)). As such, the strongly multi-exponential nature of the cortical bone $T_2$ spectrum—with separable bound and pore water domains spanning several decades in $T_2$—is not preserved in the $T_2^*$ domain, and it will be challenging to quantitatively discriminate bound from pore water using spectroscopic imaging (30,31) or multiple gradient echo schemes adapted to uTE MRI. Straightforward chemical shift-based discrimination is also impractical, given the similarly-broad and spectrally-overlapping bound and pore water lineshapes at high fields—lineshape differences between the two were not readily apparent in a previous study (13).

An alternative scheme for pore/bound water discrimination is warranted for clinical and high field cortical bone MRI, and the concept of $T_2$-filtering bound from pore water with adiabatic pulses is explored herein.

5.16 — Discussion: Current Bone MRI Methods with Non-selective Imaging

Most cortical bone MRI to date has utilized broad-band excitation pulses and strategies for soft tissue suppression (6-8,32), but imaging results have not been well characterized with regards to bound vs. pore water contributions. BEuTE and CuTE were duplicated herein and did not exhibit significant bound/pore water discrimination. BEuTE’s poor discrimination (Fig 5.5B) arises from a mixture of confounds, such as similar bound/pore water $T_2$’s which gives rise to
artifactual fitted signal fractions, as well as off-resonance effects from fat and other species that contribute non-monotonic characteristics to the FIDs and disrupt exponential fitting. Although short and long-$T_2^*$ fractions from high field imaging were attributed to bound and free water in (31), the present findings show that such long-$T_2^*$ fractions are clearly not capturing all of the pore water contributions. We anticipate this will become even more problematic as bone imaging moves to higher fields (e.g. the 7T imaging shown in (36)), and further in vivo studies on this point are merited.

Since the CuTE signal includes both bound and pore water contributions, quantitation was performed with the net water $T_1$ (weighted average of bound and pore water), similar to the approaches taken by (3,6-8). Despite the observed $\approx 2$-fold difference between bound and pore water $T_1$s, the CuTE signal agreed well with the net water content, showing a strong linear correlation and minimal bias (Fig 5.6D). Thus, this method is useful for bulk cortical bone water measurements, which supports the findings of other investigators (7).

5.17 — Discussion: AFP Pulses for Bound Water Selection

AFP-CPMG data (Fig 5.4) showed that AFP pulses with bandwidths $\geq$ 2 kHz created a condition of strongly saturated bound water ($\alpha^{bw} = 0.1$) and well-
inverted pore water \((\alpha_{pw} \approx -0.8)\), which generates useful contrast between the two pools. For a variety of AFP pulse parameters and bandwidths \(\geq 2\) kHz, bone water behavior over a broad range of \(T_2s\) followed Bloch equation simulations (Fig 5.2) but was not saturated/inverted as strongly as simulations predicted. This discrepancy may arise from unaccounted relaxation effects (e.g. \(T_{1p}\)) or from magnetization transfer with a semisolid spin pool \((T_2 \approx 10 \mu s)\) that would remain largely unaffected by the AFP pulses herein. However, evaluating such mechanisms is beyond the scope of this study. All AFP pulses with 1 kHz bandwidth still saturated bound water but failed to coherently invert the pore water, which is consistent with the model of homogeneously-broadened bound water and heterogeneously-broadened pore water. Thus, it appears that \(\approx 2\) kHz is the minimum AFP bandwidth (at 4.7T) for effective manipulation of the pore water pool at high fields, and a 3.5 kHz bandwidth was used in the following.

5.18 — Discussion: DAFP for Pore Water-Selective Imaging

Incorporating a broadband DAFP pulse into steady-state imaging was found to strongly saturate bound water and result in a signal dominated by pore water (Fig 5.6B). The assumption that the observed DAFP signal arises entirely from pore water may contribute to overestimation of pore water content (Fig 5.6E),
which is largely a consequence of signal contamination from incompletely saturated bound water and shorter-lived $T_2$ ($\approx 50 \mu s$) from collagen. However, the bias is not statistically significant and there is a strong correlation ($r^2 = 0.7$) between the DAFP signal and CPMG measures of pore water, even though sample-specific relaxation and AFP efficiency parameters were not included (i.e. population averages were used to scale the signal into proton concentration units). Thus, the DAFP signal is a useful measure of pore water. While no prior information (e.g. $R_1$ estimates) is needed when planning the DAFP sequence, the high power deposition of the DAFP pulses may limit the TR of the sequence in practice.

5.19 — Discussion: AIR for Bound Water-Selective Imaging

The AIR approach has been successfully shown for general soft tissue suppression in cortical bone MRI (8,32), but its bound/pore water specificity has not been evaluated. Herein, it is shown that signal from an optimized AIR sequence (TR/TI = 300/90 ms) is dominated by bound water contributions and is largely insensitive to pore water (Fig 5.6C). Sources of bias in the signal quantitation include transverse relaxation during the $TE$ period and magnetization transfer with a semisolids pool during the $TI$ period. However, there was negligible bias, even without sample-specific relaxation or AFP
efficiency correction, as seen by a strong correlation to gold-standard bound water measures ($r^2 = 0.91$, Fig 5.6F). Thus, the AIR signal provides a useful measure of bound water.

The high degree of AIR’s bound water selectivity is advantageous, but it requires an estimate of pore water $T_1$ for optimal IR-nulling. Herein, a single empirically-determined 90 ms $TI$ gave satisfactory pore water nulling across specimens, so a patient-specific estimate of pore water $T_1$ is not necessary for clinical bound water quantitation. However, since the pore water signal contains a distribution of $T_1$s, non-nulled pores with $T_1$s shorter and longer than the mean would be placed in anti-phase during bound water signal acquisition. To maintain this state and avoid pore water contamination, the imaging module in AIR should favor minimal echo and acquisition times.

5.20 — Discussion: Correlations to Mechanical Properties

Strong pairwise linear correlations ($r^2 \approx 0.3–0.7$) between various mechanical properties and the AIR and DAPF signals (Fig 5.7) provide a proof of concept that these strategies hold diagnostic relevance for predicting fracture risk. Importantly, donor-specific measures of bound/pore/net water $T_1$, $T_2$, and AFP pulse effects are not needed for mechanical property prediction (population averages were used herein) but may further strengthen correlations if available.
The BEuTE fitted signal fractions, which were a poor discriminators of bound/pore water, as well as the CuTE signal, which contains a mixture of both bound and pore water, were not found to have statistically significant correlations to any mechanical property, in agreement with our previous findings (18). In that study, with a three-fold-larger bone specimen population, both bound and pore water had similar mechanical correlation strengths. Herein, DAFP pore water showed considerably stronger mechanical correlations than AIR bound water, but the high correlation between the AIR-signal and equilibrium CPMG-derived bound water measures implies that stronger AIR/mechanical property correlations could emerge in a larger population. Additionally, there is likely to be an optimal imaging TE, since TE << 50 µs would introduce matrix-related signals (T2 ≈ 10 µs, (11,13,17)) that confound pore water estimation, and TE >> 50 µs enhances bound/pore water T2(*) weighting that may vary across bones in a manner not correlated with mechanical properties.

Finally, we note the possibility of combining two of the CuTE/AIR/DAFP measurements to determine a third water measurement. This follows the premise that \( M_{o}^{\text{net}} = M_{o}^{\text{bw}} + M_{o}^{\text{pw}} \), where \( M_{o}^{\text{net}} \) is determined from CuTE and \( M_{o}^{\text{bw}} \) and \( M_{o}^{\text{pw}} \) are determined from AIR and DAFP, respectively. For example, the AIR sequence’s maximum temporal signal-to-noise ratio efficiency, \( \propto S_{\text{AIR}}/\sqrt{TR} \),
occurs at $TR \approx 500$ ms and $\theta \approx 90^\circ$ for practical AFP and tissue characteristics ($\alpha_{bw} = 0.1$, $\alpha_{pw} = -0.85$, $R_1^{bw} = 2.9$ Hz, $R_1^{pw} = 1.9$ Hz). Such a long $TR$ may be acceptable for 2D imaging, but 3D imaging may require impractically long scan times unless MP-RAGE (37) or similar acquisition schemes are employed to collect several lines of k-space during each $TR$. However, bound water information can alternately be synthesized from two separate CuTE and DAFP scans in perhaps less time.

Additionally, as an alternative to DAFP, we note that a spin echo measurement with a minimal (≈10 ms) echo time can, in principle, be used to selectively image the long-$T_2$ pore water while allowing sufficient time for complete bound water $T_2$ decay, but the broad bandwidths needed to refocus the pore water spins will test the limits of clinical MRI (e.g. peak $|B_1|$ and specific absorption rate safeguards).

5.21 — Conclusions

In summary, bound and pore water NMR signals in cortical bone follow homogeneously and inhomogenously broadened transverse relaxation mechanisms, respectively. Bound and pore water-specific NMR spectra exhibit similar and overlapping lineshapes, so discriminating the two in commonly-used


$T_2^*$ and chemical shift domains is challenging at high fields. We present alternate, $T_2$-filter-based strategies for isolating bound or pore water signals for uTE MRI. A pulse sequence (AIR) combining the $T_2$-selectivity of an AFP pulse and the $T_1$-selectivity of an inversion-recovery filter is demonstrated for quantitative bound water imaging, and a double-AFP sequence (DAFP) is shown as a means for quantitative pore water imaging. Both methods achieve a high degree of bound/pore water selectivity while utilizing clinically-relevant RF pulse parameters. The resulting signals have strong correlation to important bone mechanical properties, which was not found to be the case for current bone imaging methods (BEuTE/CuTE). Since patient-specific measures of $T_1$ and $T_2$ (i.e. AFP pulse effects) are not needed, it should be practical to obtain in vivo bound and pore water maps of cortical bone with the proposed methods, which may be used to assess bone fracture risk.

5.22 — References


CHAPTER 6

The Future of Cortical Bone Magnetic Resonance

The work shown in previous chapters established a biophysical basis for diagnostic bone MRI. The micro-anatomical origins of bone NMR signal components were first identified, followed by a demonstration of their ability to predict bone mechanical integrity. Finally, practical methods were developed for performing bone MRI in the clinic while preserving the ability to predict bone mechanical response—showing potential for diagnostic utility. This work, and resulting conclusions, were based on studies using bulk measurements from bone localized to a portion of the femoral cortex. One obvious step going forward is to extend this work to whole bone fracture studies, and there are other avenues to explore such as monitoring the progression of diseases and therapies with MRI measures of bone matrix composition. These future directions are discussed below, and considerations are given as to the practicality of bone MRI in clinical or point-of-care settings. Afterwards, this dissertation concludes with some final thoughts.
6.1 — Whole Bone Fracture Assessment

One ultimate goal of MRI-based whole bone fracture assessment would be for clinicians to determine, with a high probability, whether or not a patient’s typical unbraced fall would result in fracture. With such fracture risk information, patient lifestyle could be updated accordingly and clinicians could tailor drug therapies to address MRI-derived fracture risk. As a second goal, the fracture risk prognosis could be improved via MRI scan-rescan protocols carried out over periods of months to years. In this way, clinicians could monitor the progression of bone properties over time to establish a fracture risk trajectory, thereby estimating at what point fracture risk would reach thresholds for clinical intervention. To realize these and other goals, a framework needs to be developed for translating whole-bone MRI data into a measure of whole bone fracture risk.

One envisioning of a framework for MRI-based whole bone fracture assessment involves coupling volumetric MRI data to finite element mesh (FEM) mechanical modeling. Mechanical FEM modeling is fundamentally a method of numerical integration, which determines the stresses and strains distributed throughout a mechanical member once its surface boundary conditions, geometry, and material properties are known (1). FEM methods have been
applied previously to CT-based bone image sets (2-4), demonstrating improved
cracture risk prediction as compared to bulk measures such as DXA. While these
methods construct meshes for finite element modeling from CT-determined bone
gometry, the individual mechanical properties of each mesh element are
assumed to be identical or, in the best case scenario, are derived from X-ray-
based BMD measures. By way of its stronger mechanical property correlations,
bone MRI offers an added degree of refinement by providing inputs for FEM
methods as follows: 1) bone geometry, which can be determined from the
volumetric MRI dataset by thresholding or spatial segmentation methods of
identifying bone-containing image pixels (5); and 2) spatially-resolved bone
mechanical properties, which can be determined by translating bone water
measures from the AIR and/or DAFP MRI methods into relevant mechanical
properties (via population-based relationships determined \textit{a priori}, such as those
shown in Chapters 5 & 6). In this way, both mesh geometry and individual mesh
element mechanical properties can be generated from bone MRI, and the
resulting FEM model can be evaluated \textit{in silico} to determine responses to
simulated mechanical insults consistent with falling or high-impact activities.
Monte Carlo or other statistical approaches can be utilized to provide clinicians
with patient-specific measures of fracture risk from this MRI-driven FEM modeling.

By leveraging the well-developed field of FEM biomechanical modeling, MRI-driven fracture assessment should be relatively straightforward to develop and should be more informative than X-ray-based fracture assessment, owing to MRI’s higher sensitivity to bone mechanical properties. If whole-bone modeling proves impractical because of MRI field-of-view or scan time limitations, site-specific fracture risk assessment could be conducted on common fracture locations such as the femoral head, ankle, wrist, or collar bone. Given the robustness of the FEM method and the clinical feasibility of mechanically-predictive bone MRI, MRI-driven FEM has potential as a clinical tool for practical, patient-specific whole bone fracture risk assessment.

6.2 — Bone Matrix MRI: Going Beyond Mechanical Properties

Thus far, bone MRI has been evaluated in the context of mechanical property prediction. However, as a compositional measure, bone MRI has other applications such as the evaluation of disease states, where assessing the physiological status of bone would be useful for diagnosis or to monitor treatment response. For example, monitoring bone collagen and bound/pore water composition could potentially provide sensitivity to: A) the increased...
collagen crosslink density that occurs with diabetes and aging (Chapter 1.3); B) the collagen structural anomalies that occur in altered phenotypes like OI (also Chapter 1.3); C) the osteolytic perturbations to bone matrix that occur when bone cancers upset the bone formation/resorption balance (6); D) the physiological responses to therapies such as remineralization secondary to bisphosphonate drug regimens (7) or defect repair secondary to biomimetic bone scaffold implantation (8); E) the cascade of processes involved in fracture healing (9); and F) basic functional physiology such as the fluid redistribution mechanics thought to occur during dynamic bone loading (10,11). Bulk measures of collagen content or bound/pore water may be useful for each of these applications, but it is possible to provide more specific measures of bone composition with another level of refinement, dubbed bone matrix MRI.

The goal of bone matrix MRI is to generate quantitative measures of bone matrix volume and constituent concentrations (i.e. matrix constituent quantities relative to matrix volume). This approach offers an added degree of specificity to physiological changes accompanying the previously mentioned diseases and therapies. For example, a hypothetical increase in bone matrix volume caused by up-regulation of normal bone formation could result in elevated amounts of matrix water, collagen, and minerals, such that bulk measures of these
constituents (relative to overall bone volume) would be increased even though their concentrations in the matrix remain unchanged. Conversely, hypermineralization could cause an increase in matrix volume with negligible or relatively small increases in bulk matrix water and collagen, as the matrix concentration of the mineral phase is increased relative to those of water and collagen. Thus, bone matrix MRI is potentially more sensitive to physiological changes than bulk MRI measures of collagen and water, however a good estimate of bone matrix volume is essential to this approach.

Since cortical bone volume is the sum of matrix and pore volumes, bone matrix volume can be estimated by subtracting a measure of the total pore space volume from the total bone volume (e.g. as determined voxel-wise from DAFP pore water images of known resolution). The proton density of the pore spaces is needed to convert quantitative DAFP pore water amount to total pore volume, and it may be sufficient either to assume this density is relatively constant across patients or to estimate this density from the blood pool’s proton density on a patient-specific basis (since the pore space is well vascularized). Bound water matrix concentration can be determined by normalizing quantitative AIR MRI measurements to the bone matrix volume, since the AIR signal is assumed to predominantly arise from matrix water. More development is necessary to
generate quantitative measures of the collagen phase, but uTE methods strongly
sensitive to bone collagen’s 10-50 μs $T_2$ range (such as SWIFT (12)) have the
potential to do so and can be likewise normalized to measure collagen
concentration in the matrix. Finally, mineral concentration in the matrix volume
can be inferred once matrix volume and both water and collagen concentrations
are known, or quantitative BMD measures can be utilized, such as those from
QCT or the emerging field of mineral-specific $^{31}$P MRI (13,14). Although further
study and validation is needed, bone matrix MRI may find use as a research tool
or in the clinic, if matrix concentration measures prove to be diagnostically
informative.

6.3 — Requirements for Practical Cortical Bone MRI in the Clinic

With MRI in widespread use today, the infrastructure is largely in place for
clinical bone MRI. However, the question remains as to how much practical
value bone MRI adds to clinical diagnosis, given the relatively high costs of MRI
compared to other imaging modalities. It is unlikely that clinical bone MRI will
ever become as inexpensive as DXA or plain film X-ray measurements, although
it is conceivable that bench-top or small-scale boutique MRI scanners for
peripheral scanning (wrist, ankle, etc.) could drive down bone MRI costs
considerably. Regardless, by way of their low cost and widespread use, point-of-
care DXA machines and similar devices will provide competition to novel MRI methods for some time to come. Ultimately, to be successful, bone MRI needs to provide sufficient diagnostic value so as to outweigh its added costs. The work presented in the preceding chapters provides evidence of this diagnostic value, as bone MRI was shown to offer more compositional measures and stronger mechanical property prediction than X-rays. While this may be a promising first step, what is ultimately needed is large-scale clinical studies of bone MRI in the context of whole bone fracture assessment or specific diseases and therapies. Demonstration of diagnostic utility in this manner is a key requirement to garnering widespread, practical bone MRI in the clinic.

Other requirements for practical bone MRI include: the widespread adoption of non-cartesian image reconstruction hardware/software, as bone uTE MRI methods thus far use radial sampling strategies almost exclusively; the use of quantitative phantoms/markers placed within the bone imaging field of view, which would likely be packaged similarly to the current clinical MRI fiducial markers and consist of D$_2$O/H$_2$O/CuSO$_4$ formulations with known proton density and relaxation characteristics; and ideally (but not necessarily) a low-$^1$H MRI hardware environment, which could consist of hot-swappable PTFE-formed
RF coils and shield inserts if necessary. These requirements are relatively modest and should not present significant barriers to clinical bone MRI.

6.4 — Final Thoughts

In a word, the future of bone MRI is one of potential. Given that bone MRI is still in a relatively nascent state, there is potential for improving our knowledge of fundamental physiology, the processes of disease and aging, and the effects of therapeutic strategies. This potential arises from the capabilities of the bone MRI toolset, which is now a platform capable of making quantitative compositional measures \textit{in vivo} with micro-anatomical specificity. A new paradigm is now available for the study of bone, since these types of \textit{in vivo} measures were not available prior to the studies herein and recent work from other researchers. Furthermore, cortical bone is an ideally robust tissue that favors \textit{ex vivo} experimentation: it can withstand numerous freeze-thaw cycles and long-term frozen storage, it is readily machinable and can be powdered to conform to different laboratory tests (NMR, mechanical, chemical, etc.), and it can be subjected to sterilization procedures if necessary (e.g. \textit{γ}-irradiation). With the modern MRI toolset in place and bone’s favorable properties, it is this author’s opinion that an exciting future awaits bone researchers.
Additionally, it is worthwhile to note that the methods applied to characterize human cortical bone herein have broad utility. Transverse relaxation spectroscopy, D$_2$O-based isotopic manipulation, and measures of composition and chemical exchange are all methods readily compatible with a variety of tissue types. An example of applying these methods to biological sources of myelin is shown in Appendix III, in which the biophysical basis for a new myelin imaging biomarker is presented.

Finally, this work concludes on a note of reverence. Since bones are often our only earthly remains to withstand the tests of time, there is perhaps a certain poetry or mystique within the labors of bone research: just as studying our forebears’ ancient bones has told us much about our past, studying our living bones with novel imaging tools has promise to tell us much of our future.

6.5 — References


APPENDIX I

Experiences with High Power Loop-gap RF Coil Design and Bench Testing

The bone spectroscopy presented in previous chapters was performed on low-$^1$H loop-gap coils at 200 MHz. Commercial versions of these coils were prohibitively expensive, and metrics such as coil $^1$H background signal size were not available from the vendors. Thus, in-house coils were purpose-built, and the design and material selection processes were outlined in Chapter 2. This appendix expands on Chapter 2 and presents a number of practical points noted during coil development. Hopefully these points will be of assistance to other non-RF engineers like the author who need to design and bench test boutique NMR coils.

For the interested reader, accessible discussions of related RF electronics theory can be found in the early chapters of (1).

AI.1 — Coil Selection and Design

The loop-gap resonator design was chosen for bone studies because of its uniform $B_1$ field throughout the middle third of the coil’s height (2) and because of its low internal electric field, which minimized sample heating (3) and allowed high power and duty cycle RF pulses for short CPMG echo spacing. Figure AI.1
shows a schematic and circuit layout of a 20 mm diameter loop-gap coil that operates at 200 MHz, which serves as the platform for discussions below.

Circuit design was based on a versatile, capacitive tuning/matching/balancing network commonly used in high power probeheads, e.g. the proton channel of (4) and the design in section 4.5.2 of (1) (notable typo: there is an omitted capacitor in a ground leg of this reference’s Fig 4.9). Physical circuit layout was chosen such that the coil was optimized for high power: lead wires and tuning/matching/balancing trimmer capacitors were spaced far enough apart

FIGURE A1.1 200 MHz loop-gap probehead schematic (top) and component layout (bottom).
to avoid arcing at high voltages, and tank (primary resonator) capacitance was distributed across several chip capacitors to reduce current flows and heating within individual components. The large body of copper in the loop-gap resonator also doubled as a heatsink for the tank capacitors (but was also a source of undesirable eddy currents during imaging experiments). ATC (American Technical Ceramics) 700B/C-series chip capacitors were useful for fixed capacitances, as they were non-magnetic, did not drift with temperature change as much as Voltronics and assorted in-house chip capacitors, and had high Qs (Q = quality factor, a measure of loss defined as energy stored divided by energy dissipated). Teflon trimmer capacitors from Polyflon were used here, but quartz-dielectric versions from Voltronics were adopted in later designs because they better withstood inadvertent overvoltages (leading to dielectric breakdown and tuning instability under load via internal arcing). In practice, large trimmer capacitance ranges were desirable to facilitate the initial search for the coil’s main resonance mode, after which chip capacitors of appropriate values were added in series to scale down trimmer effects on the main resonance (improved tuning rod usability) and to reduce voltages across the trimmers.
Once a coil is assembled, the challenge remains to find a “solution” (i.e. set of trimmer capacitance values) for a tuned, matched, and balanced state at the desired resonant frequency. The tuning capacitance adjusts the main loop-gap resonance to match the desired NMR frequency. Matching adjusts the impedance of the coil to that of the coaxial transmission line and RF amplifier (50 ohms), such that there is negligible capacitive or inductive load at the probehead port and maximum power transmission to the coil (and maximum NMR signal returned from the coil). Balancing is a symmetrizing process which places currents through the coaxial transmission line outer shield and inner conductor into antiphase; as a result, there is no net current in the transmission line of the perfectly balanced probehead and, consequently, minimal radiative losses.

Balancing was frequently overlooked during in-house coil fabrication prior to this work but is arguably just as important as tuning and matching. A poorly balanced probehead will act as an RF radiator, because current-carrying coaxial transmission lines effectively become broadcast antennas. In this case, the coil's tuning and matching become sensitive to capacitances and inductances in the near field of the transmission lines, such as human operators attempting to tune and match the coil (who can then upset the tune/match simply by moving
around!). Importantly, radiative losses can degrade coil performance: the Q-factor of the balanced probehead in Fig AI.1 was improved approximately 5-fold over prior, unbalanced in-house designs. Since NMR signal-to-noise ratio is proportional to $\sqrt{Q}$, (1), proper balancing can translate into considerable sensitivity befits. For further discussion of balancing, refer to Chapter 4 in (1).

Tuning, matching, and balancing are accomplished on a network analyzer, preferably with the setup shown in Fig AI.2. Port 1 of the network analyzer is connected to the coil with coaxial cable (transmission line); an in-line choke or filter should not be used at this stage so undesirable cable currents are not attenuated. Port 2 is connected to an electric field probe, which is clamped around Port 1’s cable for sensitivity to cable currents; this probe is a magnetically-shielded, broadband pickup coil and thus is ideally suited for cable current monitoring. Finally, port 3 is connected to a hand-held search wand, which is an electrically-shielded, broadband pickup predominantly sensitive to magnetic flux. The search wand is not strictly necessary, but it is useful for initial coil setup described below and for localizing any stray resonances; also, it can also double as a cable current monitor if held adjacent to the transmission line with its axis perpendicular to the line (so as to pick up the conservative magnetic field flux from cable currents). Network analyzer scattering parameters used in this setup
are: S11 (to measure power reflections from the coil), S12 (to measure cable currents), and S13 (to pick up coil emissions with the search wand). A scattering parameter $S_{ij}$ provides frequency-resolved measures of power received at port j after being transmitted from port i. Thus, S11 is a reflection measure.

**FIGURE A1.2** Bench-top setup for probehead testing with a 4-port network analyzer. Overall setup is shown at middle, with search wand use at top and connection details at bottom insets (network analyzer port numbers are labeled in red). It is important to have a clean, non-conductive bench free of excess cabling to avoid confounding stray couplings.
The first step of initial coil setup is to identify the main coil resonance. Resonance may not be obvious in the S11 readout trace if the coil is not matched, as it will reflect power comparably across a broad bandwidth. In this case, the search wand can be positioned axially over the loop to pick up its resonance in the S13 trace; alternately, two search wands can be used (if available) with one as a transmitter, one as a receiver, and the loop-gap resonator placed in between. Once the main resonance is identified, the tuning trimmer capacitor should be adjusted to bring the resonance to the vicinity of the target NMR frequency. The matching capacitor should then be adjusted to provide a visible absorbance band in the S11 trace (if not already present). Finally, the balancing capacitor should be adjusted to minimize cable currents at the coil’s resonant frequency in the S12 trace. Since the tuning and balancing capacitors are placed in electrical symmetry on the legs of the loop-gap, they will need to be counter-rotated to maintain a stationary resonance frequency. While adjusting tuning and balancing capacitors, the matching capacitor should be occasionally adjusted to maintain a visible absorbance peak on the S11 trace. This an iterative 3-parameter optimization process, whereby the tune/match/balance capacitances are modulated until the coil is properly matched and balanced at the desired frequency (i.e. a solution is found). The optimization is somewhat simplified by the circuit design in Fig AI.1,
in which the matching capacitor does not strongly alter coil tuning (as it may in other types of coils and circuit designs).

Figure AI.3 shows traces from balanced and mildly unbalanced solutions. In practice, S11 trace values below -30 dBm at resonance are indicative of a good match (for 1 dBm of input power, translates to less than 0.1% of incoming power reflected by the coil and thus 99.9% of power reaching the probehead), and a Smith chart display can be used to check that coil impedance is purely resistive. A symmetric S12 trace with peak absorption (trace minimum) at the coil resonance frequency coincides with proper balancing, and the shape of the S12 trace indicates whether balancing capacitance needs to be increased or decreased (as shown in Fig AI.3). For a physically symmetrical circuit layout (as in Fig AI.1), balancing also coincides with the formation of a virtual ground at the midpoint of the loop, opposite the gap (3). Thus, balance can be checked alternatively by touching the tip of a grounded lead to this point on the resonator: if the coil is balanced, the shape of the S11 trace will not change as no significant energy is lost from the resonator; if the coil is unbalanced, the position of the virtual ground can be found by probing different points on the resonator, and the balance can be adjusted until this point shifts to the middle of the loop.
FIGURE AI.3  Network analyzer traces from the 20mm, 200.25 MHz loop-gap for tuning, matching, and balancing. S11 (coil reflectance) and S12 (cable currents) traces are shown in yellow and blue, respectively, for a properly balanced state (top) and under- or overbalanced states (middle). Adequate matching was achieved in all cases. Proper balancing gives a minimum in S12 at the coil resonance frequency. Relative to this state, an underbalanced condition is created (left) by decreasing the balancing capacitance ($C_{\text{balance}}$) while decreasing the matching ($C_{\text{match}}$) and increasing the tuning ($C_{\text{tune}}$) capacitances to maintain resonance frequency and impedance matching. Reciprocal capacitance changes create an overbalanced condition (right). The antisymmetric S12 trace shapes (middle left/right) transition to the symmetric shape (top) as balance is restored, providing a clue as to which direction the balance capacitor should be adjusted. Consequences of poor balancing are shown at bottom. Note that these are mildly under/overbalanced states; extreme cases result in a dramatic Q decrease and broader S12 antisymmetric shapes. (Top traces have $\approx 400$ kHz of inadvertent detuning.)
The low electric field flux in the homogenous region of the loop-gap (middle third of axial height) results in poor coupling to dielectric samples contained in this region. Consequently, the coil tuning/matching/balancing solution is relatively insensitive to these sample loads, and balancing only needs to be performed once on the bench. In practice, only small adjustments to the tune and match capacitors are necessary as samples are exchanged between NMR measurements, and common users should not adjust the balancing capacitance unless a multiport network analyzer is available. Note that the in-house, yellow “Morris Sweeper” tuning box is a one-port scalar network analyzer that gives an S11 trace and is not sufficient for balancing via the cable current monitoring method. However, it could be used for balancing with the virtual ground point method.

AI.3 — Final Checks

Once the coil is completely set up on the bench and tuned/matched/balanced, it is worthwhile to check for faulty solder joints or loose connections. A simple, brute-force way of doing this consists of monitoring the S11 trace while tapping on various coil components with a long, insulated prod (so hands are kept far enough away from the coil to minimize capacitive coupling). Alternately, the
whole coil can be gently knocked with a palm or knuckle, simulating vibrations from imaging gradients. Also, transmission lines should be jiggled, and tuning rods should be wobbled. (This is affectionately called the “Ken Wilkens” procedure). Loose connections will manifest as momentary blips or jagged transients in the S11 trace, and capacitor instability will result in a permanent drift of coil resonance that requires retuning. Any transient effects in S11 should be immediately investigated, as the coil may exhibit considerable $B_1$ magnitude or phase instability during NMR measurements in the presence of vibrations. It is much less frustrating to find problems at the RF bench than once the coil is in the magnet and the NMR experiment is set up or running!

Al.4 — References


APPENDIX II

Considerations for Processing Human Cortical Bone Tissue

It is of utmost importance to follow proper biosafety protocols when handling human bone tissue, especially when cutting or machining cortical bone. Bone dust is not only a respiratory tract irritant, it is an airborne vector for disease transmission. Thus, a lab coat with a full-sleeve moisture barrier, double-sets of gloves, eye protection, and an N95 (or better) dusk mask should be donned prior to the bone tissue processing steps described below.

For the studies described in previous chapters, bone tissue processing began in the unembalmed cadaver lab after obtaining appropriate authorization from the Vanderbilt Anatomical Donation Program. Anterior surfaces of right and left femurs were exposed by dissecting surrounding muscle and fat, a task ideally performed by the morgue technicians. Then, 15-20 cm spans centered on the femoral midshafts were marked for cutting (a grease pencil was most effective for marking the bone in situ due to its high blood content). Femur shafts were cut with either a Stryker vibrating saw equipped with a semicircular blade or a Dewalt reciprocating saw equipped with a 6” rip blade, depending on availability. In practice, the vibrating saw generated considerable amounts of
bone dust and fine sprays but gave clean and controlled cuts, while the
reciprocating saw gave rougher and faster cuts with less bone dust generation.
Therefore, if these cuts are not intended to be final, the reciprocating saw was
preferred. Frequently with both saws, it was not possible to cut entirely through
the femurs if implant rods or underlying soft tissues provided too much
obstruction. In these cases, it was necessary to manually fracture the partially cut
femurs to separate them from the cadaver.

During cutting, it was important to keep track of bone orientation. Distal
midshaft ends were wrapped in gauze immediately after excision, and right/left
femurs were placed in appropriately labeled biohazard bags (note: make sure to
bring large enough bags to accommodate entire midshafts). With knowledge of
the femur’s distal end and side of the body, it was straightforward to deduce
medial, lateral, and anterior sides using the prominent posterior process. To
maintain a record of femurs and processing steps, proximal and distal ends were
traced onto white printer paper with pencil (more effective than pen/sharpie).

Although cadaverous tissue was typically stored for several weeks at
1-4°C prior to femoral midshaft extraction, care was taken to promptly place
excised midshafts in ≈10 mL of 1x phosphate buffered saline and store them at
-20°C for the short-term or at -80°C for the long term. This avoided unintentional
fluid loss. One freeze-thaw cycle typically separated initial femur harvesting and subsequent processing steps.

For the studies herein, pure cortical bone strips of ≈2 mm thickness and ≈70 mm length were required (width was limited by cortical thickness and was typically ≈5 mm). Strips were cut from intact midshafts using a diamond saw with custom-fabricated clamping vise (Fig AII.1).

FIGURE AII.1 Diamond saw setup. Standard (left) and custom-fabricated vises (right) are shown mounted to the diamond saw. The water bath reservoir is visible beneath the blade and should always be filled with deionized water during cutting. During operation, care should be taken to avoid cutting into the vises, which will introduce aluminum powder into the bone specimen as well as degrade the vise edges. Saw blade speed should be minimized (settings 5-8) to avoid splashing, which can be contained with a plastic drape placed over the entire saw (not shown).
Since the vise and saw blade cutting depth only accommodated ≈ 80 mm-long spans, midshafts were first cut in half and were then mounted with the long axis parallel to the diamond blade. Two cuts were then made through the cortical wall, traversing the blade between cuts by 2 mm plus the blade width to form ≈2 mm-thick cortical bone strips. The standard clamping vise was subsequently used to mount and trim strips to the desired 70 mm length. These cutting steps were greatly facilitated by first removing the bone marrow, which allows the cutting blade to be easily visualized in the hollowed-out medullary cavity and avoid cutting into the opposing cortical wall. Marrow in thawed bones ranges in consistency from that of medium oil to that of toothpaste, and a lengthy spatula is usually required to remove innermost marrow.

Rough cortical bone strips formed by the diamond saw were machined to remove exterior periosteum and interior endosteum and to create uniform beams for mechanical testing. This machining was performed with a drill press-mounted 3/16” endmill bit and custom-fabricated router jig, described in Fig AII. 2. The jig traversed smoothly across the drill press table and was manually manipulated to address the cortical bone with the revolving endmill, similar to a router table setup. The endosteum was typically much rougher than the periosteum and was machined first, which placed the relatively flat periosteal
surface against the jig tenon for the first machining pass. The strip was reversed after the first pass to remove periosteum via a second pass. During machining, a drip of deionized water was maintained to avoid dust formation and provide cooling and lubrication.

FIGURE AII.2 Drill press setup. A free-standing drill press (top, left) was used with a custom router jig (right) for machining uniform cortical bone beams. The jig was equipped with a guide bar, which engages the smooth shank of the endmill bit above its flutes to create a straight pass. The jig also contained a clamping mechanism, capable of accommodating 1-8 mm-thick strips. A tenon with adjustable depth was situated in the clamping groove (labeled above, right) to control the ultimate strip width. The jig is shown loaded with a white plastic beam at bottom left, representative of a cortical bone strip.
Final cortical bone strips were measured with digital calipers to verify beam uniformity. Deviations of 0.1 mm or less across full beam width and thickness were typically achieved with this machining setup. After machining, strips were packaged in saline-saturated gauze within 15 mL Falcon centrifuge tubes and placed in frozen storage.

As an alternative to the cadaver lab, the Musculoskeletal Tissue Foundation was a useful source of intact femurs. However, these tissues were rejected for implantation because of underlying pathology, so extra care should be taken with biosafety protocols. Processing intact femurs followed the steps described above, however joint endplates and bulk muscle tissue were first removed with an 8” bench top bandsaw. This cutting step is considerably easier if tissue is first frozen and clean-up proceeds before debris fully thaws. Frozen tissue did not require water lubrication if cutting was performed swiftly. As with any bandsaw, finger, hand, and forearm placement should be carefully and deliberately controlled to avoid the blade path.
APPENDIX III

Applying Cortical Bone Water Characterization Methods to Other Tissues:
A Case Study of Myelinated Nerves

Recently developed uTE MRI techniques have enabled clinical imaging of short-lived $^1$H NMR signals with $T_2 < 1$ ms in a variety of tissues. In previous chapters, these techniques were utilized to characterize human cortical bone from micro-anatomical and biomechanical bases. Previously, these techniques have also shown novel signal enhancement in myelinated tissues, although the source of this enhancement has not been identified. Herein, we report studies of the nature and origins of ultra-short $T_2$ (u$T_2$) signals (50 µs $< T_2 < 1$ ms) from amphibian and mammalian myelinated nerves. NMR measurements and comparisons with myelin phantoms and expected myelin components indicate that these u$T_2$ signals arise predominantly from methylene $^1$H on/in the myelin membranes, which suggests that direct measurement of u$T_2$ signals can be used as a new means for quantitative myelin mapping.

AIII.1 — Background and Introduction

Quantitative myelin imaging is of widespread interest for both clinical and research studies of a number of neurological disorders, including Multiple
Sclerosis, Alzheimer’s Disease, various leukodystrophies, and numerous psychiatric disorders. For almost two decades the MRI research community has pursued the development and experimental validation of quantitative myelin mapping, primarily through one of three approaches: diffusion tensor imaging (DTI), quantitative magnetization transfer (qMT), and multi-exponential T$_2$ (MET$_2$). In lieu of a detailed discussion of these efforts, we direct the reader to a comprehensive review article by Laule and colleagues (1). Briefly though, while DTI has great sensitivity to white matter microstructure, it has not been found to be specific to myelin. Both qMT and MET$_2$ have shown greater promise to be more specific, but neither has been widely adopted because of the remaining ambiguity in interpretation and difficulty of fast, multi-slice or 3D implementation. Another approach, which has thus far garnered relatively little attention, is the imaging of ultra-short T$_2$ (< 1 ms) signals using ultra-short Echo Time (uTE) imaging (2), or related methods (3,4). uTE methods have demonstrated relatively greater signal in white matter compared to gray (5,6), but no studies (to our knowledge) have yet evaluated the origins of this signal or its relationship to myelin. Presented here are $^1$H NMR measurements and isotopic perturbations on both central and peripheral nerves as well as on myelin phantoms, which were used to characterize and determine the biophysical
origins of ultra-short $T_2$ (uT$_2$) signals ($50 \, \mu s < T_2 < 1 \, ms$) in myelinated tissue.

Results indicate that uTE MRI has promise as a specific measure of myelin content.

**AIII.2 — Experimental Methods: NMR**

$^1$H NMR measurements were performed at 200 MHz in a 31-cm horizontal bore 4.7T magnet, equipped with a Varian DirectDrive Console (Varian Medical Systems, Palo Alto, CA). An in-house built 10-mm diameter loop-gap RF coil with Teflon structural support and low background $^1$H signal (similar to the lowest-proton design described in (7)), was used for all measurements.

The Carr-Purcell-Meiboom-Gill (CPMG) (8) pulse sequence was used to measure transverse relaxation in each sample with the following experimental parameters (based on a previous study of cortical bone (9)): 10000 echoes, 100 $\mu$s echo spacing (first echo at 100 $\mu$s), $\approx 6.5/13 \, \mu$s ($90^\circ/180^\circ$) RF pulse durations, 40 $\mu$s signal acquisition time per echo, 15 s TR, 16 averaged excitations and a four-part $90_{(x,x,x,x)}/180_{(y,y,y,y)}$ phase cycling scheme. Free induction decays (FIDs) were also collected using $\approx 6.5 \, \mu$s-duration 90$^\circ$-pulse, 2.5 MHz bandwidth acquisition, 15 s TR, and 64 averaged excitations with a 90$_{(x,y,-x,-y)}$ phase cycling scheme. After receiver dead time and coil ringing, the first FID sample was acquired 10.4 $\mu$s after the midpoint of the 90$^\circ$-pulse.
From each CPMG acquisition, a T₂ spectrum was estimated by forming a linear system equating the signal (10,000 echoes) to a sum of 128 exponential functions (time constants log-spaced between 10 µs and 1 sec), reducing the system dimension by singular value decomposition (10), then fitting exponential amplitudes in a non-negative least-squares sense and subject to a minimum curvature regularization (10,11). The regularization was adjusted to a conservative level by matching T₂ spectral features in the 10-300 ms range to those in previous studies (12,13). T₂* spectra were estimated similarly from the first ≈500 µs of the FIDs and with time constants between 5 and 2000 µs. Because previous studies of a model membrane system similar to myelin have demonstrated non-exponential free induction decays (FIDs) (14,15), (which would appear similarly in a CPMG measurement), non-exponential decay characteristics were also investigated in the deuterated myelin extract and phantom measurements. Fitted CPMG and FID components with T₂ (or T₂*) > 200 µs were subtracted from the original signals to isolate the shortest-lived signal components, which were then fitted to a Gaussian function by nonlinear regression.

T₂-T₂ relaxation exchange spectroscopy (REXY) (16,17) was used to identify magnetization exchange between T₂ components, and was implemented
with the following experimental parameters: 15 s TR, 53 different CPMG preparation times pseudo log-spaced between 100 μs and 1 s, a 200 ms mixing time, and a CPMG acquisition as described above (10000 echoes at 100 μs echo spacing, etc). Four excitations were collected with a 2-step phase cycle of the storage pulse, resulting in a total scan time of ≈ 60 min. REXSY echo magnitudes were reduced by singular-value decomposition prior to two-dimensional non-negative least squares fitting (18,19) to the aforementioned range of decaying exponentials, producing a so-called $T_2$-$T_2$ spectrum.

All measurements were made at bore temperature (≈ 20°C) and all data processing (REXS and CPMG) was performed using MATLAB (The Mathworks, Natick, MA) and the freely-available MERA_Toolbox (Multi-Exponential Relaxation Analysis, http://vuiis.vanderbilt.edu/~doesmd/MERA/MERA_Toolbox.html).

AIII.3 — Experimental Methods: Nerve Tissue Processing

Immediately following euthanasia, a pair of sciatic nerves were excised from each of three frogs (adult African clawed toads—Xenopus laevis) to characterize peripheral nerve, and a pair of optic nerves were excised from each of two rats (adult Sprague-Dawley) to characterize nerve more similar to the central nervous
system. All animal handling protocols were approved by the Vanderbilt University Institutional Animal Care and Use Committee.

From each frog, ≈ 20 mm of sciatic nerve was extracted from each hind limb using blunt dissection techniques. Samples were cleaned of blood and connective tissue and stored in buffered isotonic solutions. One nerve sample was placed in amphibian Ringer’s solution (Fisher Scientific, Waltham, MA) and the other in a mixture of D$_2$O (99.9% isotopic purity, Sigma-Aldrich Corp., St. Louis, MO) and electrolytes (by mass proportion: 73 NaCl : 2 KCl : 1 CaCl$_2$ : 2 NaHCO$_3$) consistent with amphibian Ringer’s solution. From each rat, ≈ 5 mm from each optic nerve was extracted from a span between the skull and optic chiasm, cleaned of blood and connective tissue and stored in buffered isotonic solutions. One nerve sample was placed in a standard phosphate buffered saline (PBS) solution (Mediatech Inc., Manassas, VA) and the other in a deuterated solution made by mixing D$_2$O (above) with the appropriate mass PBS electrolyte tablets (MP Biomedicals, Solon, OH).

Both sciatic and optic nerve samples were maintained on a shaker table at 4 °C and agitated at 20 RPM. Periodically, over a three-hour duration, samples were removed from the buffer and placed in a 5-mm o.d. NMR tube filled with Fomblin (a $^1$H-free oil, Solvay Solexis, West Deptford, NJ) for CPMG
measurements (≈ 5 min). Following data collection, the samples were returned to the appropriate buffer. After three hours, the sciatic nerve samples that were stored in regular Ringer’s solution were again placed in a 5-mm o.d. NMR tube filled with Fomblin for REXSY measurements (≈ 60 min).

**AIII.4 — Experimental Methods: Tissue Phantom Preparations**

In addition to the study of freshly excised nerve, three tissue phantoms were studied: I) a biologically-derived myelin extract phantom, II) a synthetic myelin lipid phantom, and IIIa/b) two protein phantoms. All tissue phantoms were prepared in both hydrated and deuterated states and studied with CPMG, as described above.

Phantom I, biologically-derived myelin extract, was formulated from bovine brain myelin extract as follows: Folch Fraction I (Type-I bovine brain extract, Sigma-Aldrich Corp., St. Louis, MO), an organophilic extract of predominantly myelin-related brain lipids (20), was lightly milled with mortar and pestle into a fine powder and lyophilized at 0.05 mBar for 24 hours to remove water and residual solvents. The remaining powder (50 mg) was then combined via high-speed vortexer with 35 μL of either deionized water or D₂O, forming paste-like phantoms with the solid-liquid mass ratio = 3:2, as expected in physiological myelin.
Phantom II, synthetic myelin lipid, was formulated to approximate the non-protein portion of biological myelin, and consisted of 50% (w/w) deionized water (or D₂O), 13.5% cholesterol, 13% galactocerebroside, 19.3% phosphatidylcholine, and 4.2% sphingomyelin (all lipids obtained from Sigma-Aldrich Corp., St. Louis, MO). The solid lipid mixture (50 mg) was co-solvated in 150 µL of a 2:1 (by volume) mixture of chloroform:methanol to uniformly incorporate all components. The resulting solution was then lyophilized for 48 hours to remove all solvents and residual water, and the recovered residue was combined with the appropriate amount of either water or D₂O via high-speed vortexer.

Two aqueous protein phantoms were prepared: Phantom IIIa consisted of 20% w/w Type-1 collagen, purified from bovine tendon (Sigma-Aldrich Corp., St. Louis, MO), and Phantom IIIb consisted of a gel of 20% w/w bovine serum albumin (99.9% purity, Sigma-Aldrich Corp., St. Louis, MO), crosslinked with 25 µL/mL of 50% aq. glutaraldehyde (Electron Microscopy Sciences, Hatfield, PA).

**AIII.5 — Experimental Findings**

Typical T₂ spectra from nerve samples ≈1.5 hr in control and deuterated buffer, and from tissue phantoms, in hydrated and deuterated states, are shown in Fig AIII.1.
FIGURE AIII.1  Representative $T_2$ spectra from: biological sources (A) of frog sciatic nerve, rat optic nerve, and bovine brain myelin extract (Phantom I); and $T_2$ spectra from synthetic sources (B) of refined myelin lipids (Phantom II) and collagen/BSA proteins (Phantoms IIIa/b, respectively), in naturally abundant water (blue/black) or after prolonged $D_2O$ immersion (red/gray). $D_2O$ immersion dilutes $^1H$ capable of chemical exchange with water, so only methylene $^1H$ signals effectively survive $D_2O$ immersion. In all sources except the pure protein phantoms (IIIa/b), a large $uT_2$ component ($\approx 60-100 \mu s$) was consistently observed with at least one other longer-lived $uT_2$ component. All $uT_2$ components effectively survived $D_2O$ immersion and are attributed predominantly to methylene $^1H$. Long-lived $T_5$ ($> 1$ ms) are attributed primarily to water $^1H$, in agreement with previous studies.
Note that although the vertical scales in Fig AIII.1 are in arbitrary units, we know from previous experience with this experimental set-up that the inter-sample variation in $^1$H NMR signal amplitude between like samples is $\approx 5\%$ (9), so it is reasonable to compare spectra from control and deuterated samples on the same scale. Control nerve $T_2$ spectra are generally similar to previously published results for frog sciatic (12) and rat optic (13) nerve, with a few exceptions. Most importantly, previous studies did not investigate the sub-millisecond $T_2$ domain where Fig AIII.1 shows two signal components in both frog sciatic ($T_2 \approx 50 \mu$s and $\approx 250 \mu$s) and rat optic nerve ($T_2 \approx 80 \mu$s and $\approx 700 \mu$s) spectra. As also seen in Fig AIII.1, these $\mu T_2$ signals did not wash out during immersion of nerves in deuterated buffer, despite the loss of $\approx 95\%$ of frog sciatic nerve long-$T_2$s (>1 ms, as consistent with a previous study (21)) and $\approx 68\%$ of rat optic nerve long-$T_2$s. Repeat CPMG measures during immersion confirmed that a steady-state condition was reached in frog sciatic nerve within the first 1.5 hr of $D_2O$ immersion. The long-$T_2$s in the rat optic nerve did not reach a clear steady-state within two hours of immersion, at which point the nerve had begun to visibly disintegrate, so one additional rat optic nerve was fixed in glutaraldehyde/formalin and followed over a 10-day period of $D_2O$ immersion. These data (not shown) indicated that 82\% of the initial long-$T_2$s were removed by $D_2O$
immersion, while uT$_2$s remained unchanged. The remaining long T$_2$ signal from deuterated rat optic nerve was on the same order of magnitude as the known background signal from the coil and ambient water vapor (7), which is negligible compared to the much larger signals from the sciatic nerves and phantoms.

The resilience of the uT$_2$ signals in nerve to the deuterated buffers indicate that they are not derived from water protons or chemically-exchangeable amide/hydroxyl protons, but rather must predominantly arise from carbon-bound methylene protons. Similar uT$_2$ signal components which are also present in both hydrated and deuterated states, are seen in Phantom I (myelin extract) and Phantom II (myelin lipids), which suggests that myelin and/or other membrane lipids may be the source of these methylene protons which give rise to the uT$_2$ signals. Conversely, the absence of uT$_2$ components from Phantom III (protein solutions) suggests that tissue proteins are not a likely source. (Due to the absence of uT$_2$ signals, Phantom III preparations were not further studied in a deuterated state.)

Figure AIII.2 shows the T$_2$-T$_2$ spectra from REXSY measurements of a frog sciatic nerve (representative of both frogs studied). Although this T$_2$-T$_2$ spectrum is unregularized, it is readily apparent that the main diagonal is similar to the CPMG-derived T$_2$ spectrum from frog nerve in Fig AIII.1. The off-diagonal
components indicate exchange of magnetization between corresponding main-diagonal $T_2$ components during the 200 ms mixing period.

FIGURE AIII.2 $T_2$-$T_2$ exchange spectroscopy (REXSY) spectra from frog sciatic nerve (A) and the bovine brain myelin extract phantom (B). In these contour plots of spectral intensity, components appearing on the main diagonal represent stationary $^1$H that do not exchange with other sites during the REXSY mixing period. Off-diagonal cross-peaks indicate spins that undergo exchange between corresponding main-diagonal components and are labeled accordingly. Thus, in frog sciatic nerve, $^1$H exchange occurs among uT$_2$ components and both the $\approx 25$ ms (myelin water) and 90 ms (extra-axonal water) components. Exchange is also observed in the myelin extract phantom between uT$_2$ components and the main water $T_2$ ($\approx 15$ ms), indicating that myelin/water interactions may give rise to the majority of uT$_2$-related exchange observed in myelinated frog nerve.

As such, Fig AIII.2 indicates exchange between the dominant uT$_2$ component and both the 25 ms and 90 ms $T_2$ components. Possible exchange between the 20 ms and the 90 ms $T_2$ components is indicated by the presence of one cross peak,
while the 300 ms component apparently does not exchange with any components on the timescale of the 200 ms mixing period. REXSY measurement of the myelin extract phantom (Fig AIII.2) also indicates magnetization exchange between its \( uT_2 \) and \( \approx 15 \) ms \( T_2 \) water component.

Figure AIII.3A-C shows FID and CPMG signals (3A) and corresponding multi-exponential fits (3B) from the deuterated myelin extract (Phantom I). When stripped of long-lived components (\( T_2 \) or \( T_2^* > 200 \) µs), the signals fitted to both exponential and Gaussian functions are shown in Fig AIII.3C. These fits indicate that if the short-lived CPMG signal decayed according to a Gaussian function, then the exponential fitting used here could overestimate this component amplitude by as much as \( \approx 2.5x \). However, the FID did not reveal such a prominent Gaussian decay characteristic and restricted this overestimation to \( \approx 10\% \). The residual second moments from Gaussian fits did not exceed \( 1.1 \times 10^9 \) s\(^{-2}\) across all nerves and myelin phantoms, which is consistent with a dipolar-broadened liquid crystalline lipid system (15). Such a system is theoretically described by a super-Lorentzian lineshape, as previously experimentally shown for non-aqueous signals from whole cells (14). The super-Lorentzian deviates from an exponential shape to a lesser extent than the Gaussian, so while it is generally inaccurate to model a dipolar-broadened spin system with exponential
basis functions, the inaccuracy in fitted signal amplitudes is small in this case. To be clear, we are not arguing that a dipolar-broadened non-aqueous tissue signal is theoretically described by Lorentzian lineshape. In Fig AIII.3D&E, FID data and exponential fits are shown for a representative sciatic nerve and phantoms, and it is clear that the sciatic nerve possesses a $\mu T_2$ component ($\approx 70 \mu s$) similar to the myelin phantoms, as well as shorter-lived component ($< 20 \mu s$) similar to the two protein phantoms.
FIGURE AIII.3 Rapid relaxation in myelin extract (A-C) and in sciatic nerve and phantoms (D,E). (A) CPMG (diamonds) and FID (circles) signal magnitudes from deuterated Phantom I (myelin extract); multi-exponential fits are displayed as solid lines and (B) in the $T_2$ (or $T_2^*$) domain. Fitted long-$T_2$ (or $T_2^*$) components (gray: $T_2 > 200 \mu s$) were subtracted from the original data to isolate the (C) shortest-lived signals. Short-lived CPMG data were fitted with exponential (solid blue) and Gaussian (dashed blue) functions; the exponential fit overestimates the Gaussian signal amplitude by $\approx 2.5x$ (blue arrow). Short-lived FID data were fitted with exponential (solid red) and Gaussian (dashed red) functions; the exponential fit overestimates the Gaussian signal amplitude by only $\approx 1.1x$ (red arrow). (CPMG and FID signal amplitudes (A&C) are normalized to 1 at $t = 0$ for display purposes.) Multi-exponential fits of early FIDs from a sciatic nerve (S.N.), Phantom II (synthetic myelin lipid, Ph. II), BSA protein phantom, and collagen gel
phantom (Coll.) are shown in the $T_2^*$ (D) and time (E) domains. As before, fitted long-$T_2^*$ components (D, gray) have been subtracted from FIDs to isolate shortest-lived signals (E). Very short-lived decays ($T_2^* < 20 \, \mu s$) were seen in sciatic nerve and the protein phantoms, although such decays were clearly non-exponential. Additionally, a uT$_2$ component ($\approx 70 \, \mu s$) was observed in sciatic nerve, similar to the myelin phantoms I & II. (FID amplitudes in (E) are normalized to 1 at the first datum for display purposes.)

AIII.6 — Discussion: Ultrashort-$T_2$s from the Myelin Membranes

In amphibian and mammalian myelinated nerves, previous studies have thoroughly characterized $T_2$ components with relaxation times greater than 1 ms, and our observations over this $T_2$ domain are in good agreement with these studies (12,13). In these, the $T_2 \approx 20$ ms component has been attributed to myelin water; consequently, in this study, signals with $1 \, ms < T_2 < 50 \, ms$ are defined as arising from myelin water. In contrast, uT$_2$ signals ($50 \, \mu s < T_2 < 1 \, ms$) from myelinated tissues have not been well studied. Previous uTE imaging studies have demonstrated greater signal in white matter compared to grey matter (5,6), and numerous magnetization transfer (MT) studies have modeled white matter as having a greater reservoir of solid/semi-solid protons (typically modeled with $T_2 \approx 10 \, \mu s$) compared to grey matter (22-25), but, to our knowledge, no previous study has directly measured a range of sub-millisecond $T_2$ components and attempted to determine their biophysical origins. (Again, describing these signal
components with T2 time constants is done for convenience and not to imply that they are truly governed by exponential decay functions.)

The finding that uT2 components survive D2O immersion in all nerves (Fig AIII.1) but still exchange magnetization with known water components on a 200 ms time scale (Fig AIII.2) indicates that uT2 signals cannot predominantly arise from water or water-exchangeable 1H, including those found on mobile and bound water in the intra/extra-axon or myelin spaces. If the uT2 components were to arise from water, it is not conceivable how they could both survive D2O immersion and directly exchange with water that is lost to D2O immersion. Rather, we suggest that the nerve uT2 signal primarily arises from the methylene 1H, for which there are two broad sources: phospholipid membranes and various intra- and extra-cellular proteins.

The biological myelin extract phantom (I) exhibited a similar methylene uT2 1H signal to that found in the myelinated nerves (Figs AIII.1&3). This observation demonstrates that myelin is a source for the uT2 signal, but does not itself discriminate lipid from protein sources, nor does it define the relative contribution of myelin to the uT2 signal. Although known to be predominantly lipids, the exact chemical composition of Phantom I was not determined and thus it cannot be used to rule out a protein source. However, in comparing the
observations from Phantoms II and III, we see that both hydrated and deuterated lipids known to exist in myelin membrane exhibited uT$_2$ signals, while no such signal in the 50-1000 µs domain was found from either the Type-I collagen or BSA phantoms (Fig AIII.3D&E). Of course, there are many proteins in tissue, but collagen is representative of a large fraction of extra-cellular matrix proteins in nerve, and BSA is a common model for intra-axonal and membrane proteins. It is possible that methylene protons in nerve proteins contribute to an even shorter-lived ≈10 µs T$_2$ component, which has been previously characterized through MT measurements (22,23,25) and through wideline FIDs (24). As shown in Fig AIII.3, such a component was observed in the FIDs acquired from nerves and protein phantoms (III a/b) but not from the myelin extract (I) or lipid phantoms (II).

Additionally, the deuterated forms of phantoms I and II were prepared from anhydrous starting materials, so their sizeable uT$_2$ signals cannot originate from a trapped water compartment that is D$_2$O-inaccessible. Combining this with the noted uT$_2$ similarities between nerves and phantoms I/II further suggests that the nerve uT$_2$s do not arise from water. With these findings, we conclude that the uT$_2$ signal from nerve is predominately derived from membrane lipids.

To evaluate the relative contribution of myelin to the uT$_2$ signal, consider the relative sizes of the uT$_2$ and myelin water signals. In both sciatic and optic
nerve, the methylene uT$_2$ signal is approximately equal to the size of the myelin water signal (Fig AIII.1 and Table AIII.1). While there is no known source of lipid outside the myelin that alone can account for such a significant tissue volume, it is possible that some uT$_2$ signal is derived from non-myelin lipid sources. These sources include plasma and organelle membranes, which represent a minor fraction of the total lipid content in myelinated nerve, so we expect the observed uT$_2$ signals in myelinated nerves to be strongly myelin-specific.

TABLE AIII.1 Observed uT$_2$ $^1$H signal size in myelinated nerves and myelin extract, compared to expected mammalian myelin membrane $^1$H content. Total observed uT$_2$ $^1$H and expected $^1$H are normalized to the $^1$H content of myelin water and are also subdivided into non-methylene (D$_2$O-exchanging) and methylene portions. Total expected myelin membrane $^1$H is further divided into lipid and protein components. It is apparent that observed uT$_2$ signals are similar in size to the $^1$H pools expected in myelin lipids and bulk myelin (see Fig AIII.3). Nerve results are reported as mean ± one standard deviation across all three frogs or as the range for both rats.

<table>
<thead>
<tr>
<th>$^1$H Source</th>
<th>[H] / [Myelin water $^1$H]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
</tr>
<tr>
<td>Frog Sciatic Nerve</td>
<td>1.01 ± 0.07</td>
</tr>
<tr>
<td>Rat Optic Nerve</td>
<td>1.09 - 1.13</td>
</tr>
<tr>
<td>Bovine Brain Myelin Extract</td>
<td>1.12</td>
</tr>
<tr>
<td>Myelin Lipids</td>
<td>1.14</td>
</tr>
<tr>
<td>Myelin Proteins</td>
<td>0.21</td>
</tr>
<tr>
<td>Total Myelin Membrane</td>
<td>1.35</td>
</tr>
</tbody>
</table>
Additionally, because the chemical composition of myelin has been well studied, the postulate of a μT₂ myelin methylene proton origin can be evaluated by comparing the relative sizes of observed μT₂ and myelin water signals to the expected relative amounts of myelin membrane-associated $^1$H and myelin water. To this end, the $^1$H content of model myelin can be estimated from established compositional information. Assume i) that myelin contains 40% water and 60% solids (by mass) (1,26); ii) that the solid portion of myelin contains 20% protein and 80% lipids (by mass) (1,26); iii) the composition of the protein portion to be a 3:5 mixture (by mass) (1) of myelin basic protein ($C_{471.3}H_{834.8}N_{152}O_{142.7}S_{1.2}$ with 304.5 non-methylene $^1$H) and proteolipid protein ($C_{486.5}H_{846.1}N_{115.8}O_{138.9}S_{5.9}$ with 256.7 non-methylene $^1$H), respectively (non-stoichiometric empirical formulas are derived from bovine myelin shown in (27)); and, iv) from (26), the composition of the lipid portion to be: 27% cholesterol ($C_{27}H_{46}O$ with one non-methylene $^1$H), 26% gangliosides (assume GM1: $C_{73}H_{131}N_{3}O_{31}$ with 20 non-methylene $^1$H), 20% phosphatidylethanolamine ($C_{37}H_{75}NO_{8}P$ with four non-methylene $^1$H), 10% phosphatidylcholine ($C_{40}H_{81}NO_{8}P$ with one non-methylene $^1$H), 8.5% phosphatidylserine ($C_{38}H_{74}NO_{10}P$ with four non-methylene $^1$H), and 8.5% sphingomyelin ($C_{38}H_{78}N_{2}O_{9}P$ with three non-methylene $^1$H); palmitate fatty acids were assumed for the phosphatidyl- and sphingomyelin structures.
Then, from this model myelin composition, the relative proportions of each myelin component’s expected $^1$H pool size were derived and are shown in Fig AIII.4. From these proportions, it is straightforward to calculate the expected ratio of myelin methylene $^1$H to myelin water ($≈1.21$, Table AIII.1), which is similar to the observed values of $≈1.11$ (bovine myelin extract), $≈1.12$ (rat optic nerve) and $≈0.98$ (frog sciatic nerve). Further, if we consider only the lipid contribution, as argued by observations from Phantoms I-III, this expected ratio drops from 1.21 to 1.07, which is even closer to the observed ratios and further suggests that proteins do not significantly contribute to the uT$_2$ signals. Hence, the assertion that the uT$_2$ signal from nerve is predominantly due to myelin is consistent with the comparison of the uT$_2$ signal amplitude and the known composition of myelin. And, while the reported uT$_2$ signal sizes are subject to experimental error and possible modest overestimation due to non-exponential decay characteristics (see Fig AIII.3), there are clearly enough methylene $^1$H in myelin membranes to account for the observed uT$_2$ signal sizes.
FIGURE AIII.4  Expected biological myelin $^1$H fractions, by molecular source. Clockwise, lipid $^1$H sources are phosphatidylcholine (PC), cholesterol (Chol), sphingomyelin (SM), phosphatidylethanolamine (PE), phosphatidylserine (PS), and gangliosides (GS); protein sources are proteolipid proteins (PLP) and myelin basic protein (MBP); finally, the water source includes surface-bound and interstitial membrane water. Light and dark shading indicate the portions of each molecular source representing non-methylene and methylene $^1$H, respectively. For example, 5.1% of total myelin $^1$H is found on phosphatidylcholine, which is predominantly methylene $^1$H. In bulk myelin, there is a similar amount of expected methylene $^1$H (all darkly-shaded regions) as compared to myelin water $^1$H, which is reported in Table AIII.1.

Results from REXSY measurements offer further insight into the nature of the $uT_2$ signals components in nerve. REXSY spectra (Fig AIII.2) from both sciatic nerve and myelin extract demonstrate exchange of magnetization between the $uT_2$ signal and the myelin water signal (as well as some longer-lived $T_2$ components in nerve). This exchange must be mediated at some point by a

<table>
<thead>
<tr>
<th>Lipids</th>
<th>Proteins</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Methylene $^1$H</td>
<td>Methylene $^1$H</td>
</tr>
<tr>
<td>5.1% PC</td>
<td>5.1%</td>
</tr>
<tr>
<td>14.8% Chol</td>
<td>14.8%</td>
</tr>
<tr>
<td>4.4% SM</td>
<td>4.4%</td>
</tr>
<tr>
<td>10.0% PE</td>
<td>10.0%</td>
</tr>
<tr>
<td>9.9% PS</td>
<td>9.9%</td>
</tr>
<tr>
<td>3.3% PLP</td>
<td>3.3% PLP</td>
</tr>
<tr>
<td>10.2% GS</td>
<td>10.2% GS</td>
</tr>
<tr>
<td>3.9% PS</td>
<td>3.9% PS</td>
</tr>
<tr>
<td>5.7% MBP</td>
<td>5.7% MBP</td>
</tr>
<tr>
<td>42.6% Water</td>
<td>42.6% Water</td>
</tr>
</tbody>
</table>

<table>
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<th>Lipids</th>
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</tr>
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<td>Lipids</td>
<td>Proteins</td>
</tr>
<tr>
<td>5.1% PC</td>
<td>5.1%</td>
</tr>
<tr>
<td>14.8% Chol</td>
<td>14.8%</td>
</tr>
<tr>
<td>4.4% SM</td>
<td>4.4%</td>
</tr>
<tr>
<td>10.0% PE</td>
<td>10.0%</td>
</tr>
<tr>
<td>9.9% PS</td>
<td>9.9%</td>
</tr>
<tr>
<td>3.3% PLP</td>
<td>3.3% PLP</td>
</tr>
<tr>
<td>10.2% GS</td>
<td>10.2% GS</td>
</tr>
<tr>
<td>3.9% PS</td>
<td>3.9% PS</td>
</tr>
<tr>
<td>5.7% MBP</td>
<td>5.7% MBP</td>
</tr>
<tr>
<td>42.6% Water</td>
<td>42.6% Water</td>
</tr>
</tbody>
</table>
through-space dipolar interaction, since the methylene $^1$H responsible for uT$_2$ signals will not chemically exchange with water $^1$H. Previous work has demonstrated such an interaction between methylene $^1$H and water (28). However, other studies have presented compelling evidence that commonly observed MT in myelinated tissue is mediated by chemical exchange of water protons with head-group –OH protons on cholesterol (29) and, more significantly, on membrane lipids such as galactocerebroside (30). We postulate that the relatively large membrane lipid methylene $^1$H pool, responsible for the uT$_2$ signal, acts as a spin reservoir that supplies the less abundant surface –OH proton pool with magnetization via spin diffusion from the membrane interior to the water-accessible surface groups. The extent to which this magnetization exchange pathway contributes the commonly observed MT contrast in white matter is not clear, but the REXSY observations indicate that a two-pool MT model containing a $T_2 \approx 10 \mu$s solid $^1$H pool as the only submillisecond-$T_2$ species is probably incomplete for characterizing MT in myelinated tissue.

In comparison to other myelin imaging methods, quantitative imaging of the uT$_2$ signal is potentially more myelin-specific and easier to measure. As noted above, the uT$_2$ signal likely contributes to qMT measures of the solid pool size ($M_{0b}$), but it is additional to and distinct from the $T_2 \approx 10 \mu$s signal, which was
observed in FIDs from whole nerve but not myelin extract. This suggests that the
uT₂ signal is derived from a sub-set—possibly more myelin-specific—of spins
that contribute to M₀b, and simple two-compartment modeling (semisolid &
liquid spin pools) may be inadequate. Also, current qMT methods require several
acquisitions and non-linear signal modeling, e.g., (25,31), but the similarity
between T₂ and T₂' spectra from myelin extract (Fig AIII.3b) indicates that the uT₂
signal (T₂ ≈ 50-150 µs) is accessible to standard uTE methods with minimal signal
processing. In comparison to myelin water fraction (MWF) derived from multi-
exponential analysis of water signal (32), it is much easier in principle to
distinguish a uT₂ signal from tissue water signals (T₂s = 10-100 ms) than it is to
distinguish “myelin water” (T₂ ≈ 20 ms) from non-myelin water (T₂ ≈ 80 ms).
Also, the much shorter T₂ of the uT₂ signal makes its amplitude less sensitive to
magnetization exchange with other spin pools. Inter-compartmental water
exchange, as affected by myelin thickness, appears to contribute to the MWF in
rat spinal white matter (33), although the effect in brain remains unknown.
Ultimately, the relationship between the uT₂ signal and other MRI measures of
myelin, and to myelin content and structure itself, will require further studies.
AIII.7 — Conclusions

In summary, methylene $^1$H NMR signals with $T_2 = 50 \mu$s to 1 ms and similar in amplitude to the myelin water signal ($T_2 = 10-50$ ms) are reported in both amphibian and mammalian myelinated nerves. Combined evidence from $^1$H isotopic manipulation, relaxation-based exchange spectroscopy, and measurements of multiple tissue phantoms indicates that these signals predominantly originate from methylene $^1$H on/in the myelin membranes. As such, the $uT_2$ signals likely provide a direct measure of myelin content that is more accessible than the myelin water signal because of $T_2$ isolation. We expect the $uT_2$ signals reported herein to be present in all myelinated tissues, and it is likely that such signals are the source of previously reported white matter contrast enhancement in $u$TE images.
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