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Chapter 1

1 INTRODUCTION

1.1 The Non-renewable Earth

Worldwide usage of non-renewable energy is not sustainable given current growth in energy demands. For this reason, alternative energy sources need to be developed alongside current sources, so that a global energy crisis is averted when the time comes that energy can no longer reliably be sourced from non-renewable resources (estimated to occur within the next 53 years). Several renewable sources, such as hydro, wind, geothermal, and solar have been studied in regards to meeting this need. Of these, solar stands out as an extremely promising candidate for several reasons. Firstly, the amount of energy which strikes the earth yearly from the sun is estimated to be nearly 10,000x the current global energy demand. Secondly, the application of this form of renewable energy could be easily adapted to open land, or to urban environments by affixing solar cells to the roofs of buildings or integrating them into windows. Finally, the harvesting of solar light is an option which, in recent years, has become increasingly affordable for consumers in developed countries, and stands to be deployable for developing countries as well.

Currently, the most commonly utilized type of solar cell is made of silicon. This material has served well as an entry into utilizing solar energy, but there are factors which are major drawbacks for its use. For instance, in order to absorb enough light to make a usable solar cell, layers of silicon ~ 100 μm thick must be used to achieve 90% light absorption. This is in contrast with other materials which have the capability of absorbing the same amount of light while using 0.05-0.40 μm thick layers. The theoretical
maximum efficiency for single p-n junction silicon cells is 33.7%,\textsuperscript{7} while solar cells available for purchase generally show efficiencies in the range of 13-24%.\textsuperscript{8,9} Lastly, utilizing silicon in solar requires a large amount of energy in processing, and consequently time and money, which must be invested in the purification of Si and manufacturing of the solar cells.

Given the restrictions of solar cells using pure Si, resources have been invested in developing new materials for solar energy capture which possess direct band gaps and lower costs of manufacturing. Of considerable interest are colloidal semiconductor nanoparticles. Nanoparticles (NPs), very small pieces of material with a diameter of 1-100 nm, are desirable for use in solar cells because they are easily solution processable and can have very high extinction coefficients.\textsuperscript{10} Added to this, many of these materials from which NPs are fabricated, such as CdSe and PbS, absorb well in the visible range of light, and possess tunable bandgaps \textit{via} quantum confinement. The combination of these qualities allows for a small amount of easily processed material to be made and tuned to specific parameters to achieve desired properties for a solar cell. Figure 1.1 outlines the tremendous progress in the improvement of solar cell efficiency comparing quantum dot (QDs, a type of NP under quantum confinement [vide infra]) solar cells to traditional silicon solar cells.

Utilizing solar cells to directly convert the sun’s energy into electricity is the most straightforward method of exploiting photonic energy, but another possibility is through photocatalysis. In a traditional solar cell, the electricity generated by the sun must be stored in a battery. By utilizing the sun’s energy to instead directly reduce water into hydrogen gas, the energy is being stored in the chemical bonds of H\textsubscript{2} as a fuel. This
method of energy storage is promising because compressed H\textsubscript{2} has a very high energy density, and the oxidation of H\textsubscript{2} with O\textsubscript{2} only produces water vapor as a byproduct.\textsuperscript{11} While safe H\textsubscript{2} storage still remains a challenge, methods of producing H\textsubscript{2} using sunlight and H\textsubscript{2}O via NPs of various types have been reported.\textsuperscript{12–16} Forward progress in this field requires the ability to effectively split water into H\textsubscript{2} and O\textsubscript{2} utilizing a method which harnesses clean energy in order to produce this energy source.

![Figure 1.1 Solar Cell Efficiencies](image)

**Figure 1.1 Solar Cell Efficiencies.** The trend in increasing efficiencies of typical solar cell types shown since 1975. Si cells are common in commercial production, but have not seen near the improvement of multijunction, thin-film, or photo-voltaic technology. This plot is courtesy of the National Renewable Energy Laboratory, Golden, CO.
The following introductory sections will cover the fundamentals of nanoparticles including synthesis, surface interactions and challenges, and quantum confinement effects. Fundamental synthetic details must be understood in order to control, not only of the resulting size and morphology, but also the chemistry between the nanoparticle surface and surrounding environment. Further knowledge of the intrinsic materials properties are necessary when considering quantum confinement, and how changing electronic properties of a material will affect the ultimate application. Further discussion of the applications of these materials to solar cells and photocatalysis applications will follow.

1.2 Overview of Nanoparticles: Synthesis and Properties

NPs can be synthesized from many different types of materials including metals, metal compounds, semiconductors, and insulators.\textsuperscript{10,17,18} While intense scientific research has been undertaken on these structures in recent decades, their use was unknowingly perpetuated in glass making as early as the fourth century. Au NPs feature light absorption around 520 nm due to surface plasmon resonance, a phenomena which is caused by oscillations of electrons on the surface of the material, resulting in a red or pink coloration.\textsuperscript{19} This property was used to color the well-known Lycurgus cup and is also used in stained glass. The unique properties of nanoscale materials were, much later, specifically recognized by Michael Faraday as he noted that Au, when pressed into thin sheets, possessed unique properties not seen in bulk pieces of Au.\textsuperscript{20} Later in 1959 the famed physicist Richard Feynman presented a talk titled \textit{There’s Plenty of Room at the}
Bottom, where he heralded the unexplored realm of very small structures as one with vast potential for discovery. The following decades saw an increased effort to both synthesize and characterize materials of smaller sizes for various applications.
While different types of NPs have unique applications, semiconductor NPs are of particular interest for solar energy capture. In a semiconductor, charge carriers are only generated upon the input of energy at a value equal to or greater than the band gap of the material. The amount of energy required is intrinsic to the particular material. For instance, if CdS is bombarded with visible light, an exciton pair (a negative charge [electron] in the conduction band and positive charge [hole] in the valence band) will be generated. This is because the bandgap, or amount of energy required to generate an exciton pair, is 2.42 eV and falls within the energy spectrum of visible light at 512 nm.\(^{21}\) At this point the electron and hole can be used for reductive and oxidative processes, respectively, or the electron can fall back to ground state and emit heat or a photon of light (Figure 1.2).

1.2.1 Nanoparticle Synthesis

NPs can be produced through top down methods such as the laser ablation or mechanical grinding of bulk materials\(^ {22-24}\) or by bottom up methods such as sol-gel techniques, self-assembly, and chemical colloidal synthesis.\(^ {25-28}\) In the remainder of this dissertation, bottom-up colloidal NP synthesis will be the focus. In particular, II-VI chalcogenide NPs, such as CdS, CdSe, and PbS, are highlighted extensively due to excellent material stability, appropriate band position for water reduction/oxidation, energetically relevant quantum confinement properties, and previous research done on the fundamental physical and optical properties of the materials. Colloidal NP syntheses are performed in organic solution and involve long ligands, which serve to stabilize the NP surfaces as they form. The formation of NPs can be understood by LaMer nucleation
theory, which describes the trade-off between the favorable change in Gibbs free energy of forming a solid versus the unfavorable change in creating high energy surfaces. The equation below demonstrates this:

$$\Delta G_N (r) = \frac{4}{3} \pi r^3 \Delta G_V + 4\pi r^2 \gamma$$  \hspace{1cm} \text{Eq. 1.1}$$

where $r$ represents the radius of the NP, $\Delta G_V$ represents the free energy of forming a new solid, and $\gamma$ represents the surface energy of the solid. The formation of a material is favorable, and therefore the first term of this equation will be negative. However, exposed surface states to the outside system will cause more interactions requiring surface passivation, thus being a positive term. Ligands are used to lower this surface energy term and stabilize smaller particles. This explains why larger particles are more stable, since the surface area to volume ratio increases as the size of a NP decreases.

Two methods are generally used in colloidal semiconducting NP syntheses: heat-up and hot injection. In a heat-up reaction, all reagents are in the reaction flask simultaneously as the temperature is increased. This causes the formation of the precursors of the cationic and anionic components of the compound semiconductor in situ. Once a temperature is reached that provides sufficient activation energy to overcome the energy cost of the formation of new surfaces, the molecular species will begin to grow over a period of time into molecular clusters. This process continues until the precursors are consumed, equilibrium with dissolved compounds is reached, or the heat is removed. The hot injection method involves the separation of
cationic and anionic precursors. In this method one solution is injected into a second mixture which has been heated to a temperature above that at which growth occurs. This causes a fast nucleation and growth step relative to the heat-up method. The QDs will grow until the precursor concentration falls below the saturation point.\textsuperscript{29} A rapid nucleation separated in time from growth leads to monodisperse NP samples. A visualization of these processes relating concentration and time to growth can be seen in Figure 1.3.

**Figure 1.3: Visual Depiction of LaMer Nucleation Theory.** During NP synthesis once the concentration of precursors reaches a critical point (between $C_{\text{max}}$ and $C_{\text{min}}$ in the figure, known as super saturation) nucleation occurs. Once the concentration falls below the nucleation threshold ($C_{\text{min}}$) nanoparticles will continue to grow until precursor consumption causes the concentration to drop below saturation ($C_{s}$). Reproduced with permission from reference 29.
Another growth phenomenon which can occur is known as Ostwald ripening, which happens when the precursor concentration is depleted. Here smaller particles will dissolve and their ions are added to other, larger particles. This process is energetically favorable because the dissolution of small particles reduces the ratio of surface area to volume, thus lowering overall energy. While this causes an overall increase in average size, Ostwald ripening also causes an increase in the standard deviation of the size and results in polydispersity. This can be detrimental in some applications which require monodispersity for proper band alignment or NP packing.

Post either heat-up or direct injection synthesis, NPs are subjected to precipitation to remove byproducts. These byproducts could be unreacted precursors, degradation products from precursor decay, impurities from technical grade surfactants, and excess surfactant used during synthesis. Since the NPs from either a heat-up or hot injection method are coated in a corona of organic ligands, the particles are soluble in non-polar organic solvents. The surface ligands are typically long chain natural products such as oleic acid or oleylamine due to their availability, price, and lipophilicity. By adding a polar solvent such as methanol, ethanol, isopropanol, or acetone to the solution containing the NP, the NP will agglomerate with one another and precipitate from solution. The particles can then be separated from solution via centrifugation and supernatant removed.

A crucial factor in determining appropriate ligands for synthesis is that of binding strength to the material being made; during NP synthesis, a stronger or weaker binding molecule may
produce a particle which is larger or smaller, or vary the morphology of the final product. When considering bonding types, three different categories are commonly described: L, X, and Z, which correspond to neutral and anionic donors, and electron acceptors as shown in Figure 1.4. Examples of L-type ligands are alkyl amines (such as olelyamine) or alkyl phosphines. Common X-type ligands are organic carboxylates and phosphonates which possess a negative charge. Z-type ligands are generally Lewis acids and typically

**Figure 1.4: Types of Ligand Binding.** Depiction of X, L and Z-type ligand binding to a NP. Reprinted (adapted) with permission from reference 31. Copyright 2013 American Chemical Society.
coordinate to an anionic site. Z-type (a cationic species paired with two X-ligands) ligands have been observed to act as a capping layer around a nanoparticle surface in lieu of direct bonding between a single ligand and the nanocrystal lattice. It is important to remember these types of bonding interactions when designing experiments to control the size and morphology of the final product. X-type ligands can also be present in an ion bound pair such as the interaction between a \( S^{2-} \) anion with an ammonium cation. These classifications are also important when considering ligand exchanges (\textit{vide infra}).

1.2.2 Nanoparticle Surface Characterization

In order for a NP to be useful in most applications, the interface with its outside environment must be understood and controlled. Complex chemistry occurs that affect both the particle and outside environment. For instance, formation of new bonds such as oxides on the NP surface can introduce trap states, which are new electronic states that can provide lower energy transitions, hindering quantum yields and charge transfer.\(^{33}\) Change in the structure of the ligand corona (for instance, the addition of charged functional groups, metal ions, or shortening of ligands) can also introduce trap states, and the colloidal stability of the NPs may also be reduced. Further, leaching of metals such as Ag and Cd from NP surfaces is a possibility which can cause environmental and health concerns.\(^{34}\) For these reasons, extensive research has been devoted to the surface chemistry of NPs. As the size of a NP decreases, the surface area to volume ratio increases; this fact is what makes NPs very active catalysts, as the surface sites are where chemical reactions occur. Of continuing interest to the scientific community is the characterization of these surfaces with respect to both the crystallographic facets and the organic ligands which cover the NP
surface. In order to get a full picture of the nature of a surface, techniques which analyze different aspects of NP chemistry must be performed and results compared.

When characterizing the inorganic core of NPs, common techniques used are transmission electron microscopy (TEM), selective area electron diffraction (SAED), scanning transmission electron spectroscopy (STEM), energy-dispersive X-ray spectroscopy (EDS), STEM-EDS, X-ray diffraction (XRD), powder X-ray diffraction (PXRD), and computational modeling. TEM is a microscopy technique which utilizes electrons as “light” in a chamber under high vacuum. Since the wavelength of an electron is quite small under the acceleration voltages used in TEM, NPs of very small sizes can be directly visualized. The downside of this technique is that only elements which possess a sufficiently high Z number can be readily imaged, since the atoms must cause electrons to be scattered or diffracted which produces the image. This hindrance can be overcome through the conjunction of EDS and STEM. In STEM the electron beam is rastered across the sample and resulting data recorded for each point in two ways: dark field and bright field. Dark field records scattered electrons from the sample surface, while bright field records in line with the electron beam, as in TEM. EDS measurements record X-rays emitted due to electron irradiation at different energies which can be mapped to the ions which were struck. SAED and XRD give direct crystal lattice information, though through diffracting different energy sources. SAED utilizes the diffracted electrons from a TEM to produce rings related to lattice parameters, while PXRD utilizes an X-ray source which illuminates a sample while the detector is moved at different angles to record incident X-rays. Combining direct imaging of NPs with information regarding the inorganic core through diffraction can then be supplemented with visualization of NP surfaces through
programs such as Visualization for Electronic and Structural Analysis (VESTA). Visualization of surfaces can help in identifying growth mechanisms or chemical reactivity by showing prominent crystal facets as charged or neutral.

To gain a complete understanding of a NP, the surface ligand systems must also be examined. In colloidal NP systems, organic ligands coat the surface of nanoparticles resulting in a stable suspension in organic solvents. During synthesis long chain organic molecules with a high boiling point are used, but these are often replaced afterwards to facilitate denser packing of particles in films and or charge transfer out of the inorganic core, or provide attachment points for biological probes such as DNA or proteins.\(^{38}\)

Perhaps the simplest way to probe organic molecules on NP surfaces is nuclear magnetic resonance (NMR), but this technique comes with limitations not normally seen in molecular NMR. NMR utilizes radio frequency waves to cause the nuclear spin of nuclei to become excited, and then relax. The energy of relaxation can be measured and is slightly shifted depending on the chemical environment surrounding the nuclei being investigated. This allows for structural determination of molecules which are spin active such as \(^1\text{H}\) or \(^{13}\text{C}\).\(^{39-41}\) Since NMR performed on molecules free in solution relies on a similar relaxation rate for all protons of a specific nucleus, and the NP core affects the relaxation rates of nuclei nearby, surface broadening causes protons (or other nuclei being observed) close to the NP surface to give signals broad enough that they are not visible. Protons of a sufficient distance from the NP core (for instance, the alkene peaks in oleylamine) are still visible. Thus, NMR can be used to provide evidence of the existence of ligands containing peaks separated from the NP core, or to provide evidence of the absence of ligands used in synthesis. 2D NMR techniques such as diffusion ordered
spectroscopy (DOSY) and nuclear Overhauser effect spectroscopy (NOESY) allow for studies on the equilibrium between ligands which are bound or free on NPs. Other techniques used to observe surface ligands include X-ray photoelectron spectroscopy (XPS) which allows for observation of the oxidation states of atoms on the surface (thus providing evidence of functional groups or interactions with the crystal lattice), and thermogravimetric analysis (TGA) which allows one to determine the proportion by weight of a sample that makes up the organic shell versus the inorganic core.

Given that the topic of this dissertation is specifically focused on semiconductor NPs, optical spectroscopy techniques are also particularly important in characterization. Semiconducting materials employed in photovoltaics and photocatalysis often utilize visible light, as ultimate applications usually involve utilizing the sun’s energy to drive reactions forward. Therefore, UV-Visible spectroscopy (UV-Vis) is used to measure the amount of light absorbed by a material. This technique becomes very important when quantum confinement effects begin to shift absorption exciton peaks through the UV, visible, and near-IR ranges (vide infra). Fourier-Transform Infra-Red spectroscopy (FT-IR) is used to perform the same measurements, but for a broad region of the IR spectra. Information from IR gives stretching information which can be related to functional groups. Finally, photoluminescence spectroscopy (primarily fluorescence) is used to measure the emission of NPs after excitation at a set wavelength. The ratio of the amount of light emitted to the amount of light absorbed is the quantum yield (QY). This value is particularly important when assessing the best application for a material; a NP being used as a biological “tag” would require a high QY for visibility, but a NP being used in a charge transfer application would want charges to be moved into the ligands, resulting in a
“quench” in the QY. NPs are known for possessing remarkably high QY values, which has made them a popular choice for biological imaging applications.\textsuperscript{45}

By combining all of these characterization techniques, an overall picture of a NP system can begin to be elucidated, allowing for the development of new NP syntheses and fine-tuning of ligand systems for new applications.

1.2.3 Quantum Confinement

Quantum confinement is a property which occurs in NPs when the size of the particle becomes smaller than the Bohr exciton radius ($r_B$) of the material. The Bohr exciton radius is a calculated intrinsic property of a material which represents the radius an exciton pair (hole and electron) will occupy in a bulk material upon excitation.\textsuperscript{46} The following equation can be used to calculate this value:

$$r_B = \frac{\hbar^2 \varepsilon}{e^2} \left( \frac{1}{m_e^*} + \frac{1}{m_h^*} \right)$$

Eq. 1.2

where $m_e^*$ and $m_h^*$ represent the mass of the electron and the mass of the hole, respectively.

To envision at a molecular level what occurs when quantum confinement effects are observed, the linear combination of atomic orbitals (LCAO) can be employed.\textsuperscript{47} In a bulk material, thousands and thousands of orbitals comprise the valence and conduction bands. As the size of a material is reduced from bulk to the nano size regime, the number of orbitals comprising the frontier molecular orbitals is greatly reduced. This results in discrete transitions of a higher energy as the number of orbitals is diminished and the
electronic properties of the material shift from a bulk state to a molecular one. A representation of this is seen in Figure 1.5.\textsuperscript{48} It is important to take into account the difference between the mass of the electron and the mass of the hole when determining the position of the valence and conduction band. As can be seen in the equation to calculate the Bohr exciton radius (Eq. 1.2), it is the inverse of the mass which is important in determination of $r_B$. Therefore, a smaller mass will have a larger effect on the movement of a band. Given that the mass of electrons is generally much smaller than the mass of holes, conduction bands will move to a higher energy at a greater rate than the valence

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{quantum_confinement.png}
\caption{Quantum Confinement effects on Bandgaps. As NPs size decreases, the number of molecular orbitals decreases, causing the appearance of discrete energy levels. Reproduced from reference 48.}
\end{figure}
band moving to a lower energy when quantum confinement effects are observed. The Brus equation\(^4^9\) takes into account the particle in a box interaction as the increased attraction of the exciton changes upon decreasing particle size:

\[
E_g (r) = E_g^0 + \frac{\hbar^2 \pi^2}{2r^2} \left( \frac{1}{m_e^*} + \frac{1}{m_h^*} \right) - \frac{1.786e^2}{4\pi\varepsilon_0\varepsilon_r r} \tag{Eq. 1.3}
\]

where \(E_g^0\) is the band gap energy for the semiconductor, \(r\) is the radius of the NP, \(\hbar\) is Planck’s constant, \(m_e^*\) and \(m_h^*\) are the mass of the electron and the mass of the hole respectively, \(\varepsilon_0\) is the permittivity of free space, \(\varepsilon_r\) is the permittivity of the material, and \(e\) is the charge of an electron.

Since changing the bandgap of a semiconductor will change the amount of energy required to absorb a photon, the amount of energy emitted by a photon also changes. This property has led to the use of QDs of different sizes (and thus emitting different colors) for labeling cells in tissue for bio-imaging. The use of specifically functionalized QDs of different sizes, and therefore colors, allows the simultaneous labeling of multiple targets at once. Further, the ability to tune bandgaps to specific sizes allows for tailoring of QDs to be used in devices to encourage charge transport, as discussed below. The issue of charge transport is important for both device based and photocatalytic applications.\(^5^0\)

1.3 Nanoparticle Applications

NPs have found niches in areas of science ranging from biology to physics. Perhaps
one of the most widely known applications is that of biological imaging. There are several reasons for this including the ability to alter the wavelength of particle emission through size tuning, functionalize surfaces with any necessary groups or biological entities such as antibodies, and eliminate photo-bleaching which is seen in traditional organic emitters.\textsuperscript{51,52} Though much less studied, nanoparticles have also been shown to exhibit second harmonic generation (SHG). SHG can be used to convert two photons of lower energy light into one photon of higher energy light.\textsuperscript{53} This is relevant in the area of biological imaging due to the SHG from collagen.\textsuperscript{54} While these fields continue to present interesting and useful data from a biological standpoint, the remainder of this dissertation will focus on the application of NPs in the areas of green chemistry, in particular that improving particles for photocatalysis and solar cells.

The holy grail of NP catalysis is that of complete water splitting, meaning that the generated electron is used for reduction of water to H\textsubscript{2} whilst the hole is used for the oxidation to O\textsubscript{2}. It is necessary to note that complete water splitting has been successfully demonstrated in electrochemical cells, but since a potential must be applied to the cell it is not truly a green process.\textsuperscript{55–57} For this reason, much research has been invested in the use of abundant solar energy as the source to perform water splitting.\textsuperscript{58} Utilizing solar
energy inherently introduces challenges to the reduction/oxidation mechanisms, primarily by limiting the energetic driving force to the band gap of visible light and requiring charges to be trapped on very long timescales relative to that which is normally seen. This is shown through the success of water reduction, but not oxidation, and the fact that reduction
requires much less of an energetic driving force and occurs on much quicker timescales in comparison to water oxidation.\textsuperscript{16} Bandgaps of commonly used semiconductor materials and the half reactions for water splitting are shown in Figure 1.6. Further applications of photocatalytic NP processes have utilized charge transfer for water remediation,\textsuperscript{59} to combat biofouling of surfaces,\textsuperscript{60} or to break down organic dyes.\textsuperscript{61} These semiconducting materials possess the ability to coordinate or break down organic molecules and organisms which are otherwise difficult to remove.\textsuperscript{62}

QDs have been utilized in devices including optoelectronics such as laser diodes, light emitting diodes, and solar cells. Concerning devices, the focus of this research is to improve the way in which QDs are used to fabricate a device such as a QD solar cells. In a typical QDSSC (depicted in Figure 1.7),\textsuperscript{63} the QDs act as a photoabsorber which absorbs photons of light and separates the charges in order to generate a current. This requires the replacement of the charge insulating ligands originally on the QD surface. In a device, this process is generally performed via spin coating a solution of QDs onto a substrate, followed by removal of surface ligands in a low concentration 3-mercaptopropionic acid/methanol or ethanedithiol (EDT)/acetonitrile solution. An illustration of this procedure can be seen in Figure 1.8.\textsuperscript{64}
In order to have an efficient QDSSC, the QD film which is deposited must be uniform to facilitate charge transport. The primary issue with the aforementioned deposition method is that the ligand exchange occurs post deposition of particles into a film. This causes issues for multiple reasons including: solid state ligand exchanges on films can result in cracking as the inter-QD distance is drastically different after ligand exchange; surface leaching may occur during the exchange causing imperfect surfaces; the introduction of new molecular species in a dynamic environment can introduce new electronically active impurities; and complete removal of the native ligands is a challenge. Since ligand exchange to ligands such as MPA or EDT causes agglomeration of QDs if performed in solution, different methods of exchange are sought. Previous attempts at developing new methodology have included inorganic ligand exchange as well as amide bond cleavage. Methods of cleavage reported herein will include the Fluorenylmethyloxycarbonyl (Fmoc) protecting group cleavage and photo-labile ligands.

Figure 1.7. Depictions of various types of QDSSCs A) metal-semiconductor, B) polymer-semiconductor, and C) semiconductor-semiconductor. Reprinted (adapted) with permission from reference 63. Copyright 2008 American Chemical Society.
1.4 **Scope of Dissertation**

The focus of this dissertation will be to explain the importance of tailoring ligands for specific functionalities in the field of QD applications. The first portion of the document will cover the design and both experimental and theoretical testing of a ligand to be used for the extraction of holes from QDs. Hole extraction for oxidative purposes is a topic which, at this point in time, has been regarded largely as a nuisance rather than an opportunity. While electrons have been successfully used for reduction, holes have simply
been eliminated through the use of sacrificial electron donors such as methanol. Chapter 2 covers the synthesis and study of a ligand designed to extract holes and trap them in a bound metal center.

Chapters 3 and 4 will focus on facile ligand cleavage for superior film production in QD devices. This will be accomplished through surface ligand modification. In particular, this is in regards to the cleavage of ligands which have been exchanged in a colloidal matter. By performing a complete exchange on particles in solution before shortening the ligands, films of a greater uniformity can be created. This method is in contrast to previous techniques which rely upon the formation of films followed by ligand exchange. Two methods will be discussed, one which involves the use of a mild base to cleave, and the other which utilizes light for cleavage. The final chapter will address a new binding mode being investigated in our lab known as the “crystal-bound” binding mode. Attention will be given to adapting this property to PbS and developing methods to control ligand functional groups.
Chapter 2

2 DESIGN OF A HOLE TRAPPING LIGAND

Light absorbed by NPs can be used to perform photocatalytic reactions, thus storing chemical energy in the bonds of molecules. The most well-known example of this is the splitting of water to $\text{H}_2$ and $\text{O}_2$. This chapter will cover attempts at adapting a colloidal semiconducting NP system towards utilizing photocatalysis for oxidative purposes. All synthetic work was carried out in the Macdonald lab, while spectroscopic and computational work was performed by Kemar Reid from the Rosenthal group and Andrew O’Hara from the Pantelides group, respectively. Data analysis and interpretation was performed in conjunction with all members.69

2.1 Introduction

With the growth in global energy demands comes the need for an alternative, clean energy source.2,70 Hydrogen gas has for the past few decades been heralded as a potential alternative-energy candidate owing to its high energy storage capacity and lack of hazardous byproducts upon combustion.71 The possibility of cleanly splitting water into hydrogen and oxygen gas has driven a broad field of research to investigate water splitting.72-75 Utilizing nanoparticle (NP) systems to perform water splitting has been under intense investigation, as NPs have increased surface areas, tunable valence bands (VB) and conduction bands (CB), and synthetic control over size and shape; these NP features provide the opportunity to study electronic level alignment of excitons in the nanoparticle
core vs organic ligands, and spatial attachment of multicomponent photocatalysts in a far more systematic manner.

The splitting of water into H₂ and O₂ has been demonstrated previously using both bulk and NP materials, the latter of which will be discussed in detail below. The issue with previously studied water splitting methods is that the methods require the application of a potential, and in these cases the energy source is likely non-renewable. Examples of this are the use of MoS₂ grown on graphene and NiO/NaTaO₃:La structures. Important information can be gleaned from these experiments, such as the latter case where it was shown that certain crystal facets promote H₂ or O₂ evolution. The authors demonstrated that in a jagged crystal face the valleys of NiO/NaTaO₃:La selectively oxidize water to O₂, while the peaks reduce the water to H₂ as in Figure 2.1. In this case the reaction was photocatalytic, but only under strong UV radiation which can only be provided through artificial means. In order to have a renewable system which is also efficient, a broader wavelength range of solar radiation needs to be employed.

Figure 2.1: Depiction of various crystal facets in NiO/NaTaO₃:La NPs. Water is preferentially oxidized at the valleys of the jagged crystal face, while it is reduced preferentially at the peaks. Reprinted (adapted) with permission from reference 78. Copyright 2003 American Chemical Society.
In developing catalysts for photocatalytic water splitting, well studied semiconductors have been at the forefront of device research for some time. For example, CdS and CdSe/CdS nanorods (NRs) with attached metallic and metal oxide domains have been well studied for their ability to photoreduce water to $\text{H}_2$.\textsuperscript{15,77,78} These systems and studies continue to suffer from limited stability of the particles and the requirement of sacrificial reductants, as the excited electron used for water reduction must be replenished from a molecule in solution.\textsuperscript{74,81,82} Recent reports have highlighted that the interaction of sacrificial reductants for hole removal from the rods is the primary factor affecting quantum efficiency of hydrogen production,\textsuperscript{78} and that near perfect photo-hydrogen conversion is possible.\textsuperscript{15} Improved methods for hole transfer are, therefore, needed which will ultimately lead to complete water splitting. The time for hole transfer to ligands on the surface of a CdS or CdSe/CdS NR with coordinated metal centers has been reported to occur as quickly as 0.1-1 ns; Alivisatos et al. showed hole transfer to chemically inert thiol-tethered ferrocene derivatives,\textsuperscript{83} and Dukovic et al. demonstrated 0.1-1 ns hole transfer to an adsorbed Ru complex, followed by 10-100 ns recombination with the electron on the Ru metal center.\textsuperscript{15} Meanwhile, oxidative chemical transformations such as disulfide formation from thiolate ligands occur on the order of $10^4$ ns.\textsuperscript{84} It is also worthwhile to note that some of the fastest water oxidation on organometallic catalysts occur in $10^6$ ns.\textsuperscript{85} In comparison, the time of electron transfer to a Pt tip on a CdSe/CdS rod has been reported as 0.001-0.01 ns. The electron transfer and water reduction occurs on a much faster time scale than the oxidative processes.\textsuperscript{13,86,87}

The focus of this research was to develop a system which could extract holes from a NR system on the same time-scale that electrons can be shuttled to a Pt tip, while also
trapping the charges long enough for catalytic reaction to occur. Four points were considered in the design of a ligand for fast movement of holes: firstly, spatial overlap and continuous conjugation will promote ease of movement through the π orbitals of the ligand; secondly, a functional group known to be stable to oxidative processes while still being prone to hole trapping is necessary; thirdly, the ligand should contain a metal chelating moiety for potential catalytic reactions; and lastly, electronic transitions between the ligand and the CB should be disfavored in order to slow charge recombination. All of these properties are possible in a dithiocarbamate (DTC) functional group directly conjugated to 2,2'-bipyridine (Bipy). Previous reports have indicated that the DTC functional group is capable of sub-picosecond charge transfer when DTC is attached to known molecular hole acceptors. DTC functional groups have shown to chelate CdS and CdSe while also showing spatial and energetic overlap with the VB, while Bipy is a known chelator of water oxidation catalysts. A representation of this system is seen in Figure 2.2.

Herein we report a theoretical and experimental study of a new ligand for CdS, 2,2'-bipyridine-4-ylcarbamodithioate (DTCBipy), and its further chelation of Fe(II). Fe(II) was chosen as it readily undergoes one-electron oxidation, has analogous chemistry to highly active Ru based water oxidation catalysts, is identified as a water oxidation catalyst in its own right, and the nanorod-ligand-metal hybrid system was experimentally accessible. DFT calculations were performed using the Vienna ab initio simulation package (VASP) for a free ligand and for a slab of CdS with the ligand covalently bound on the surface in order to determine the existence of midgap hole acceptor states. Hybridized energy levels and hole transfer dynamics from the CdS surface state were
computed and indicated that successive hole transfer from the CdS to the ligand, then to the iron center, was faster than the radiative recombination from the CB to the VB of the CdS. Experimental assembly of the DTCBipy ligand system with chelated Fe(II) on fluorescent CdSe/CdS nanorods validated the theoretical predictions of the resulting absorbance spectra. The expected fluorescence quenches and Time Resolved Photoluminescence (TRPL) lifetimes were shortened due to the opening of new efficient non-radiative pathways.

![Figure 2.2](image)

**Figure 2.2. Schematic representation of the proposed system:** a 2,2’-bipyridine group is covalently linked via a dithiocarbamate functional group for the use of hole transfer to an attached metal center for catalytically oxidative reactions. Reprinted (adapted) with permission from reference 69. Copyright 2017 American Chemical Society.

### 2.2 Theoretical Study

In collaboration with Andrew O’hara from the group of Sokrates Pantelides, a computational comparison of the ligand and CdS energy levels gave encouraging results (see SI), and motivated more detailed calculations of a slab of CdS with the ligand covalently bound on the surface. The calculations of the pristine slab with a \((10\overline{1}0)\) CdS facet do not have any midgap states. The optimized structure, as obtained by DFT energy
minimization, for DTCBipy on CdS has two filled mid-gap molecular states just above the surface confined VB. The charge densities for the four relevant states are plotted in Figure 2.3.

The relevant electronic states exhibit differing levels of contribution from the ligand and CdS wave functions. The wave functions for the mid-gap molecular states are predominantly comprised of the molecular wave functions, with a small contribution from the CdS. Likewise, the VB contains partial contribution from the ligand but retains predominantly CdS surface character. In contrast, the CB is almost purely of CdS origin with even spatial distributions throughout. As result, only a small narrowing of the CdS band gap is expected.

The optical absorption profile was obtained from the transition matrix elements between occupied and unoccupied states using VASP (SI). It was determined that the optical transitions between the mid-gap states and the CB minimum are dipole forbidden (with dipole oscillator strengths of less than 0.01), and consequently, the plotted calculated optical absorption (Figure A. 1.) has no peaks in the relevant wavelength region. The DTCBipy LUMO derived state sits significantly above the CB minimum of CdS and so the intramolecular excitations of the ligand are of sufficient energy to be occluded by the transitions of the semiconductor.

Relevant for through-bond charge transfer, there is spatial overlap of the wave function of the surface confined VB and the mid-gap states, and the two have differing wave function symmetry. Therefore, we can expect allowed electronic transitions between the VB and mid-gap states to be dipole allowed if either contains a hole. Using the calculated oscillator strengths for transitions between each mid-gap molecular state and the
VB, we calculate a hole transfer time of 370 ns from CdS to the DTCBipy. It is important to point out that this calculation assumes a density of 0.34 ligands per nm$^2$ whereas the experimental data (Table A.1.) show the actual surface coverage on CdS NRs is almost an order of magnitude higher. As the hole acceptor states are localized molecular states, interactions between ligands should be a second order effect. This means rates can be scaled linearly with ligand coverage. Therefore, linearly scaling for the experimentally relevant coverage of 2200 ligands per CdSe/CdS NRs (vide infra), a theoretical hole transfer time of 167 ps is calculated. Since hole localization to the CdS surface occurs in times only slightly longer than localization to the CdSe core$^{96-100}$ and the calculated rates for transfer to the ligands are much faster than exciton recombination for CdSe/CdS NRs,$^{15,83}$ this implies that hole transfer to the ligand states via the CdS surface state is a competitive process to core localization.

In the case of surface-attached DTCBipyFe(acac)$_2$, a similar small red shift of the CdS bandgap is expected due to hybridization of the VB with ligand states. Seven filled mid-gap molecular states are expected (Figure 2.3) States 2 and 4 are similar to the two mid-gap states in the Fe-free case. States 1, 2, and 3 demonstrate the conjugation of the dithiocarbamate group through to the Fe center. The upper three states are primarily due to molecular orbitals of the Fe d-states with surrounding atoms (essentially the three e$_g$-type states of a d$^6$ metal with octahedral coordination). These states are depicted in Figure 2.3 and Figure A.2.

As in the case of DTCBipy, all transitions between mid-gap molecular states of DTCBipyFe and the CB are dipole forbidden, and the oscillator strength is less than 0.01. The additional features seen in the absorption spectra (Figure A.1) are due to
intramolecular excitations from the mid-gap states to unoccupied ligand molecular states above the CB. The transitions between the VB and DTCBipyFe(acac)$_2$ mid-gap molecular
states are dipole allowed. The oscillator strength of these transitions was used to calculate a hole transfer time to a single ligand of 303 ns. As above, if the rate is adjusted for the experimental ligand density, a hole transfer rate is 137 ps is calculated. This represents an increase of 22% in rate versus the non-metal center chelated form. In addition to the transitions from surface states to the ligands, tunneling from the quantum dot to the metal chelating ligands is in theory possible and the rate can be comparable, further enhancing the quenching of the quantum yield. Again, these rates are two orders of magnitude faster than band edge recombination of CdSe/CdS.

The four lower DTC-dominated molecular states predominantly account for the hole transfer rate from CdS to DTCBipyFe, rather than the upper three Fe d-orbital dominated molecular states. Therefore, we calculated the transition rate between the upper three and lower four molecular states and found that the transfer rates are either similar or an order of magnitude faster compared to the initial transfer from the VB to the lower four states. This indicates that a hole can be transferred from the CdS VB to the upper Fe-based mid-gap states through a two-step process in which the initial transfer from the semiconductor to the ligand is rate determining. The ability to transfer the hole to the Fe is important for future applications to photocatalytic oxidation at the metal site.

After Andrew O’hara’s computational work showed promise for hole removal, synthetic work was undertaken to make the system.
2.3 Synthetic Detail

2.3.1 Coupling Attempts

Multiple attempts at the synthesis of a suitable 2,2’-bipyridine ligand were made before arriving at the final DTC used in this work. Initially the deprotonation of 5,5’-dimethyl-2,2’-pyridine by lithium diisopropyl amide was attempted, but a lack of reactivity and availability of a pure enough CO$_2$ source rendered these attempts futile (Figure 2.4a). It was suspected that since CO$_2$ was not available from a cylinder and had to be generated in situ from dry ice, moisture was being allowed into the reaction and quenching the generated base. This was shown as only starting material was ever recovered from the reaction.

Attempts at coupling functionalized pyridine rings were then investigated, as this method would lead to greater control over the final product. For instance, the ability to place functional groups in a way so that the metal catalyst was either closer or further away from the NP surface could be beneficial in later experiments. In one attempt, 5-nitro-2-chloropyridine was reduced to 5-amino-2-chloropyridine over iron, followed by protection of the amine with a benzylideneamine protecting group. Protection of the amine was deemed necessary due to concerns of the free amine chelating any metal catalyst present in the coupling reaction. A Negishi coupling was then attempted using the protected amino pyridine with 2-chloropyridine utilizing NiBr$_2$(PPh$_3$)$_2$ as a cross-coupling catalyst, but no reactivity was observed.$^{101}$ These reactions can be seen in Figure 2.4b. It was deemed likely that this was due to inactivity of the zinc as used in the experiments, so experiments were then focused on ensuring an active organozinc compound was being produced.
Activation techniques were focused on ensuring active zinc was being produced and the metal was inserting into the aryl-halide bond. Initially a method using Zn activated with 1,2-dibromo ethane and trimethylsilyl chloride and accelerated with the addition of LiCl was attempted on 2-bromopyridine and 3-iodopyridine, but analysis by gas chromatography (GC) indicated that no reaction was occurring. Another method was then attempted using lithium metal and naphthalene as an electron shuttle with ZnCl₂ to insert Zn into 2-bromopyridine, and traces from GC indicated the formation of a peak attributed to the organozinc compound (Figure 2.4c). This compound was then used in Buchwald couplings using Pd(PPh₃)₄ and different phosphorus ligands (Figure 2.4d), but no ¹H NMR peaks above 9 ppm relating to a bipyridine molecule were observed. To exhaust possible reaction mechanisms which could produce the desired coupled product, a Suzuki coupling using either a purchased phenylboronic MIDA ester and Butyloxycarbonyl (Boc) protected 3-amino pyridine or 2-pyridylboronate and 2-bromopyridine with Pd(PPh₃)₄ was run with similar results (Figure 2.4e). It was concluded from these results that the reaction substrate, pyridine, must be interfering with the metal catalysts by chelating them and quenching reactivity. Alternative routes to producing the 4-amine-2,2’-bipyridine were sought.
A) \[ \text{Pyridine} \rightarrow \text{Pyridine-COOH} \]

B) \[ \text{Nitro-Cl-Cl} \rightarrow \text{Hydroxy-Cl-Cl} \]

C) \[ \text{Br-} \rightarrow \text{ZnBr} \]

D) \[ \text{Br-} \rightarrow \text{ZnCl} \]
Figure 2.4 Attempted Coupling Syntheses. A) Carboxylation of 5-methyl-2,2'-bipyridine. B) Reduction of 5-nitro-2-chloropyridine to 5-amino-2-chloropyridine, followed by benzylidene protection and attempted Negishi coupling with NiBr₂(PPh₃)₂. C) Activation of pyridyl halides to organozinc halides. D) Buchwald couplings using Pd(PPh₃)₄ and phosphorus catalysts. E) Suzuki coupling with MIDA-ester. F) MPA protection followed by EDC coupling to amino bipyridine.
A separate set of experiments was run with the goal of coupling the later synthesized amine (vide infra) to 3-mercaptopropionic acid (3-MPA) in order to create a very stable bond which could covalently attach to the NP surface as shown in Figure 2.4f. To do this, the sulfur group of 3-MPA was protected with tri-methoxybenzyl (TMB) protecting group, followed by an 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC) coupling to produce the corresponding amide. While this coupling was successful, it was abandoned due to difficulty in removal of the TMB group. Other protecting groups for MPA were employed for the sulfur group including benzoyl, p-methoxybenzyl, and benzyl ether. The acid group was also activated by conversion to the acid chloride to no avail. In all of these experiments the molecules suffered from lack of reactivity or difficulty in removal of the sulfur protecting group. Once a successful synthesis and ligand exchange protocol for DTCBipy was developed, research focus was shifted to other areas.

2.3.2 Successful Synthesis and Exchange

Prior to successful chelation of DTCBipy on the surface of CdSe/CdS, control experiments based on the work of the Weiss group were performed. This led to an interesting discovery; when attempting to exchange native ligands from either CdSe or CdS seeds with that of DTCBipy, the seeds were no longer in solution as observed by UV-Vis spectroscopy. To investigate the cause of this, the exchange was performed with four different variables: phenyldithiocarbamate (the ligand the Weiss group used), DTCBipy, 2,2’-bipyridine, and a mixture of 2,2’-bipyridine and phenyldithiocarbamate. In these scenarios, dissolution of the seeds was only observed when both a dithiocarbamate group and a 2,2’-bipyridine (which is a strongly chelating ligand) were present. UV-Vis spectra of
this can be seen in **Figure 2.5**. The strongly ligating ligands appeared to etch and dissolve the seeds, and both the DTC and bipyridine moieties are needed to see this effect. While the same phenomenon was not observed with CdSe/CdS rods (likely due to more stable surface chemistry of the CdSe/CdS rods due to the lower surface energy of the larger rods), it is worth noting that the initiation of ligand exchange and presence of Bipy may affect the surface chemistry of NPs.

**Figure 2.5. Dissolution of CdSe Controls** Black denotes NP before organic treatment, while red denotes after. All exchanges were performed using the same concentrations as performed by Weiss et. al. A) Phenyldithiocarbamate  B) DTCBipy  C) 2,2’-bipyridine D) Phenyldithiocarbamate and 2,2’-bipyridine. Reprinted (adapted) with permission from reference 69. Copyright 2017 American Chemical Society.
Given the promising theoretical predictions, experiments were designed to synthesize and study the proposed ligand system. The successful synthesis of the ligand ammonium-[2,2'-bipyridin]-4-ylcarbamodithioate (Figure 2.6, 3) was completed via the nitration of commercially available 2,2'-bipyridine N-oxide to 4-nitro-[2,2'-bipyridine] 1-oxide (1). Reduction to 4-amino-2,2'bipyridine (2) was performed over Zn dust. The reaction of this amine with carbon disulfide in the presence of ammonium hydroxide yielded the desired dithiocarbamate as an ammonium salt (3). CdSe/CdS NRs were grown via a seeded growth approach as reported elsewhere (Appendix A.1.).

Ligand exchange of DTCBipy onto CdSe/CdS NRs was performed by adding a solution of 3 in toluene to NRs in toluene and stirring in the dark under Ar for 16 h. A concentration of 4.5 ligands/nm$^2$ was determined experimentally to be optimal for surface saturation. In order to complete the conjugation of a metal center to the CdSe/CdS rods, a
solution of Fe(acac)₃ was added to the DTCBipy coordinated CdSe/CdS rods (Figure 2.6, detailed experimental procedures available in SI). An additional absorbance feature appeared, peaking at 541 nm. This absorbance matches that of a free solution of DTCBipy and the iron precursor without the presence of the NRs. This absorbance also matches the computational absorbance profile of DTCBipyFe(acac)₂ (Figure A.3 and Figure 2.7) and the presence of crisp ¹H NMR peaks further indicates diamagnetic low spin Fe(II) (Figure A.5).
2.4 Spectroscopic Analysis

Scanning transmission electron microscopy energy dispersive X-ray spectroscopy (STEM)-EDS mapping visualizes the distribution of Fe on the NRs (Figure 2.8). An additional wide field image (STEM)-EDS map of DTCBipyFe ligand exchanged rods is available in the SI (Figure A.7). Control experiments where Fe(acac)$_3$ was mixed with NRs ligated with native ligands did not show any association between Fe and the NRs.

Figure 2.7. Spectroscopic Analysis; A) UV/Visible spectrum of CdSe/CdS NRs with native ligands (black), after ligand exchange with DTCBipy (red), and subsequent treatment with Fe(acac)$_3$ (gold) B) Fluorescence spectroscopy of NRs C) TRPL of NRs (see supplementary information for parameters). D) PL and TRPL data. Reprinted (adapted) with permission from reference 69. Copyright 2017 American Chemical Society.
Quantitative EDS (Table A.1.) of 10 different areas of sample revealed an average Fe signal of 2.41 ± 0.32 Fe atoms per nm² of nanoparticle surface area were present. Since the amount of Fe added was 4.5 ligands/nm² and this is greater than 2.41 ligands/nm², this number shows persistence of the Fe only when bound to DTCBipy.

**Figure 2.8. STEM-EDS map.** CdSe/CdS rod ligand exchanged with DTCBipy then treated with Fe(acac)₃. Scale bar is 10 nm. The overall picture omits S for clarity. Reprinted (adapted) with permission from reference 69. Copyright 2017 American Chemical Society.

Experimental validation of the predicted hole transfer from the NR to the ligands was performed by analyzing the samples via steady-state and time-resolved (TR) photoluminescence (PL) spectroscopy. Given the band alignment of CdSe/CdS, only fluorescence from the CdSe core can be observed. Ligand exchange of native ligand NRs with DTCBipy (Figure 2.7) resulted in a large quench in QY from 85% to 8.0%, which was observed previously for DTC containing ligands. This is consistent with our prediction that hole transfer from the CdS to DTCBipy is facile and prevents radiative recombination of excitons. Formation of the DTCBipy-Fe complex caused a further quench in the QY to 0.16%, as expected since hole transfer was calculated to be even faster.
once Fe was coordinated. This QY quench was over a factor of ten larger than that seen by only adding Fe(acac)$_3$ to a solution containing native ligand capped NRs (Figure A.9.). The latter is likely due to charge trapping at a small amount of Fe adsorbed to the surface, as was similarly observed by Shevchenko et. al. in the case of CdSe/CdS mixed with Au.$^{115}$ Similar QY quenches were observed when exciting primarily the CdSe core, which denotes that the charge transfer process is primarily surface mediated. (Figure A.10.).

In collaboration with Kemar Reid from the lab of Sandra J. Rosenthal, TRPL data was acquired for the synthesized system and details regarding the laser parameters can be found in the Appendix A. Fits of the TRPL data for the CdSe/CdS NRs capped with native ligands showed a $\tau_{\text{avg}}$ of 23.5 ns for the fluorescence of the CdSe core, which is in good agreement with those reported elsewhere in literature.$^{116}$ The bi-exponential decay (Figure A.10 and Figure A.11) was assigned to band edge recombination and a small amount of trapping of charges to surface states. Upon ligand exchange with DTCBipy, $\tau_{\text{avg}}$ decreased slightly to 20.9 ns (Figure 2.7). The combined large QY quench and consistent lifetime dynamics indicates that the holes are mostly extracted from the photoexcited CdS rod to the ligands before they can be localized to the CdSe core. The VB offset of CdSe is 0.55 eV from the CdS VB,$^{114}$ and sits above the mid-gap states so they are not accessible for hole transfer from the CdSe core. Upon chelation of Fe to the surface coordinated DTCBipy ligand, $\tau_{\text{avg}}$ quenches to 455 ps (Figure 2.7) and is best fit by a tri-exponential decay with time constants of 133 ps, 1.24 ns, and 15.03 ns. While directly assigning these pathways to specific processes is difficult, a lifetime of 1.24 ns is similar to those reported for intrinsic CdSe core recombination,$^{117}$ and the 133 ps component is similar to our calculated value for transition from the CdS to the ligand molecular states. The 15.03 ns
component is of very low contribution to the weighted average (Figure A.13). We note that the 133 ps process is significantly longer than the sub-picosecond hole transfer times experimentally measured by the Weiss group for a conjugated DTCBipy ligand.\textsuperscript{88} This can be expected as the driving force reported for the sub-picosecond hole transfer ligand is -1.2 eV, while in the DTCBipy system the driving force for transfer from the CdS to the molecular ligand state is much smaller, as it was calculated to only be between -0.02 to -0.38 eV.

2.5 Conclusions and Future Directions

Unfortunately, studies concerning the oxidation of water using DTCBipy were curtailed by the realization that the ligand, DTCBipy, was itself sensitive to moisture. It is known that dithiocarbamates are sensitive to degradation in acidic medium due to protonation of the amine group which results in the release of carbon disulfide.\textsuperscript{118} In this case degradation was observed when DTCBipy was dissolved in pyridine (a basic solvent) and water added to $\chi=0.2$ of H$_2$O. The observed effect was the return of fluorescence in CdSe/CdS rods which were previously quenched (see Figure A.16), and the occurrence of a putrid smell due to released CS$_2$. This prompted further studies to be carried out in anhydrous conditions, and ligand to be stored under argon in the freezer in between experiments.

In summary, we have modeled and synthesized a CdSe/CdS NR system with an organic ligand capable of electronically coupling with the energetics of the NR while chelating a molecular metal center. DFT studies revealed the presence of two hybridized mid-gap molecular states on CdS in the presence of DTCBipy; these states show promising
calculated hole transfer rates between CdS and DTCBipy with minimal recombination via the CB. The experimental quench in quantum yield supports this prediction, though these experiments alone cannot entirely rule out the existence of trapping or separation caused by other pathways. The chelation of Fe(II) by this complex resulted in seven mid-gap states. The calculations indicate that the rate of hole trapping should further increase and proceed most efficiently by a two-step process from the CdS to the DTC group orbitals, followed by a faster transition to the Fe center. The measured hole transfer time is slower than those seen for other DTC based ligands, but comparing the energetic driving forces of the processes the transfer time follows the expected trend. One of the potential advantages of this conjugated ligand design is that transitions from the ligand mid-gap states to the CdS CB are dipole forbidden, which in the future should facilitate slow oxidative catalytic processes to occur on the metal center, rather than facile recombination with the electron. The assembly of this system indicates great potential in the use of light as a renewable driving force for oxidative and reductive processes in a single colloidal nanoparticle system.
Chapter 3

3 MULTI-STEP LIGAND EXCHANGE ON P-TYPE QUANTUM DOTS
FACILITATES HIGH-PERFORMANCE SOLAR CELLS

Upon absorption of light, semiconductor NPs generate an exciton pair that can be used to perform a chemical reaction, as discussed previously, or separated and transported to different materials, as occurs in a solar cell. This chapter will discuss an idea which was developed in our lab concerning the fabrication of solar cells. Quantum Dots (QDs, NPs under quantum confinement) are used in QD solar cells as a photo-absorber. This requires film deposition followed by either a solid-state exchange or chemical treatment of surface ligands. In our lab, a new ligand utilizing the Fmoc protecting group was synthesized and tested as a ligand for colloidally stable PbS QDs. Devices were fabricated and tested through collaboration with James Fan and Kevin Yang from the Sargent group at the University of Toronto. Devices constructed utilizing the facile deprotection mechanism of Fmoc-coated PbS films produced higher efficiency solar cells in comparison to control devices.

3.1 Introduction

Solution-processed colloidal QDs have attracted much interest over the past decade as they offer attractive characteristics for optoelectronic devices such as photovoltaics (PVs), photodetectors, lasers and light-emitting diodes. Among the attractive properties of this type of material are the low cost of fabrication, the ability to tune the
bandgap of the desired material for specific applications, and a high absorption per unit length.

Much attention has been paid in recent studies towards improving QD active layers in PV devices. Comparatively, there has been little focus on the fabrication of the hole transport layer (HTL). In the earlier generation of PbS PV devices, the typical HTL consists of a MoO_\textsubscript{x}/Au/Ag anode. In this type of device, the MoO_\textsubscript{x} is sputtered onto the PbS active layer and Au and Ag are sequentially thermally deposited on top of the MoO_\textsubscript{x}. The MoO_\textsubscript{x} serves as an ohmic contact to the Au layer, facilitates hole transport, and protects the PbS active layer from the noble metal evaporation process. These types of devices have power conversion efficiencies (PCE) up to 9.5%. In recent years, the choice of material has been switched to a solution processable layer such as PbS QDs functionalized with a short chain thiol (e.g., 1,2-ethanedithiol (EDT)). In comparison to MoO_\textsubscript{x}, EDT-PbS also provides an ohmic contact between Au, and this HTL can be processed in ambient conditions. The band positions of halide-passivated PbS-active layers is deeper than that of EDT-PbS QDs, therefore using EDT-PbS QDs as an HTL provides a band offset that offers hole transport while blocking electrons. Devices with EDT-PbS HTLs have recently exhibited PCEs that exceed 10%. The EDT-PbS layer is typically prepared through a solid-state ligand exchange approach. An oleic acid (OA)-capped PbS (OA-PbS) film is prepared by spin-coating PbS QDs on top of a PbS active layer; ligand exchange is performed by soaking the film in an EDT solution. This process is generally repeated twice to yield a HTL PbS thin film, and from henceforth will be referred to as EDT/EDT-PbS. This ligand exchange process, however, may disturb the QD surfaces. It has been reported that during the exchange
process, the detachment of Pb(OA)$_2$ species may occur and result in QDs with etched, fused, or oxidized surfaces.$^{136,137}$ In addition, unreacted free thiol groups (R-SH, R = alkyl or aryl chains), as opposed to thiolates (R-S$^-$), may form oxidation products in an ambient environment.$^{138}$ Therefore, a facile method to introduce non-charge-insulating ligands is highly desired.

It has been previously shown that a homogeneous ligand exchange can be performed directly after the synthesis of QDs in a one-pot reaction.$^{138}$ During the cooling stage, alkanethiol capping ligands are injected into the reaction flask to undergo ligand exchange in the nonpolar phase.$^{139,140}$ This method of homogeneous ligand exchange is gentle to the surface because the QDs are not exposed to air during this process, and the aggregated QDs are easily precipitated away from the free OA ligands in solution during the purification process.$^{141}$ However, the direct injection of bifunctional EDT molecules during the synthesis stage will cause crosslinking and aggregation of the PbS-QDs, resulting in a colloidally unstable solution.$^{128}$ The QDs must remain suspended post-synthesis in a homogenous suspension to allow the deposition of a uniform film.

This work builds upon strategies by Turo et al.$^{142}$ which placed long chain esters within a molecule that stabilized nanoparticles in a homogenous colloidal solution while also providing further functionality via the ability to hydrolyze the ester to an acid. The fluorenylmethyloxycarbonyl (Fmoc) protecting group has been commonly used in solid state peptide synthesis where it is cleaved using a gentle organic base treatment.$^{143–145}$ Fmoc was attached asymmetrically to EDT to produce the molecule O-((9H-fluoren-9-yl)methyl) S-(2-mercaptoethyl) carbonothioate (FMT) (1) (Figures B.1 and B.2). We hypothesized that the FMT ligand would exchange with surface OA ligand, forming FMT-
Figure 3.1. **Ligand Synthesis and Device Fabrication**: A) Synthesis of FMT. B) Schematic illustration showing PbS thin film formation. Pristine oleic acid (OA)-capped PbS is exchanged in solution with FMT. After the cleavage with a facile base, byproducts are removed leaving behind only EDT. C) Mechanism of Fmoc deprotection.

passivated PbS QDs. Molecular DFT calculations for FMT and EDT can be seen in
Figure B.8 and indicate that the electron donating HOMO of the FMT is ~0.5 eV higher than that of EDT. This places the HOMO of FMT closer to that of the valence band of PbS (~ -6.14 eV), allowing for a stronger bonding interaction. These initially long bulky ligands enabled the FMT-PbS QDs to be colloidally stable in a non-polar solvent, and yielded smooth and uniform thin films from spin coating procedures. Following film deposition, the FMT was cleaved by a mild base to produce a high quality EDT-PbS QD film as shown in Figure 3.1. FMT syntheses as well as initial ligand exchange and cleavage conditions were developed in the Macdonald lab, and FMT was shipped to the Sargent lab for further device preparation and characterization. We applied the film preparation strategy to fabricate QD PVs and studied the effect of different bases upon the QD surfaces during the Fmoc deprotection. We will denote the cleaved FMT-PbS film as cFMT-PbS as the nomenclature for the rest of this manuscript. The EDT-capped PbS QD prepared by the traditional direct soak method will simply be denoted as EDT-PbS.

3.2 Ligand Synthesis and Film Fabrication

In designing a ligand tailored for the application of an uniform film, the Fmoc protecting group presented itself as the optimal choice since it 1) can be combined with the commonly used EDT, 2) provides colloidal stability for the QDs after homogenous ligand exchange, 3) can be cleaved with a mild base that does not interfere with the QD surfaces, 4) can be synthesized on the gram scale in a scale-up one-step synthesis, 5) is a short ligand which facilitates dense QD packing, and 6) deprotection of the ligand forms byproducts that are electronically and chemically inert to the QD surfaces, in particular avoiding carboxylic acids which have been shown to be problematic in PbS photovoltaics.
mechanism of deprotection for an Fmoc protecting group is detailed in Figure 3.1. Briefly, the most acidic proton residing on cyclopentyl ring within the Fmoc protecting group is first deprotonated by a mild base. This causes the electrons to break the dibenzofulvene bond, therefore forming the unstable carbonothioate in solution, which quickly decomposes into \( \text{CO}_2 \) and EDThiolate. The dibenzofulvene byproduct is a highly reactive nucleophile which then reacts with a nearby electrophile to form an inert molecule. In this report, 1,8-diazabicyclo(5.4.0)undec-7-ene (DBU), was used in catalytic amounts to perform the initial deprotonation of the Fmoc group, while dimethylpiperidine (DMPpy) was used as a sterically hindered electrophile for reaction with the dibenzofulvene adduct.\(^{143}\)

The synthesis of OA-PbS has followed the procedure reported by Hines and Scholes\(^{147}\) and was slightly modified for this study (see Supplementary Information). Briefly, Pb-oleate is generated in situ via the dissolution of PbO in OA. At a temperature of 63 °C a mixture of trimethylsilyl sulfide in ODE was swiftly injected, and the reaction was allowed to cool to room temperature before purification via precipitation with acetone. A \(^1\)H NMR of OA-PbS particles can be seen in Figure B.3 which shows the alkene protons from the oleic acid attached to the QD surface. FMT-PbS solutions were prepared by ligand exchange of FMT on to the PbS surfaces via the dropwise addition of a solution of FMT in CHCl\(_3\) to OA-PbS suspended in CHCl\(_3\). The QDs were precipitated with acetone until no alkene peak from OA could be observed in the \(^1\)H NMR upon resuspension in CDCl\(_3\) (Figure B.4). Only very broad, weak signals from bound FMT were observable due to surface broadening effects from the PbS surface.\(^{39}\) To make the FMT-PbS solution
ready for device fabrication, the FMT-PbS precipitate was dissolved in octane at 50 mgmL\(^{-1}\) to yield thin, uniform, spin coated films. While the FMT concept, synthesis and exchange was developed personally in the Macdonald lab, the ligand was shipped to

**Figure 3.2. Optical Spectroscopies of PbS films:** A) Absorbance spectra of QD films: OA-PbS (black), FMT-PbS (red), EDT-PbS films made by the conventional method (yellow), and cFMT-PbS films (green). B) FTIR spectra QD films: OA-PbS (black, scaled to one third intensity for comparison), FMT-PbS (red), EDT-PbS films made by the conventional method (yellow), and cFMT-PbS films (green). C) XPS sulfur 2p spectra comparing the EDT-PbS film (yellow) and cFMT-PbS film (green). D) Band structure determined by UPS and absorbance results comparing the band alignments of an EDT-PbS film (black) and a cFMT-PbS film (red).
James Fan of the Sargent group where he carried out ligand exchange, film deposition, and film characterization as well as device fabrication.

Fmoc cleavage or EDT ligand exchange was performed on the respective films, and surface analysis techniques were used to verify the fulfillment of a complete “on film” reaction. Similar absorbance values for both FMT-PbS and OA-PbS films suggest that both have similar thicknesses. The FMT-PbS film is red-shifted compared to OA-PbS as has been observed for other systems upon ligand exchange. The absorbance of both films increased after their conversion to cFMT-PbS or EDT-PbS QD films (Figure 3.2a). Previous studies have suggested that the optical density of PbS films increases after ligand exchange reactions when the exchanged QDs are more densely packed. When comparing the two absorption spectra in Figure 3.2a, it is evident that the optical density increased significantly more for cFMT-PbS QD films than the EDT-PbS counterpart, indicating a higher packing density of the QDs. The denser packing and stronger absorbance at the exciton peak is also reflected later in the External quantum efficiency measurements of the prepared devices (vide infra) (Figure 3.3d).

Fourier transform infrared (FTIR) spectroscopy reveals a decrease in organic content after each QD functionalization. In particular, the C-H stretches (2850-3000 cm\(^{-1}\)) were reduced successively between OA-PbS, FMT-PbS and cFMT-PbS. A broad –OH peak appears at 3500 cm\(^{-1}\) for the EDT-PbS QD film which can be attributed to the
fabrication process of EDT-PbS; the direct soak EDT solvent, acetonitrile, is hydrophilic which allows for atmospheric moisture to be absorbed into the film. A complete decrease in the carbonyl peak can be seen when comparing the OA-PbS to the EDT-PbS. However, the carbonyl peak remains in the cFMT-PbS sample compared to the FMT-PbS.

Figure 3.3. Devices Structure and Data; A) Solar cell architecture using only the conventional EDT exchange method. B) Solar cell architecture utilizing both the traditional EDT exchange method and the FMT exchange method. C) J-V curves for FMT-colloidal QDs (black) and traditional OA-colloidal QDs (grey). D) External quantum efficiency measurements comparing the devices fabricated with an FMT-colloidal QD and traditional OA-colloidal QDs.
The shape of this peak changes, and is reflective of that reported for bicarbonate which could be produced from CO$_2$ in the basic cleavage environment.$^{243}$

X-ray photoelectron spectroscopy (XPS) measurements were used to determine the surface composition of the EDT-PbS and cFMT-PbS QD films (Figure B.5). The spin orbit coupled sulfur 2$p_{3/2}$ and sulfur 2$p_{1/2}$ peaks appearing at around 160.4 eV and 161.7 eV shown in Figure B.5c matches closely to that of PbS.$^{128}$ The pair of peaks at 163.5 and 164.7 eV corresponds to thiolates of EDT bound to the PbS surface. It is worth noticing that the normalized intensities of peaks originating from EDT are of much greater intensity for the EDT-PbS compared to the cFMT-PbS, suggesting more ligand is present in EDT-PbS film, consistent with the tighter packing of QDs in cFMT-PbS noted by the absorbance measurements above. The cleavage procedure may avoid the introduction of excess non-functional ligand into the films. The peaks in the Pb4f and C1s spectra of both films match closely (Figure B.5a and d). Again, both films show in the oxygen 1s spectra expected lead oxide species due to air exposure at 530.7 eV,$^{151}$ but an additional large peak at 532.6 eV was only observed for the EDT-PbS films, which is attributed to lead oleate species.$^{152,153}$ The presence of carboxylate indicates an incomplete EDT ligand exchange and/or oleate removal during the fabrication of the direct soak EDT film. The lack of a carboxylate signal on the cFMT-PbS O1s spectra suggests that the homogeneous ligand exchange successfully displaced all of the oleic acid.

The electronic properties of a cFMT-PbS QD film and its traditional EDT-PbS counterpart were analyzed using ultraviolet photoelectron spectroscopy (UPS) (Figure 3.2d and B.6). The determination of the valence band maximum, conduction band minimum, and Fermi level for each films are discussed in detail in the experimental
section. The bandgaps for the EDT-PbS QD film and the cFMT-PbS QD film were 1.35 eV ($\lambda_{\text{ex}} = 918.5$ nm) and 1.41 eV ($\lambda_{\text{ex}} = 880$ nm), respectively. The position of the bandgap for the EDT-PbS QD film matches well with those reported in literature, while the cFMT-PbS film measurements showed a shallower band position than EDT-PbS.\textsuperscript{132,133} For these similarly sized QDs, it was surprising that the band position of the cFMT-PbS QD film exhibited a band position that is higher in energy than the EDT-PbS QD film. This is likely due to a previously observed ligand effects, as EDT capped QDs are known to produce a more p-type QD film than OA capped QDs.\textsuperscript{154} Given that OA was shown to remain in the films using the EDT direct soak method, it is likely that the complete removal of OA through the FMT approach produces a more strongly p-type film lifting the band position. The shallower position of the conduction band as seen in the cFMT-PbS QD film may allow for further electron blocking when used as a hole transport layer in a typical inverted QD solar cell. A good electron blocking layer will decrease the chance of charge recombination at the Au contact, and successfully transport holes to the anode.\textsuperscript{132,134,155}

### 3.3 Device Fabrication and Characterization

To illustrate the advantages of the solution processed cFMT-PbS QDs, we used this approach to construct a HTL for solar cells. A traditional PbS solar cell architecture is indium doped tin oxide (ITO)/zinc oxide (ZnO)/PbS-Active layer/EDT-PbS/Au (Figure 3.3a).\textsuperscript{125,132,134} The specific method for producing the ZnO electron transport layer and PbS active layer has been discussed in previous literature.\textsuperscript{134} In the conventional QD PV device, two layers of solid-state exchanged EDT-PbS (50 nm in total) were applied onto the top of
the active layer to serve as the HTL. Herein, we replaced the traditional HTL with our cFMT-PbS layers while keeping the rest of the device architecture unchanged.

To evaluate the quality of the fmoc cleavage approach to the preparation of the HTL in a device scenario, the FMT-QDs were cleaved using a mixture of DBU and a second weaker base. In this reaction, DBU is used as a catalytic base, while the second base acts as a nucleophilic “sponge” to remove the dibenzofulvene byproduct. The solar cell figures of merit, open circuit voltage ($V_{oc}$), short circuit current density ($J_{sc}$), fill factor ($FF$), and power conversion efficiencies (PCEs) are listed in Figure 3.4 for three base treatment protocols. A large variation of PCEs were observed when the byproduct “sponge” was changed, and performance of these devices were compared to the control device. The control device utilizes EDT/EDT-PbS QDs for the HTL and had a PCE of 9.43%. When FMT-PbS HTLs were soaked with only a 1% v/v DBU solution and no secondary base, a device with a PCE of 7.8% was produced. The combination of low $V_{oc}$, $J_{sc}$, and $FF$ indicate that the device has poor band alignment and poor charge extraction. We hypothesize the reduction in performance is due to residual DBU, dibenzofulvene, or uncleaved Fmoc left within the film even after the washing procedure. According to the mechanism in Figure 3.1, DBU is responsible for performing the initial deprotonation leading to cleavage of the Fmoc group. However, as a non-nucleophilic base, it will not readily react with dibenzofulvene, and steps of the cleavage may reverse and therefore produce an incomplete cleavage. While the addition of a nucleophile to the treatment protocol is therefore needed, careful consideration must be given to the base sterics and electronics. When the base/nucleophile combination of aa 1% solution of 9:2 v/v 2,6-lutidine and DBU were used to remove the dibenzofulvene byproduct, a device was
produced with a PCE of only 5.8%. Unfortunately, the electron rich nitrogen group of 2,6-lutidine likely performs a ligand exchange with the QD surfaces, similar to those seen previously with butylamine.\textsuperscript{156–158} The 2,6-lutidine as a surface ligand may diminish charge transport between QDs, lowering the overall performance of the device. Due to this issue, we hypothesized that a similar base with a bulkier side chain may actually avoid ligand exchange on the surface of the QDs due to steric hindrance but still be able to react with the small dibenzofulvene. Therefore, the choice of 2,6-ditertbutylpyridine (DTP) was a good replacement over the smaller 2,6-lutidene. For this specific device, the optimized concentration of 1% 9:3 v/v DTP:DBU was employed. This device exhibited a noticeably higher $J_{sc}$ over the other FMT-based devices (27 mA/cm$^2$ vs. 20mA/cm$^2$), and an overall PCE of 9.56%. External quantum efficiency (EQE) measurements reveal that the cFMT-PbS QD devices are enhanced mainly in the height of the exciton peak (Figure 3.3d). The overall performance of the cFMT/cFMT-PbS (9.56%) was slightly greater than that of our EDT/EDT-PbS device (9.43%).

From UPS studies as seen in Figure 3.2, there was evidence that band positions of the cFMT-PbS QD films are shallower than the EDT-PbS counterparts. Therefore, a graded HTL architecture designed as EDT/cFMT-PbS was employed as seen in Figure 3.3. Graded HTLs architectures can create an energy landscape that facilitates hole transport and have been used previously to improve the efficiency of PbS-QD solar cells by effectively extending the depletion width in the main absorber layer.\textsuperscript{135159} In this scenario, instead of spincoating two OA-PbS layers followed ligand exchange to EDT after each application, one EDT-PbS layer is fabricated in this traditional manner followed by the addition of an FMT-PbS layer which is then cleaved with base (DBU) and nucleophile
(2,6-dimethylpiperidine, DMPpy), a base chosen for its improved ability to react with dibenzofulvene due to its lack of aromaticity. The base used for the FMT-cleaved QDs was a mixture of 30:1 DMPpy:DBU. A device produced in this fashion yielded a performance of 11.01%. Most noticeably, this device retained the high \( V_{oc} \) from a pure directly soaked EDT/EDT-PbS QD device, while maintaining a high \( FF \) value. The external quantum efficiency (EQE) plots reveal enhancements at the exciton peak for both the EDT/cFMT-PbS and EDT/EDT-PbS QD devices (Figure 3.3d).

<table>
<thead>
<tr>
<th>Functionalization solvent</th>
<th>( V_{oc} ) (V)</th>
<th>( J_{sc} ) (mA/cm(^2))</th>
<th>( FF_{forward} ) (%)</th>
<th>( FF_{reverse} ) (%)</th>
<th>PCE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBU only</td>
<td>0.58</td>
<td>20.77</td>
<td>66.02</td>
<td>65.30</td>
<td>7.80</td>
</tr>
<tr>
<td>9:2 v/v 2,6-lutidine: DBU</td>
<td>0.56</td>
<td>20.58</td>
<td>54.07</td>
<td>51.17</td>
<td>5.88</td>
</tr>
<tr>
<td>9:3 v/v DTP:DBU</td>
<td>0.60</td>
<td>26.96</td>
<td>59.72</td>
<td>58.53</td>
<td>9.56</td>
</tr>
<tr>
<td>EDT-PbS control</td>
<td>0.63</td>
<td>26.29</td>
<td>57.89</td>
<td>56.01</td>
<td>9.43</td>
</tr>
<tr>
<td>Graded: 1 Layer EDT-PbS + 1 layer 30:1 v/v DMPpy: DBU</td>
<td>0.66</td>
<td>27.41</td>
<td>60.65</td>
<td>61.14</td>
<td>11.01</td>
</tr>
</tbody>
</table>

Figure 3.4. Figure of Merit for Solar Cells

Figure 4.1. Mechanism of NB Degradation;

3.4 Conclusions

In conclusion, a high quality EDT-functionalized PbS QD film was produced through an alternative protection and deprotection step of EDT. The native OA ligands of PbS were completely exchanged in solution and removed by a novel FMT ligand to yield
colloidal FMT-capped QDs. These FMT-QDs were used to construct the hole transport layer. The Fmoc protecting group of the FMT ligand was easily removed by a mild base treatment, and a pristine EDT-PbS film was produced. A film with denser QD packing, fewer EDT-ligands, fewer carboxylate-impurities and more p-type character was produced through the FMT cleavage method than the traditional EDT ligand exchange method. The effectiveness of this hole transport layer was tested in the fabrication of a QD solar cell, and yielded power conversion efficiencies greater than the traditional EDT-PbS counterpart. By developing a graded device architecture by using the first direct soak-counterpart and then a cFMT-PbS QD film, a QD device with a performance of over 11% was fabricated. This work provides important insight into the necessity of improving the HTL and highlights the role that chemistry on the surface of QDs affects their electronic properties.

This work illustrates the necessity of collaboration to advance scientific ideals. Though the original idea of utilizing FMT for solar cells was born in the Macdonald lab, researchers with specialization in device fabrication were needed to bring the idea to fruition. After the ligand had been synthesized and initial ligand exchange conditions optimized, workers in the Sargent group were able to use the ligand to make films, make devices, and characterize devices. Intellectual contribution was thus split in two different fabrication steps, then combined at the end for data interpretation.
4 CONCEPT AND PRELIMINARY WORK: LIGHT SENSITIVE LIGANDS

As discussed in the previous chapter, one of the major challenges of utilizing QDs for solar cells involves the processing of ligands (either through introduction in colloidal phase or solid state) for a densely packed film. Surface ligands must be exchanged from charge insulating ligands to short ligands which permit charge transfer; this is typically done in the solid state and suffers from issues in either case. Performing a ligand exchange on a film can cause disturbances to the QD surface, while reaction cleavage on the QD surface may be incomplete or leave behind electronically active impurities. The following section will outline the concept of using light-degradable ligands for ligand cleavage, followed by a summary of completed work.

4.1 Introduction and Background

The use of light as a catalyst for bond breaking or fission has been studied for a variety of applications across multiple fields. In the field of biology, photo-activated reactions have played a large role in the development of systems which allow for real-time monitoring of cell environments through photo-responsive hydrogel material.\textsuperscript{160–162} Another technique which has garnered significant interest is “biocaging” in which a bioactive molecule or marker is “tagged” and can be released once delivered to a specific area of interest. For instance, polyethylene oxide materials were developed which form micelles that burst upon UV radiation,\textsuperscript{163} and other photolabile biocompatible protecting
groups have been synthesized which degrade upon UV or IR light absorption. Further research into two-photon biomarker deprotection for reduction in background noise in biological imaging is also a topic of interest to the community. These accomplishments have opened up their own area of research in biology; however, the use of photochemistry for colloidal QD device fabrication remains unexplored.

Light has been used in photochemistry as a clean catalyst in various reactions. Some of these include photocycloadditions and rearrangements, redox reactions, and organometallic reactions. The chemistry has been applied to the field of materials science to create reactive polymers which degrade upon light irradiation, as well as polymers that will form a gel and expand under UV irradiation through the presence of the o-nitrobenzyl (NB) and the use of click chemistry. Crucial to this is the o-nitrobenzyl group (NB) which was first introduced as a photoactive protecting group for peptides by Woodward and coworkers in 1970. NB has since seen a large application in biological and materials uses as the active group is simple to install on many molecules, stable to most conditions except extremely alkaline or acidic environments, and produces relatively benign byproducts after NB activation and removal. While possessing these qualities, it was reported by Woodward and co-workers that complete cleavage as determined by gas chromatography (GC) occurred within 1-24 hours of irradiation. Other groups expanded on the possibility of monitoring for uncaging or deprotection by UVVis absorption, proton NMR, and HPLC, and synthetic schemes were devised to greatly increase the rate of deprotection. The current proposed photo-degradation mechanism is shown in Figure 4.1. Briefly, the aromatic benzene ring is excited by UV radiation, causing cyclization with the nitro group resulting in the formation
of nitrosobenzaldehyde and protonated leaving group. This degradation applied to molecules synthesized here can be seen in Figure 4.2a.

![Chemical structure diagram]

**Figure 4.1. Mechanism of NB Degradation:** Pathway of degradation of NB including equilibrium state of nitro group. In this case, the “protected” functional group was methanol. Reproduced from reference 165.

In the design of a ligand containing a group suitable for colloidal QD applications, both EDT and MPA were considered for binding to the QD. In this work EDT is primarily utilized due to the affinity of thiols for CdSe and PbS which are common in device fabrication. The reaction of EDT with a chloroformate precursor possessing the NB tag produces a molecule containing a light sensitive group, carbonate, and thiol which may be readily exchanged with the QD. The produced ligands should decompose under light irradiation to nitrosobenzaldehyde and 2-mercaptoethylcarbonothioate, which will quickly decompose to produce EDT and carbon dioxide. An illustration of this can be seen in
Figure 4.2. Degradation and Fabrication Pathways; A) Degradation of monofunctionally NB protected EDT. B) Degradation of monofunctionally NB protected thiocarbonate-EDT. C) Deposition and degradation of PbS.

Figure 4.2b. Studies were also undertaken to synthesize the ligand lacking the thiocarbonate functionality. This methodology minimizes the minimum amount of soluble byproducts produced while also avoiding the need to add other cleavage reagents which may produce other impurities or disrupt the nanoparticle surface. Figure 4.2c shows the
proposed path to utilizing these types of ligands in a QD film. QDs are first ligand exchanged colloidally, followed by film deposition. Since UV light is the catalyst for degradation, films can then be subjected to light, and byproducts from the reaction can simply be washed away leaving a tightly packed, ordered QD film.

### 4.2 Synthesis and Degradation

Several reaction pathways were explored to evaluate the application of these types of ligands to QD systems. Initial syntheses involved alkyl chloroformates as they are the simplest starting point, reagents are readily available, their structure mimics that of previously reported QD ligands.$^{67,142}$ A one-step reaction between the alkyl chloroformate and nucleophile results in the desired ligand in moderate yield. The general reaction scheme for these ligands can be seen in **Figure 4.3a**. After reaction and ligand exchange conditions were optimized, NB ligands were synthesized as shown in **Figure 4.3b and c**. The methoxy variant of the chloroformate ligand, O-(4,5-dimethoxy-2-nitrobenzyl) S-(2-mercaptoethyl) carbonothioate (DNMC), was synthesized since the onset of absorption is significantly redshifted compared to the variant without methoxy groups, which should allow for lower energy photocleavage.$^{191}$ A ligand omitting the thiocarbonate
2-((2-nitrobenzyl)thio)ethane-1-thiol (NET), was also synthesized via a $S_N2$ mechanism between 2-nitrobenzyl bromide and EDT to study the effects of methyl and thiocarbonate groups on ligand functionality. Further synthetic attempts were aimed at the synthesis of a variant of NB containing a methyl group in the benzyl position, as it has been reported that such substitution drastically improves the rate of decomposition (Figure 4.3).
Figure 4.4. UVVis Spectra of Ligand Degradation; A) DNMC. B) NET. Both spectra were recorded in CHCl₃ and illuminated with a 4W 254 nm light. Spectra are not normalized.

While this molecule should provide interesting data, it was not completed.
within the timeframe of this research. Experimental data concerning these syntheses can be found in Appendix B.

A variety of conditions were used to affect the degradation of the ligands which were taken from previously cited literature. For alkyl thiocarbonates, mole fractions of H$_2$O in THF ranging from $\chi=0.60$ to $\chi=1$,$^{178}$ pure isopropanol,$^{184}$ or pure chloroform$^{186,187}$ for 0.2M concentrations of ligand were tested. When using a 4W UV light, no degradation was seen over 4 hours via GC or NMR spectroscopy. This is in contrast with studies using NB which showed upwards of 50% cleavage within 1 hour.$^{186}$ From these studies we concluded the thiocarbonate group alone is not photo-active, and focus was shifted to producing NB containing ligands.

Utilizing the same reaction scheme from alkyl chloroformates, 4,5-dimethoxy-2-nitrobenzyl chloroformate was reacted with EDT to form DNMC (Figure 4.3b). This molecule contains a thiocarbonate group connected to the more thoroughly studied photolabile 2-nitrobenzyl group. When DNMC was dissolved in chloroform and subjected to UV radiation from the 4W lamp, degradation was observed, but not as expected. As shown in Figure 4.4, illumination of DNMC over the course of 4 hours causes a degradation of the first molecular transition, as well as appearance of a new transition around ~550 nm. This change in absorbance is saturated by 4 hours. NMR of the solution, however, did not show the symmetric single peak which would be expected from EDT; instead, two sets of peaks were observed, one from DNMC, and another from what is likely an unsymmetrical byproduct (See Figure 4.5b). The aromatic region of the spectra still only contains two singlet peaks, so the resulting EDT molecule is unlikely to be the product of the reaction between EDT and the resulting benzaldehyde. Instead, this may be due to the reaction of
Figure 4.5. NMR of Degraded Products; A) NMR of NB thiocarbonate ligand before irradiation with UV light. B) After 4 hours of irradiation a new set of asymmetrical EDT peaks appear, along with a peak presumably from CDCl₃ decomposing to dichloromethane. C) Proposed byproducts from reaction of EDT with thiocarbonate.
the thiol with the intermediate thiocarbonate produced after UV degradation followed by a
disulfide oxidation resulting in a ring closure (Figure 4.5c). This interpretation is
supported by the lack of multiple aromatic species, the presence of a new unsymmetrical
EDT compound, and the triplet splitting of the two methylene carbons indicating the
presence of only two neighboring protons for each carbon. An additional peak at 5.3 ppm
indicated these conditions were also causing the degradation of chloroform to
dichloromethane.\(^{192}\) In an effort to simplify the structure and determine the cause of
unexpected reactivity, a molecule was made which omitted the thiocarbonate functionality
(Figure 4.3c), but similar UVVis and NMR data was observed after degradation. Ligand
exchange and subsequent degradation studies were also performed on PbS with DNMC,
but NMR data was inconclusive and the strong absorbance of PbS in the UV and visible
spectrum occluded any spectral transitions occurring from the ligand. This data, as well as
experimental details of the ligand exchange and degradation studies can be found in
Appendix B.

Given the lack of precedence in literature for NB ligands containing thiol groups
connected to the benzyl position, it is likely that the reactivity of the thiol in the presence of
the generated benzaldehyde is forming a hemithioacetal or thioacetal as shown in Figure
4.6.\(^{193}\) Keeping this in mind, as well as implementing a methyl group in the benzyl
position to increase photosensitivity and decrease byproduct reactivity, a reaction scheme
was devised for 3-(1-phenylethoxy)propanoic acid (PEP, see Figure 4.3d). Due to time
constraints, synthesis of this molecule was not completed.
Further progress was made towards determining and synthesizing a ligand suitable for photodegradation on colloidal nanoparticles. It was determined that alkyl thiocarbonates are not suitable for photodegradation. Further, thiocarbonates were deemed unnecessary, and perhaps detrimental, in the process of degradation. Their synthesis was useful, however, as degradation studies with NB containing thiocarbonates suggested the reactivity of produced thiols with generated aldehyde, suggesting the uncaging of a thiol while using this particular photolabile protecting group is a poor choice.

Another issue which presented itself through this work is the absorbance of PbS impeding the use of light to degrade the ligands. Other materials which don’t absorb as strongly in the visible spectrum, such as CdSe and CdS, or materials which absorb primarily in the UV such as VO\(_2\),\(^{194,195}\) ZnO,\(^{196}\) or TiO\(_2\)\(^{197}\) would thus be superior choices for initial studies into implementing photo-functionalized materials for nanoscale devices. These materials would also be superior for ligand exchange with groups other than thiols, allowing for the use of more thoroughly studied photolabile groups which degrade to reveal a hydroxyl or carboxyl group. Further progress in the area of photosensitive ligands.

**Figure 4.6. Proposed Side Reaction of thiol and aldehyde:** The reactivity of the thiol and generated benzaldehyde may be producing either the hemithioacetal or thioacetal products.
would provide exciting new possibilities in the realm of fabrication of devices utilizing colloidal QDs.
Chapter 5

5 STRATEGIES FOR CRYSTAL BOUND LEAD SULFIDE

In congruence with previous topics, the following chapter concerns itself with surface chemistry, but this time on a deeper level. While most NPs feature ligands which are bound to their surface, some reports have shown that the ligands can be embedded into the crystal lattice. This chapter focuses on these NPs which feature a robust attachment to their ligands into the crystal lattice, including synthesis and characterization.

5.1 Introduction: Crystal Bound Ligands and Hidden Functionality

Much of this dissertation—and research as a whole—has focused on manipulating surface chemistry via ligand exchange, but this portion of work shifts towards NPs which are synthesized in a manner which inhibits ligand exchange of their surfaces. A myriad of methods have been developed for the synthesis of colloidal semiconducting NPs including top-down methods, intra-polymer and glass, and solution phase, the latter of which will be discussed here. The individual environments of the inorganic crystal lattice and outer organic ligands are fairly well understood, but the marriage of these two systems on the NP surface begets a unique system for each NP/ligand system. Research has been done on the dynamic nature of surface ligands in colloidal environments; some systems experience very rapid exchange of surface ligands in solution, while others remain more statically bound. Work by Turo et al. has demonstrated a case where ligands remain tightly bound with Cu$_2$S and ZnS. In this work, it was observed that when thiols are used as the sulfur source and ligand in reactions, the terminal
layer of sulfurs on metal-sulfides seemed to remain attached to their carbon substituents. A visualization of this is seen in Figure 5.1.

As discussed in Chapter 1.2 (See Figure 1.4), several different types of ligand binding are known for ligands attached to the NP surface. These classifications (X-type [lattice termination through an anion], L-type [neutral donor], or Z-type [neutral acceptor])\textsuperscript{214} all view the surface as a pristine surface which terminates in either an anionic or cationic atom. Such ideal conditions are likely not the case for all materials, as was demonstrated in the case of gold clusters. Single crystal data was obtained of Au\textsubscript{102}(SR)\textsubscript{44} clusters which indicated that a “staple” motif was present.\textsuperscript{215} In this binding mode, the surface sulfurs each bond to two gold atoms, wherein one gold atom is pulled upwards from the crystal lattice and bonds to two sulfur atoms simultaneously. An example of this is seen in Figure 5.1b. This motif has been verified for several other gold-thiol nanoclusters.\textsuperscript{216–218} Since most nanocrystals do not form discrete clusters, single crystal x-ray data is not widely obtainable. However, this finding helps to illuminate the complexities of ligand binding on and in the surface. The actual surface connectivity of the semiconducting NPs discussed here has yet to be detailed on an atomic level, and general models do not apply to all systems. It is likely however, that each system possesses its own unique characteristics and cannot be adequately described by simplifications shown in Figure 1.4 or Figure 5.1a.
Different synthetic routes can be taken to obtain nanocrystals, and will be discussed here. Solution synthesis methods follow generally either a direct heat-up or injection pathway. Which of these two methods are utilized is dependent on the reactivity, melting point, and boiling point of precursors. In determining reagents for NP reactions, four

Figure 5.1. Crystal-bound versus Surface-bound ligands; A) The termination of crystal-bound ligands in metal sulfides features a thiol which has a higher coordination number than the surface-bound counterpart. Reprinted (adapted) with permission from reference 212. Copyright 2014 American Chemical Society. B) A “staple” motif adapted in gold clusters. Yellow atoms represent gold, blue atoms represent sulfur, red atoms represent carbon, and green atoms represent hydrogen. Reprinted (adapted) with permission from reference 214. Copyright 2008 American Chemical Society.
components should be considered: metal source, chalcogenide source, solvent, and ligand. Not all of these components are independent of one another, however. For instance, a metal source such as Pb(NO$_3$)$_2$ may be reacted with thiobenzoic acid (TBA) separately rather than in situ to produce Pb(TBA)$_2$. Pb(TBA)$_2$ can act as both the metal and chalcogenide source, meaning only an additional ligand and/or solvent are needed in the synthesis. Additionally, the ligand may be the chalcogenide source when using sulfur containing molecules such as dodecanethiol. The concentrations of these components along with stir times, temperatures, injections, and cleaning procedures all have an effect on the ultimate size, morphology, and quality of the product. An example of different morphologies obtained by varying these components to make PbS NPs can be seen in Figure 5.2.

The physical properties of reactants may determine reaction conditions or help to provide insight into variations of parameters which drive a desired effect. For instance, NP nucleation often requires the degradation of the metal and/or chalcogenide precursor. Information about the temperature at which this happens may be gained through differential scanning calorimetry (DSC), or more simply through careful observation of color changes upon heating a reaction. Knowing decomposition temperature of a molecule is key to determining the temperature where active precursors can be generated. In the case of a reaction which utilizes separation of reagents through an injection, the decomposition temperature may be seen as a minimum temperature to assure rapid reaction of precursor upon injection due to the high concentration. The concentration of ligands which bind with precursors may also be varied in order to slow or expedite NP growth.
Additionally, ligands may be added which bind preferentially to certain facets of a NP in order to push growth of a particle into a certain shape or crystal structure. \textsuperscript{114}

\textbf{Figure 5.2. Morphology Control of PbS;} Oleic acid (OA), dodecanethiol (DDT), octadecene (ODE), and oleylamine (OA) are used at various reaction temperatures to elicit different morphologies. Different binding of surfactants and surface ligands causes preferential growth of certain crystal facets. Reprinted (adapted) with permission from reference 206. Copyright 2012 American Chemical Society.
NPs are characterized commonly via optical spectroscopy and electron microscopy; while these techniques provide important information they fail to provide an intimate surface analysis mapping the interactions on the surface. One technique which has been of importance is x-ray photoelectron spectroscopy. This surface technique bombards a sample with x-rays which causes electrons on the surface to escape the sample. The energy of the escaping electrons is measured and number of electrons counted. The specific energy of each electron is precise enough that not only can the specific element the electron originated from be determined, but also the element’s oxidation state. This has been used previously in NPs to determine stoichiometric ratios, oxidation states, and relative coordination numbers. The latter of these uses will be applied here to characterize NPs as surface bound or crystal bound. Another technique employed in our lab to test the strength of ligand binding is via the tracking of disulfide formation via NMR. The surface of NPs, such as CdSe, are known to promote disulfide formation under ambient light and air exposure. This can be seen visually through the agglomeration of NPs due to loss of surface ligands (see Figure 5.3a). It was found that if excess sulfide, in this case dodecyl-3-mercaptopropanoate (D3MP), was added to samples of CdSe NPs which were identical except for the suspected binding mode of the particles, the surface bound samples cause the formation of a significantly larger amount of disulfide due to the dynamic and exposed nature of the particle surface. This was shown in the proton NMR by a disappearance in the peak alpha to the thiol, and the appearance of a new peak corresponding the peak alpha to the disulfide. An example of this is shown in Figure
Figure 5.3. Disulfide formation on CdSe; A) Pathway of disulfide formation in ambient conditions on CdSe. Reprinted (adapted) with permission from reference 224. Copyright 2001 American Chemical Society. B) D3MP. C,D) NMR of crystal bound vs. surface bound thiols under ambient conditions after the addition of excess D3MP. Reprinted (adapted) with permission from reference 212. Copyright 2014 American Chemical Society

Figure 5.4. Pb(OAc)$_2$ Reaction Times and Temperatures.
5.3b-e.

This chapter will focus on attempts to develop new methods of PbS synthesis which result in crystal-bound ligand systems, as well as the characterization required to differentiate between crystal and surface bound systems.

5.2 Precursors and Strategies

Two main goals were set for this project: produce and characterize PbS which display distinctly different properties related to surface bound and crystal-bound ligand systems, and design a general synthetic strategy for producing PbS with crystal bound ligands. PbS was chosen as a material of interest due to its heavy usage in devices such as solar cells. The ability to robustly and uniformly attach ligands to NP surfaces would aid in creating pristine films for photo-absorption that feature excellent charge mobility after cleavage to a short chain via a group such as D3MP. In this section various precursors will be investigated for suitability in making crystal bound PbS NPss. Syntheses will be addressed in order of Pb precursor. See Section D.1 in Appendix D for specific synthetic techniques.
Initial attempts at PbS synthetic control were performed by directly adjusting the parameters of published methods. Mimicking a method by Hyeon et al.,\textsuperscript{207} Pb(OAc)$_2$ was degassed with D3MP before heating to temperatures between 180 °C - 200 °C and being allowed to react for 0-10 min. It was observed that size and morphology could be tuned with time and temperature; shorter times and lower temperatures resulted in smaller, less distinct particles. At 10 minutes of growth time, a trend of reactions held at 180 °C produced spheres, 190 °C produced cubes, and 200 °C produced agglomerated cubes as shown in Figure 5.4a. Aliquots taken at 190 °C, 0 minutes at 200 °C, 5 minutes at 200 °C, and 10 minutes at 200 °C showed the progression of growth of the QDs as shown in Figure 5.4b. It is interesting to note that in these reactions what appear as hexagonal disks
grow into cubes, which is similar to that seen in work done by Teng. What is particularly important about these samples is that the earliest sample, taken at 190 °C, measured 14.1 ± 0.7 nm (n=120), which is smaller than the Bohr exciton radius of 20 nm for PbS and thus the particles are quantum confined (QC). Quantum confinement is necessary for aptly tuned solar absorption and band compatibility in devices. However, since 180 °C was the lowest temperature required for nucleation in this system yet produced particles which were still too large the desired application of solar cell fabrication. Other synthetic methods were thus sought which could produce smaller QDs.

The following strategies discussed here will use lead precursors which have been synthesized prior to the QD synthesis. A detailed procedure for lead salt synthesis can be found in Appendix D. Pb(NO$_3$)$_2$ was reacted with a thiol ligand to produce the corresponding salt, with the intent of increasing interaction between Pb and the organic counterion during NP synthesis. Initial studies were focused on Pb(dodecanethiol)$_2$ [Pb(DDT)$_2$] and Pb(dodecyl-3-mercaptopropanoate)$_2$ [Pb(D3MP)$_2$]. It was shown that reactions of these lead precursors alone in non-coordinating solvent lead to large particles, so additional reagents needed to be added. Bis-trimethylsilyl sulfide (TMSS) is known as a very volatile and reactive sulfur source which is used at relatively low temperatures (~125 °C) to produce very small quantum confined PbS QDs used in solar cells. Since the reaction of TMSS and Pb oleate resulted in nucleation followed by growth with Pb oleate, the Pb oleate was replaced with the lead salt of the ligand desired for the final product. The intention of this method was to produce a synthesis in which the only coordinating ligand was also a sulfur source. This method was successful in making small, colloidal, spherical PbS using D3MP and DDT as seen in Figure 5.5a and b. However, this method
did not prove fruitful in providing a method in which size or surface chemistry can be controlled. Many variables were altered for particles prepared from Pb(D3MP)$_2$ including Pb precursor concentration, sulfur precursor concentration, surfactant concentration, amount of TMS, reaction temperature, and reaction time, but all resulting particles were of a similar size (2-5 nm) and morphology (see Appendix D). Indeed, it can be said that this reaction was reliable in terms of reproducibility, but was not adaptable. This method was controlled. Many variables were altered for particles prepared from Pb(D3MP)$_2$ including Pb precursor concentration, sulfur precursor concentration, surfactant concentration, amount of TMS, reaction temperature, and reaction time, but all resulting particles were of a similar size (2-5 nm) and morphology (see Appendix D). Indeed, it can be said that this reaction was reliable in terms of reproducibility, but was not adaptable. This method was controlled. Many variables were altered for particles prepared from Pb(D3MP)$_2$ including Pb precursor concentration, sulfur precursor concentration, surfactant concentration, amount of TMS, reaction temperature, and reaction time, but all resulting particles were of a similar size (2-5 nm) and morphology (see Appendix D). Indeed, it can be said that this reaction was reliable in terms of reproducibility, but was not adaptable. This method was controlled. Many variables were altered for particles prepared from Pb(D3MP)$_2$ including Pb precursor concentration, sulfur precursor concentration, surfactant concentration, amount of TMS, reaction temperature, and reaction time, but all resulting particles were of a similar size (2-5 nm) and morphology (see Appendix D). Indeed, it can be said that this reaction was reliable in terms of reproducibility, but was not adaptable. This method was controlled. Many variables were altered for particles prepared from Pb(D3MP)$_2$ including Pb precursor concentration, sulfur precursor concentration, surfactant concentration, amount of TMS, reaction temperature, and reaction time, but all resulting particles were of a similar size (2-5 nm) and morphology (see Appendix D). Indeed, it can be said that this reaction was reliable in terms of reproducibility, but was not adaptable. This method was
Figure 5.6. TEM images of tested PbS QDs; A) Surface bound D3MP (diameter = 3.6 nm) on PbS NPs, B) Crystal bound DDT (diameter = 1.9 nm) on PbS NPs, and C) Crystal bound D3MP (diameter = 4.0 nm) on PbS NPs. All scale bars are 50 nm. Sizes were calculated using an equation from reference 14. Figure 5.7. NMR test of ligand dynamics.7.

also attempted with O-((9H-fluoren-9-y1)methyl) S-(2-mercaptoethyl) carbonothioate
(FMT) and dithiocarbamate (DTC) lead salts, but these ligands proved to be too reactive and only produced PbS agglomerates as seen in Figure 5.5c and d.

5.3 Surface Analysis

After developing a method which reliably produced PbS QDs with possible crystal bound surface chemistry, NMR and XPS were used to evaluate the surface activity and bonding nature. For the following surface bound particles, the well-studied reaction between Pb-oleate and bis-trimethylsilyl sulfide (TMS) was performed, followed by a ligand exchange with dodecanethiol (DDT). For crystal-bound ligand PbS QDs, the reaction of Pb(D3MP)$_2$ or Pb(DDT)$_2$ and TMS at 180 °C per conditions developed in lab (vide infra) was employed. TEM images of these NPs can be seen in Figure 5.6. All particles were spherical and exhibited a narrow size distribution as evidenced by a sharp first exciton peak in the near-IR absorbance (Figure D.2).

A surface exchange NMR experiment was undertaken to observe the surface reactivity of the different PbS samples. In these experiments DDT surface-bound and crystal-bound ligand PbS QDs were used. After synthesis and/or ligand exchange the samples were washed thoroughly by precipitation with acetone until the proton NMR spectra of the samples showed only the peaks from DDT bound to the surface, which consists of a methyl peak and alkyl chain peaks. An excess of D3MP was then added to the QDs and the spectra recorded once more. After addition, only D3MP peaks were visible; the excess of ligand and overlapping chemical shift with the QD ligands occluded
Figure 5.7. NMR test of ligand dynamics.; A) Expected reaction from surface bound particles. B, C) Resulting NMR from surface bound DDT coated QDs: Before D3MP addition (blue), directly after D3MP addition (red), 24 hours after D3MP addition (green).
Figure 5.8. XPS Measurements of PbS QDs.; A) XPS of S2p orbitals for surface bound PbS QDs.  B) XPS of S2p orbitals for crystal bound PbS QDs.  C) Peak positions and FWHM along with constraints.  Data was analyzed using CasaXPS.
visibility of DDT ligands (Figure 5.7). Of particular interest on D3MP in this study were the peaks alpha to the ester and alpha to the thiol, as their downfield chemical shift makes them readily identifiable. After 24 hours in solution under ambient conditions the proton NMR was recorded again. At this point in time, signals could be seen appearing in the surface bound signal denoted as δ and ε in Figure 5.7, but not in the crystal bound sample. This is due to the oxidative nature of the QD surface coupled with the dynamic nature of surface bound ligands in comparison to crystal bound ligands.142,214,231 The new signals are attributed to the formation of the disulfide of D3MP, which was shown experimentally previously by other group members.142 This reaction is occurring due to the dynamic nature of surface-bound ligand systems; ligands are able to detach and reattach from the surface, allowing for photo-oxidation to occur.

Given promising NMR results, XPS was undertaken as a secondary characterization technique to verify the possibility of a different binding mode. These samples were prepared by drop casting surface bound or crystal bound PbS QDs onto a silicon wafer and allowing the solvent to evaporate. The XPS signal for sulfur 2p orbitals were examined closely, as shown in Figure 5.8, as these orbitals are the ones which are responsible for bonding between the sulfur and other carbon or lead atoms. Unfortunately, these results were not conclusive as a way to classify the character of two types of distinct surfaces. The 2p region of sulfur XPS shows one sulfur signal as a doublet of peaks due to spin-orbit coupling. In both samples run through XPS, two sets of doublets were observed, corresponding to sulfur in two different oxidation states (in this case, it can be thought of as different coordination numbers). Previous work has shown that in crystal-bound samples, only one doublet is expected, as all sulfur is integrated into the crystal lattice.
Given the relative success of the NMR experiment, it is possible that the crystal-bound sample possesses some facets which are ligated on the surface while others are crystal bound, causing multiple signals in the XPS. Ultimately these results further press the critical issue with nanoparticle characterization which limits understanding of structure-property relationships: surface analysis.

5.4 Further Directions

Multiple synthetic methods were used to synthesize and characterize PbS QDs in hopes of producing a system that could be definitively considered crystal-bound. Two pressing issues in synthesis were that of size and colloidal stability; the QDs had to be maintained small enough that they were quantum confined and useful for device fabrication, and colloidal stability is required to produce a uniform film. While new methods were developed that produced monodisperse PbS at appropriate size, very little control was gained over varying size or ligand chemistry. Further, while NMR data showed reduced dynamic ligand activity for crystal bound samples, XPS data was inconclusive.

QD synthesis has reached a point where analysis of surface on an atomic level is of importance for understanding and exploiting the unique properties of these materials. Further advancements in the areas of spectroscopy and microscopy will allow for these materials to be understood in terms of catalytic properties on the nanoscale and larger after device fabrication, which will in turn guide research into advanced synthetic methods to achieve desired goals.
6 CONCLUSION

6.1 Summary

As energy demand across the globe continues to rise, the demand for new methods of producing clean energy will continue to increase. Renewable energy sources such as solar are particularly suited to this because of their limited carbon footprint, but also their ability to be deployed in remote areas without the need for energy transport services. The work herein shows incremental steps towards the development of new technology which can meet these needs, and also provides a deeper insight into the fundamental materials properties of colloidal semiconducting NP systems.

The second chapter addressed the need to be able to efficiently trap charges outside of NP cores to perform oxidative or reductive reactions. This area of research is crucial to the application of colloidal NPs in catalytic systems such as the reduction and oxidation of H$_2$O to H$_2$ and O$_2$ gas, respectively. Application can also be found in the catalytic production of chemical feedstocks. In this work, a functional group known to chelate and interact electronically with common metal-chalcogenide semiconducting NPs, a dithiocarbamate, was appended to a common ligand, 2-2,-bipyridine, used in catalytic processes. It was shown that ligand exchange from native ligands to the new ligand followed by addition of an iron salt allowed for the metal complex to be anchored to the NP surface. This interaction caused a quench in the photoluminescence and fluorescence lifetime, indicating the extraction of charges to new molecular states caused by the interaction of the complex with the NP as shown from DFT calculations. These
fundamental studies show the possibility of harnessing the power of visible light through semiconducting NPs for catalytic reactions.

These studies were promising in that the expected QY quench and decrease in fluorescence lifetime are indicative of the transfer of a charge out into the ligands where radiative recombination no longer occurs. It is even more exciting that the modeling performed by Andrew O’hara from the group of Sokrates Pantelides was able to predict not only that charge transfer would occur, but also accurately predict the timescale on which it would occur. However, it is necessary for charges to remain at catalytic sites long enough for a catalytic process to happen. In the case of water splitting, oxidation reactions occur on substantially slower timescales than reduction reactions. The indication that a charge has been removed from the inorganic NP is exciting, but further studies to determine the stability of the oxidized catalyst would be needed to validate the possibility of harnessing the charge transfer for a chemical reaction. Further, in this study, it was discovered that the ligand which had been designed for water oxidation was itself sensitive to water. More work needs to be invested in designing functional groups which are stable to more harsh conditions while maintaining hole transfer functionality.

Moving forward, there are two majors challenges which need to be addressed: ligand stability and reaction rate management. Dithiocarbamate ligands are known to be susceptible to degradation in acidic conditions after protonation of the amine as seen in Figure 6.1a.\textsuperscript{118} This results in the generation of CS\textsubscript{2} and the corresponding amine. This pathway could possibly be hindered through the replacement of the nitrogen proton with a bulkier group such as –methyl or –t-butyl (Figure 6.1b). Addition of these groups would increase steric hindrance around the lone nitrogen pair, as well as lend electron density
towards the nitrogen group. This would make the amine a more active nucleophile, and strengthen the N-C(S)\textsubscript{2} bond. Another possible route towards improving stability could be found in xanthates (Figure 6.1c). While these ligands have yet to be studied in regards to their hole extracting qualities on metal chalcogenide NPs, they may possess similar electronic properties while showing greater stability; however, they are also known to degrade in acidic conditions. Ultimately, it may be necessary to utilize basic or slightly basic conditions for ligand stability when attempting to use these types of ligands.

Figure 6.1. DTCBipy Challenges and Opportunities; A) Degradation pathway of DTCBipy in acidic medium. B) DTCBipy alternatives C) Xanthate derivation of DTCBipy.

Further efforts must also be made to address the difference in time scales of the water reduction and water oxidation reactions. Previous reports have shown that by using a hydroxyl anion-radical redox couple at high pH can result in almost unity H\textsubscript{2} production quantum efficiency,\textsuperscript{16} but these conditions are not optimal for a fast rate of hydrogen production. The idea of using a redox shuttle, however, could prove beneficial, as if holes remain attached to a NP for too long newly promoted electrons may still recombine with
holes in the ligands.\textsuperscript{235} Other research has shown that hydrogen production can be performed by shuttling electrons from CdSe NPs,\textsuperscript{236} so further research should be focused towards performing water oxidation via shuttling the hole from the NP to a catalyst in solution. After this process and related timescales are understood, it may be possible to optimize a system in which water is directly reduced on the photoabsorber, while water is oxidized by holes shuttled from the photoabsorber to a catalyst in solution.

In chapter 3, the improvement of fabrication methods for solar cells was addressed by looking at the nature of solid state ligand exchange. Since colloidal NPs are grown in organic solvent, they ultimately are covered in long chain organic ligands. These ligands are charge insulating, and must be removed before the NPs are suitable for solar cells. The most common method of doing this involves a solid state exchange whereby lead oleate is ripped from the particle surface and replaced with a short chain ligand such as ethane dithiol. This chapter focused on the design and synthesis of a short molecule monofunctionally protected with a protecting group which could be easily removed. After a complete ligand exchange—something which can only be verified in solution—was performed, the NPs were used to make a pristine film. This film could then be deprotected to produce a film made from entirely short-ligand coated NPs, which demonstrated a more p-type behavior. The film was then used in a solar cell to show improved efficiency over controls, indicating that typical solid state exchange methods are not completely treating the surface of NPs used in colloidal NP devices.

This collaboration in this work brought together groups focusing at very different levels to uncover synergistic results. I proposed that by incorporating a peptide protecting group into the surface ligands of NPs, a superior film could be produced for devices such
As solar cells. After I tackled the challenge of synthesizing the ligand and verifying the colloidal stability of NPs after ligand exchange with it, the Sargent group took up the application of this absorber to devices. Such a proposal—of using peptide chemistry in solar cell designs—had never occurred to them, and highlights the transformative role a diverse knowledge of chemistry can play in device engineering. While I was focused on the interface between particle and environment, they focused on the interface between disparate layers of material. This allowed them to apply their engineering and fabrication knowledge which was needed but I was not personally able to complete. The resulting p-type film provided an excellent stepping stone in a graded architecture which resulted in the end goal of a more efficient device.

Incorporating the knowledge that band position can be changed by ligand coverage, and that this can be altered by changing from solid state to colloidal exchange methods, further fabrication studies could provide continued improvements into device architecture. Since one additional layer increased device efficiency, it is likely that controlling multiple layers to fabricate a more gradual energy level gradient from the depletion zone of the solar cell through the absorbing layer to the hole transport layer and metal contact would further optimize charge transport to improve efficiency. This would require the collaboration between synthetic, computational, and device fabrication scientists to determine what ligands are likely to alter the energy alignment of PbS when bound to the surface, how to make and apply the ligands, and how to incorporate the new methodologies into fabrication.

Chapter 4 dealt with manipulating NP surfaces to transition from long, charge-insulating ligands to very short chain ligands, but sought to achieve the goal through photo-
catalytic reactions. Whereas chapter 3 used chemical treatment of ligands to transform colloidally stable ligands to short-chain charge transfer capable ligands, this chapter dealt with light sensitive ligands. With solid state exchange or previous functional group cleavage, acids or bases must be employed which disturb or damage NP surfaces. This interference may result in trap states which hinder charge transfer, and thus device performance. Several different photo-labile targets were identified and synthesized, as well as tested for photo-activity. While some activity was seen with the ligands isolated, it was not in a controlled manner as reported previously. Further, it was found that during the photodegradation process the generation of a free thiol and benzaldehyde group would lead to further undesirable side reactions. Future targets for photodegradable colloidal semiconducting NPs were also discussed.

One possible application of these ligands is the incorporation of them into devices such as solar cells as discussed in chapter 3. A fabrication method in which pristine QD films can be deposited, followed by a deprotection with no added reagents would take extra variables out of the process and allow for films optimal for charge transfer. Such a method would prove useful, though it is conceivable that their use for colloidal semiconductors may be limited. The UV light typically used to degrade ligands is strongly absorbed by most semiconductors, so the amount of incident light making it to the ligands may be too small. Further, side reactions occurring from released byproducts could cause issues just as cleavage reagents do. The idea has however been demonstrated on non-colloidal materials, and merits further research.

The final research chapter of this work delved into the binding mode of NPs, specifically PbS. There are many different modes in which ligands can be bound to the
surface (mono or bidentate, as a negative, positive, or neutral donor), but this chapter focused on work previously from our lab: ligands which are bound into the crystal lattice of the NP. It was previously shown by other members that for Cu$_2$S when using a sulfur source that is the same as the surfactant, the surface ligands become bound in the final layer of crystal lattice and feature a higher coordination number. Several synthetic schemes were devised to adapt this idea to PbS. NMR tests showed that the surface activity of possible crystal bound PbS was indeed altered through comparison with surface bound PbS, but XPS failed to show significant changes to the oxidation states of the sulfur on the surfaces of the NPs. Continued XPS experiments to ascertain the oxidation states of surface atoms would be useful. Another technique that could provide interesting information is elemental analysis, performed either by quantitative EDS or inductively coupled plasma experiments. This would provide data on the composition of lead and sulfur in the particles, which could prove interesting since the reactions ran were rich in sulfur. The proper balance of reactivity for each precursor still needs to be determined for these reactions. Further synthesis and surface analysis is necessary to implement these NPs in catalytic systems or devices.

This segment of research highlighted highly exploratory research. The area of surface chemistry is hotly debated, and the suggestion of a new ligand system, such as crystal-bound, is likely to spark debate with those in the field. Though some studies have documented such systems, proposing a new binding mode for any material requires highly corroborated data. This relies heavily on spectroscopic data acquisition and proper analysis. Though data were not collected to clearly indicate that which was sought, other interesting aspects of PbS growth, including smaller sizes/dimensions of crystals than
previously reported were found. These new syntheses could perhaps be tuned to favor certain crystal facets for reactivity or film packing.

The driving purpose for developing QD applications in device fabrication and renewable energy utilization is to not only improve our environment, but to shift the paradigm of resource utilization for a sustainable future. The need for renewable energy comes not only from increased energy demand, but the negative impacts of burning fossil fuels. The increase of greenhouse gases in the environment not only causes an increase of temperature, but also alters environments by changing the biogeography of forests resulting in increased wildfires, changing precipitation patterns resulting in species die-off, and increased flood risk.\textsuperscript{237–239} These problems will ultimately degrade the foundations of developed life as it is currently known by severely restricting the availability of all resources.\textsuperscript{240} It can thus be seen that new paths must be taken to support human growth.

Many directions can be taken in attempting to begin to shift energy production or consumption towards a more sustainable future. This dissertation has focused on the surface chemistry of QDs to aid in both of these goals. A thorough understanding of this area will lead to precision control of syntheses to manipulate the size, shape, and morphology of these systems, which will lead to pushing the application of these materials into practical use. Further development of application-specific ligand systems will push these materials into the next generation of green energy devices.
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APPENDICES

A. Additional Synthetic Procedures for Chapter 2

General Notes

All glassware was thoroughly dried in an oven before use. Schlenk line technique with Argon was used in all reactions. A J-KEM Scientific Model 210 temperature controller was used to control the temperature of all reactions unless otherwise noted. All solvents and reagents were used as received unless otherwise noted.

UV/Vis spectra were recorded on a Jasco V-670 spectrophotometer using quartz cuvettes. A baseline was first recorded without any reference cuvette, and then samples were recorded with a background of the appropriate neat solvent in the reference cuvette. Fluorescence spectra were recorded on a Jasco FP-3800 spectrofluorometer. QY measurements were made using rhodamine B as a standard. TEM images were taken on a Phillips CM-20 TEM and sized using ImageJ. NMR spectra were taken using a Bruker DRX-400 (400 MHz) spectrometer. Spectra were calibrated to residual solvent signals of 7.26 and 77.0 ppm for $^1$H and $^{13}$C NMR spectra, respectively, in CDCl3. Spectra were calibrated to 4.79 ppm for $^1$H in D2O.

Materials

Selenium Powder (99.99%) and cadmium oxide (99.999%) were purchased from Strem Chemicals Inc. Triocylphosphine (TOP, 90%), Triocylphosphine oxide (TOPO, 99%), Sulfur, 2,2’-dipyridiyl-n-oxide (98%), methylene chloride (≥99.8%), anhydrous magnesium sulfate (≥97%), anhydrous tetrahydrofuran (THF, ≥99.9%), zinc dust (<10 μm, ≥98%), hydrochloric acid (37%), ammonium chloride (≥99.5%), ethyl acetate (≥99.7%), ammonium hydroxide (28.0-30.0%), iron (III) acetylacetonate (≥99.9%), and anhydrous pyridine (99.8%) were purchased from Sigma-Aldrich. HPLC grade toluene, concentrated nitric acid, sodium hydroxide (98.9%), 2-propanol, and anhydrous ethyl ether were purchased from Fisher Scientific. Octadecylphosphonic acid and hexylphosphonic acid were purchased from PCI Synthesis. Ethylenediaminetetraacetic acid (99%) and carbon disulfide (99.9+) were purchased from Alfa-Aesar. 200 proof ethanol was purchased from Decon Laboratories Inc. Concentrated sulfuric acid was purchased from EMD chemicals. All chemicals were used without further purification unless otherwise noted.
**Synthesis of CdSe Nanoparticles**

Preparation of Se Precursor: In a glove box, Se (0.058 g, 0.734 mmol) was added to a 1 dram vial containing TOP (0.430 ml, 0.964 mmol) and a stir bar. The Se was dissolved with heat and stirring. Prior to injection, the optically clear, colorless solution was drawn into a 10 ml polypropylene syringe with an 18 gauge needle and plugged into a septa for removal from the glove box.

In a typical synthesis, TOPO (3.0 g, 7.76 mmol), ODPA (0.28 g, 0.84 mmol), and CdO (0.06 g, 0.47 mmol) were added to a 25 ml three-neck round bottom flask equipped with a stir bar, two rubber septa, condenser, and inlet adapter attached to a Schlenk line. The mixture was degassed at 150 °C under vigorous stirring for 1 hour. The reaction was then flushed with Ar and heated to 310 °C where the CdO dissolved to form an optically clear, colorless solution. TOP (1.8 ml, 4.03 mmol) was injected into the flask, and the reaction was heated to 380 °C. The heating mantle was removed and replaced by an evaporating dish. As the temperature fell past 370 °C, the Se precursor was injected. The flask was immediately sprayed with acetone until the temperature fell below 200 °C, were 10 ml of toluene were injected. The solution was split between two 6 dram vials and particles cleaned via three successive crashes using ethanol as a bad solvent and toluene for particle dispersion (centrifugation for 5 minutes at 4400 rpm).

**Synthesis of CdSe/CdS Nanorods**

Preparation of Seed/Sulfur Precursor: Sulfur (0.06 g, 1.87 mmol) was added to a 1 dram vial, followed by $8 \times 10^{-8}$ mol of CdSe seeds, as determined by the absorbance of the stock seed solution at the first absorption peak. The solution was evacuated and flushed with Ar 3 times on a Schlenk line, and then TOP was added (1.8 ml, 4.03 mmol). The sulfur was dissolved with vortexing.

In a typical synthesis, TOPO (3.0 g, 7.76 mmol), ODPA (0.29 g, 0.67 mmol), and CdO (0.075 g, 0.584 mmol) were added to a 25 ml three-neck round bottom flask equipped with a stir bar, two rubber septa, condenser, and inlet adapter attached to a Schlenk line. The reaction was degassed at 150 °C for 30 minutes. The flask was then flushed with Ar and heated to 355 °C. A clear, colorless solution was observed. TOP (1.8 ml,
4.03 mmol) was injected and the temperature was allowed to recover. The aluminum foil was removed and cotton wrapped around the glass wool (cotton was necessary for quick temperature recovery, but was watched closely as it was an inherent fire hazard). The reaction was allowed to equilibrate for 5 minutes past the cotton swaddling. The seed/sulfur solution was then quickly injected into the flask. Temperature recovery above 350 °C was observed within 90 seconds of injection. After 6 minutes of growth time the heating mantle was removed and reaction allowed to cool. At 100 °C 10 ml of toluene was injected. The solution was split between two 6 dram vials and precipitated via three successive crashes using ethanol as a bad solvent and toluene for particle dispersion (centrifugation for 5 minutes at 4400 rpm). QY 85.3%, length 45.7 ± 5.2 nm, diameter 6.0 ± 0.8 nm n=120

*Synthesis of ammonium-[2,2’-bipyridin]-4-ylcarbamodithioate (1)*

4-nitro-[2,2’-bipyridine] 1-oxide (3). 2,2’-dipyridyl N-oxide, 2, (1.72 g, 10 mmol) was added to a 50 ml three-neck round bottom flask. 20 ml of concentrated H2SO4 was added and the reaction vessel was flushed with Ar for 1 min. The solid was dissolved with stirring at 100°C in an oil bath. Concentrated HNO3 (4.2 ml, 100 mmol) was added over 17 h via a syringe pump using a disposable polypropylene syringe and PTFE tubing. The reaction was allowed to continue for an additional 2 h at 100°C, and then the reaction flask was removed from the oil bath and allowed to cool. 30 g of NaOH dissolved in 30 ml of H2O was used to render the solution slightly basic in an ice bath. As the pH of the solution rose, solid formed which prevented the reaction from stirring; the addition of extra H2O alleviated this problem. The basic solution was extracted with dichloromethane (3 x 30 ml), and the combined organics were washed with 1 M NaOH (2 x 25 ml) and brine (1 x 25 ml) before being dried over MgSO4. The solvent was removed under reduced pressure to produce yellow crystals which were recrystallized from isopropanol (Yield 41%). Spectra shown below (Figure S6a). 1H NMR (400MHz, CDCl3) δ 9.18 (d, 1H, J=3.3Hz), 8.90 (d, 1H, J=8.1 Hz), 8.80 (dm, 1H, J=4.9 Hz), 8.37 (d, 1H, J=7.2 Hz), 8.07 (dd, 1H J=3.9, 7.2 Hz), 7.89 (td, 1H, J=1.8, 7.8 Hz), 7.44 (ddd, 1H, J=1.1, 4.8, 7.5 Hz). 13C NMR (100 MHz, CDCl3) δ 149.8, 147.5, 141.9, 136.6, 125.3, 125.0, 122.6, 118.8 ppm (ArC).

4-amino-2,2’-bipyridine (4). 4-nitro-2,2’-dipyridyl N-oxide, 3, (0.217 g, 1 mmol) was added to a 50 ml three-neck round bottom flask. The flask was evacuated and flushed with Ar three times. 15 ml of THF was added to the flask and the solid dissolved. Zn dust (0.9807 g, 15 mmol) was activated via successive washes with 2% HCl, H2O,
EtOH, and Et₂O. 15 ml 30% (w/v) NH₄Cl solution was added followed by the Zn dust. The reaction was brought to 60°C under Ar for 3 h. The reaction was removed from heat, and 25 ml of 1 M EDTA was added to quench the reaction. Excess Zn dust was removed via vacuum filtration with a Büchner funnel. THF was removed under reduced pressure. The remaining aqueous layer was made basic with 1 M NaOH, then extracted with ethyl acetate (3 x 25 ml). The combined organics were washed with 1 M NaOH (2 x 15 ml) and brine (1 x 15 ml) before being dried over MgSO₄. The solvent was removed under reduced pressure to produce an off-white crystal (Yield 76%). Spectra shown below (Figure S6b).

*Spectra shown below (Figure S6b).* ¹H NMR (400 MHz, CDCl₃) δ 8.60 (d, 1H, J=4.6 Hz), 8.31 (d, 1H, J=8 Hz), 8.25 (d, 1H, J=5.5 Hz), 7.75 (tm, 1H, J=6.9 Hz), 7.63 (s, 1H), 7.24 (tm, 1H, J=5.9 Hz), 6.50 (m, 1H), 4.43 (br, 2H, -NH₂). ¹³C NMR (100 MHz, CDCl₃) δ 156.5, 156.2, 153.8, 149.7, 148.8, 136.9, 123.5, 121.2, 109.5, 106.8 ppm (ArC).

**Ammonium-[2,2'-bipyridin]-4-ylcarbamodithioate (I).** 4-amino-2,2'-bipyridine (4) (0.085 g, 0.5 mmol) was added to a 6 dram vial and capped with a septa. The vial was evacuated and flushed with Ar three times. 1.5 ml of EtOH was added and the solid was dissolved. NH₄OH (0.04 ml) was added, followed by CS₂ (0.09 ml, 1.5 mmol). After no reaction had occurred for several minutes, an excess of CS₂ (0.36 ml, 6 mmol) was added, followed by NH₄OH (0.55 ml). Within 1 min, the reaction turned from tan to yellow, and white precipitate formed. After 5 min, the supernatant was clear and orange. After one hour, the solvents were removed under reduced pressure, and the resulting solid was triturated with EtOH (3 x 3 ml) to produce a pale yellow solid (Yield 77%). Spectra shown below (Figure S6C-D).

¹H NMR (400 MHz, DMSO-d6) δ 8.75 (d, 1H, J=4.4 Hz) 8.22 (d, 1H, J=8.0 Hz), 8.13 (d, 1H, J=6.5 Hz), 8.03 (td, 1H, J=1.7, 7.8 Hz), 7.69 (br, 4H, NH₄), 7.60 (d, 1H, J=2.3 Hz), 7.57 (dd, 1H, J=5.4, 7.2 Hz), 6.76 (dd, 1H, J=2.3, 6.5 Hz), 3.36 (br, 1H, NH).

¹³C NMR (100 MHz, DMSO) δ 217.7 (CS₂), 157.3, 149.6, 146.7, 137.8, 130.3, 125.0, 121.2, 109.3, 106.1 (ArC) ppm. Anal. Calcd. for C₁₁H₁₂N₄S₂: C, 49.98; H, 4.58; N, 21.19; S, 24.25. Found: C, 49.85; H, 4.90; N, 21.08; S, 24.02.

**Coordination of Ligands to Nanostructures**

In a typical exchange, 2.26 * 10⁻¹⁰ moles of rods (as determined by previously established methods)¹ were taken from a stock solution and added to 2.5 ml of toluene in a quartz fluorescence cuvette. Fluorescence and UV-Vis spectra of the NP were
recorded. A solution of DTCBipy and toluene was prepared (typically ~0.5mM) and DTCBipy was added in solution with toluene so that 4.5 ligands were introduced per nm\(^2\) of NP surface area. Spectra were recorded again before the vial was flushed with Ar and allowed to stir in the dark for 16 hours. After 16 hours the spectra were recorded again, and Fe(acac)\(_3\) three was added from a solution of toluene in an equimolar amount to the added DTCBipy. The vial was then flushed with Ar and allowed to stir under Ar in the dark for 24 hours. Spectra were then recorded, and the particles were precipitated from solution via centrifugation for 5 minutes at 4.4k rpm. The NP were redispersed in toluene, then precipitated again via centrifugation for 5 minutes at 4.4k rpm. The NP were then redispersed in toluene with a sonicator. Upon standing, the particles would precipitate from solution, but further sonication would afford an optically clear solution.

**Formation of DTCBipy Complex in the absence of nanorods**

A solution of 11.2 mg (3.17 \(\times\) 10\(^{-5}\) moles) of Fe(acac)\(_3\) in 10 ml of toluene was added to a 25 ml three neck round bottom flask. A stir bar was added and the reaction was capped with a septa and flushed with Ar. Separately 13.2 mg (5.0 \(\times\) 10\(^{-5}\) moles) of DTCBipy was dissolved in 10 ml of toluene. 6.35 ml of the DTCBipy solution was added to the Fe(acac)\(_3\) solution to form an equimolar amount of iron to DTCBipy. The solution was allowed to stir overnight (16 hours). The next morning the pink crystals were collected via centrifugation and allowed to dry. Analysis of the compound via UV-Vis (Figure S2A) produced the redshift seen in nanorod DTCBipy-Fe formation. NMR (Figure S1) verified the existence of a low spin complex, since when considering Fe\(^{3+}\) LS, Fe\(^{3+}\) HS, Fe\(^{2+}\) LS, and Fe\(^{2+}\) HS only Fe\(^{2+}\) LS offers a diamagnetic spin state. \(^1\)H NMR (400 MHz, MeOD) \(\delta\) 8.75 (d, 1H, J=4.88 Hz), 8.14 (d, 1H, J=8.12 Hz), 8.10 (d, 1H, J=6.6 Hz), 8.02 (td, 1H, J=1.6, 7.76 Hz), 7.56 (dd, 1H, J=4.8 Hz, 7.4 Hz), 7.48 (d, 1H, J=2.32 Hz), 6.82 (dd, 1H, J=2.32, 6.64 Hz)
A.1. Quantitative TEM-EDS Procedures

EDS Spectra were acquired using a Tecnai Osiris operating at 200 kV. Rods were drop cast onto a Ni TEM grid. A collection of rods was located, and EDS spectra were acquired for 5 minutes. Using Bruker Espirit software the resulting spectra was matched for all elements present, and deconvoluted to exclude all elements except for Cd, S, Se, and Fe to give the atomic % of the elements present. This procedure was repeated ten times in different grid boxes each time. To calculate the number of Fe atoms per nm$^2$, it was assumed that the observed sample was representative of the entire NR population, and thus the data was representative of a single rod. The number of Cd present in a single rod was calculated based off of rod volume and unit cell volume as determined by measuring via ImageJ. This number was then used to calculate total atoms present, then the number of Fe present was taken from this number. The number of Fe per rod was divided by the surface area of the rod to deduce Fe coverage. The raw data can be seen in Table B.1. below.

Table A. 1.

<table>
<thead>
<tr>
<th>Sample</th>
<th>% Cd</th>
<th>atoms per rod</th>
<th>% Fe</th>
<th>Fe per rod</th>
<th>Fe/nm$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>49.2</td>
<td>5.34E+04</td>
<td>4.79</td>
<td>2.66E+03</td>
<td>2.77</td>
</tr>
<tr>
<td>2</td>
<td>49.6</td>
<td>5.30E+04</td>
<td>3.74</td>
<td>1.98E+03</td>
<td>2.14</td>
</tr>
<tr>
<td>3</td>
<td>49.6</td>
<td>5.30E+04</td>
<td>4.10</td>
<td>2.18E+03</td>
<td>2.36</td>
</tr>
<tr>
<td>4</td>
<td>49.7</td>
<td>5.29E+04</td>
<td>4.51</td>
<td>2.39E+03</td>
<td>2.58</td>
</tr>
<tr>
<td>5</td>
<td>49.6</td>
<td>5.31E+04</td>
<td>4.55</td>
<td>2.41E+03</td>
<td>2.61</td>
</tr>
<tr>
<td>6</td>
<td>51.6</td>
<td>5.09E+04</td>
<td>3.75</td>
<td>1.91E+03</td>
<td>2.07</td>
</tr>
<tr>
<td>7</td>
<td>51.8</td>
<td>5.08E+04</td>
<td>4.03</td>
<td>2.05E+03</td>
<td>2.22</td>
</tr>
<tr>
<td>8</td>
<td>51.0</td>
<td>5.16E+04</td>
<td>3.91</td>
<td>2.02E+03</td>
<td>2.18</td>
</tr>
<tr>
<td>9</td>
<td>50.7</td>
<td>5.19E+04</td>
<td>3.80</td>
<td>1.97E+03</td>
<td>2.13</td>
</tr>
<tr>
<td>10</td>
<td>50.8</td>
<td>5.18E+04</td>
<td>5.37</td>
<td>2.78E+03</td>
<td>3.01</td>
</tr>
<tr>
<td>Cd per rod</td>
<td>2.63E+04</td>
<td>SA rod (nm$^2$)</td>
<td>923.92</td>
<td>Average</td>
<td>2.41E+00</td>
</tr>
<tr>
<td>Std. dev</td>
<td>3.20E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A.2. Additional Computational Procedures

Density functional theory calculations were performed using the Vienna ab initio Simulation Package (VASP). The projector augmented wave method$^5, 6$ was used to describe the interactions between valence and core electrons and the plane-wave basis
cutoff was taken to be 950 eV. For molecules, only the \( \Gamma \) was used, while surface slabs used a \( 2 \times 2 \times 1 \) \( \Gamma \)-centered Monkhorst-Pack grid\(^7\) during relaxations. Integration was performed with Gaussian broadening with \( \sigma = 0.05 \) eV for all calculations, while absorption spectra were calculated with \( \sigma = 0.2 \) eV. At least 10 Å of vacuum were used to minimize interactions between periodic images. The structures were relaxed using the conjugate gradient method until forces were less than 0.02 eV/Å. During structural optimization, the Perdew-Burke-Ernzerhof (PBE)\(^8\) version of the generalized gradient approximation (GGA) was used to describe the exchange-correlation functional, while the HSE06 range separated hybrid functional\(^9,10\) was used for calculation of the electronic structure.

Simple calculations of the ligand system alone were performed to predict if there is good spatial and energetic alignment of the ligand states with CdS valence and conduction band energies, before attempting more computationally costly calculations of the hybridized system. We find that the HOMO and HOMO-1 energy levels of \([2,2'\text{-bipyridin}]\)-4-ylcarbamodithioic acid (HDTCBipy) comprise primarily the sulfur orbitals of the dithiocarbamate functional group, and are energetically 0.03 eV and 0.24 eV higher than the CdS valence band relative to the vacuum level. The calculations indicate there is a good energetic and spatial alignment of the HOMO levels of DTCBipy for hybridization with the CdS valence band. Calculations were also performed for HDTCBipyFe(acac)\(_2\). Two filled dithiocarbamate orbitals, similar to HDTCBipy, lie 0.05 eV below and 0.04 eV above the CdS valence band. Additionally, there are two filled molecular states with contribution from the dithiocarbamate and bipyridine at 0.50 and 0.83 eV above the valence band. Above this, are three new additional occupied orbitals comprised primarily of Fe-related states. The calculations again predict the plausibility of advantageous hybridization of the iron chelated ligand system with CdS for hole transfer.

In order to determine the ability for hole transfer from the valence band to the ligand to occur, we use density functional theory to calculate the dipole transition oscillator strengths. Then, the rate of spontaneous emission can be evaluated as:

\[
\Gamma_r = \frac{(\Delta E_{21})^3}{3\pi\varepsilon_0\hbar^4c^3} |\mu_{21}|^2, \tag{1}
\]

where the dipole matrix element can be extracted from the DFT computed oscillator strength via:

\[
f_{21} = \frac{2m_e}{3\hbar^2e^2} \Delta E_{21}|\mu_{21}|^2. \tag{2}
\]

The lifetime for an excitation is given by \( \tau = 1/\Gamma \). The oscillator strengths themselves
can be computed through the use of the optical routines implemented in VASP in one of two ways. The first is from the matrix elements obtained through calculation of the frequency-dependent dielectric matrix. In a typical calculation done this way, however, the matrix elements and oscillator strengths are not readily readable. The alternative way is to use what essentially amounts to the TD-DFT derived version of the Bethe-Salpeter equation for the optical absorption. These routines can be applied in the single-particle framework and yield the same values as the previous method, but with the desired oscillator strengths user-accessible. Ordinarily, the use of these routines is for determining the optical properties from the electronic ground state and hence calculated between the valence states (or HOMO-n levels) and conduction states (or LUMO+m levels). In order to determine the oscillator strength between levels that are all ordinarily occupied prior to photoexcitation (in our case the CdS valence band and the molecular states), VASP allows for the wave functions to be constrained or “frozen” to their original form and the occupations to be set manually. This is done after the self-consistent optimization and before the calculation of the oscillator strengths for valence to molecular transitions. For example, in our pristine CdS surface with no adsorbed ligands, we can calculate the lifetime to be 0.8 ns. This is in relative agreement with measurements on large sample CdS systems.\textsuperscript{11} For the purposes of testing for hole transfer to the molecular states, the comparison for radiative decay rates should actually be made not to pure CdS, but rather DTC-ligand free CdSe-CdS core-shell nanorods. The measured lifetime for these is \( \sim 20 \) ns resulting in a radiative decay rate of \( \sim 0.05 \) ns\(^{-1}\) (this is consistent with lifetime measurements for similar systems).\textsuperscript{12} Since we are interested if the hole can transfer to any of the midgap molecular states, we calculate the total rate for hole transfer as a sum of the individual rates.

The surface of the nanorods was modeled using a six-layer thick slab of \( \{10\overline{1}0\} \)-oriented wurtzite CdS terminated with pseudohydrogen. This surface is both the lowest energy surface termination of CdS\textsuperscript{13} and CdSe\textsuperscript{14} as well as a dominant facet for wurtzite nanorods. The chosen slab has minimal quantum confinement effects and a band gap of 2.53 eV. Relative to the vacuum level, the valence band is -6.47 eV, while the conduction bands is -3.94 eV. For calculations including the absorption of DTC-complexes to the surface, a \( 3 \times 2 \) supercell of the 45°-rotated primitive surface cell was utilized resulting in a density of 0.34 molecules per nm\(^2\). Such a density was chosen in order to isolate the interaction between neighboring images of the molecule in order to focus on understanding how the molecule interacts with the CdS. We model surface attachment with a chelating geometry at the cadmium site by the dithiocarbamate group consistent with the prior studies.\textsuperscript{15,16}
As a benchmark to our calculation, we use the deprotonated forms of DTCBipy and DTCBipyFe(acac)$_2$ to compute the optical absorption and compare them with the experimental results. The calculated optical absorption of surface-free DTCBipy (Figure S2B) shows two primary features at 275 nm (4.51 eV) and 345 nm (3.59 eV) with a smaller feature around 530 nm (2.34 eV). Compared to the experimental absorption shown in Figure S4A, we see that there is a systematic blueshift of the primary peaks due to a slight overestimation of the HOMO-n/LUMO+m gap. In the experimental figure, the first primary peak is cutoff as this peak merges with the solvent peak and becomes difficult to interpret. The smaller intensity feature may be related to the signal at the limit of detection around 600 nm in Figure S4A. In both Fe(acac)$_3$ and Fe(bipy)$_3$, the iron is octahedrally coordinated and can be stabilized as either Fe$^{3+}$ or Fe$^{2+}$ where both oxidation states have both low-spin and high-spin configurations. Computationally, for DTCBipyFe(acac)$_2$ with Fe$^{3+}$ the energetically preferred spin-state is the high-spin ($\mu$=5) state and for Fe$^{2+}$, the energetically preferred state is the low-spin ($\mu$=0). This result combined with the NMR data for DTCBipyFe(acac)$_2$ (Figure S5) suggests that our system contains Fe$^{2+}$. Furthermore, the optical absorption spectra calculated using Fe$^{3+}$ provides a qualitative match to the experimental absorption spectra (see Figs. S2A and S2B); whereas the spectra calculated using Fe$^{3+}$ contains an extra feature around 750 nm with no corresponding feature in experimental spectra (see Figure S4C).
A.3. Additional TRPL Procedures

Time-resolved photoluminescence measurements were performed using a home built confocal microscope. Dilute solutions of QDs in toluene were excited at low fluence with a 400 nm pulsed laser at 250 kHz repetition rate. The fluorescence from the QD solution was collected by a single photon avalanche diode. Lifetime data were acquired in the form of photon arrival events using a time-correlated single photon counting system (Picoharp 300) with a time bin of 128 ps. Decays were fit to bi- or tri-exponentials of the form: \( y = y_0 + \sum_{i=1}^{n} A_i \exp\left(-\frac{x-x_0}{\tau_i}\right) \), where \( n = 2, 3 \). Average lifetimes were calculated using the lifetime and amplitude coefficients: \( \tau_{avg} = \sum_{i}^{n} \frac{A_i \tau_i}{\sum_{i}^{n} A_i} \).
A.4. Calculated absorption spectrum for slab calculations

![Absorption Spectrum](image)

**Figure A. 1. Calculated absorption spectrum for the CdS surface**; bare (black), the surface with DTCBipy (red), and the surface with DTCBipyFe(acac)$_2$ shows the redshift of the band edge as well as the introduction of discernable intramolecular excitations. This complements Figure 2. of the main text.
A.5. Orbital Charge Density Plots

![Orbital Charge Density Plots for DTCBipyFe(acac)$_2$ on CdS showing all seven mid-gap as well as the valence and conduction band (extension of Figure 4 from the main text).]

Figure A.2. Orbital charge density plots; Orbital charge density plots for DTCBipyFe(acac)$_2$ on CdS showing all seven mid-gap as well as the valence and conduction band (extension of Figure 4 from the main text).
A.6. Theoretical absorbance spectra of DTCBipy and DTCBipy-Fe complexes

![Absorbance Spectra](image)

**Figure A.3.** DTCBipy and DTCBipyFe(acac)$_2$ theoretical absorbance.
A.7. Theoretical absorbance of DTCBipyFe(acac)\(_2\) (Fe\(^{2+}\)) and DTCBipyFe(acac)\(_2\) (Fe\(^{3+}\))

![Absorbance Diagram](image)

Figure A. 4. Theoretical absorbance of DTCBipyFe(acac)\(_2\) (Fe\(^{2+}\)) and DTCBipyFe(acac)\(_2\) (Fe\(^{3+}\))
A.8. $^1$H NMR of DTCBipyFe complex

Figure A. 5. $^1$H NMR of DTCBipy-Fe complex
Figure A.6. Wide field STEM-EDS Map: An image showing a group of CdSe/CdS NRs after ligand exchange with DTCBipy, treatment with Fe(acac)$_3$, and cleaning. Red is Cd, green is Fe, turquoise is S, and blue is Se. S and Se are omitted from the overall picture for clarity. The scale bar is 40 nm.
A.10. STEM-EDS Map of Fe control

Figure A. 7. STEM-EDS Map of Fe control; native ligand capped CdSe/CdS rods after being stirred for 16 hours, then precipitated twice as in the DTCBipy ligand capped CdSe/CdS procedure.
A.11. UVVis and Fluorescence Spectroscopy of Fe Control

Figure A.8. UVVis and Fluorescence Spectroscopy of Fe Control; UVVis and fluorescence spectrum of CdSe/CdS rods (native ligands) and Fe(acac)$_3$ stirred overnight (black, QY 2.2%) and CdSe/CdS rods (DTCBipy LE) and Fe(acac)$_3$ stirred overnight (yellow, QY 0.16%).
A.12. Varying wavelength excitation experiments

Figure A.9. Varying wavelength excitation experiments; (Left) Absorbance spectra of CdSe/CdS rods in excitation experiments performed at 514 nm. 514 nm was chosen as a suitable wavelength as it lay in between the CdS and CdSe absorptions, and a known laser standard (Rhodamine B) is suitable for this wavelength. (Right) Excitation experiments performed at 514 nm: Native ligands (black, QY 5.4%), DTCBipy exchanged rods (red, QY 0.3%), and DTCBipyFe exchanged rods (yellow, QY 0.001%). These quenches were expected as ligand exchange can cause the formation of trap states,\textsuperscript{17} even in systems which have a passivated core\textsuperscript{18}. Further, the mid-gap states presented from DTCBipy could also be serving to quench fluorescence. Secondly, there is no region between the onset of the CdS bandgap and CdSe absorption that would completely negate CdS absorption, so effects of the CdS quenching are always present to a degree.

![Bi-exponential fit of CdSe/CdS NRs capped with native ligands.](image)

**Fractional Amplitudes of the Positive Decay Components:**

- \( \tau_1 \) (0.08102 \( \mu \)s): 7.42%
- \( \tau_2 \) (0.018869 \( \mu \)s): 92.58%

**Figure A.10.** Bi-exponential fit of CdSe/CdS NRs capped with native ligands.

Figure A.11. Bi-exponential fit of CdSe/CdS NRs capped with native ligands.
A.15. Tri-exponential fit of CdSe/CdS NRs capped with DTCBipyFe

Figure A.12. Tri-exponential fit of CdSe/CdS NRs capped with DTCBipyFe
A.16. DTCBipy Decomposition UVVis and Fluorescence

Figure A.13. Solutions of pyridine and DTCBipy exchanged CdSe/CdS before and after addition of the appropriate amount of water to bring the mol fraction of H$_2$O to $\chi=0.2$. 
B. Additional Synthetic Procedures for Chapter 3

B.1. Experimental Detail

Materials: Dichloromethane (DCM) (anhydrous, ≥99.8%), ethanediol (≥98.0%), trimethylamine (≥99.5%), ethyl acetate (EtOAc) (99.9%), hexanes (99.9%), NaHCO₃ (ACS grade), and MgSO₄ (anhydrous, 97%) were purchased from Sigma-Aldrich. 9-Fluorenylmethyl chloroformate (Fmoc-Cl) (98%) was purchased from Oakwood Chemical. All materials were used as purchased without further purification.

FMT ligand synthesis

To a 100-ml round bottom flask with stir bar was added dry DCM, Fmoc-Cl (2.5 g, 10 mmol), and ethanediol (3.35 ml, 40 mmol). The reaction flask was sealed and maintained under inert atmosphere. Triethylamine (1.4 ml, 10 mmol) was added dropwise via syringe. The reaction was monitored via TLC (20% EtOAc / 80% Hexanes). Reactions typically completed within 15 min. The crude product was then washed 2 times with 5% NaHCO₃, followed by one brine wash. The organic layer was then dried over MgSO₄, solvent removed under reduced pressure. The resulting crude product was purified via column chromatography using a solvent gradient from 2.5% EtOAc/hexanes to 10% EtOAc/hexanes to yield a thick yellow oil. Yield: 1.74g (55%)

1H NMR (400MHz, CDCl₃) δ 7.79 (d, 2H, J=7.6 Hz), 7.60 (d, 2H. J=7.1 Hz), 7.43 (t, 2 H, J=7.4Hz), 7.34 (td, 2H, J=7.5, 1.1 Hz), 4.52 (d, 2H, J=7.4 Hz), 4.28 (t, 1H, J=7.3 Hz), 3.08 (t, 2H, J=6.7 Hz, 2.76 (m, 2H), 1.65 (t, 1H, J=8.6 Hz). 13C NMR (100 MHz, CDCl₃) δ 170.4 (C=O), 143.2, 141.3, 127.9, 127.2, 125.1, 120.1 (ArC), 69.2 (-CH-), 46.7(-CH₂-), 35.0(-CH₃-), 24.8(-CH₂-) ppm.

OA-QD synthesis

The synthetic procedure for fabricating oleic acid capped PbS QDs are described in detail by Hines and Scholes.¹⁴⁷

FMT-in synthesis exchange

143
To a solution of PbS QDs in CHCl₃ under vigorous stirring was added a solution of FMT in CHCl₃. After 30 min, the particles were precipitated with acetone three times, and the removal of the native OA ligands was verified via ¹H NMR spectroscopy, notably the loss of the vinylic protons.

To prepare FMT-PbS QDs for device fabrication, the FMT ligand (0.1 g, 0.316 mmol) was first dissolved in 1 mL of toluene. In another round bottom flask, PbO (0.3 g, 1.3 mmol) and oleic acid (1.5 mL, 4.7 mmol) was dissolved in 18 mL of octadecene and degassed at 100°C under vacuum overnight to form Pb-oleate. In a separate flask, bis(trimethylsilyl) sulfide (TMS) (0.29 mL, 1.37 mmol) was dissolved in 13 mL of degassed octadecene. The Pb-oleate solution was heated to 63°C, and then the TMS solution was injected rapidly to enable nucleation of the PbS-QDs. After the initial synthesis of the oleic acid capped PbS QDs, the FMT solution was injected into the flask at 60°C during the cooling stage of the reaction. The reaction was further cooled to 30°C, and acetone was injected into the flask to precipitate the QDs. The FMT-QDs were centrifuged at 7800 rpm for 5 minutes, and the precipitate was redispersed in toluene. These FMT-QDs were precipitated again with acetone, and dried under vacuum for 20 minutes. The FMT-QDs were then dissolved in anhydrous octane at 50 mgmL⁻¹.

**Full device preparation**

Two layers of ZnO nanoparticles are spin coated onto an ITO substrate at 3000 rpm for 30 s. The synthesis of these ZnO nanoparticles are discussed elsewhere. Then a 315mg/mL of a PbI₀.₈Br₀.₂-PbS active layer was spin coated onto the top of the ZnO nanoparticles. The synthesis and ligand exchange method for these PbI₀.₈Br₀.₂-PbS QDs are discussed elsewhere. Then two layers of EDT-PbS were spin coated onto the active layer. The methods are discussed below:

**Direct soak EDT-PbS QDs**

The preparation of the EDT-PbS QD exchange was performed as described in a previous study. To prepare one layer of EDT-PbS QDs, a 50mg/mL solution OA-QDs were spin
coated at 2500 rpm for 10 s onto the top of a PbS-active layer. The OA-QD layer was then soaked in a 0.01% v/v solution of 1,2-ethanedithiol (EDT) in acetonitrile for 30 s. The solution was then spin coated off at 2500 rpm, and washed three times with acetonitrile. These steps were repeated twice to yield 2 layers of EDT-PbS.

**FMT-cleaved EDT-PbS QDs**

The FMT-QDs initially dispersed in toluene were precipitated with the addition of acetone. The QDs were further dried and dispersed in octane at a concentration of 50 mgmL$^{-1}$. The FMT-QDs were spin coated on top of a PbS-active layer at a spin speed of 2500 rpm for 10 s. The FMT-QD layer is then treated with mild base solution noted below in ethyl acetate for 30 s. The device was then spun at 2500 rpm for 10 s to remove the residual solvent. The film was washed 3 additional times with ethyl acetate.

**FMT mild base preparation**

Mixtures of bases were prepared at a 1% v/v solution in ethyl acetate. For example, a 9:3 mixture of DTP:DBU is as follows: 100 μL of DTP is diluted in 10 mL of ethyl acetate. In a separate vial, 100 μL of DBU is dissolved in 10 mL of ethyl acetate. Then 900 μL of the 1% DTP solution is mixed with 300 μL of the 1% DBU solution yield a 9:3 DTP: DBU mixture.

For the 30:1 DMPpy:DBU mixture, 100 μL of DMPpy is diluted in 10 mL of Ethyl Acetate. In a separate vial, 100 μL of DBU is dissolved in 10 mL of ethyl acetate. Then 900 μL of the 1% DMPpy solution is mixed with 30 μL of the 1% DBU solution to yield a 30:1 DMPpy: DBU mixture.

**Absorbance characterization**

Film Absorbance measurements were performed by a Lambda 950 500 UV-Vis-IR spectrometer.
Fourier transform infrared (FTIR) spectroscopy measurements
Attenuated total reflectance (ATR) FTIR measurements were performed on a Thermo Nicolet is50.

UPS Measurements
A thin layer of colloidal QDs were spin-coated at 2500 rpm onto an Au substrate before UPS testing. The ultraviolet photo-electron spectra were obtained using the 21.22 eV He I lines from the discharge lamp. The band gaps for both the EDT-PbS film and cFMT-PbS film were determined by the optical absorption spectrum by taking the value from their first excitonic peaks. The Fermi level for each film were taken from the intersection from the slope of the low binding energy section and its baseline, and subtracted from the He I line. The value of the valence band maximum was determined by adding the Fermi level and the value from the intersection from the slope of the high binding energy section and its baseline. The value of the conduction band minimum was determined by adding the value of the valence band maximum and the optical band gap.

XPS characterization
A layer of colloidal QDs were spin-coated at 2500 rpm onto a glass substrate before XPS measurements. The film was then mounted onto a stainless steel mounting plate. XPS measurements were performed on a Thermo Scientific K-Alpha system. The source used was an Al Kα source. The takeoff angle was 90°. In order to account for charging, XPS spectra were calibrated to the samples’ respective C 1s peak at 284.8 eV.

AM1.5 Measurements
AM1.5 current voltage (J-V) sweeps were collected using a Keithley 2400 sourcemeter unit under simulated AM1.5G illumination (Scienctech class A). The AM1.5 was calibrated using a reference solar cell (Newport). The devices were measured under a continuous flow of nitrogen gas. The aperture was 4.9 mm² for a device.

External Quantum Efficiency (EQE) measurements
EQE measurements are performed with an Oriel Instruments Quantum Efficiency measurement system.

**DFT Calculations**

All DFT calculations were performed using Gaussian 09. B3LYP was used as the functional and all molecules were optimized to a basis set of 6-311g**.
B.2. FMT $^1$H NMR

Figure B.1. $^1$H NMR of Pure FMT.
B.3. FMT $^{13}$C NMR

Figure B.2. $^{13}$C NMR of Pure FMT.
B.4. $^1$H NMR of OA-PbS

Figure B.3. $^1$H NMR of OA-PbS. Pertinent signals are marked.
B.5. $^1H$ NMR of FMT-PbS

Figure B.4. $^1H$ NMR of FMT-PbS. Pertinent peaks are marked.
Figure B.5. XPS spectra comparing a FMT-cleaved Film to an direct soak EDT-PbS Film. XPS spectra are shown for a) Pb 4f, b) S 2p, c) O 1s, d) C 1s. The C 1s spectra for FMT contains a small signal at 289 eV which is likely due to residual ethyl acetate from the cleavage procedure.
B.7. UPS Data

**UPS-EDT-PbS**

![Graph A](image1)

![Graph B](image2)

**UPS-cFMT-PbS**

![Graph C](image3)

![Graph D](image4)

**Figure B.6.** Ultraviolet Photoelectron Spectra comparing a directly soaked EDT film and a FMT-Cleaved EDT-PbS Film. A) Zoom in spectra of the high binding energies for a directly soaked EDT film. B) Zoom in spectra of the low binding energies for a directly soaked EDT film. C) Zoom in spectra of the high binding energies for a FMT cleaved EDT-PbS Film. D) Zoom in Spectra of the low binding energies for a FMT cleaved EDT-PbS film.
B.8. JV Sweeps

Figure B.7 Full device characteristics for those tabulated in Table 1.
B.9. DFT Data

<table>
<thead>
<tr>
<th>Molecule</th>
<th>HOMO (eV)</th>
<th>LUMO (eV)</th>
<th>Bandgap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDT</td>
<td>-6.73</td>
<td>-0.17</td>
<td>6.56</td>
</tr>
<tr>
<td>FMT</td>
<td>-6.22</td>
<td>-1.31</td>
<td>4.92</td>
</tr>
</tbody>
</table>

Figure B.8. HOMO, LUMO, and bandgap of EDT and FMT calculated from DFT.
C. **Additional Synthetic Procedures for Chapter 4**

C.1. **General synthetic procedure for alkyl thiocarbonates**

To an argon flushed 50 ml round bottom flask was added dry DCM (15 ml), pyridine (5 ml), and ethanedithiol (6.14 ml, 73.2 mmol). Alkyl chloroformate (24.4 mmol) was added slowly at a rate of 0.5 ml/hr via syringe pump. After addition was complete the reaction was allowed to stir for 6 hours at which point a white precipitate had formed. The reaction mixture was washed 2x with 10 ml of 5% HCl solution, 1x with 10ml of brine, and dried over MgSO$_4$. Solvent was removed under reduced pressure. The remaining clear colorless oil and white precipitate was purified via vacuum distillation.

**O-butyl S-(2-mercaptoethyl) carbonothioate.** BP 145 °C@ ~2 torr. Clear, colorless oil, 57.1% yield. $^1$H NMR (400MHz, CDCl$_3$) δ 4.12 (t, 2H, J=5.4 Hz), 3.02 (t, 2H, J=5.1 Hz), 2.73 (q, 2H, J=5.3 Hz), 1.60 (qt, 3H, J=6.6 Hz), 1.35 (sext, 2H, J=6.0 Hz), 0.89 (t, 3H, J=5.9 Hz).

**O-hexyl S-(2-mercaptoethyl) carbonothioate.** BP 135 °C@ ~2 torr. Clear, colorless oil, 48.2% yield. $^1$H NMR (400MHz, CDCl$_3$) δ 4.22 (t, 2H, J=7.7 Hz), 3.07 (m, 2H), 2.78 (m, 2H), 1.65 (m, 3H), 1.31 (m, 6H), 0.90 (t, 3H, J=6.8 Hz).

C.2. **Synthetic procedure for O-(4,5-dimethoxy-2-nitrobenzyl) S-(2-mercaptoethyl) carbonothioate**

To a dry 25 ml round bottom flask was added 4,5-dimethoxy-2-nitrobenzyl chloroformate (276 mg, 1 mmol) the flask was transferred to a dark fume hood and flushed with argon. Dry DCM (7 ml), and ethanedithiol (0.25 ml, 3 mmol) were added. Triethylamine (0.4 ml, 1 mmol) was added dropwise with vigorous stirring. After 30 minutes TLC indicated reaction completion. The reaction mixture was reduced with rotary evaporation and resulting orange/red solid run through a “hypersep” column using a solvent gradient of 10% ethylacetate in hexanes to 30% ethylacetate in hexanes to produce a yellow crystal in 10.4% yield. $^1$H NMR (400MHz, CDCl$_3$) δ 7.70 (s, 1H), 6.97 (s, 1H), 5.63 (s, 1H), 3.97 (s, 3H), 3.94 (s, 3H), 3.09 (t, 2H, J=5.56 Hz), 2.77 (q, 2H, J=5.8 Hz), 1.63 (t, 1H, J=6.8 Hz).
C.3. Synthetic procedure for 2-((2-nitrobenzyl)thio)ethane-1-thiol

To a dry 100 ml round bottom flask was added DCM (48 ml), EDT (1.36 ml, 16 mmol), and triethylamine (0.56 ml, 4 mmol). 2-nitrobenzyl bromide (0.864 g, 4 mmol) was dissolved in 5 ml of DCM and added dropwise to the reaction solution. After 15 minutes TLC using ceric ammonium molybdate stain indicated reaction completion. The reaction solution was washed twice with 10 ml of deionized H₂O, once with 10 ml of brine, dried over MgSO₄, and reduced via rotary evaporation. The oil was purified via column chromatography (10-30% gradient of ethyl acetate in hexanes) to yield a slightly yellow, clear oil in 40.3% yield. ¹H NMR (400MHz, CDCl₃) δ 7.97 (dd, 1H, J=8.1, 1.1 Hz), 7.57 (td, 1H, J=7.5, 1.3 Hz), 7.45 (m, 2H), 4.09 (s, 2H), 2.68 (m, 4H), 1.67 (t, 1H, J=7.9 Hz).

C.4. PbS QD Synthesis

PbO (2.1 mmol), OA (7.1 mmol), and ODE (12.7 ml) were added to a 50 ml three-neck round bottom flask with stir bar, septa, condenser, and inlet adapter and allowed to degass at 100 °C for 18 hours overnight. The reaction was flushed with Ar and heated to 125 °C. TMS (0.85 mmol) was mixed with 1 ml of ODE in a nitrogen glovebox. The solution was drawn into a syringe and injected swiftly into the lead oleate solution. The solution immediately changed from clear, colorless to clear, dark brown. After 1 minutes the heating mantle was removed and solution allowed to cool to room temperature. The solution was then centrifuged (15 min, 8k rpm) to remove any insoluble material. 10 ml of ethanol and 10 ml of acetone was then added to the mixture for precipitation via centrifugation (15 min, 8k rpm). The pellet was suspended in toluene and cleaning process repeated two more times.

C.5. Procedure for Ligand Exchange

The absorbance of a suitable concentration of PbS QDs (OD of first exciton peak ~0.9) was measured for calculation of size and concentration and the solution was placed into a 6 dr vial with a stir bar. ~5 mg of ligand (considered to be excess) was dissolved in 1 ml CHCl₃ and added dropwise to the solution of OA-capped PbS. The solution was allowed to stir for 1 hour. The seeds were then precipitated via addition of acetone and resuspended in CHCl₃ at least three times before being observed via ¹H NMR.

C.6. General Procedure for Ligand Degradation

Various ligand degradation attempts all followed the same methodology. The ligand
concentration in solution varied depending on which characterization technique was to be used; for instance, in situ UV-Vis absorbance monitoring required a smaller concentration of ligand in comparison to in situ NMR experiments. GC-MS experiments (though no data yielded any viable information) were conducted by removing 50 µl from a UV-Vis experience and diluting with 1 mL of chromatography solvent.

Irradiation on degradation experiments was performed using a 4W lamp set at either 254 nm or 348 nm, or a Xe lamp with a A.R. density of 1.5 calibrated to 1 sun intensity. Removal of the IR filter on the sun lamp caused rapid organic decomposition. Various intervals were used (5 minutes, 15 minutes, 30 minutes, etc.) to take data points during these experiments, but there was no evidence that the expected molecular transformations were occurring during any of these time increments. Typical results from UV-Vis absorbance and NMR spectroscopies are shown below.
Figure C.1. Lack of degradation of NET when undergoing irradiation by a 4W 254 nm lamp for 4 hours.
C.8. **NMR after 16 hour UV Irradiation of DMNC on PbS**

**Figure C.2.** Lack of free ligand when PbS ligand exchanged with DMNC is irradiated with a 4W 254 nm light overnight. If free ligand existed, a peak around ~10 ppm corresponding to the nitrosoaldehyde should be present.
C.9. UVVis Absorbance spectra of PbS ligand exchanged with DNMC before and after irradiation with UV light

![UVVis Absorbance spectra](image)

**Figure C.3.** Observance of ligand degradation via UVVis spectroscopy was not possible due to the occlusion of ligand absorbances by the PbS. Some absorbance is seen in the 16 hr sample due to scattering from precipitated PbS after prolonged irradiation.
D. Additional Procedures and Data for Chapter 5

D.1. General Synthetic Procedures

**Pb Salt Synthesis.** Pb(NO$_3$)$_2$ (1 mmol) was dissolved in 5 ml of deionized H$_2$O. Separately the desired thiol (in this case DDT, D3MP, FMT, DMC, or DTC) (2 mmol) was dissolved in 1 ml of acetone. The thiol solution was added dropwise to the lead solution. Another solution of 2 mmol of triethylamine in 1 ml of acetone was then added dropwise, resulting in precipitation of a yellow solid. The solid was filtered and allowed to dry on vacuum overnight.

**Pb(OAc)$_2$ Syntheses.** Pb(OAc)$_2$ (1 mmol) and D3MP (6.65 ml) were added to a 25 ml round bottom flask with stir bar and inlet adapter and degassed at room temperature for 30 minutes. The flask was then flushed with Ar and heated to 200 °C where it was held for 10 minutes. The heating mantle was then removed and the reaction allowed to cool to room temperature. The particles were then cleaned via precipitation with ethanol and resuspension in chloroform three times before characterization.

**Other Pb Salt Syntheses.** Solvent (DPE or ODE, 9.6 ml) and surfactant (0.4 ml, same ligand as salt) were combined in a 25 ml three-neck round bottom flask with stir bar and condenser and degassed at 100 °C for 2 hours. Lead salt (0.4 mmol) in 2 ml of TOP was degassed at room temperature for 2 hours. A solution of TMS (0.1-0.3 mmol) in ODE (1 ml) was prepared in the glovebox. After 2 hours the lead salt and reaction flask were flushed with Ar. The reaction flask was heated to 140 °C. Both lead salt and TMS solutions were injected either at the same time or with a 5 second delay into the reaction solution. The reaction solution was allowed to grow for a set amount of time until the heating mantle was removed. The reaction solution was then centrifuged to remove insoluble debris. The particles were then cleaned via precipitation with ethanol and resuspended in hexanes three times prior to characterization. Three time with ethanol and resuspended in hexanes prior to characterization.
<table>
<thead>
<tr>
<th>Metal Precursor</th>
<th>Chalcogenide Precursor</th>
<th>Surfactants</th>
<th>Solvents</th>
<th>Temp (° C)</th>
<th>Time (min)</th>
<th>Morphology</th>
<th>Diameter (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb(OAc)₂ (1 mmol)</td>
<td>DDT (6.67 ml)</td>
<td></td>
<td></td>
<td>200</td>
<td>10</td>
<td>Cubes</td>
<td>51.8 ± 4.7 (n=120)</td>
</tr>
<tr>
<td>Pb(OAc)₂ (1 mmol)</td>
<td>D3MP (6.67 ml)</td>
<td></td>
<td></td>
<td>200</td>
<td>10</td>
<td>Cubes</td>
<td>23.3 ± 1.7 (n=120)</td>
</tr>
<tr>
<td>Pb(OAc)₂ (1 mmol)</td>
<td>D3MP (6.67 ml)</td>
<td></td>
<td></td>
<td>200</td>
<td>10</td>
<td>Hexagons</td>
<td>24.8 ± 1.9 (n=120)</td>
</tr>
<tr>
<td>Pb(OAc)₂ (0.5 mmol)</td>
<td>D3MP (6.67 ml)</td>
<td></td>
<td></td>
<td>180</td>
<td>10</td>
<td>Spherical</td>
<td>22.0 ± 1.2 (n=120)</td>
</tr>
<tr>
<td>Pb(OAc)₂ (2 mmol)</td>
<td>D3MP (6.67 ml)</td>
<td></td>
<td></td>
<td>180</td>
<td>10</td>
<td>Spherical</td>
<td>25.2 ± 4.6 (n=120)</td>
</tr>
<tr>
<td>Pb(OAc)₂ (1 mmol)</td>
<td>D3MP (6.67 ml)</td>
<td></td>
<td></td>
<td>180</td>
<td>10</td>
<td>Spherical</td>
<td>23.3 ± 3.5 (n=120)</td>
</tr>
<tr>
<td>Pb(OAc)₂ (1 mmol)</td>
<td>D3MP (6.67 ml)</td>
<td></td>
<td></td>
<td>190</td>
<td>10</td>
<td>Cubes</td>
<td>Agg</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-TMS (0.2 mmol) in ODE (1 ml)</td>
<td>HDA (6.2 mmol)</td>
<td>TOP (2 ml)</td>
<td>70</td>
<td>60</td>
<td>Cubes (agg)</td>
<td>PD/Agg</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-OLAM (0.7 mmol) in ODE (1 ml)</td>
<td>ODE (5 ml)</td>
<td></td>
<td>180</td>
<td>1</td>
<td>Cubes</td>
<td>Agg</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-OA (0.7 mmol) in ODE (1 ml)</td>
<td>ODE (5 ml)</td>
<td></td>
<td>180</td>
<td>5</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-2-TMS (0.1 mmol) in ODE (1 ml)</td>
<td>Injection-1-OLAM (0.7 mmol) in ODE (1 ml)</td>
<td>DPE (5 ml)</td>
<td>125</td>
<td>1</td>
<td>n/a</td>
<td>Agg</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-1-TMS (0.1 mmol) in ODE (1 ml)</td>
<td>DPE (5 ml)</td>
<td></td>
<td>125</td>
<td>1</td>
<td>n/a</td>
<td>Agg</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-1-TMS (0.1 mmol) in ODE (1 ml)</td>
<td>DPE (5 ml)</td>
<td></td>
<td>125</td>
<td>1</td>
<td>Cubes</td>
<td>PD/Agg</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-2-TMS (0.1 mmol) in ODE (1 ml)</td>
<td>Injection-2-OLAM (2.8 mmol) in DPE (1 ml)</td>
<td>DPE (5 ml)</td>
<td>125</td>
<td>1</td>
<td>n/a</td>
<td>Agg</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-1-TMS (0.1 mmol) in ODE (1 ml)</td>
<td>Injection-2-DDT (0.7 mmol) in DPE (1 ml)</td>
<td>DPE (5 ml)</td>
<td>125</td>
<td>1</td>
<td>n/a</td>
<td>Agg</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-DDT (0.7 mmol) in DPE (1 ml)</td>
<td></td>
<td>DPE (5 ml)</td>
<td>125</td>
<td>20</td>
<td>Cubes</td>
<td>Agg</td>
</tr>
<tr>
<td>Pb(DTC)₂ (0.2 mmol)</td>
<td>Injection-Sulfur (0.67 mmol) in OLAM (2.5 ml)</td>
<td></td>
<td>OLAM (5 ml)</td>
<td>300</td>
<td>1.5</td>
<td>n/a</td>
<td>Agg</td>
</tr>
<tr>
<td>PbCl₂ (0.2 mmol)</td>
<td>Injection-1-FMT (0.5 mmol) in DPE (0.5 ml)</td>
<td>Injection-2-TMS (0.1 mmol) in ODE (0.5 ml)</td>
<td>DPE (5 ml)</td>
<td>220</td>
<td>60</td>
<td>Spherical</td>
<td>n/a</td>
</tr>
<tr>
<td>PbCl₂ (0.2 mmol)</td>
<td>Injection-1-FMT (0.5 mmol) in DPE (0.5 ml)</td>
<td>Injection-2-TMS (0.1 mmol) in ODE (0.5 ml)</td>
<td>DMSO (3 ml)</td>
<td>135</td>
<td>1.5</td>
<td>n/a</td>
<td>Agg</td>
</tr>
<tr>
<td>PbCl₂ (0.2 mmol)</td>
<td>Injection-1-FMT (0.5 mmol) in DPE (0.5 ml)</td>
<td>Injection-2-TMS (0.1 mmol) in ODE (0.5 ml)</td>
<td>DMSO (3 ml)</td>
<td>80</td>
<td>1.5</td>
<td>n/a</td>
<td>Agg</td>
</tr>
<tr>
<td>PbCl₂ (0.2 mmol)</td>
<td>Injection-1-FMT (0.5 mmol) in DPE (0.5 ml)</td>
<td>Injection-2-TMS (0.1 mmol) in ODE (0.5 ml)</td>
<td>DMSO (3 ml)</td>
<td>25</td>
<td>1.5</td>
<td>n/a</td>
<td>Agg</td>
</tr>
<tr>
<td>PbCl₂ (0.2 mmol)</td>
<td>Injection 1 - Toluene (0.5 mmol) in DPE (0.5 ml)</td>
<td>Injection 2 - TMS (0.1 mmol) in CHCl₃ (0.5 ml)</td>
<td>Toluene (5 ml)</td>
<td>DMSO (3 ml)</td>
<td>0</td>
<td>5</td>
<td>n/a</td>
</tr>
<tr>
<td>------------------</td>
<td>--------------------------------------------------</td>
<td>-----------------------------------------------</td>
<td>----------------</td>
<td>-------------</td>
<td>---</td>
<td>---</td>
<td>-----</td>
</tr>
<tr>
<td>Injection-Pb(DDT)₂ (0.2 mmol) in TOP (1.5 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(DDT)₂ (0.2 mmol) in ODE (1.5 ml)</td>
<td>Injection 2 - TMS (0.1 mmol) in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(DDT)₂ (0.2 mmol) in TOP (1 ml)</td>
<td>Injection 2 - TMS (0.1 mmol) in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(DDT)₂ (0.2 mmol) in TOP (1 ml)</td>
<td>Injection 2 - TMS (0.1 mmol) in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(DDT)₂ (0.2 mmol) in TOP (1 ml)</td>
<td>Injection 2 - TMS (0.1 mmol) in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(DDT)₂ (0.2 mmol) in TOP (1 ml)</td>
<td>Injection 2 - TMS (0.2 mmol) in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(DDT)₂ (0.2 mmol) in TOP (1 ml) and ODE (1 ml)</td>
<td>Injection 2 - TMS (0.1 mmol) in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(DDT)₂ (0.2 mmol) in TOP (1 ml) and ODE (1 ml)</td>
<td>Injection 2 - TMS (0.1 mmol) in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1</td>
<td>Pb(DDT) (0.2 mmol)</td>
<td>TOP (1 ml) and ODE (1 ml)</td>
<td>Injection 2</td>
<td>TMS (0.1 mmol)</td>
<td>ODE (5 ml)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>--------------------</td>
<td>---------------------------</td>
<td>---------------</td>
<td>----------------</td>
<td>------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(DDT)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td>Injection 2-TMS (0.1 mmol)</td>
<td>ODE (5 ml)</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 2-TMS (0.1 mmol)</td>
<td>ODE (1 ml)</td>
<td>15 Spherical</td>
<td>Injection 1-Pb(DDT)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(D3MP)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td>Injection 2-TMS (0.1 mmol)</td>
<td>ODE (5 ml)</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 2-TMS (0.3 mmol)</td>
<td>ODE (1 ml)</td>
<td>15 Spherical</td>
<td>Injection 1-Pb(D3MP)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(D3MP)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td>Injection 2-TMS (0.3 mmol)</td>
<td>ODE (1 ml)</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 2-TMS (0.3 mmol)</td>
<td>ODE (1 ml)</td>
<td>15 Spherical</td>
<td>Injection 1-Pb(D3MP)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(D3MP)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td>Injection 2-TMS (0.5 mmol)</td>
<td>ODE (1 ml)</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 2-TMS (0.3 mmol)</td>
<td>ODE (1 ml)</td>
<td>15 Spherical</td>
<td>Injection 1-Pb(D3MP)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 1-Pb(D3MP)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td>Injection 2-TMS (0.6 mmol)</td>
<td>ODE (1 ml)</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection 2-TMS (0.3 mmol)</td>
<td>ODE (1 ml)</td>
<td>15 Spherical</td>
<td>Injection 1-Pb(D3MP)</td>
<td>1.5 Spherical</td>
<td>140</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Calculation:**
- Injection 1-Pb(DDT) (0.2 mmol) in TOP (1 ml) and ODE (1 ml)
- Injection 2-TMS (0.1 mmol) in ODE (5 ml)
<table>
<thead>
<tr>
<th>Injection 1-</th>
<th>Injection 2-TMS (0.2 mmol)</th>
<th>TOP (2 ml) and ODE (1 ml)</th>
<th>ODE (9.6 ml)</th>
<th>D3MP (0.4 ml)</th>
<th>ODE (1 ml)</th>
<th>D3MP (0.4 ml)</th>
<th>ODE (1 ml)</th>
<th>Spherical</th>
<th>4.3 (calc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb(D3MP)$_2$ (0.4 mmol)</td>
<td>in TOP (2 ml) and ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.5</td>
<td>Spherical</td>
</tr>
<tr>
<td>Injection 2-</td>
<td>TMS (0.2 mmol)</td>
<td>in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODE (9.6 ml)</td>
<td>D3MP (0.4 ml)</td>
<td>ODE (1 ml)</td>
<td>D3MP (0.4 ml)</td>
<td>ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb(D3MP)$_2$ (0.4 mmol)</td>
<td>in TOP (2 ml) and ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.5</td>
<td>Spherical</td>
</tr>
<tr>
<td>Injection 2-</td>
<td>TMS (0.2 mmol)</td>
<td>in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODE (9.6 ml)</td>
<td>D3MP (0.4 ml)</td>
<td>ODE (1 ml)</td>
<td>D3MP (0.4 ml)</td>
<td>ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb(D3MP)$_2$ (0.4 mmol)</td>
<td>in TOP (2 ml) and ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.5</td>
<td>Spherical</td>
</tr>
<tr>
<td>Injection 2-</td>
<td>TMS (0.2 mmol)</td>
<td>in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODE (9.6 ml)</td>
<td>D3MP (0.4 ml)</td>
<td>ODE (1 ml)</td>
<td>D3MP (0.4 ml)</td>
<td>ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb(D3MP)$_2$ (0.2 mmol)</td>
<td>in TOP (1 ml) and ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>Cubes</td>
</tr>
<tr>
<td>Injection 2-</td>
<td>TMS (0.1 mmol)</td>
<td>in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODE (5 ml)</td>
<td>D3MP (10 ml)</td>
<td>D3MP (10 ml)</td>
<td>D3MP (10 ml)</td>
<td>ODE (5 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb(D3MP)$_2$ (0.2 mmol)</td>
<td>in TOP (1 ml) and ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>Cubes</td>
</tr>
<tr>
<td>Injection 2-</td>
<td>TMS (0.1 mmol)</td>
<td>in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODE (5 ml)</td>
<td>D3MP (10 ml)</td>
<td>D3MP (10 ml)</td>
<td>D3MP (10 ml)</td>
<td>ODE (5 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb(D3MP)$_2$ (0.2 mmol)</td>
<td>in TOP (1 ml) and ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>Cubes</td>
</tr>
<tr>
<td>Injection 2-</td>
<td>TMS (0.1 mmol)</td>
<td>in ODE (1 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODE (5 ml)</td>
<td>D3MP (10 ml)</td>
<td>D3MP (10 ml)</td>
<td>D3MP (10 ml)</td>
<td>ODE (5 ml)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
- Injection 1- and injection 2-TMS are paired with different volumes of TOP and ODE.
- D3MP and Pb(D3MP)$_2$ are injected with varying volumes and compositions.
- Spherical crystals are grown with specific concentrations and volumes.

**Additional Information:**
- The table outlines the experimental setup for crystal growth studies, detailing the reagents, volumes, and resulting crystal forms.
### Figure C.1

Various reaction conditions. Abbreviations: dodecanethiol (DDT), bis-trimethylsilyl sulfide (TMS), dithiocarbamate (DTC), hexadecylamine (HDA), octadecene (ODE), trioctylphosphine (TOP), diphenyl ether (DPE), oleylamine (OLAM), oleic acid (OA), O-((9H-fluoren-9-yl)methyl) S-(2-mercaptoethyl) carbonothioate (FMT), O-dodecyl S-(2-mercaptoethyl) carbonothioate (DMC), polydisperse (PD), and agglomerated (Agg).
D.3. Absorption spectra of PbS QDs.

Figure C.2. Absorption spectra of PbS QDs. A) DDT-capped crystal bound PbS \((\lambda_{ex}=1107 \text{ nm})\), B) D3MP-capped crystal bound PbS \((\lambda_{ex}=1210 \text{ nm})\), C) Surface bound DDT-capped surface bound PbS \((\lambda_{ex}=1058 \text{ nm})\).
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