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Introduction 

 

Future climate change poses a wide variety of threats to human health and well-being 

("IPCC - SR15"). This is especially true in low-lying coastal communities, where climate change 

is likely to affect a variety of natural phenomena including storms, sea level rise, coastal 

inundation, erosion, and precipitation (Nicholls et al. 2007). In addition, climatic changes and 

environmental stressors will impact livelihood opportunities in vulnerable coastal areas (Nicholls 

et al. 2008).  

One possible response to climate change and other environmental stresses that has been 

studied is migration. Discussions of climate-induced refugees have traditionally been framed 

around a looming crisis of "climate refugees" (Myers et al. 2002). However, this narrative has been 

challenged as lacking complexity. Recent work has shown that, although climate change and 

environmental pressure can affect population mobility, those impacts may be nonlinear or even 

negative (Call et al. 2017; Paul 2005). Additionally, environmental factors are rarely the only 

causes of migration (Obokata et al. 2014). Rather, migration is complex, multi-causal phenomenon 

that is impacted by both "push" factors such as political instability, lack of economic opportunity, 

and lack of natural resources in the location of origin, as well as "pull" factors related to the 

destination location including availability of employment, resources, and social capital. 

Intervening factors such as transportation networks, social ties, and cultural norms can further 

complicate the decision to migrate (Amrith 2013; Black et al. 2011).  

Similarly, migration is only one of many possible human responses to environmental 

change. As concern for community displacement increases, it is important to understand the factors 

that impact migration and what role migration might play in adaptation to environmental stress. 

Communities on the coastal delta plain of Bangladesh face a particular set of challenges as 

sediment transport, deposition, and erosion continuously create and destroy land and shape the 

areas where people live and work (Tessler et al. 2015). Additionally, both natural and human 

changes to the environment are causing shifts in livelihood choices (Ackerly et al. 2015; Tessler 

et al. 2015). 

The complexity of human migration poses a challenge for researchers who aim to study 

the effects of environmental changes on population mobility (McLeman 2013). Questions remain 
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about how to best model human migration to account for this complexity, as well as how to obtain 

appropriate and accurate data to test these models (Neumann and Hilderink 2015). Additionally, 

it is often difficult or impossible to isolate one driving factor of migration and to control for all 

other variables, especially in such a complex system. To address this, researchers who study 

migration will often use expert judgement or theory to select variables to assess. Though this can 

provide insights into how specific drivers might impact migration decisions, it does little to explain 

what the most important variables that drive decisions might be, especially when considering 

nonlinear dynamics and relationships between variables.  

As researchers continue to collect large amounts of data with household surveys, 

challenges may arise in how best to analyze such datasets, especially where motivating theories 

are unclear or conflicting. To advance the study of environmental migration, especially as large 

datasets and surveys become more readily available, new methods will need to be employed 

(Neumann and Hilderink 2015). This work aims to address this need by applying machine learning, 

specifically random forests, to social survey data for the study of environmental migration in 

Bangladesh. Random forest is a machine learning approach that has been shown to perform well 

in environmental and ecological contexts (Cutler et al. 2007; Prasad et al. 2006). However, reviews 

of methodologies used in studying environmental migration did not mention machine learning 

techniques (Piguet 2010) and to our knowledge, our application of random forest methods to the 

topic of environmental migration is novel. 

In this work, I present the application of random forests to determine the importance of 

each covariate in a large dataset for predicting migration outcomes (Objective 1). Though random 

forest models are able to identify drivers of migration, there exists a tradeoff between high 

predictive ability and low interpretability. To address this tradeoff, random forests and other 

complex machine learning algorithms may be especially useful in combination with more 

traditional, simpler methods. I conduct a survival analysis of household time to first migration 

using the important variables identified by the random forest algorithm, which provides deeper 

insight into how important variables impact mobility (Objective 2).  

This mixed-methods approach of random forest models and survival analysis provides a 

data-driven approach to identifying and further investigating key variables that impact migration 

from social datasets.  

To address this overall research goal, this thesis is divided into two distinct objectives: 
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Objective 1: Use random forests to determine the importance of covariates in a large dataset for 

predicting migration outcomes. 

 

Research questions:  

1. Are random forest models useful in identifying salient variables and nuances in two sets of 

ethno-survey data related to migration in Bangladesh? 

2. Can random forest models improve predictive ability of migration, compared to other 

machine learning techniques? 

 

Objective 2: Conduct a survival analysis of household time to first migration using the important 

variables identified by the random forest algorithm to provide deeper insight into how important 

variables impact mobility.   

 

Research questions:  

1. Is applying survival analysis to salient variables valuable in combination with random 

forest models to identify which factors contribute to an increase or decrease in household 

mobility? 

2. Do livelihood variables positively impact the probability of a first migration trip, indicating 

that a certain level of wealth is necessary for migration? 
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Chapter 1 

 

Literature Review 

 

1.1 Environmental migration  

Environmental migration is a rich topic of research because of concerns surrounding how 

future climate change and environmental stress might impact population mobility, as well as the 

potential implications for policy (Geddes et al. 2012). As mentioned, migration is a complex and 

multi-causal phenomenon that is driven by factors such as environmental stress and economic 

opportunity, both of which may be affected by future climate change (Perch-Nielson et al. 2008). 

Even where the environment drives migration, it can be compounded by social, economic, and 

political factors (Hunter et al. 2015; Walsham 2010).  

A popular conceptual framework of environmental migration that highlights its complexity 

was proposed by Black et al (2011). The framework identifies economic, political, social, 

demographic, and environmental factors as the primary drivers that affect migration decisions. The 

unique contribution of the framework is that the effect of environmental drivers on a migration 

decision is dependent on the other factors and the context of the decision. In this way, 

environmental conditions can directly impact a migration decision, but also impact the decision 

indirectly through effects on the economic, social, political, and demographic drivers (Black et al. 

2011).  

In this work, Black et al. also highlight the existence of both “push” and “pull” factors that 

impact a migration decision. “Push” factors are those that may drive someone to leave their current 

location, such as political instability, lack of economic opportunity, and lack of natural resources 

in the location of origin. Alternatively, “pull” factors are positive conditions related to the 

destination location such as availability of employment, resources, and social capital, that may 

draw an individual to that destination. Intervening factors such as transportation networks, social 

ties, and cultural norms can further complicate the decision to migrate (Black et al. 2011). This 

approach of categorizing push, pull, and intervening factors has been adopted in various attempts 

to model environmental migration (Hassani-Mahmooei 2012; Henry et al. 2003).  

One widely explored aspect of Black’s framework is the impact of livelihood on the 

decision to migrate. In many areas, migration is a livelihood strategy to access work opportunities 
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outside of the community (Gioli et al. 2014). Where environmental conditions negatively impact 

livelihood, migration may be a way to increase livelihood resilience (Tanner et al. 2015). This kind 

of migration may also be important for socioeconomic status of the community of origin, as 

migrants may send remittances back home (Gioli et al. 2014; Massey 1990). These remittances 

can be an important source of wealth and can also increase resilience for communities of origin 

(Warner et al. 2009; Redehegn et al. 2019). Additionally, migration may cause shifts in local 

market incentives and may work to reduce local income inequality (Shayegh 2017). However, in 

other cases, the influx of remittances into select households may increase inequality in a 

community (Black et al. 2005; Massey 1990).  

In line with the importance of environmental impacts on livelihood, environmental effects 

on agriculture are thought to be an important driver of migration, especially in rural, agrarian 

communities (Cai et al. 2016; Dillon et al. 2011; Feng et al. 2010; Galvin 2009).  In a study of 

climate variability and migration in the Philippines, Bohra-Mishra et al. find that temperature and 

typhoons have a larger impact on migration than precipitation, which they explain by the larger 

effects on rice yields (2017). The result was that temperature and typhoons caused a larger 

outmigration from regions that were more rural and agriculturally dependent (Bohra-Mishra et al. 

2017). On a global level, Cai et al. found that temperature caused more international outmigration 

only in highly agriculture-dependent countries, reflecting the impact of temperature on agricultural 

productivity (2016).  

 The question of environmental migration can be further complicated when considering 

differences between temporary and permanent migration, as well as internal versus international. 

Some research has suggested that most cases of environmental migration are temporary and 

internal, but this also seems to be highly situational (Gray 2011; Bardsley and Hugo 2010). In 

another study, Bohra-Mishra et al. focus on permanent environmental migration, and find that 

climate variations have an impact on permanent migrations while natural disasters have minimal 

or no effect (2014). In some existing literature, researchers choose to focus specifically on internal 

or international migration (Willekens et al. 2016). For example, Donato and Massey specifically 

focus on how avoiding threats from climate change may increase illegal international migration 

from the world’s poorest nations (Donato and Massey 2016). Obakata et al. provide a detailed 

review of research on international environmental migration (2014).  
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  One reason that environmental migration is important to understand, is its potential benefit 

as a household or community adaptation strategy to environmental stress (Bardsley and Hugo 

2010; Hunter et al. 2015; McLeman and Hunter 2010; McLeman and Smit 2006). As one example, 

Bardsley and Hugo claim that migration is an important aspect of a community’s adaptation 

response to climate change or environmental degradation (2010). They claim that thresholds of 

tolerable environmental stress exist, after which migration will be a crucial adaptation strategy 

(2010). Though this may seem similar to the idea of displacement or forced relocation as a response 

to extreme environmental stress, this framing suggests that migration is actually a positive and 

proactive strategy to build resilience and counter declines in livelihood.  

If environmental migration is a positive adaptation strategy, then a larger concern than 

mobility could be immobility, or “trapped” populations (Chen et al. 2017). While wealthier 

households or communities with access to more natural resources may better be able to incur costs 

associated with migration, poorer communities may not. This area of research suggests that lack 

of mobility is a major challenge for especially vulnerable communities to adapt to their 

environmental conditions, especially in the case of a loss of livelihood (Adger et al. 2015; Bennett 

et al. 2011; Hunter et al. 2014). This also points to the importance of disaster response activities 

in impacted areas that provide support and economic opportunities for those who are not able to 

move.  

In contrast to the literature which considers migration as a possible adaptation strategy, 

there is also a body of literature that focuses on population displacement, forced relocation, or 

managed retreat as a result of challenging environmental or climatic conditions (Black et al. 2013; 

Sherbinin et al. 2011; Gray et al. 2014; Hino et al. 2017). This literature may use the term “climate 

refugees” to describe a possible future wave of environmentally displaced people (Biermann and 

Boas 2010; Piguet 2013). However, the term “climate refugees” is more often considered to be 

overly simplistic, as there is likely never a single driver of migration, even in the case of extreme 

environmental change (Black et al. 2013). 

Black et al. discuss the implications of environmental change on population displacement, 

even while acknowledging the complexity of migration (2013). In this work, Black et al. perform 

a review of research assessing the impacts of weather-related extreme events on population 

mobility. In this work, Black et al. emphasize the importance of distinguishing between migration, 

displacement, and immobility in such research, all of which may be a result of an environmental 
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event (2013). In this way, they further complicate and challenge the idea of “climate refugees”. 

Taking it a step further, the authors claim that environmental migration in some cases may 

represent a failure of adaptation to environmental conditions, rather than a positive adaptation 

(Black et al. 2013).  

 In another study, Gray et al. use the example of Sumatra after a 2004 tsunami to study 

population displacement after a natural disaster (2014). The authors use survey data from 

respondents both before and after the tsunami, as well as satellite imagery of the area, to assess 

vulnerability to what the authors call “post-tsunami displacement” (Gray et al. 2014). This work 

suggests that other factors that influence migration normally, such as gender and age, may be less 

important in the case of disaster-induced displacement (Gray et al. 2014).  

In general, there is little agreement between studies in terms of how different 

environmental impacts will affect migration. For instance, some scholars indicate that sea level 

rise could be a significant driver of migration (Hauer 2017), while others suggest that, even in 

vulnerable island nations such as the Maldives, sea level rise does not play a major role in 

influencing migration decisions (Speelman et al. 2017). In general, research has suggested that 

large variations in temperature have a positive impact on migration, but precipitation has a largely 

mixed effect (Henry et al. 2004; Marchiori et al. 2012; Mastorillo et al. 2016; Mueller et al. 2014; 

Thiede et al. 2016). Gray and Mueller found that drought in Ethiopia increases men’s labor 

migration but decreases migration for women associated with marriage (2012b), while Findley 

found that drought increased migration for women and children in rural Mali (1994). Additionally, 

Hunter et al. found that drought increased migration only in communities in Mexico with strong 

migration histories, but decreased migration in communities without such networks of previous 

migration (2013).  

One additional challenge in studying environmental migration is that the findings vary 

significantly by location (Gray and Wise 2016). Specific research has focused on climate 

variability in South America (Thiede et al. 2016), drought in Ethiopia (Gray and Mueller 2012b), 

land use in Ecuador, (Gray and Bilsborrow 2014), heat stress in Pakistan (Mueller, Gray et al. 

2014), soil quality in Kenya (Gray 2011), tsunamis in Sumatra (Gray et al. 2014), weather 

anomalies across Africa (Marchiori et al. 2012), and Hurricane Katrina in New Orleans (Fussell et 

al. 2010) to name a few.  
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Beyond differences in location and type of environmental change, the literature has also 

explored implications of gender (Farris 2010; Gray and Mueller 2012a; Miletto et al. 2017), 

ethnicity (Massey et al. 2010), legal status (Donato et al. 2016), norms (De Jong 2000), social 

networks (Haug 2008; Hunter et al. 2013), satisfaction with local services (Dustmann and 

Okatenko 2014), and risk attitudes and perceptions (Hunter 2005; Jaeger et al. 2010; Koubi et al. 

2016) on environmental migration.  Again, the results of these analyses are highly mixed. As one 

example, a significant amount of work has suggested that the social networks can positively impact 

rates of environmental migration by decreasing uncertainty and lowering hurdles that inhibit 

migration (Haug 2008). Other work has found that social networks are not significant as 

determinants of migration behavior, while family norms were (De Jong 2000).    

Just as the drivers, rates, and magnitudes of environmental migration are complex, the 

implications are similarly multifaceted. Some research emphasizes the importance of studying 

environmental migration in the context of the pressure that rural to urban migration may put on 

urbanization (Barbieri and Carr 2005; Barrios et al. 2006; Sherbinin et al. 2012; Qin 2010). The 

connection between environmental migration and urbanization could have important implications 

for urban planning, but the linkage is still highly dependent on location. For instance, Suckall et 

al. conclude that climate change would not contribute to increased urbanization in Malawi, but 

could actually contribute to the reverse (2015). Similarly, Cattaneo and Peri find that increases in 

temperature can drive migration to urban areas in middle-income countries, but reduce urban 

migration in poor countries due to limited resources (Cattaneo and Peri 2016).   

Yet another body of work is interested in what is known as the “climate change, migration, 

and conflict nexus.” (Burrows and Kinney 2016). This work focuses on the possible connection 

between climate-induced migration and violent conflict (Reuveny 2007). This theory suggests that 

an influx of migrants into urban areas due to climate variations may lead to increased competition 

for resources, and if government response is not adequate, violent conflict may arise (Abel et al. 

2019). For instance, Abel et al. explores the impacts of drought on the climate change, migration, 

conflict nexus, but ultimately determine that the causal connection is highly dependent on region, 

time, and democratic indicators (2019).  

Even within the community of researchers who study environmental migration, there is not 

a consensus surrounding language to describe possible impacts of environmental change on 

population mobility. Thornton et al. used an online survey to assess perceptions of environmental 
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migration amongst more than 260 professionals around the world who work on the issue (2018). 

Their results show a wide range of conceptualizations of environmental migration, as well as a 

range of policy concerns. As one example, Thornton et al. found that the most preferred term to 

describe the scenario of interest was ‘migration’ (38%), followed by ‘displacement’ (20%), 

‘mobility’ (19%), ‘refugee’ (7%), ‘relocation’ (3%), ‘resettlement’ (1%), and ‘other’ (11%). In 

many ways, this lack of consensus between experts on even how to refer to changes in population 

mobility due to environmental conditions highlights the complexity of the problem.   

 

1.2 Environmental migration in Bangladesh 

In Bangladesh, migration has been a way of life for centuries, as well as a common method 

of livelihood diversification and adaptation to stressful natural conditions (Alam et al. 2017; 

Amrith 2013; Black et al. 2005; Bryan et al. 2014; Lagakos et al. 2018; Martin et al. 2014). 

Bangladesh also faces a variety of challenging environmental conditions, which are discussed in 

more detail in Chapter 2. As a result, environmentally induced migration has also been widely 

studied in Bangladesh (Afsar et al. 2003; Ahsan et al. 2011; Call et al. 2017; Chen and Mueller 

2018; Donato et al. 2016; Gray and Mueller 2012a; Islam 2017; Joarder and Miller 2013).  

Much of this research focuses on extreme weather events representing rapid onset 

environmental change, such as cyclones (Gray and Mueller 2012a; Kartiki 2011; Lu et al. 2016; 

Mallick and Vogt 2012). For example, Gray and Mueller investigate the consequences of flooding 

and crop failure due to extreme weather events on long-term population mobility in rural 

Bangladesh (2012a). They use longitudinal survey data from 1,7000 households over a 15-year 

period, analyzed with multivariate event history models to estimate the effects of flooding and 

crop failure due to extreme weather events on long-distance migration. Their results indicate that 

flooding has a slight effect on mobility, while crop failures have a strong effect (Gray and Mueller 

2012a). 

In another study, Mallick and Vogt assess “disaster-induced population displacement” in 

the context of the 2009 cyclone Aila in Bangladesh (2014).  They use a survey of 280 individuals 

from 12 villages in the southwestern part of Bangladesh in a period after Aila. Their results suggest 

that male household members migrated towards cities in order to access livelihood opportunities 

after the cessation of emergency aid (Mallick and Vogt 2014). This work highlights the gendered 

dynamics of migration, as well as the importance of livelihood. Similarly, Paul found that disaster-
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induced migration was prevented after a 2004 tornado in northern Bangladesh due to the effective 

distribution of emergency aid in effective regions (2005).  

Other research considers slower onset environmental change such as salinity 

encroachment, temperature change, and precipitation (Call et al. 2017; Chen and Mueller 2018; 

Perch-Nielsen et al. 2008). Call et al. studied the impacts of temperature, precipitation, and 

flooding on temporary migration in a non-coastal area, Matlab, Bangladesh (2017). Their work 

showed that temporary migration declines immediately after a flood, but quickly recovers, while 

high temperatures consistently increase temporary migration, and precipitation has a strongly non-

linear effect on migration rates (Call et al. 2017). This work supports other research that has 

indicated that environmental stress could actually decrease population mobility and limit the 

effectiveness of migration as an adaptation strategy, leading to potentially "trapped" populations 

by limiting the resources necessary for mobility (Adger 2015; Bennet and Beddington 2011). Call 

et al. further conclude that climate change is likely to disrupt existing migration patterns in 

Bangladesh rather than cause mass displacement in the case of non-coastal communities (2017). 

Most recently, Chen and Mueller found that salinity encroachment into soil could be a 

powerful driver of migration within Bangladesh due to impacts on agriculture and associated loss 

of livelihood (Chen and Mueller 2018). Interestingly, Chen and Mueller found the opposite effect 

for international migration from Bangladesh, and their work shows that extreme soil salinity had 

a negative impact on international migration. Their work further reinforced the phenomenon of 

vulnerable trapped populations that are unable to move due to a lack of resources to do so.   

Also noteworthy is Islam's work to understand the causes of migration decisions for 

Bangladeshi communities in vulnerable char lands, or riverine islands. This work studied the 

connections between livelihood vulnerabilities and climate change that could result in migration 

decisions (Islam 2017). The study used a mixed method approach of household interviews, focus 

group discussions, participant observation, and community mapping to collect a rich set of data on 

the char people. Islam found that natural and climate related threats, along with economic and 

social vulnerabilities had wide range of impacts on char peoples’ migration decisions, though his 

work stops short of attempting to quantify those impacts on migration decisions through statistical 

learning (Islam 2017). 

Davis et al. use a diffusion-based model combined with population, geographic, and 

climatic data to estimate fluxes of migrants between locations in Bangladesh driven by projected 
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sea level rise in 2050 and 2100 (2018). Based on elevation and population data, they predicted that 

0.9 million people in Bangladesh by 2050, and 2.1 million people by 2100 could be displaced by 

flooding (Davis et al. 2018). As part of this analysis, Davis et al. estimate strains on jobs, housing, 

and food supplies in destination locations within Bangladesh due to this displacement from coastal 

regions (2018).  

Adams and Kay also studied the effects of sea level rise on migration in Bangladesh using 

survey data from1,500 households and a physical model of sea level projections (2019). Their 

analysis is informed by a behavioral framework that emphasizes that individuals may have unique 

migration thresholds and innate propensities to migrate that impact the ultimate migration decision 

in the event of exposure to environmental stress (Adams and Kay 2019). Rather than studying the 

household response, they focus on the village unit to identify responses specific to the community 

and to assess whether some villages had a higher propensity to move (Adams and Kay 2019). This 

work provides an example of quantitative analysis of environmental migration in Bangladesh that 

is highly theory driven.  

This review identified one example of agent-based modeling being applied to studying 

environmental migration in Bangladesh (Hassani-Mahmooei 2012). Hassani-Mahmooei 

developed an agent-based model to simulate migration decisions between districts based on 10 

heuristics or migration “rules”, as well as “push”, “pull”, and “intervening” factors related to 

climate change scenarios, socioeconomic conditions, house ownership, and employment (2012). 

The model can impose climate shocks on agents, pushing them to decide to migrate and then select 

where to migrate. Combined with population growth and agent mortality, Hassani-Mahmooei uses 

the model to predict that between 3 and 10 million people in Bangladesh will migrate internally 

over 40 years (2012).  

Even within the literature of environmental migration in Bangladesh, there is disagreement 

in terms of the potential of migration to be a positive adaptation strategy to environmental stress. 

Though temporary migration is common in Bangladeshi communities, some work has asserted 

that permanent migration due to environmental stress may be a last resort for households whose 

environment becomes inhospitable (Penning-Rowsell et al. 2013). Penning-Rowsell et al.’s study 

of five villages in Bangladesh impacted by natural hazards found that factors that “anchor” 

households to their homes are strong, and migrations to urban areas can come at a significant loss 

(2013).  
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1.3 Methods and future challenges 

Accurate modeling and predictive ability of environmental migration are critical for 

informing future climate policy and adaptation strategies (Stern et al. 2006; Hugo et al. 1996; 

Biermann et al. 2010; Black et al. 2011; Ahsan et al. 2011). However, predictions of environmental 

migration, especially estimates of the magnitude of environmental migration, are controversial 

(Gemenne 2011). Especially because of the previously explained complexity of environmental 

migration and the lack of agreement in the literature, prediction may be highly uncertain. This 

uncertainty is further exacerbated by the uncertainty related to future climate and demographic 

scenarios (Hugo 2011). Apart from the complexity of the environmental-migration nexus, 

predicting human decision making in general is notoriously difficult (DeAngelis and Diaz 2019; 

Klabunde and Willekens 2016; Subrahmanian and Kumar 2017).  

Additionally, current work uses a wide range of methods and models from strictly 

conceptual models (Perch-Nielsen et al. 2008; Renaud et al. 2011), to logistic regression (Koubi 

et al. 2016), multivariate regression (Hino et al. 2017), statistical analysis (Henry et al. 2003, 2004), 

and a few agent-based models (Cai and Oppenheimer 2013; Hassani-Mahmooei 2012; Kniveton 

et al. 2011; Silveira et al. 2006; Smith 2014; Thober et al. 2018). Some researchers choose to 

control for demographic factors, while others do not (Fussell et al. 2014). Several detailed reviews 

of existing methods and challenges call for the exploration of new methods that can improve 

prediction and better address nonlinearities in environmental migration (Neumann and Hilderink 

2015; Obokata et al. 2014; Piquet 2010). As Obokata et al. indicate, existing quantitative methods 

of studying environmental migration often simplify complex variables and limit the number of 

variables studied (Obokata et al. 2014).  

A major challenge to current efforts to model environmental migration is the “limited 

understanding of the environmental and non-environmental drivers of migration (including their 

interactions)” (Neumann and Hilderink 2015). As previously mentioned, this challenge means that 

researchers who study migration will often use expert judgement or theory to select which 

variables to assess. Though this can test theoretically motivated hypotheses and provide insights 

into how specific drivers might impact migration decisions, it does little to identify which variables 

might be the most important at driving decisions, especially when considering nonlinear 

interactions among variables.  
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Access to appropriate data poses another challenge to the study of environmental 

migration. Household surveys have been a common source of data for migration research 

(Bilsborrow and Henry 2012), which Neumann and Hilderink suggest is likely the most 

appropriate level for obtaining information about the causes of migration (Neumann and Hilderink 

2015). Other work uses a combination of data sources. For example, Fussell et al. advocate for 

using a combination of population censuses, surveys, and multi-level modeling (Fussell et al. 

2014). Call et al. used a combination of an existing demographic surveillance system and census 

data, as flood observatory data and biophysical databases (Call et al. 2017). In their Sumatra 

research, Gray et al. used a novel combination of population-based survey methods, satellite 

imagery, and multivariate statistical analysis to assess population mobility after the 2004 Indian 

Ocean tsunami (Gray et al. 2014). While modeling techniques continue to increase in 

sophistication, it is thought that obtaining reliable data to be used in those models will continue to 

be a challenge (McLeman 2013). 

Recently, Lu et al. utilized mobile phone data from more than six million anonymous phone 

users in Bangladesh to track mobility across short time scales (Lu et al. 2016). Bell has also 

employed the use of mobile phone data to studying migration (Bell 2017; Bell et al. 2019). As big 

data, especially through mobile phones and other technologies, becomes increasingly available, it 

poses an opportunity for the study of human mobility and migration. Beyond providing new 

sources of high resolution and potentially high-quality data, technologies may add another 

dimension of complexity to the study of environmental migration by influencing the migration 

decision process (Boas 2017). Researchers will also need to consider how to incorporate big data 

into more traditional methods, including field-based research (Baos et al. 2019).  

As researchers continue to collect large amounts of data, including with large household 

surveys, challenges may arise in how best to analyze such datasets, especially where motivating 

theories are unclear or conflicting. To advance the study of environmental migration, especially as 

large datasets and surveys become more readily available, new methods will need to be employed 

(Neumann and Hilderink 2015). This work aims to address this need by applying machine learning, 

specifically random forests, to social survey data for the study of environmental migration in 

Bangladesh. Random forest is a machine learning approach that has been shown to perform well 

in environmental and ecological contexts (Cutler et al. 2007; Prasad et al. 2006). However, reviews 

of methodologies used in studying environmental migration did not mention machine learning 
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techniques (Piguet 2010). One previous article applied machine learning to satellite imagery for 

the study of environmental migration (Ahmed et al. 2018), but this application of random forest 

methods to social datasets in order to investigate the topic of environmental migration is novel. 

In contrast, survival analysis is a common method for studying migration (Bailey 1993; 

Fussell et al. 2014). As an example, a review of the literature found a previous study that used 

proportional hazards models to study the effects of fertility on internal migration in Peru. The study 

used demographic and health data and showed that women with higher levels of education and 

fewer children had higher levels of mobility (White et al. 1995). This study also argued the 

importance of temporal data and survival analysis when studying human mobility (White et al. 

1995). One additional study used a risk attitudes approach to analyze migration propensities for 

livelihood and labor in Germany (Jaeger et al. 2010). However, survival analysis to study human 

migration has not previously been informed by an analysis of variable importance using machine 

learning.  

More generally, the study of migration is challenging because it is inherently 

interdisciplinary. Environmental migration represents what is called a “coupled human-natural 

system” or “social-ecological system” (Ostrom 2009). Not only do environmental conditions 

impact the human response to migrate or stay in a location, but further research has looked at the 

linkage in the other direction, where migration decisions have an effect on the environment (Gray 

and Bilsborrow 2014; Greiner and Sakdapolrak 2013). To address such questions related to 

coupled human-natural systems, both sophisticated understanding of the natural environment and 

social sciences are required (Fischer et al. 2015). As such, several researchers have called for the 

necessity of interdisciplinary teams to study environmental migration (Fussell et al. 2014; Hunter 

and O’Neill 2014). Other researchers have argued for the importance of an interdisciplinary, 

coupled human-natural systems approach to specifically studying the Ganges-Brahmaputra Delta 

region, where Bangladesh is located (Nicholls and Goodbred 2004). Computational modeling 

methods can serve as a bridge between interdisciplinary teams and a range of stakeholders aiming 

to understand environmental migration (Till et al. 2018).  
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Chapter 2 
 

Study Area and Data 

 

2.1 Study area 

Bangladesh is located on the low-lying deltaic floodplain of the Ganges-Brahmaputra-

Jamuna Delta, which includes the Ganges, Brahmaputra, Jamuna, Padma, and Meghna Rivers 

(Passalacqua et al. 2013). Bangladesh has a population of more than 164 million (World Bank 

n.d.) in an area of roughly 144,000 km2, making it one of the most densely populated countries in 

the world (Black et al. 2008; Ahsan et al. 2011). Bangladesh is also a rapidly urbanizing country, 

and is estimated that more than 30% of Bangladesh’s population lives in an urban setting (Ahsan 

et al. 2011). Bangladesh is also one of the poorest countries in the world, and its GDP is currently 

approximately 150 billion USD (World Bank n.d.). In the year 2000, urban poverty was estimated 

at 52.5%, and rural poverty was 47.1% (Ahsan et al. 2011).  

Bangladesh falls in a low elevation coastal zone, and as such faces environmental 

vulnerabilities (McGranahan, Balk, and Anderson 2007). Bangaldesh experiences regular 

flooding, extreme weather events, and sea level rise (Call et al. 2017; Dewan et al. 2007; Hallegatte 

2013; Higgins et al. 2014; Islam and Sado 2000). In addition, communities on the coastal delta 

plain of Bangladesh face a particular set of challenges as sediment transport, deposition, and 

erosion continuously create and destroy land and shape the areas where people live and work, 

threatening to destroy homesteads and livelihoods (Ackerly et al. 2015; Auerbach et al. 2015; 

Bhuiyan et al. 2017). It is estimated that more than 50 million people live in the coastal areas of 

Bangladesh, where they are highly vulnerable to natural disasters and environmental shocks 

(Ahsan et al. 2011). More than one million people are estimated to lose their homesteads to river 

erosion every year (Black et al. 2008).  

Bangladesh is commonly considered one of the most vulnerable countries to climate 

change in the world (Black et al. 2008; Walsham 2010). As in other delta regions, future climate 

change is expected to create additional stress and uncertaintly in Bangladeshi communities through 

its interactions with natural hazards such as cyclones, flooding, waterlogging, salinity 

encroachment, and land erosion, as well as with natural resources, such as accreting land and 
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freshwater supplies (Ackerly et al. 2015; Auerbach et al. 2015; Benneyworth et al. 2016; Brammer 

2014; Nicholls et al. 2007; Nicholls et al. 2008; Tessler et al. 2015, Xu et al 2009).  

Environmental conditions in Bangladesh pose a severe challenge to rural communities, as 

approximately two-thirds of workers in rural areas and nearly half of all workers in Bangladesh 

depend on agriculture as their primary source of livelihood (World Bank 2016). Environmental 

changes, such as salinity encroachment, have already led to shifts in livelihood choices in some 

Bangladeshi communities from rice to shrimp aquaculture, which may, in turn, exacerbate negative 

impacts to the environment (Alauddin and Sharma 2013; Islam 2014; Paul and Vogl 2011). 

However, even the productivity of shrimp may be declining due to extreme salinity, changes in 

rainfall, high temperatures, and diseases associated with climate change (Rakib et al. 2019). 

Shrimp aquaculture itself may also be an unsustainable source of livelihood as it may exacerbate 

soil salinity levels (Azad, Jensen, and Lin 2009; Islam and Tabeta 2019).  

In Bangladesh, migration has long been a way of life as a common method of livelihood 

diversification and adaptation to stressful natural conditions (Alam et al. 2017; Amrith 2013; Black 

et al. 2005; Martin et al. 2014). Rural to urban migration is the most prevalent form of migration 

in Bangladesh (Ackerley et al. 2015; Ackerley et al. 2017; Afsar 2003; Bryan et al. 2014; Lagakos 

et al. 2018), especially temporary migration to adapt to seasonal poverty (Khandker 2012). 

Remittance provided by household members who have migrated can increase livelihood stability 

in the midst of agricultural instability and seasonal poverty (Call et al. 2017). However, it is unclear 

how these existing mobility patterns will be impacted by climate change. Figure 1 portrays some 

of the key coupled human-natural system dynamics present in Bangladesh that will be investigated 

as part of this research.  
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Figure 1: Coupled human-natural system components related to livelihood, migration and 
landscape change in coastal Bangladesh. 
 

The study area for this research is located primarily in the southwest of rural Bangladesh. 

This area is positioned just north of the Sunderbans mangrove forest, the largest mangrove forest 

in the world (Benneyworth et al. 2016). 

 

2.2 Data  

Data for this work come from two distinct social surveys collected from households in 

southwestern Bangladesh. The first survey, Survey 1, comes from Integrated Social Environmental 

Engineering Bangladesh (ISEE-B), a multi-disciplinary collaborative project to study community 

resilience to environmental change in coastal Bangladesh (Ackerly et al. 2015). The data were 

collected in household interviews in 26 communities in the southwest region of Bangladesh from 

March through April 2014. The 26 communities are a purposive sample from a set of 75 

communities identified based on the properties of their aquifer which gave them inadequate access 

to fresh safe water (Ackerly et al. 2015). The 26 study communities were identified for variability 

on three dimensions: nongovernment organization partner, geographic dispersion, and ground 

water quality. Each community was a neighborhood of approximately 100 households, generally 

sharing a common water source. After doing a geolocated photo census of each community, 20-
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50% of the households were randomly selected for study. In total, 1,204 heads of household were 

interviewed about their household’s demographics, sources of livelihood, sources of water, 

environmental stressors, and other factors. Additional questions measured their individual risk 

perception, sense of social cohesion, and political trust. The original dataset consists of 1,204 

observations and 1,456 variables.  

The second survey of households, Survey 2, was also collected in the southwest region of 

Bangladesh by the Bangladesh Environment and Migration Survey (BEMS). This survey contains 

migration, employment, and livelihood histories on more than 3,000 individuals affiliated with 

1,695 households. The data represents 1,695 randomly sampled households in nine sites in 

Bangladesh, which were surveyed in 2014. The survey specifically asks for histories of migration 

within Bangladesh, to India, and to any other country (Donato et al. 2016). Here, I focus only on 

each household’s reported migrations internal to Bangladesh. The original dataset consists of 1,695 

observations of 1,997 distinct variables.  

Because of their distinct purposes, Survey 1 and Survey 2 ask different questions and 

include data from different communities, so they present two unique opportunities to test the ability 

of random forest models to identify salient variables. Figure 2 shows the geographic locations of 

households surveyed in Survey 1 and Survey 2.  

The structure of Survey 1 is such that the outcome variables to be fit with models were 

Boolean variables indicating the respondent’s answer to yes or no questions about migration: 

“Have you ever moved your household temporarily to another place within this village because of 

an environmental event?”; “Has anyone in your household ever moved for education?”; “Has 

anyone in your household ever moved for health care?”; “Has anyone in your household ever 

moved for commerce/ trading?”; and “Has anyone in your household ever moved to visit 

relatives?” These questions were used to assess migration for environmental reasons, for 

education, for health, for trade, and to visit relatives respectively. Thus, Survey 1 also allows us to 

assess random forests’ ability to compare the salient variables associated with migration for 

different reasons. 
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Figure 2: Map of Bangladesh with locations of households surveyed by Survey 1 and Survey 2. 

 

Survey 2 asks respondents to recall the total number of migrations that any member of the 

household has made, without attributing underlying motivation. This provides the total number of 

migration trips per household, normalized by total person-years. Person-years were calculated for 

each member of the household, beginning at age 11, which is the age that many Bangladeshis 

begin migrating for livelihood opportunities, until 2014 when the survey was collected (Donato et 

al. 2016). Our analysis of Survey 2 takes as its dependent variable the annual probability of making 

a migration, which is represented as a continuous variable at the household level, and identifies 

salient variables that predict this probability. 

 

 

 



 

 20 

Chapter 3 
 

Methods 

 

3.1 Methods for Objective 1 

Objective 1: Use random forests to determine the importance of covariates in a large 

dataset for predicting migration outcomes. 

 

3.1.1 Machine learning  

 While there are many different machine learning techniques, from simple linear 

regression to neural networks, machine learning, broadly, refers to a variety of methods that 

enable a computer or “machine” to automatically recognize patterns in data and use these 

patterns to build and refine a statistical model of the data without being explicitly programmed to 

do so and without theoretical or phenomenological preconceptions about the causal mechanisms 

that gave rise to the data. Machine learning methods are often categorized as supervised or 

unsupervised. Supervised methods are used to predict one or more specified dependent variables. 

Unsupervised methods are used to identify patterns in the data (Jordan and Mitchell 2015). To 

give examples from common statistical methods, regression analyses are supervised methods and 

exploratory factor analyses are unsupervised methods. In order to guard against overfitting, 

machine learning models are trained using a subset of the complete data, known as the training 

set, while the remaining data, known as the holdout or testing set, is withheld and used for 

validating the model’s performance after the model is fully trained. 

Machine learning techniques often outperform standard regression analysis in predictive 

ability, especially when studying complex social problems (Hindman et al. 2015). Recently, 

there has been discussion of broadly incorporating machine learning into the social sciences, 

especially in the place of traditional regression analysis (Hindman et al. 2015; Mason et al. 

2013). However, some machine learning algorithms can be very difficult to interpret due to their 

complexity and this complexity makes it difficult to assess how well a machine-learning model is 

likely to apply outside the specific context in which the data was gathered (Buolamwini and 

Gebru 2018). While a simple linear regression results in coefficients that can be easily 

interpreted, a more complex machine learning model may be “black box”, making it difficult to 
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draw insights from the model. As complexity of the model increases, interpretability may 

decrease, representing a tradeoff between model performance and interpretability (Figure 3).  

Where prediction is a priority, complex machine learning algorithms may perform very well, 

while they might not always be an appropriate tool for theory development. Furthermore, the 

greater predictive power that complex models often possess may arise from models reflecting 

details of the context in which the data set being analyzed was collected and the models may not 

transfer as well to other contexts as simpler models would. When the complexity of a model 

impedes interpretation, it can be difficult to draw on theory or other domain knowledge of the 

context to evaluate the applicability of a machine learning model to different contexts. Therefore, 

it is especially important for researchers to carefully consider the goals of their research when 

selecting a machine learning algorithm, as there is no one size fits all approach.  

Machine learning should be incorporated into social scientists’ toolkits for studying 

migration because of its ability to identify patterns in complex datasets. Various machine 

learning algorithms may have advantages over more traditional theory-driven regression 

methods, especially where theory is unclear.  

 

 
 
Figure 3: Schematic demonstrating the tradeoff between complexity and interpretability of 
common machine learning algorithms. For example, tree-based methods such as random forests 
are highly complex and sometimes challenging to interpret. Researchers should consider where a 
method falls on this continuum along with specific research goals when selecting an appropriate 
algorithm.  
 

3.1.2 Model selection  

The first step of the analysis was to compare different approaches to analyzing the survey 

data. I compared random forest models, multiple logistic regression, and support vector machines 

(SVMs) with a radial kernel. Random forest modeling, which is a tree-based method, is described 
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in more detail in the next section. Multiple logistic regression is a generalized linear model that 

fits coefficients to predictors in order to fit the logit transformation of the probability of the event 

of interest, which is then converted to a dichotomous prediction of the outcome variable (Hosmer 

et al. 2013).   SVMs are a machine learning method of classification which work by fitting a 

hyperplane in the parameter space to split data of different classes (Suykens and Vandewalle 

1999).  

All three models were fit to each of the five motivations of migration in Survey 1: 

environmental, education, health, trade, and to visit relatives, for a total of 15 models.  Each model 

was trained on a random sample of 80% of the data set, and tested on the remaining 20% to assess 

predictive accuracy, as indicated in Figure 4. For random forests and SVMs, relevant model 

parameters were tuned by minimizing out-of-sample error. Table 1 shows the prediction error for 

each model on the test data in percent error. 

 

 

 

 

 

 

 

 

 

 
 
Figure 4: Schematic of method for model selection. Data is divided into testing and training data, 
and model predictive ability is assessed based on the model’s ability to predict test data.  
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Table 1: Test data prediction error (percent error, calculated as average misclassification 
percentage) for logistic regression, support vector machine, and random forest models fit to each 
type of migration in Survey 1.  
 
 Environmental Education Health Trade Visit Relatives 

Logistic Regression 47.1 44.9    44.1    43.4 42.6 

SVM 36.0 16.2 36.0 19.9 41.2 

Random Forest 35.5    14.7    33.1 19.9 33.8 

 

3.1.3 Imputing missing data in Survey 1 

 Before further analyzing Survey 1, data related to the household respondent was selected 

from the household roster, and summary variables related to household size, household education, 

and livelihood were developed. Questions that only applied to part of the sample were eliminated, 

keeping only variables that were relevant to the full data set. The remaining variables were then 

screened manually, and variables that were likely missing not at random, or for which there were 

known problems during data collection, were dropped.  

The resulting subset of data consisted of 1184 observations of 730 variables. Within this 

subset of the original survey, approximately 1.5% of data across all variables and rows were 

missing. Even after dropping columns that were not relevant to all households from the subset of 

Survey 1, restricting the analysis to complete cases would have needlessly lost information in the 

partial cases. To address this, I imputed missing variables in partial cases using multiple 

imputation, which enables the assessment of the stochastic uncertainty associated with the 

imputation process (Liu and De 2015; van Buuren and Groothuis-Oudshoorn 2011).  

Before imputing, the data was filtered to consider only variables with less than 12% 

missingness, which was a threshold that maintained 711 of the 730 variables. Imputations of 

missing data were then conducted using the mice (Multivariate Imputations by Chained Equations) 

package in R (van Buuren and Groothuis-Oudshoorn 2011). In order to accommodate both 

categorical and continuous data, a random forest imputation method was used to impute missing 

data 10 times. This resulted in 10 unique, complete datasets to be used in analysis. Imputations 

were only conducted on predictor variables, not outcome variables, which did not have significant 

degrees of missingness.  



 

 24 

Survey 2 did not have significant missing data, and therefore imputations were not 

necessary before assessing variable importance.  

 

3.1.4 Random forest models for variable importance 

 Random forest models are an ensemble method of decision trees, and represent a subset of 

machine learning known as tree-based methods. Tree-based methods, including random forests, 

can be used for classification of discrete outcome variables, or regression of continuous variables. 

They are especially powerful tools when there are strong nonlinearities or interactions between 

variables in the data.  

Random forests models work by fitting many decision trees, where each tree uses a random 

subset of the predictor variables at each split in its decision tree. The final prediction is then 

calculated by averaging across the outputs of all of the individual decision trees (Hastie et al. 2009, 

Ch. 15). This allows random forest models to achieve high predictive accuracy without overfitting 

(James et al. 2013). One strength of random forest models, especially over other “black box” 

statistical models, is their ability to assess variable importance and account for complex, nonlinear 

interactions between variables. Random forest models are also able to use combinations of 

categorical, ordinal, and continuously-valued variables as inputs without requiring dummy 

variables or scaled data. This makes them especially appealing tools for analyzing large social 

surveys and studying complex challenges such as migration. 

 The randomForest package in R was used to fit random forest models to the training data, 

which consisted of a random subset representing 80% of the total data (Cutler 2018). For Survey 

1, a binary variable representing whether or not a respondent migrated for a given reason was used 

as the outcome variable. For Survey 1, 10 random forest classification models were fit (one for 

each imputed dataset) for each of the five types of migration (environmental, education, health, 

trade, and to visit relatives). For Survey 2, 10 random forest regression models, each with a 

different subset of the data as a training set, were fitted to the continuous outcome variable of total 

internal migration trips per household normalized by person-years. For each model, the parameter 

for the number of variables randomly sampled at each split was tuned by minimizing the out-of-

sample error. A schematic of these steps of the methodology are shown in Figure 5.  
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Figure 5: Schematic of method after model selection, which includes imputing missing data and 
fitting and validating random forest models. Random forest models are then used to assess variable 
importance.  

 

For each of the five types of migration in Survey 1, variable importance was ranked by 

average across the 10 imputed datasets. Again, imputations were only conducted on predictor 

variables, not outcome variables. Variable importance for the model of Survey 2 was also ranked 

and averaged across the 10 complete models. Tuned and fitted models were then validated using 

the testing data, which consisted of the remaining 20% of the data that was not used for training. 

For Survey 1, variable importance is given by mean decrease in Gini index, which is an 

index that measures a specific variables ability to correctly classify an outcome. The Gini index is 

a weighted measure of how much a split in the decision trees by a specific variable can decrease 

variance in the outcome, and therefore measures how much of the final model’s predictive ability 

can be attributed to a specific variable.  The Gini index is specific to a given analysis, so it does 

not allow comparisons between different analyses. Within an analysis, the Gini index is useful as 

a metric for comparing the importance of different variables included within a given analysis 

(Hastie et al. 2009). For regression random forest models, unlike classification random forest 

models, importance is calculated by node impurity, though it is a similar calculation of how much 

a split in the decision trees by a specific variable can decrease variance in the outcome (Hastie et 

al. 2009). Therefore, the analysis of Survey 2 uses node impurity to assess and compare variable 

importance. 
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3.2 Methods for Objective 2 

Objective 2: Conduct a survival analysis of household time to first migration using the 

important variables identified by the random forest algorithm to provide deeper insight into how 

important variables impact mobility.   

 

3.2.1 Survival analysis  

This work uses Kaplan-Meiers estimators and Cox proportional hazards models to study 

overall survival probabilities and fit coefficients to a survival model with relevant variables. This 

analysis contributes to further understanding of what environmental, social, and demographic 

variables impact an individual’s probability of having migrated at least once over time. Such 

insight will be critical for assessing which communities and households are most at risk of 

migration.  

Survival analysis is a technique used to study the occurrence of a discrete event where the 

time until the event matters (Harrell 2015). The response variable in survival models is time until 

the event, usually referred to as failure time, survival time, or event time. Survival analysis has 

been commonly used in the medical field to describe times to a disease event (Bull and 

Spiegelhalter 1997; Crowley and Hu 1977; Prentice et al. 1981), failure or recovery times in 

engineering systems (Ansell and Phillips 1997; Barker and Baroud 2014), and binary events in 

social sciences, including the time of a woman’s first child (Teachman 1985). It is also a common 

tool used in demography to study migration (Bailey et al. 1993; Fussell et al. 2014). Survival 

analysis also allows for some responses to be incomplete, meaning that the event of interest has 

not occurred within the observed time. Such data is called “censored”, while data where the event 

of interest did occur within the study time is called “uncensored.”   

Survival analysis can be used to define a survival function, S(t), where t is time. The 

survival function quantifies the probability that a subject will survive past a time t (i.e. an event 

will has not occurred). The survival function can be written as  

S(t) = Prob[T > t] = 1 − F(t)      (1) 

where T is the response variable, or the time of the event of interest, and F(t) is the cumulative 

distribution function for T.  
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Survival analysis also yields a hazard function h(t), which describes the risk of an event 

occurring at time t. The hazard function can be found by  

h(t) = f (t)/S(t)         (2) 

where f (t) is the probability density function of T.  

Survival analysis may incorporate the effects of covariates to understand how variables 

impact the risk of an event occurring. Such estimates can be calculated using proportional hazards 

models (PHM) (Barker and Baroud 2014). The general equation for PHM is  

h(t, X) = ho(t)exp(βT X)       (3) 

where ho(t) is the baseline hazard function, X is a vector of covariates, and β is a vector of 

regression coefficients describing the effect of covariates on the baseline hazard. PHM can 

generally be derived parametrically, where ho(t) is estimated from a probability density function 

fit to the data, or semi-parametrically where the form of ho(t) is not restricted (Harrell 2015).  

 

3.2.2 Distribution fitting  

From this ethnosurvey data, time in person-years for each head of household to that head’s 

first internal migration was calculated. This generated a discrete-time person-year file that 

followed the male head of household from age 11, the age when many Bangladeshi males begin 

engaging in paid work, to his first migrant trip or the year of the survey. Each male head of 

household received a 1 if they did complete a trip and a 0 if they did not complete a trip. In this 

way, the individual migration data was divided into censored and uncensored data for a survival 

model, as some heads have not completed their first migration by the time of the data collection. 

Only 17.3% of the data was uncensored, while the remaining 82.7% was censored.  

A histogram of the uncensored data by years until the first trip is shown in Figure 6. 

Gamma, Weibull, normal, lognormal, and exponential distributions were fit to this histogram. The 

Weibull distribution was the only distribution that fit the data, with a χ2 value of 16.4 and a p-value 

of 0.127. Figure 7 shows a graphical summary of the Weibull fit to the uncensored data with a 

shape parameter of 1.59 and a scale parameter of 22.75.  
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Figure 6: Histogram of uncensored data for time (in person-years) to first migration trip.  

 

 
Figure 7: Summary of Weibull distribution fit to uncensored data.  
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Figure 8: Histogram of uncensored and censored data for time (in person-years) to first 
migration trip. This data is not easily fit by a distribution.  
 

This process of distribution fitting was repeated for the complete data, with censored and 

uncensored observations. A histogram of the complete data is shown in Figure 8. Again, gamma, 

Weibull, normal, lognormal, and exponential distributions were tested. However, none of these 

distributions were able to pass a goodness of fit test. Because of this, a semi-parametric or 

nonparametric approach was deemed to be the most appropriate for estimating the hazard function.  

 

3.2.3 Kaplan-Meier estimator and Cox proportional hazards model  

This work uses a Kaplan-Meier estimator (nonparametric) and Cox proportional hazards 

model (semi-parametric) to estimate the survival and hazards function to describe the risk of 

internal migration.   

The Kaplan-Meier estimator is a nonparametric estimation that does not make any 

assumptions about the survival distribution form. The Kaplan-Meier estimator develops an 

estimate of the survival function without incorporating the effects of covariates, but simply 

estimates directly from the time-event data. A full and thorough explanation of Kaplan-Meier 

estimates can be found in Harrell 2015.  
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Because the complete data could not be fit by a standard probability density function, the 

effects of covariates were analyzed using a semi-parametric PHM. One very common semi-

parametric PHM is the Cox proportional hazards model (Ansell and Phillips 1997; Harrell 2015). 

The Cox model assumes that covariates impact the base hazard function h(t), but does not assume 

that h(t) is constant with respect to time (ex: exponential, Weibull, or any other form). Rather, h(t) 

may vary with time in a complex way that cannot be represented by a specific parametric functional 

form. However, the regression portion of the model is parametric and assumes that covariates are 

linearly related to the log of the hazard. This approach is ideal when data is not easily fit to a 

distribution and when the form of the true hazard function is complex. It is also a useful approach 

when the key question of concern is how covariates impact the hazard, rather than the shape of the 

hazard itself (Harrell 2015).  
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Chapter 4 

 

Results 

 

4.1 Results of Objective 1  

 

4.1.1 Variable importance  

Figure 9 shows the top 15 important variables for random forest models predicting 

environmental migration, migration for education, migration for health, migration for trade, and 

migration to visit relatives. 15 variables are displayed because it was consistently found that after 

this cutoff there was minimal variability in variable importance. However, full results from this 

analysis provide a ranked list of the importance of every survey variable.  

In these figures, variable importance decreases from top to bottom. Colors in the figures 

are used to show similarities and differences across the five types of migration studied and to 

highlight the uniqueness of the variable. Colors represent occurrences, or how many times a 

specific variable was in the top 15 most important variables for another model. Therefore, an 

occurrence of one (red) means that a variable was important only for the models of that type of 

migration. Conversely, an occurrence of five (blue) means that the variable was important across 

all models of all five types of migration. Table 2 contains full definitions of each variable. 
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a.) 

 

b.) 
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c.) 

 
d.) 
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e.) 

 

Figure 9: Top 15 variables of importance (fully defined in Table 2) identified by random forest 
models from top to bottom by mean decrease in Gini Index for environmental migration (a.), 
migration for education (b.), migration for health (c.), migration for trade (d.), and migration to 
visit relatives (e.). Colors represent how many times a specific variable was in the top 15 most 
important variables for another model.  
 

In addition, Table 2 shows salient variables from all model results grouped into higher 

level categories of variables related to migration (“Migration”), livelihood and wealth 

(“Livelihood”), community level variables (“Community”), reporter infrastructural support 

(“Infrastructural Support”), level of trust in others including community and government (“Trust”), 

personal and household level demographics (“Personal”), and perceptions of locus of control 

(“Control”). These categories are useful to begin to identify differences in the drivers between the 

models of migration. The table includes the high-level category, the actual survey question that 

corresponds to the variable, the variable name indicated on Figure 9, and the models in which the 

variable appears.  
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Table 2: Variables of importance identified by random forest models of Survey 1 and the original 
survey questions. Top 15 variables out of more than 1,500 variables total are highlighted for each 
model. The “Models” column identifies the outcome variable type of migration for which the 
variable was salient. Variables are categorized as “migration”, “community”, “control”, 
“livelihood”, “personal”, “infrastructural support”, and “trust” based on key variable themes.  
 
Category Survey Question  Variable Name Models  
Migration Have any of your other 

relatives not living with you 
now ever moved their whole 
household temporarily to 
another place within this 
village because of an 
environmental event?  

Other relatives 
moved within village- 
environmental 

Environmental 

Migration  Thinking of the event that 
caused your family to move as 
you have just said, what was 
it? (1988 flood, Bhola cyclone, 
Sidr cyclone, Aila cyclone, 
other) 

Reason other 
relatives moved 
within village- 
environmental 

Environmental, 
Health, Visit 
relatives  

Migration Have any of your other 
relatives not living with you 
now ever moved their whole 
household temporarily to 
another village near here 
because of an environmental 
event?  

Other relatives 
moved to another 
village- 
environmental 

Environmental 

Migration Thinking of the event that 
caused your family to move as 
you have just said, what was 
it? (1988 flood, Bhola cyclone, 
Sidr cyclone, Aila cyclone, 
other) 

Reason other 
relatives moved to 
another village- 
environmental 

Environmental 

Migration Have any of your other 
relatives not living with you 
now ever moved their whole 
household permanently to 
another place because they 
could not make a livelihood 
here?  

Reason other 
relatives moved- 
livelihood 

Environmental 

Community As a community member here, 
what problems do you face 
regularly? In other words, what 
are the top 3 problems of this 
community for you? 

Biggest problem in 
community 

Environmental 
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Community As a community member here, 
what problems do you face 
regularly? In other words, what 
are the top 3 problems of this 
community for you? 

Second biggest 
problem in 
community 

All 

Community As a community member here, 
what problems do you face 
regularly? In other words, what 
are the top 3 problems of this 
community for you? 

Third biggest 
problem in 
community 

All 

Community Imagine that the village 
receives funds to invest in 
improving infrastructure in the 
village. A decision needs to be 
made about how the funds 
should be spent. Who would 
play the biggest role in 
resolving the dispute? 

First decision maker 
to improve 
infrastructure 

Health, Trade 

Community Who would play the second 
biggest role? 
 

Second decision 
maker to improve 
infrastructure 

Environmental, 
Health, Trade, Visit 
relatives 

Community What is the minimum level of 
education that a man can have 
in your village?  

Minimum level of 
education for men 

Health 

Community What is the minimum level of 
education that a woman can 
have in your village? 

Minimum level of 
education for women 

Health 

Community Who maintains the water 
source now? 

Who maintains 
primary water source 

Health 

Community What do you think should be 
implemented/improved to help 
you addressing your future 
needs related to disaster? 
Income generating activities. 

Importance of 
improving income 
generating activities 

Visit relatives 

Community There is more economic 
opportunity outside my village 
than in it  

More economic 
opportunity outside 
community than in 

Visit relatives 

Control When decisions are made on 
issues that affect all villagers, 
do you feel that you are 
influential in determining the 
outcome? 

Influence in decision 
making 

Health 

Control If you had concerns about how 
things were going in your 
village, tell me whether or not 
you think these things would 

Effectiveness of 
expressing opinions 
during elections 

Visit relatives 
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help- Express opinions in 
elections. 

Control It’s not always wise for me to 
plan too far ahead because 
many things turn out to be a 
matter of good or bad fortune  

Not always wise to 
plan ahead 

Visit relatives 

Control I am usually able to protect my 
personal interests (I can 
usually look after what is 
important to me) 

Ability to protect 
personal interests 

Visit relatives 

Control To a great extent my life is 
controlled by 
accidental/chance happenings 

Life controlled by 
chance 

Visit relatives 

Livelihood Residential house wall 
construction material 

House wall material Environmental, 
Health, Trade, Visit 
relatives 

Livelihood Residential house roof 
construction material 

House roof material Education 

Livelihood Land (homestead) in decimal 
 

Amount of 
homestead land 

All 

Livelihood Tenancy (homestead) Tenancy of 
homestead land 

Visit relatives 

Livelihood Expenses per year, clothing Expenditure on 
clothing 

Trade 

Livelihood Expenses per year, health Expenditure on health Health, Trade 
Livelihood Please let me know how much 

you expend daily for giving 
food to your family members? 

Expenditure on food Trade 

Livelihood Expenses per year, education Expenditure on 
education 

Education 

Livelihood Expenses per year, other Other expenses Health, Visit 
relatives 

Livelihood How much did you make in 
taka per month?  

Monthly income Environmental, 
Trade 

Livelihood Land (agriculture) in decimal 
 

Amount of 
agricultural land 

Education 

Livelihood Tenancy (agricultural)  Tenancy of 
agricultural land 

Education 

Livelihood Source of Income, location 
 

Location of 
livelihood 

Trade 

Personal Year of birth 
 

Birth year Environmental, 
Education, Health, 
Trade 

Personal Head of household level of 
education 

Household head 
education level 

Education 
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Personal Level of education, university 
 

Family members 
attended university 

Education 

Personal Level of education, college 
 

Family members 
attended college 

Education 

Personal Lives in the household- No 
 

Family members 
living outside of 
household 

Education 

Personal Travel time to source (in 
minutes) 

Distance to primary 
water source 

Environmental, 
Trade 

Personal  What are the drinking water 
sources here?  

Primary water source Trade 

Infrastructural 
Support 

Number of minutes it takes to 
go to cyclone shelter on foot in 
day light? 

Travel time to 
cyclone shelter 

Education 

Infrastructural 
Support 

How far is your home from a 
cyclone shelter? (in km)  

Distance to cyclone 
shelter 

Education 

Trust If you suddenly needed a small 
amount of money, enough to 
pay for expenses for your 
household for one week, is 
there at least one person from 
the following groups that you 
could turn to who would be 
willing to provide this money?- 
Friends/ neighbors 

Money borrowed 
from friends 

Trade  

Trust If you suddenly needed a small 
amount of money, enough to 
pay for expenses for your 
household for one week, is 
there at least one person from 
the following groups that you 
could turn to who would be 
willing to provide this money?- 
Members of my extended 
family/relatives 

Money borrowed 
from family 

Trade 

 

Figure 10 shows the results of the variable importance assessment from the random forest 

model of Survey 2. Again, the top 15 important variables are shown in descending importance 

from top to bottom. Table 3 presents salient variables by variable name in Figure 10 and the 

corresponding question from the original Survey 2.  
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Figure 10: Top 15 variables of importance in Survey 2 identified by random forest models of total 
household migrations normalized by person-years.  
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Table 3: Top 15 variables of importance (out of approximately 1,100 total variables) identified by 
random forest model of migration in Survey 2 and the original survey questions.  
 
Variable Name Survey Question  
Latitude Household latitude 
Who owns water source Water Sources: Who owns? 
Business year started Business: year started 
Longitude Household longitude 
Total members in household Household: total number of members 
Cyclone: source of water What was your principle source of water during the 

last cyclone? 
Cyclone: Source of food What was your principle source of food during the 

last cyclone? 
Gas/ kerosene cooker House Services: Kerosene/gas cooker 
Where would you go for future cyclone Where would you go if there was a future cyclone? 
Refrigerator House Services: Refrigerator 
Non-workers Total number of non-workers in household 
Union Household union 
Primary water source Primary water source 
Toilet- female What kind of toilet facility do female household 

members use?  
Spouse prepared meals consumed Has household consumed prepared meals? If yes, 

who? Spouse.  
 

4.1.2 Predictive accuracy  

For Survey 1, predictive accuracy was assessed by percent error on predicting the test data. 

The percent test error was calculated from the percentage of total predictions that the random forest 

predicted incorrectly (i.e. the model predicted migration when, in fact, the household did not report 

a migration or vice versa). A lower value of percent test error indicates that a model performs 

better at predicting test data than a model with a higher value of percent test error. Figure 11 shows 

the percent test errors for each of the five types of migration assessed in Survey 1.  
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Figure 11: Percent test errors for each random forest model of migration assessed in Survey 1. 
Test errors are calculated based on predictions of test data from models fitted with training data. 
The figure shows that the model of migration for education has the lowest test error, while the 
model of environmental migration has the highest percent test error. These differences represent 
that random forests’ predictive abilities vary based on outcome variables and underlying patterns 
in data.  
 

4.2 Results of Objective 2 

 

4.2.1 Kaplan-Meier estimates 

The results of the Kaplan-Meier Estimate of the survival function for the complete time-

event data for internal migration are shown in Figure 12. 

The Kaplan-Meier method can also be used to quickly view the effects of factored variables 

by splitting the data and fitting two separate survival models. The results of this comparison can 

be seen in Figure 13 and Figure 14. Figure 13 shows the estimates of the survival function for 

answers of “Yes” and “No” to the question “Do you own a refrigerator?”. Similarly, Figure 14 

compares the survival functions for respondents who did and did not own a gas cooker. 
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Figure 12: Kaplan-Meier estimate of survival probability, representing the probability of the head 
of household having not yet taken a first migration trip, over time (person-years) 
 
 

 
Figure 13: Kaplan-Meier estimates of survival probability over time (person-years) for households 
reporting “Yes” and “No” to owning a refrigerator.  
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Figure 14: Kaplan-Meier estimates of survival probability over time (person-years) for households 
reporting “Yes” and “No” to owning a kerosene or gas cooker.  
 

4.2.2 Cox proportional hazards models 

Univariate Cox proportional hazards models were fit for each of the salient variables in 

Table 3 identified by the random forest model. For each univariate model, Table 4 shows the 

estimated value of the coefficient “Beta”, the estimated hazard ratio (HR) and 95% confidence 

interval boundaries, the R2 value, and the p-value.  

The hazard ratio describes how a covariate impacts the hazard (whether it has a positive or 

negative effect) (Harrell 2015). The hazard ratio for a covariate is calculated by computing the 

ratio of the hazard for that covariate over the baseline hazard. Therefore, a hazard ratio of 1 

indicates that the covariate has no effect on the hazard. A hazard ratio less than 1 means that the 

covariate reduces the hazard of an event, and a hazard ratio greater than 1 means that the covariate 

increases the hazard from the baseline. Hazard ratios for the univariate models are indicated in 

Table 4. 

In Table 4, the R2 value reported is a generalized R2, estimated by  

1 − exp(χLR/n)  
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where χLR is the chi-square statistic for the likelihood ratio of the overall model, and n is the total 

number of observations. 

 

Table 4: Results of univariate Cox proportional hazards models with each salient variable 
identified by the random forest models. For each univariate model, the fitted coefficient Beta is 
presented, along with the hazard ratio (HR) and 95% confidence intervals for HR, the generalized 
R2, and p-value.  
 
Variable Beta HR (95% CI for HR) R2 P-value 

Latitude -0.0012 0.999 (0.994-1) 0.000181 0.653 

Business: year started -0.000406 1 (0.999-1) 0.026 1.1e-10  

Longitude -0.000651 0.999 (0.995-1) 7.14e-05 0.75 

Total members in household -0.129 0.879 (0.831-0.93) 0.0133 7.45e-06 

Kerosene/ gas cooker -1.02 0.36 (0.274-0.472) 0.0256 1.94e-13 

Refrigerator -0.801 0.449 (0.351-0.574) 0.0211 1.71e-19 

Cyclone: Source of water 0.902 2.22 (0.223-27.2) 0.0164 4.14e-05 

Cyclone: Source of Food 0.232 -0.242 (0.874-1.82) 0.016 9.43e-05 

Where would you go for 

future cyclone 

-13.5 0.146 (0.853-1.57) 0.0111 0.000221 

Who owns water source  -0.357 0.0357 (0.378-1.3) 0.00405 0.292 

Spouse prepared meals 

consumed 

1.14 3.11 (1.6-6.05) 0.00474 0.000801 

Union -0.0098 0.99 (0.986-0.994) 0.0131 3.38e-06 

Non-workers -0.0909 0.913 (0.859-0.971) 0.00532 0.00356 

Toilet- female 0.226 0.646 (0.934-1.68) 0.0141 0.000154 

Primary water source 0.698 NA 0.00889 0.0988 

 

From these univariate models, it is apparent that the variables “Latitude”, “Longitude”, 

“Who owns water source”, and “Primary water source” are not significant. Furthermore, the 

uncertainty is so large, as shown by the range of the confidence intervals for the variables related 

to the most recent cyclone and female toilet, that they are omitted from the continued analysis. 

Because the 95% confidence intervals for these variables cross the hazard ratio value of 1, it cannot 

be reliably assumed that these variables will impact the survival function. 
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Next, a series of nested Cox proportional hazards models were developed with the 

remaining variables by starting with a univariate model and systematically adding an additional 

significant covariate to the model. R2 values for these models are reported in Table 5. Analysis of 

variance (ANOVA) tests show that each subsequent model with an additional variable is 

significantly different from the previous model. The hazard ratios for the covariates of the 

complete model are shown in Figure 15.  

 

Table 5: Nested Cox proportional hazards models of increasing complexity and generalized R2.  
 

Model R2 

Business 0.026 

Business + Household members 0.047 

Business + Household members + Refrigerator 0.057 

Business + Household members + Refrigerator + Stove 0.06 

Business + Household members + Refrigerator + Stove + Union 0.063 

Business + Household members + Refrigerator + Stove + Union + Non-workers 0.066 

Business + Household members + Refrigerator + Stove + Union + Non-workers 

+ Spouse prepared meals 

0.069 

 

Finally, from the output of the complete Cox proportional hazard model, the survival 

function was estimated. A comparison of the survival model from the Kaplan-Meier estimator and 

the Cox proportional hazards model can be seen in Figure 16. Figure 16 indicates that there is 

good agreement between the two models in their estimates of the overall survival function.  
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Figure 15: Hazard ratios for the final Cox-Proportional hazards model. A hazard ratio greater than 
1 (to the right of the dashed line), indicates that the variable increases mobility, while a hazard 
ratio less than 1 (to the left of the dashed line) indicates that the variable decreases mobility.  
 

 
 
Figure 16: Comparison of Kaplan-Meier estimation and Cox proportional hazards estimation of 
survival probability over time.  
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Chapter 5 

 

Discussion 

 

5.1 Discussion of Objective 1 

 

5.1.1 Insights from Survey 1 

The analysis of variable importance from random forest models reveals similarities and 

differences between the variables associated with different types of migration in Survey 1: 

environmental migration, migration for education, migration for trade, migration for health, and 

migration to visit relatives. For all five of the models, possible proxies for wealth or socio-

economic status such the amount of homestead land owned were among the most important 

variables that influence the migration outcome variable. The material of the respondent’s home 

was important in models of four of the five types of migration. Previous research has indicated 

that livelihood and economic opportunity can greatly motivate or limit mobility (Adger et al. 

2015; Bennett et al. 2011). Perceived issues in the community were also important across all of 

the models (“Biggest problem in community”, “Second biggest problem in community”, and 

“Third biggest problem in community”), suggesting that perceptions and satisfaction with one’s 

home are also importantly associated with migration, regardless of the dominant motivation. 

Birth year of the head of household was also important for many of the models, suggesting that 

age is likely an important personal factor associated with migration decisions.   

Assessing the individual models more closely provides additional insights into the 

differences between the models of migration as a result of varying self-reported motivations. 

Figure 17 shows high level differences between models based on the frequency of important 

variables categorized by theme.  

 
 
 



 

 48 

 
 
Figure 17: Overview of categories of variables present in top 15 variables of importance for 
models of migration assessed with Survey 1. The legend shows the colors corresponding to the 
categories of variables.  
 

From this analysis, it is apparent that the response variable for environmental migration is 

uniquely associated with knowing others who have also migrated for environmental reasons, as 

the first two most important variables reflect this. Past research has shown that the barrier to 

migrate can be significantly lowered by potential migrants having social connections with others 

who have migrated in the past (Black et al. 2011; Haug 2008; Hunter et al. 2013). It is also 

noteworthy that there were not any explicitly environmental variables amongst the most important 

variables for environmental migration. This reinforces the common understanding that even when 

environmental pressures impact migration, they are rarely the only driver (Obokata et al. 2014).  

In contrast to environmental migration, the model of migration for education is uniquely 

influenced by variables that relate to household education level, such as the annual household 

expenditures on education and the number of household members who attended college and 

university. In addition to these variables related to education, the models have identified variables 

related to socioeconomic status and access to infrastructure, such as tenancy of agricultural land 

and distance to a cyclone shelter as important variables.  
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Other nuances in the important variables in the models of migration for health care, 

migration for trade, and migration to visit relatives further demonstrate random forest’s ability to 

identify nuances and complex relationships in data. For instance, migration for trade or commerce 

is highly impacted by the location of the respondent’s primary source of livelihood. Migration for 

health is uniquely influenced by factors that reflect community level conditions, such as the 

minimum level of education that a community member would be able to obtain. Migration to visit 

relatives is uniquely influenced highly by variables related to locus of control such as the 

respondent’s faith in their ability to plan ahead and ability to express themselves during elections.  

The results of the percent test error for the random forest models for each type of migration 

may also be telling. Migration for education has the lowest percent test error, suggesting that this 

type of migration is easier for a model to predict. Environmental migration, in contrast, has the 

highest percent test error, followed by migration for health care. There seems to be a clear divide 

between models to predict migration for education, migration to visit relatives, and migration for 

trade performing relatively well, while models for environmental migration and migration for 

health care performed more poorly. One possible explanation is that environmental events or 

health challenges are “push” factors, or negative conditions in a community that may push 

someone to move to another location. Education, visiting relatives, and economic opportunities, 

however, are “pull” factors, or positive conditions in a destination location that draw someone to 

move (Amrith 2013; Hassani-Mahmooei 2012). It would seem, therefore, that it is more difficult 

to predict migration driven by “push” factors, perhaps because they are things that are less likely 

to be planned for, but are rather events that happen to a potential migrant.  

 

5.1.2 Insights from Survey 2 

 Results from the analysis of Survey 2 also demonstrate random forests’ ability to provide 

insights into the important variables associated with migration in Bangladesh, this time where the 

outcome variable is continuous rather than dichotomous. Here, the first and fourth most important 

variables are latitude and longitude, which are important even when controlling for the survey 

community. This suggests that latitude and longitude may be representing environmental 

conditions that vary spatially. For example, it is known that soil salinity varies strongly on a north-

south gradient, and salinity has been shown to be an important factor influencing migration in 

Bangladesh (Chen and Mueller 2018). The second most important variable reflects ownership of 
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the household’s primary water source, and primary water source is also important, which could 

further support the idea that latitude is representing challenges related to water quality and salinity 

or that water quality issues are important for migration. 

 In addition to latitude and longitude, several variables that suggest socio-economic status 

are important in the model. For example, the year a business was started as well as owning a 

refrigerator or a gas cooker are all proxies for socioeconomic level. Toilet facilities used by female 

members of the household, and whether or not the spouse of the household head consumes 

prepared meals may also reflect socioeconomic status. Toilet facilities specifically may impact 

health for both women and children in a household (Amin et al. 2010; Hong et al. 2006). In 

addition, it has been established that there are gender disparities in food security in Bangladesh, 

the extent of which may reflect gender empowerment, education, household wealth, and household 

employment (Sraboni et al. 2014). Much like the results from Survey 1, this supports the common 

understanding that livelihood and economic opportunity can greatly impact mobility (Adger et al. 

2015; Bennett et al. 2011). These results from Survey 2 suggest that household composition is also 

important to mobility. Total members in the household as well as the number of non-workers in 

the household are both important, even when controlling for these things explicitly by normalizing 

number of migrations by person-years.  

 Finally, several variables related to the most recent cyclone were important in this analysis, 

including sources of food and water during the latest cyclone, as well as where a household would 

go in the event of a future cyclone. As previously mentioned, cyclones have been studied as a 

possible driver of migration in Bangladesh (Lu et al. 2013; Mallick and Vogt 2014). As one 

example, Mallick and Vogt found that that male household members migrated towards cities in 

order to access livelihood opportunities after the cessation of emergency aid after the 2009 cyclone 

Aila (Mallick and Vogt 2014).   

 

5.1.3 Application of random forests to migration   

 Random forest models are promising tools for predicting migration from a large collection 

of covariates. Assessed by the accuracy of out-of-sample predictions, random forests outperformed 

logistic regressions and SVM models. This is likely due to the fact that tree-based models allow 

us to identify nonlinear, nonmonotonic, and even multimodal interactions between variables that 

cannot be effectively modeled with generalized linear models or SVMs. As previously mentioned, 
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predictive ability is critical for informing future climate policy and adaptation strategies that aim 

to address migration (Ahsan et al. 2011; Black et al. 2011; Biermann et al. 2010; Stern 2006). 

Where prediction might be more important than understanding underlying drivers, especially when 

providing information to policymakers, random forest should be explored further as a possible 

tool. This insight suggests that as modelers and researchers continue to work to improve their 

ability to predict migration, random forest models should be included in future analysis. However, 

modelers should continue to develop more sophisticated methods, as these results show that even 

the random forest model still has limited predictive accuracy. It is possible that the limited 

predictive power of the random forest models was because the model did not explicitly include 

push factors (such as cyclones or illnesses) in models of migrations driven by push factors, such 

as migration for environmental reasons and for health. The inclusion of push factors in a future 

analysis could improve model predictive accuracy.   

This work also demonstrates that random forest models can help researchers identify 

salient variables from large social surveys when studying migration. This is especially useful when 

dealing with large, complex datasets from social surveys, where it can be challenging to decide 

which variables are worthwhile for further investigation. For both the case of categorical outcome 

variables and a continuous outcome, random forest models were able to identify the most important 

predictors of migration from an original set of more than 1,200 total predictors. From these top 

important variables, I was able to provide insights into the underlying patterns in the datasets and 

thus identify nuances in the drivers of different kinds of migration in southwestern Bangladeshi 

communities. 

 

5.2 Discussion of Objective 2 

 

5.2.1 Variable impact on mobility 

This work also helps to illuminate how salient variables related to location, livelihood, and 

family structure might impact a household’s risk of internal migration in coastal Bangladeshi 

communities. The univariate Cox proportional hazards models outlined in Table 3 demonstrate 

that the number of members in a household, the year a business is started, whether or not the 

household owns a refrigerator, and whether or not the household owns a gas cooker. Latitude, 
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longitude, and variables related to the most recent cyclone were not significant predictors of the 

hazard function or reflected too much uncertainty to be reliable. 

It is especially surprising that latitude and longitude were not significant covariates, 

because they were the first and third most important variables identified by the previous work 

using random forest algorithms. It was thought that latitude especially would be significant, 

because there is a clear gradient of increasing soil salinity from north to south in Bangladesh, and 

previous studies have suggested that soil salinity is important for driving migration in Bangladesh 

(Chen and Mueller 2018). It is possible that the random forest algorithm is able to identify patterns 

in the latitude and longitude data that are more complex than the linear relationship that the Cox 

proportional hazards model assumes. For example, the random forest algorithm would be able to 

identify geographic clusters of migration, which the Cox proportional hazards model would not. 

The overall Kaplan-Meier estimator of survival probability (Figure 12) shows that the 

survival probability decreases between 1 and slightly less than 0.7 over a range of time from 0 to 

approximately 75 years. Additional Kaplan-Meier estimators (Figures 13, 14) indicate that 

families that own a refrigerator or own a gas cooker are at a significantly higher risk over time of 

making a first internal trip. This result is not surprising, as previous work demonstrates that 

livelihood factors are extremely important for a household’s ability to migrate (Bennett and 

Beddington 2011; Islam et al. 2017; Qin et al. 2010). Wealthier households (such as those that 

could afford to have a refrigerator or a gas cooker) are commonly able to move more frequently, 

while poorer households might be “trapped” and immobile (Penning-Rowsell et al. 2013). 

From the variables that were significant in the univariate models, a nested multi-variate 

Cox proportional hazards model was developed. The best performing model was the complete 

model with year business was started, whether or not the household owned a refrigerator, whether 

or not the household owned a gas cooker, total members in the household, union, and whether or 

not the spouse of the household head consumes prepared meals. This final model had a generalized 

R2 value of 0.069 (Table 4). It is possible that this value of R2 is so low because, again, the 

covariates are unlikely to follow a simple linear relationship assumed by the Cox proportional 

hazards model.  

Despite the low value of R2, the multi-variate Cox proportional hazards model is useful in 

beginning to understand how these variables influence the underlying risk of migrating. The values 

of hazard ratios shown in Figure 15 quantify these impacts. The hazard ratios to the left of the 
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dotted line in the figure show the variables have a negative impact on the overall risk of migration. 

This means that these variables decrease the underlying hazard. These variables include total 

household members, not owning a refrigerator, and not owning a gas or kerosene cooker. Hazard 

ratios that fall to the right of the dotted line in Figure 15 show variables that have a positive impact 

on migration, meaning they increase the underlying hazard of migration. These variables are the 

number of non-workers in the household and that the spouse of the household head consumes 

prepared meals.  

It has been established that there are gender disparities in food security in Bangladesh, the 

extent of which may reflect gender empowerment, education, household wealth, and household 

employment (Sraboni et al. 2014). Similar to the ownership of a refrigerator or a gas/ kerosene 

stove, whether or not a spouse consumes prepared meals may reflect household socioeconomic 

status. These results are therefore consistent with the results related to owning a refrigerator or gas 

stove, as they suggest that a higher level of household wealth will contribute to an increased hazard 

of taking a first migration trip. These results are possibly insightful on another level if spousal food 

security is a representation of female empowerment, as Sraboni et al. suggest (2014). In this 

interpretation, higher female empowerment would contribute to increased risk of migration by a 

male head of household. Previous work has suggested that male labor migration in Bangladesh 

may contribute to increased female empowerment in decision making (IOM), but there is not a 

clear way to describe the connection between female empowerment and household head migration 

in the opposite causal direction.   

These results show that the total number of members of a household has a negative impact 

on migration, while number of non-workers in the household seems to increase migration by the 

household head. This, therefore, provides evidence that complicates the hypothesis posited from 

just the random forest results that a larger family may increase pressure on a head of household to 

migrate in order to support the family. It is possible that this is true in the case of non-workers, 

reinforcing the importance of remittances that migratory members of a household can send home 

to support their families (Massey 1990; Edwards and Ureta 2003). A household with a higher 

number of non-workers to support may be more dependent on remittances from a migratory head 

of household. Because this analysis uses data collected about the household after the migration has 

occurred, these results could also suggest that a household with a successful migrant returning 

remittances can afford to have more non-workers in the household. This analysis cannot conclude 
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which causal direction is correct. However, it seems that larger households may also create an 

anchoring effect that keeps the head of household from migrating, perhaps because migrating from 

the household, even temporarily, would leave the household more vulnerable and economically 

stressed. This suggests that household size has a complex effect on probabilities of migration 

which reflects household livelihood capacity as well as vulnerability.  
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Conclusions 

 

This work confirms that random forests were useful to identify salient variables in both 

ethnosurveys related to migration in Bangladesh, and they were able to identify nuances between 

different forms of migration. Additionally, random forests were shown to have superior predictive 

ability to other algorithms, including simple logistic regression.  

In relation to Objective 2, the results were slightly more mixed. Though survival analysis 

was useful to identify the directionality of factors contributing to migration, the low values of R2 

raise questions as to the reliability of the analysis. This work did show that variables related to 

livelihood, including whether or not a household owned a refrigerator and a gas stove, did 

positively impact migration. As discussed, this result supports previous work which demonstrates 

that livelihood factors are extremely important for a household’s ability to migrate (Bennett and 

Beddington 2011; Islam et al. 2017; Qin et al. 2010). Wealthier households (such as those that 

could afford to have a refrigerator or a gas cooker) are commonly able to move more frequently, 

while poorer households might be “trapped” and immobile (Penning-Rowsell et al. 2013). 

Overall, this analysis reinforces that the decision to migrate, for any motivation, is highly 

complex. Because of the complexity of the problem, random forest models can be useful tools for 

researchers studying migration, especially environmental migration, where the theory is not clearly 

established or varies from one place (or context) to another. One downside of the random forest 

models, however, is that though they can quantify variable importance, they do not provide insights 

into the directionality or scale of individual predictors on the outcome variable. For example, from 

random forest outputs, it is shown that latitude is important to predicting normalized total number 

of household internal migration trips, but there is not a simple relationship, such as greater rates 

of migration at higher latitudes, and the more complex relationship discovered by the random 

forest models is not available for easy inspection. A combination of theory and traditional 

regression methods may be more appropriate, once important variables are identified, in 

identifying more directly how those variables impact migration. In this way, random forest models 

are not the final answer to assessing or modeling environmentally induced migration, but can serve 

as a first step for researchers to provide insights into their datasets, inform hypotheses, or support 

theories.   
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To begin to address this need, this work also demonstrates that survival analysis can be a 

useful tool for studying and quantifying the risks of migration over time. Because migration is 

highly complex, non-parametric and semi- parametric methods are useful, as the underlying hazard 

is unlikely to follow a known functional form. Non-parametric Kaplan-Meier estimators can 

provide insights into overall survival and hazard functions, while semi-parametric Cox 

proportional hazards models can provide specific insight into how covariates of interest impact the 

hazard. Here, the impact of covariates on risk is of higher interest than the underlying form of the 

hazard function, as these insights are more valuable for identifying risk factors of migration.  

This analysis provides insights into migration dynamics, but it does not begin to accurately 

quantify migration risks. Assumptions of linearity and challenges in identifying important 

variables contribute to low predictive ability. Low values of R2 could also be in part due to the 

high degree of censored versus uncensored data used in this analysis. It is possible that the data is 

zero-inflated, and that different processes are influencing the households that never move and 

those who do move. As this work advances, it will be important to shift from an exploratory 

analysis to one that focuses on prediction. This will be important in providing rigorous information 

to decisionmakers and stakeholders about how future socioeconomic pressures and environmental 

change will impact migration numbers on a more aggregate level.  

Future work should continue to develop modeling methods that are able to assess and 

explain the complex relationship between environmental, economic, and political factors and how 

they contribute to migration decisions. Predictive accuracy should remain a priority for future 

research, but this will require a fundamental understanding of the systems at play to best inform 

model development and selection. Therefore, future work should also seek to understand 

feedbacks between migration decisions, the environment, and demographics (Gray 2014; Hugo 

2011; Shayegh 2017).  

In addition, studying complex, multifaceted systems such as human migration and climate 

change requires interdisciplinary research teams and an openness to collaboration (Speelman et al. 

2017). Future efforts should incorporate multidisciplinary teams of social scientists, environmental 

scientists, psychologists, and data scientists to attempt to understand the factors that influence 

human migration simultaneously, as a system, rather than in isolation. In this way, all available 

tools, including machine learning algorithms like random forest models, can be applied to 

understanding the complex and important phenomenon of environmental migration.  
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