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CHAPTER 1 
 
 

STRUCTURALLY INTERPRETING ION MOBILITY-MASS SPECTROMETRY  
 

WITH COMPUTATIONAL STRATEGIES 
 
 
 

1.1. Ion Mobility-Mass Spectrometry 
 
Mass spectrometry (MS) is an analytical tool that separates gas phase ions based 

on their mass-to-charge ratio (m/z).  While MS alone is a very powerful analytical tool, it 

greatly benefits from its ability to easily combine with other separation techniques. A 

separation technique that is often paired with MS is ion mobility (IM). IM is an 

electrophoretic separation where differential diffusion of ions occurs based on their gas 

phase structure. This additional measurement not only provides another dimension of 

separation, but also allows this analytical technique to offer structural information.1-3  

As the gas phase ions transverse the IM drift tube filled with a neutral buffer gas, 

the ions experience a number of elastic interactions based on the size of the ion.  Smaller 

ions transverse the drift tube faster because they have fewer collisions with the buffer gas 

thus resulting in shorter drift times.  As discussed in greater detail later in this chapter, a 

collision cross section (CCS) value is then calculated from the IM drift time 

measurements to provide a rotationally averaged surface area of the gas phase ion. This 

value allows for comparison with theoretically generated conformations to provide more 

detailed structural information. 

This introductory chapter aims to discuss the analytical abilities of IM-MS as well 

as the theoretical methodology and techniques that allow this analytical separation 

technique to offer structural information.  In Section 1.1, different orientations of IM-MS 
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instruments, as well as different IM analyzers, are discussed. How structural information 

is obtained from an IM-MS measurement is discussed in Section 1.2. Determination of a 

CCS from a theoretical conformation is described in Section 1.3.  Computational methods 

that are utilized in support of structural IM-MS studies are discussed in Section 1.4.  

Section 1.5 discusses the applications of combining IM-MS experimental measurements 

with theoretical computational modeling. Finally, Section 1.6 concludes with a summary 

and description of the objectives of this dissertation research. 

 

1.1.1. Instrumentation Arrangements 

Because both IM and MS separations occur in the gas phase, IM-MS allows for 

some versatility in the ordering and arrangements of the IM and MS separations due to 

their correlation. Depending on the particular experimental goals, a number of 

configurations are possible. Generally, IM-MS instruments contain an ion source, ion 

mobility analyzer, and a mass analyzer. For IM-MS measurements, soft ionization 

sources such as electrospray ionization (ESI) or matrix assisted laser desorption 

ionization (MALDI) are typically utilized. Soft ionization sources generate gas phase ions 

while maintaining the structural integrity of the molecule. The three specific 

instrumentation arrangements that are used in this work are displayed in Figure 1.1. Prior 

to the first commercially available IM-MS instrument in 2006, most IM-MS 

measurements were obtained on instruments similar to the one shown in Figure 1.1a. The 

version of this instrument in our laboratory contains interchangeable ESI and MALDI ion 

sources followed by a ion mobility drift tube and time of flight (TOF) mass analyzer.4 

The first commercially available IM-MS from Waters Corporation (Milford, MA) is  
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Figure 1.1. Instrument schematics are shown for the three IM-MS arrangements used in 
this work. In a) an older uniform field IM-MS instrument is shown; in b) a traveling wave 
IM-MS instrument is shown; and in c) a uniform field IM-MS instrument is shown. Each 
of these instrument schematics provides unique possibilities for structural IM-MS studies.  
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shown in Figure 1.1b.5,6 This instrument contains interchangeable ESI and MALDI ion 

sources followed an ion mobility analyzer and a TOF mass analyzer. This instrument 

platform also contains ion fragmentation cells both before and after the drift cell. Agilent 

Technologies (Santa Clara, CA) released the second commercially available IM-MS in 

2014 and is shown in Figure 1.1c.7,8 This instrument contains an ESI ion source followed 

by an ion mobility drift tube, and TOF mass analyzer. The experimental work in Chapter 

III was performed on the instrument in Figure 1.1a. The experimental work in Chapter II 

and Chapter IV was performed on the instruments in Figure 1.1b,c. There are a few 

differences between the instruments shown in Figure 1.1b,c that deserve special mention 

due to how they affect structural IM-MS measurements. 

 

1.1.1.1. Fragmentation Capabilities 

Tandem mass spectrometry (MS/MS) allows for fragmentation between 

consecutive mass spectrometry experiments. Fragmentation studies can elucidate two-

dimensional structural information of molecular species as well as aid in identifying 

fragmentation mechanisms. The orientations of the IM-MS instruments described in the 

previous section provide different fragmentation capabilities. Both IM-MS instruments in 

Figure 1.1b,c allow for fragmentation after the ion mobility analyzer. This feature allows 

fragment ions to be traced back to precursor ions through alignment on m/z to drift time 

plots. This approach is useful for identifying fragments in complicated spectra where 

knowledge of the precursor ion is particularly useful. The instrument in Figure 1.1b also 

allows for fragmentation before the ion mobility analyzer. This arrangement allows for 

mobility data to be collected for the individual fragment ions. This provides mobility as 
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well as mass information to be collected for each fragment ion, which is also very helpful 

in identifying fragment species. 

 

1.1.1.2. Ion Mobility Analyzers 

 There are two types of ion mobility analyzers used in the IM-MS instruments 

discussed above. A uniform field or an electrostatic drift tube is used in the instruments in 

Figure 1.1a,c thus terming these instruments as drift tube ion mobility (DTIM). A 

traveling wave or electrodynamic ion mobility analyzer is used in Figure 1.1b thus 

terming this instrument traveling wave ion mobility (TWIM). These IM analyzers differ 

in how the electric field is applied across the drift cell. In DTIM a constant electric field 

is applied that moves the ions through the drift cell. With TWIM, the electric field is 

applied in the form of waves that move the ions through the drift cell. While both of these 

methods provide separation of gas phase ions, CCS values can only be directly derived 

from DTIM measurements.  This is because the kinetic theory of gases, which is 

discussed in the next section, requires that the drift times be obtained in a uniform electric 

field. While the kinetic theory of gases cannot be directly applied to TWIM 

measurements, CCS values can be obtained through the use of calibration standards.9  

 In addition to the nature of the electric field in each of these drift tubes, they also 

allow for different drift gases.  Helium as a buffer gas will arguably provide the most 

accurate structural information due to its small size and small polarizability.  The small 

size of helium allows it to sample more details on the conformational surface of the ion. 

The polarizability of the buffer gas is a concern because a larger polarizability will result  
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in inelastic interactions between the buffer gas and ion, which is not accounted for in the 

kinetic theory of gases.  While nitrogen, argon, and carbon dioxide can provide different 

IM separations, they are not ideal for purely structural studies. DTIM can utilize any drift 

gas, while TWIM will not operate successfully with helium. The traveling wave that 

provides the separation requires a larger buffer gas for the traveling wave to push the ions 

through the drift tube. Structural information is still obtainable in different drift gases, but 

currently only helium and nitrogen can be compared to theoretically calculated CCS 

values for computationally generated conformations. It is important to remember the 

effects that polarizability may have on gas phase ions when correlating between the 

experimental and theoretical values. 

 
1.2. Experimental Collision Cross Section Determination 

 
In an ion mobility experiment, separation occurs as ions traverse the electric field 

and collide with neutral gas molecules based on the prevailing physical properties of ion 

charge state and ion surface area. The number of collisions with neutral gas molecules is 

proportional to the rotationally-averaged ion surface area (Å2), which is directly related to 

the ion’s structure and termed the ion-neutral CCS. Under the assumptions that these ion-

neutral collisions are brief and elastic, the kinetic theory of gases can be used to derive an 

equation relating the IM measurement and separation parameters to CCS. 

The drift velocity (vd) of an ion through the drift cell is defined by the length of the 

drift cell (L) and the drift time (td) of the ion. Under the condition that the electrostatic 

field is weak, the ion velocity through the neutral gas can also be defined in terms of the 

ion’s mobility constant (K) and the electrostatic field strength (E): 

𝑣! =
!
!!
= 𝐾𝐸      (1) 
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When the electrostatic field is sufficiently weak (i.e. low-field conditions) and a Maxwell 

distribution can be used to describe the thermodynamic equilibrium of ion velocities, the 

mean thermal velocity is: 

𝑣!"#$ =
!!!!
!!!

!
!     (2) 

 

where kb is the Boltzmann constant, T is the temperature of the gas in Kelvins, and Mr is 

the molar mass of the drift gas. The remainder of the ion velocity is accounted for by a 

minimal component of velocity in the direction of the electrostatic field. Thus, IM is 

typically considered directed diffusion. It is convention to normalize K to standard 

temperature and pressure (STP) conditions of 0°C and 760 Torr, referred to as the 

reduced mobility, (K0): 

𝐾! = 𝐾 !
!"#

!"#
!

       (3) 

The low-field condition is important as K is not constant at high field conditions. When 

K is constant, the ion-neutral collision cross section (Ω) and K0 are inversely related 

through the following expression: 

 

𝐾! =
!"!

!
!

!"
!"

!!!
!
!

!
!!
+ !

!!

!
!   !"#

!
   !
!"#
   !
!!
   !
!

   (4) 

where N0 is the number density of the drift gas and at STP, mi and mn are the masses of 

the ion and neutral gas, respectively, in the form of the ion-neutral collision pair’s 

reduced mass, and ze is the ion’s charge. 
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To calculate Ω from the empirical measurement of an IM separation, Eqns. (1) and 

(3) are substituted for K0 to incorporate td, and Eqn. (4) is rearranged into the form 

commonly referred to as the Mason-Schamp equation:  

Ω = !"!
!
!

!"
!"

!!!
!
!

!
!!
+ !

!!

!
!   !!!

!
  !"#
!
   !
!"#
   !
!!

   (5) 

Equation 5 holds under the assumption that the total translational energy does not 

change upon ion-neutral collisions in the IM drift cell, but there are limits to this 

approximation. Nevertheless, Eqn. (5) is generally accepted as that used for reporting 

CCSs in uniform field experiments unless otherwise noted by the particular study.  

 
 
1.3.  Theoretical Collision Cross Section Determination 

 
Several computational approaches exist for calculating the theoretical collision 

cross section (CCS) of computationally generated conformations. These methods vary 

from approximations in just two dimensions to more accurate physical interpretations of 

the interactions in the drift cell.  Experimentally, a drift time is converted into the CCS 

term using the method discussed in the previous section.  Theoretically, the structure of 

the gas phase ion is used to determine the CCS or the orientationally average surface 

area. The methods that are used are depicted in Figure 1.2 and will be discussed in greater 

detail below. 

 The simplest approach is termed the projection approximation10.  As the name 

suggests, the gas phase ion or molecule is projected onto a two-dimensional surface as 

illustrated in Figure 1.2a. While this image predates the computational algorithm, as well 

as the method for obtaining CCS values from IM-MS experiments, it depicts the idea of 

projecting an image of the molecule to get structural information. This image is from an  
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Figure 1.2 Illustrations of the four current approaches for calculating theoretical CCS 
values are shown here. The projection approximation is shown in a) and the projection 
superposition approximation is shown in b). Exact hard sphere scattering is shown in c) 
and trajectory method in d). Panel a) is adapted with permission from E. Mack Jr, Journal 
of the American Chemical Society 1925, 47, 2468-2482, Fig. 5. Panel b) is adapted with 
permission from C. Bleiholder.; T. Wyttenbach; M.T. Bowers, International Journal of 
Mass Spectrometry 2011, 308, 1-10, Fig. 5b. Panels c) and d) are adapted with 
permission from M.F. Mesleh; J.M. Hunter; A.A. Shvartsburg; C.G. Schatz; M.F. Jarrold, 
The Journal of Physical Chemistry 1996, 100, 16082-16086 Fig. 2,3.	
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early work on calculating CCS values from beeswax models to gain more structural 

information concerning their size and shape.11 The projection approximation uses a 

computer algorithm to project the molecule and then calculate the area of the box around 

the molecule on this surface. Random points are selected within this area and the ratio of 

points that fall on the projected molecule to the total number of random points selected is 

determined and then multiplied by the area of the box which results in a CCS term.  This 

protocol is then repeated for several different projections of the molecule, and then all the 

CCS term are averaged to generate the CCS value for the molecule. While this approach 

is considered an approximation, it does a very good job of quickly predicting the CCS for 

experimental measurements obtained with helium as the buffer gas. This is due to 

helium’s inert characteristic of having completely elastic collisions with the gas phase ion 

in the drift tube.  Other larger drift gases such as nitrogen do have completely elastic 

collisions with the gas phase ion thus having a lengthening effect on drift time resulting 

in larger experimental CCS values. Consequently, the drift gas must be considered for 

theoretical determination of CCS terms in order to provide proper agreement with 

experimental measurements.  

 Recently, Bowers and colleagues have improved on the projection approximation 

with a new approach entitled projected superposition approximation (PSA)12-15.  This 

method determines the projection approximation as mentioned above and the uses an 

addition shape factor (ρ) to obtain the PSA CCS value. 

                                                                                                  (6) 

This shape factor is a measure of the molecules concavity and is depicted with the 

molecular surface shown in Figure 1.2b. A fully convex (spherical) molecule would have 

ΩPSA = ρΩPA
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a shape factor of 1, whereas molecules with concave areas on their surface would have a 

shape factor of >1.  This is because concave regions on the surface would generate more 

surface area. This approach still benefits from the faster computational characteristic of 

the projection approximation. It also has a preliminary nitrogen parameter set and 

therefore can generate nitrogen CCS values as well. 

 Two other methods exist; they are the exact hard sphere scattering16 and the 

trajectory method17, and they both determine the CCS value by measuring scattering 

angles between the incoming and departing trajectory of the buffer gas atom. The 

methods differ, however, in how they treat the atoms.  Exact hard sphere scattering 

represents the atoms as hard spheres, as indicated in Figure 1.2c, while the trajectory 

method represents them with 12-6-4 Lennard-Jones potentials as shown in Figure 1.2d. In 

order to see how these methods are derived from the kinetic theory of gases, we will start 

with a slightly different form of Equation 4 from the previous section: 

                                      (7) 

Here, m is the mass of the ion and mB is the mass of the buffer gas, ze is the charge of the 

gas phase ion, T is the temperature, Ωavg is the orientationally averaged collision integral, 

and N is the number density of the buffer gas. This collision integral can be determined 

from the scattering angle of the incoming and departing trajectory of the buffer atom by 

averaging over the impact parameter and relative velocity of the buffer gas atom.  The 

impact parameter (b) is the perpendicular distance between the path of the buffer gas and 

the center of the field created by the gas phase ion that the buffer gas is approaching. The 

trajectory method calculates the orientationally average CCS and is calculated using the 

following the equation: 

K =
(18π )1/2

16
1
m
+
1
mB

!

"
#

$

%
&

1/2
ze

(kBT )
1/2Ωavg

(1,1)
1
N
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 (8) 

In this equation, θ, ϕ, and γ are the angles involved in the collision geometry of the buffer 

gas with the gas phase ion.  The relative velocity of the gas phase ion is defined by g, and 

the impact parameter by b. The scattering angle is defined by χ(θ,ϕ,γ,g,b). This trajectory 

calculation is then run within a 12-6-4 Lennard-Jones potential described by the 

following equation: 

               (9) 

In this equation the first term is the sum of a two-body 6-12 interaction.  The second term 

represents the ion-induced dipole interaction. The Lennard-Jones parameters are defined 

by ε for the well depth and σ for the distance when the potential becomes positive. The 

polarizability of the buffer gas is defined by α. The effective potential is determined by 

averaging this Lennard-Jones potential across all the atoms in the gas phase ion. The 

exact hard sphere scattering method that was mentioned previously does not utilize this 

potential and is calculated according to the following equation: 

               (10) 

This approach considers concave surfaces by allowing the trajectory to have multiple 

collisions (as does the trajectory method), but does not consider the Lennard-Jones 

potential. Additionally, it does not take into account the polarizability of the buffer gas 

and, consequently, is only suitable for measurements made in helium. 

 The above methods each have benefits and limitations. While the projection 

approximation method is just an approximation of the CCS value, it is by far the most 
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time efficient approach to generating large sets of CCS values. It provides a very good 

approximation especially for small gas phase ions with around 10-200 atoms. The exact 

hard sphere scattering method is also a very time efficient approach and works well for 

larger ions with approximately 1000 atoms where the concavity of the surface becomes 

more important. These two methods are only viable options if the buffer gas utilized is 

helium. Both PSA and the trajectory method allow for nitrogen buffer gas as well as 

helium, but these two methods require more user and computational effort.  Currently, 

PSA is only available through a web interface that requires structure files to be uploaded 

independently, and for results to be pulled from individual e-mail files. Additionally, this 

method is currently only available for biological molecules with specific Carbon to 

Nitrogen to Oxygen ratios. The actual computational cost is similar to the projection 

approximation, even for the calculations including nitrogen parameters. Once this 

program is available for batch processing, it will become a more widely used tool.  The 

trajectory method is by far the most rigorous method for calculating theoretical CCS 

values, but it has a very high computational cost.  

 
 
1.4. Theoretical Structure Determination  

 
The CCS term derived from experimental IM-MS measurements provides a 

rotationally averaged surface area of the analyte ion. However, this descriptor of ion size 

is relatively broad and does not offer detailed structural information. In order to obtain 

more detailed structural information consistent with the surface area that is measured, 

computational modeling methods are often used.  
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These computational modeling methods consist of generating a statistical 

ensemble of three-dimensional conformations of the ion followed by an in silico IM 

experiment to determine the corresponding CCS of each ion conformation. Quantum 

mechanical (QM), molecular dynamics (MD), systematic searching, and coarse-grain 

approaches are all used for theoretical conformational space sampling in support of CCS 

measurements. QM approaches, which model the molecule on an electron scale, are 

mostly used for small molecules due to the time required to run these calculations. 

Studies that have implemented these methods include small peptides18,19 and 

organometallic complexes20. The level of theory employed in these studies includes 

Hartree Fock21, Density Functional Theory22-31, Moller-Plesset32-34 and semi-empirical 

methods35,36. These QM methods vary in how they treat electron correlation.  

Systematic search protocols are also used to generate conformations. These 

approaches include Monte Carlo methods37,38, stochastic searching39, and de novo 

folding40. These methods use random sampling of atom movements or dihedral angles to 

sample conformational space. Coarse grain approaches, which represent sections of the 

molecule rather than individual atoms or electrons, as well as simply using structures 

from databases are used for large molecules such as proteins41-51, protein complexes52-57 

and viruses58.  

The most used method in support of IM-MS is MD where the molecules are 

represented as a collection of atoms and their behavior is described by a force field that 

has parameters for each atom type (element and connectivity) in the molecule. In 

particular, enhanced MD studies have been performed that sample more conformational 

space by using either elevated temperatures59-61 or exchanging structures between parallel 
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simulations62-64. Simulated annealing cycles through heating the system and then slowing 

cooling the system to achieve low energy conformations.65 The high temperature allows 

the molecule to traverse energy barriers more easily thus sampling more conformational 

space. Replica exchange MD runs parallel MD simulations and then exchanges 

coordinates of the molecule between the simulations, again traversing energy barriers 

more easily.66 These methods are primarily used for small molecules67,68, peptides69-74, 

and proteins75-78. Several studies that utilized computational modeling in support of 

structural IM-MS are listed in Table 1.1.  

Structural biology studies have been of particular interest to the IM-MS 

community including reports on the amyloid β-protein and its connection to Alzheimer’s 

disease.79-86 The structure of the amyloid β-protein has been investigated as well as 

mutants that may contribute to the disease.87 Other small proteins including bradykinin88, 

α-synuclein89, ubiquitin90,91 , and tau92,93 have also been structurally characterized with 

IM-MS. Membrane proteins94, including ion channels95, have been investigated with 

structural IM-MS methods. Several model peptides have been used to gain insight into 

secondary structure96-106, isomer separations107,108 , and characterization with hydrogen 

deuterium exchange109-111. Other peptide studies include the gonadotropin-releasing 

hormone antagonist (GnRH)112,113 and tryptic peptides114,115. The structure-function 

relationships of enzymes have also been explored with IM-MS.116-118 

Oligonucleotides have been thoroughly investigated with these methods to gain 

more insight into their structure in the gas phase.119-124 Specifically, DNA duplexes125, 

triplexes126, and quadruplexes127-129 have been investigated to better understand the 

binding efficiencies of these biological molecules that play a major role in gene  
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Table 1.1 Selected Studies of Metabolites Using Ion Mobility-Mass Spectrometry 

   Model Systems       References 
Quantum Mechanics  
Peptides and Olionucleotides 
Metal Containing 
Macrocycles 
Other Small Molecules 

86,122 
20,22,23,28,33,36,124,141,152,158-160 

21,24,25,26,162,163,167 
27,29-32,34,35,145-148,151,153,154,156,157 

Molecular Dynamics  
Peptides and Proteins 
 
Enzymes 
Oligonucleotides 
Non Biological 
Small Biological Molecules 

59-63,69,70,72-85,87-89,91-94,96-98,100-104, 
106-112,114,115,119,120,138 

117,118 
64,68,126-129 

140,142-144,149,161,164-166,168,170-173,175 
67,113,121,130-132,139 

Systematic Searching  
Peptides and Proteins 
Non Biological 
Small Biological Molecules 

37,38,40 
169 

39,136,137 
Coarse Grain   
Peptides and Protines 
Viruses 
Enzymes 
Oligonucleotides 
Non Biological 
Small  Biological Molecules 

41,42,44-57 
58 

116 
43,99,123 

176 
135 

Combination of Methods  
Peptides and Proteins 
Oligonucleotides 
Non Biological  
Small Biological Molecules 

18,19,71,90,95,105,155 
125 

150,174 
133,134 
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regulation and transcription. Structural IM-MS has been useful in examining other classes 

of biomolecules such as carbohydrates130,131 and lipids132 where their set of structural 

building blocks result in many structural isomers. Small molecules such as natural 

products133,134, drug molecules135,136, and metabolites137,138 have also been investigated 

with IM-MS. The deviations of subclasses, such as cyclic peptide natural products, from 

peptide trend lines have been linked to structural characteristics that were identified by a 

combination of computational modeling and IM-MS experimental measurements.139  

IM-MS has also been used in structural studies of non-biological species such as 

dendrimers140 and polymers including polyethylene glycol141,142 , polylactides143, and 

polystyrene144. Aromatic compounds in oil145 as well as nitrate explosives146 have also 

been studied with IM-MS and computational methods. Several studies have looked at 

benzene containing compounds including anilines147-149, benzene clusters150 and 

derivatives151. Diasteromers have also benefited from IM-MS isomeric separations in 

conjunction with DFT optimized structures.152-155 The photophysical behavior of Schiff 

base156,157 as well as the structures of oxide clusters158-160 have been elucidated with IM-

MS and theoretical calculations. Host-guest chemistry has also greatly benefited from 

IM-MS, as these species do not crystallize well and are often not present in large 

quantities, thus ruling out typical structural determination methods such as X-ray 

crystallography and NMR. The gas phase structures of cucurbit[n]urils161-163, 

rotaxanes164, metallomacrocyclics165-170, and polyhedral oligomeric silsesquioxanes171-176 

have been investigated to provide information on the size of the cage and its transport 

abilities. In addition to the journal articles previously mentioned, there are two articles 
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that describe the general protocols for coarse grain methods177 and MD calculations178 in 

support of structural IM-MS as well as several reviews on the subject179-184. 

 
 
1.5 Applications of IM-MS and Computational Modeling 
 
 As evident by the extensive literature collection in the previous section, the 

combination of computational modeling with IM-MS has allowed for many structural 

IM-MS studies across a wide variety of applications.  The ability to analyze complex 

samples and analyze different biological classes simultaneously as shown in Figure 1.3 

has proven beneficial in biological studies. These three plots contain m/z data on the x-

axis and collision cross section data on the y-axis. The data points representing 

oligonucleotides, carbohydrates, peptides, and lipids in Figure 1.3a show how different 

classes of biomolecules separate based on their gas phase packing efficiencies.121 Lipids 

that have more degrees of freedom in their fatty acyl tails inhabit a large drift time area 

whereas carbohydrates that form more compact structures by virtue of their sugar rings 

occupy a much shorter drift time space. Trend lines, as shown in Figure 1.3b, can then be 

derived from this experimental data. These trend lines can then guide future identification 

of biological species in complex samples. Figure 1.3c has the trend lines overlaid on 

arrival time distributions for a sample mixture with species from each biological class. 

 In addition to the numerous biological studies performed with IM-MS, the low 

sensitivity and the additional dimension of separation allow for small differences in 

polymer precursors to be detected. MS and MS/MS have long been used as a tool in 

polymer characterization, but the addition of IM allows more insight into polymer  
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Figure 1.3. The plots above depict the ability of IM-MS to separate molecules based on 
biological class. Experimental CCS values are plotted in a) for lipids, peptides, 
carbohydrates, and oligonucleotides. b) Logarithmic regression trend lines are shown for 
each of these classes of biomolecules. These trend lines are then overlaid with a drift plot 
of m/z vs. arrival drift time in c). Adapted from L.S. Fenn, M. Kliman, A. Mahshutt, S.R. 
Zhao, and J.A. McLean, Analytical and Bioanalytical Chemistry 2009, 394, 235-244, Fig. 
1(a,b,c), with permission from Spring Science+Business Media. 
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structure. In this section, the applications that will be discussed later in this work are 

briefly described. 

 
 
1.5.1. Polymers 

 The versatility and widespread applications of polymers make them incredibly 

useful materials. Polyurethanes in upholstered furniture and clothing provide comfort in 

our daily lives. We enjoy television, computers, and eyeglasses everyday that have 

various parts made with polycarbonate. Fireproof uniforms and body armor made from 

aramids protect us from natural and unnatural danger. In order to satisfy these and the 

many other demands for polymers, several companies make billions of dollars annually 

producing and selling millions of tons of polymers and polymer precursors.185-187 

Whether we consider polyurethanes from Bayer, polycarbonates from SABIC, or aramids 

from DuPont, these companies greatly profit from supplying some of the world’s most 

important materials. The versatility that polymers demonstrate reflects the varying 

structural possibilities that exist for synthetic polymer species. Although polymers are 

based on simple monomer units, the connectivity of these units to form complex 

molecules helps to determine the function of the polymer.  While this structural diversity 

allows for a variety of applications for polymer species, characterization of these often-

complex materials can be very challenging. 

 Mass spectrometry has long been used as a tool in polymer research.188-193  Its 

ability to provide accurate mass measurements and its low detection limits make it an 

excellent tool in polymer characterization.  Accurate mass measurements are not only 

important for precursor ion species, but also for polymer fragments that result when 
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MS/MS experiments are performed, which provide insight into the smaller units that 

make up the polymer species.  Low detection limits allow impurities to be detected in 

large-scale polymer production samples.  Identifying polymer structure and sample 

impurities are both important to companies who make millions of tons of these products 

annually. Bayer MaterialScience, a major producer of polyurethanes, has expressed 

interest in gaining a better understanding of the hard block species they use in their 

polyurethane manufacturing.  Polyurethanes are composed of varying amounts of soft 

block and hard block sections. Within this work, MS, MS/MS, IM-MS, and 

computational studies provide separation of isomeric species, structural details that 

contribute to these separations, and fragmentation pathways of 2-ring, 3-ring, and 4-ring 

polyurethane hard block MDA species. 

 
 
1.5.2. Natural Products 
 
 Natural products are an interesting class of molecules due to their diverse 

biological activities. These diverse biological activities are representative of diverse 

structural characteristics, which align better than molecules synthesized in combinatorial 

libraries with current drug molecules as shown in Figure 1.4.194 A challenge in natural 

product discovery is that these secondary metabolites are often present in significantly 

low abundance in complex biological samples.  IM-MS has the ability to isolate analytes 

of low abundance (such as natural products) with very little sample preparation making it 

a very useful tool in natural product discovery.  The diverse structural characteristics that 

allow IM-MS to separate natural products make them difficult to study with MD 

techniques due to the lack of a current force field that would accurately describe such a  
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Figure 1.4. Principal component analysis plots for (a) combinatorially synthezied 
molecules, (b) natural products, and (c) current drug molecules. The principal 
components are based on structural characteristics of the chemical compounds such as 
fused ring systems, number of chiral centers and number of certain elements. Adapted 
from M. Feher, J.M. Schmidt, Journal of Chemical Information and Computer Sciences 
2003, 43 (1), 218-227. 
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dissimilar group of molecules. This notion led to the development of a distance geometry 

protocol to sample conformational space of natural product molecules in support of IM-

MS. Distance geometry generates possible three-dimensional conformations based on 

sampling interatomic distances between the atoms in the molecule. This is a purely 

mathematical approach to sampling conformational space and is very time efficient. 

 

1.5.3. Metabolites 

Metabolic studies have proven difficult due to the size and complexity of the 

metabolome, which is comprised of thousands of metabolites having varied functional 

groups and chemical properties. A complicating factor for metabolite analysis by MS 

strategies is that they generally occur over a limited mass range (ca. 100-1000 Da) and 

thus the predicted frequency of nominally isobaric, but distinct, species can be quite high 

and difficult to distinguish without additional separation. The integration of IM with MS 

allows the separation of isobaric species, which is helpful in metabolic profiling within 

dense regions of conformational space occupied by multiple subclasses of metabolites. 

Table 1.2 lists a number of metabolomics studies which demonstrate the advantages of 

IM-MS for structurally diverse metabolite species. Profiling studies of blood, liver, 

lymph, and urinary metabolomes with IM-MS illustrate the separation of chemical noise 

while simultaneously monitoring metabolic changes.195-198 Studies utilizing IM-MS have 

also focused on metabolomics of prostate, skin, and colon cancer cell lines with the goal 

of identifying new diagnostic metabolic markers.199,200 Real-time temporal metabolic 

monitoring of Jurkat cells by IM-MS has been demonstrated.201 Targeted 

pharmacokinetic analyses have benefitted significantly from IM-MS in the  



	
   24	
  

 

 
 
 
 
 
 
 
 
 
 
Table 1.2 Selected Studies of Metabolites Using Ion Mobility-Mass Spectrometry 

Model System Type of Study References 
  Clinical   
 Urine Characterization 195 
 Lymph Metabolic Changes 196 
 Blood Metabolic Profiling 197 
 HepG2 Cells Role of Nonoxidative Metabolites 198 
 Colon Cancer Detect and Analyze 199 
 Prostate Cancer Detection and Metabolomics 200 
 Jurkat Cells Changes in Metabolite Levels 201 
  Pharmaceutical   
 Opiates Identify and Separation 202 
 Cocaine Structure and Mobility in Different Gases 203 
 Vinblastine Separation 204 
 Leflunomide and Acetominophen Metabolic Changes 205 
 Carbamazepine Structural Identification and Isomers 39 
 Cocaine Metabolic Profiling 206 
 Microorganisms   
 E. coli Metabolic Profiling 20,208 
 Aspergillus fumigatus and Candida Detection and Profiling 209 
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characterization of drugs and their metabolites.39,202-206 By including IM separations, 

Trim et al. demonstrated improved separation of isobaric MALDI matrix interferences 

from metabolites in whole body tissue sections,204 while others have utilized IM-MS to 

study common microorganisms such as Aspergillus fumigatu, Candida species, and E. 

coli.207-209 Collectively, these general metabolic studies have demonstrated great utility in 

the combination of IM with MS. 

 

1.6. Conclusions and Objectives 

  
 My dissertation research has focused on selecting and developing appropriate 

strategies for computational modeling in support of structural IM-MS measurements.  

Chapter II demonstrates a project where molecular dynamic simulations were used in 

conjunction with a series of IM-MS and MS/MS techniques to fully characterize 

methylenedianiline (MDA), which serves as a precursor to hard block segments in 

polyurethanes. Due to the chemical simplicity of these polymer precursors, current MD 

methods were a suitable approach in these studies.  Chapter III introduces a 

conformational sampling technique labeled distance geometry and discusses the 

development of a protocol for IM-MS research. The distance geometry approach proves 

to be a much more time efficient method for sampling conformational space. The 

distance geometry protocol is benchmarked against current MD methods on a set of 

natural product molecules. Chapter IV utilizes the distance geometry protocol to provide 

theoretical collision cross section ranges for a set of metabolites.  The goal of this 

research is to offer another metric to utilize for IM-MS metabolite identification. Finally, 
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Chapter V contains conclusions and future directions for the aforementioned research 

endeavors. 
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CHAPTER 2 
 
 

STRUCTURAL CHARACTERIZATION OF METHYLENEDIANILINE  
 

REGIOISOMERS BY ION MOBILITY-MASS SPECTROMETRY, TANDEM  
 

MASS SPECTROMETRY, AND COMPUTATIONAL STRATEGIES 
 

 
2.1. Introduction 
 

 Polyurethanes are inherently complex and thus structural characterization of these 

polymers can be challenging. Intrinsic distributions of molecular size and cross-linking 

produce structural heterogeneity,1 even amongst purified samples. Additional 

heterogeneity can arise from varying amounts of hard and soft block segments and 

structural variations within the segments themselves.  

Methylenedianiline (MDA) is used to synthesize methylene diphenyl diisocyanate 

(MDI), a major hard block component of polyurethanes. Most formulations of industrial 

grade MDA primarily contain 4,4’-MDA, along with a number of structural isomers and 

multimers.2-4 The purpose of this research is to fully characterize structural variations 

within MDA mixtures and eventually MDI mixtures. However, in order to better 

understand complex mixtures of MDA and MDI, it is first necessary to study 2-ring 

MDA regioisomers that differ only by the position of amine functional groups, as shown 

in Figure 2.1a (asterisks indicate unique protonation sites). By characterizing specific 2-

ring species, we can gain insight into the behavior of more complex multimeric 

structures, and eventually determine relative abundances in complex MDA mixtures. 

Here, we also aim to characterize purified 3-ring and 4-ring MDA multimeric 

regioisomers. Possible protonation sites on the 3-ring and 4-ring MDA species are also  
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Figure 2.1. Structures of MDA positional isomers for a) 2-ring MDA(theo. neutral 
molecule monoisotopic mass =198.12 Da). The positional isomers will be referred to as 
4,4’-MDA, 2,2’-MDA, and 2,4’-MDA. In b) and c) 3-ring MDA (303.17 Da) and 4-ring 
MDA (408.23 Da). In b) each additional aniline ring is attached in the para position while 
in c) the final aniline ring has its amine group in the ortho position. Potential protonation 
sites are labeled with an asterisk. 
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illustrated in Figure 2.1.  In Figure 2.1b, each aniline ring is attached with its amine group 

in the para position for both 3-ring and 4-ring MDA, which represents the primary 

solution-phase conformation based on NMR studies (Appendix B, Figures B.1-6,26,27). 

Due to the location of the amine groups and bridging carbons, protonation in Figure 2.1b 

is possible only on the amine group and not the aniline ring. The structures shown in 

Figure 2.1c have one terminal aniline ring with its amine group attached in the ortho 

position (this structure is only representative of < 5% of the NMR signals for both the 3-

ring and 4-ring MDA). Thus, while it is possible for both 3-ring and 4-ring MDA species 

to have the last aniline ring attached with an amine group in the ortho position (Figure 

2.1c), this isomer is not preferred. As a result, this thesis will focus on the structures and 

protonation sites shown in Figure 2.1b. 

  Previous MDA studies in the literature were typically done in a workplace 

exposure context, and utilized gas chromatography - mass spectrometry (GC-MS),4-6 or 

more recently liquid chromatography - mass spectrometry (LC-MS) detection.7-12 

Limitations of these methods for MDA characterization include the necessity for sample 

derivatization (GC-MS), and an inability to detect and differentiate low abundance 

isomers such as 2,4’-MDA and 2,2’-MDA  (both GC-MS and LC-MS). In contrast, 

techniques, which probe gas-phase structural conformations, may provide insight into the 

characterization and discrimination of even low-abundance isomers without requiring 

sample pre-treatment. 

 Ion mobility - mass spectrometry (IM-MS) is a gas-phase electrophoretic 

separation technique coupled to a mass measurement technique and thus is capable of 

differentiating isomeric species and characterizing these species by ion size and mass.  In 



	
   51	
  

IM, ions are subject to low energy collisions with a neutral buffer gas, and subsequently 

separated by their effective gas-phase size.13-16  Ions which possess a large cross-sectional 

area experience a high number of collisions and are impeded, whereas ions which possess 

a smaller cross-sectional area experience fewer collisions and traverse the IM drift region 

more rapidly. Gas-phase ion size and shape are described by the molecular collision cross 

section (CCS), which can be calculated directly using the elution time from an 

electrostatic drift tube (typically on the order of milliseconds). Coupled with molecular 

modeling studies, CCS data can be used to investigate three-dimensional gas-phase 

structures. A more detailed explanation of IM-MS methodology as well as potential 

applications for polymer analysis can be found elsewhere in the literature.17-24   

 The additional dimension of separation based on the size and shape of gas-phase 

ions allows for the differentiation of isobaric species based on CCS. IM characterization 

of low-molecular-weight structural isomers was first studied by Hagen over two decades 

ago using a stand-alone (no MS) ambient pressure drift tube instrument.25,26 Small but 

reproducible CCS differences were observed for isomers due to factors such as the 

position of unique atoms (e.g. nitrogen in a carbon ring system), location of functional 

groups, and connectivity of aromatic ring systems. For example, a consistent trend was 

observed for substituted toluene isomers, where substitution at the meta position led to 

higher CCS values than substitutions at para or ortho positions.25 Nevertheless, at the 

time Hagen was limited in his ability to fully interpret the data due to the lack of robust 

MS detection.  

Inspired by Hagen’s as well as other previous work, we used MS/MS, IM-MS, 

and IM-MS/MS methods to fully characterize and differentiate 2-ring, 3-ring, and 4-ring 
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MDA standards.23, 27-29 Two IM-MS instruments are utilized in this study: a commercial 

traveling wave instrument which supports multiple stages of fragmentation and a 

commercial drift tube instrument which supports direct CCS measurements in a variety of 

drift gases.  CCS values were obtained for each isomer, which provides significant 

insight into isomeric gas-phase conformation(s) and their respective stabilities. Moreover, 

we utilize computational modeling to assist our interpretation of IM-MS data, and to 

facilitate connecting isomeric differences in CCS with molecular structures. 

2.2 Experimental Section 

Materials 

 4,4’-MDA, 2,4’-MDA, and 2,2’-MDA 2-ring MDA samples as well as 3-ring and 

4-ring MDA samples were provided by Dr. Stefan Wershofen, Bayer MaterialScience 

AG, 47812 Uerdingen, Germany. Their authenticity was established by 13C and 1H NMR 

as shown in Appendix B (Figures B.1-B.6, B.26, and B.27).  Tetralkylammonium salts 

and solvents were purchased from Sigma-Aldrich (St. Louis, MO). These included 

tetraalkylammonium bromides (TAA 1-8) and HPLC grade methanol.  Water blended 

with 0.1% formic acid (optima grade) was obtained from Thermo Fisher Scientific 

(Waltham, MA).  

Instrumentation 

Traveling-wave ESI-IM-TOF/MS 

 MS, MS/MS, and traveling-wave (TWIM) IM-MS data were obtained on 

interchangeable Synapt G2 and G2-S (Waters Corporation, Milford, MA) mass 

spectrometers. The TWIM (traveling wave ion mobility) platform differs from traditional 

drift-tube ion mobility (DTIM) in that it utilizes electrodynamic rather than electrostatic 
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fields. As the exact quantitative nature of the TWIM electrodynamic field is unknown, 

collision cross section (CCS) values cannot be obtained directly from the kinetic theory 

of gasses using TWIM experimental drift time values. Nevertheless, TWIM CCS values 

can be determined when measurements are calibrated using DTIM CCS values from the 

literature.17 In order to obtain CCS values from TWIM measurements, we used a series of 

quaternary ammonium salts as calibration standards in conjunction with their literature 

DTIM CCS values.30  

 All samples were analyzed as positive ions with electrospray ionization (ESI). 

The TWIM drift cell was operated with a pressure of 3 mbar (2.25 Torr), an 

electrodynamic wave height of 35 V and velocity of 700 m/s, and the TOF resolution 

(m/Δm) was approximately 20,000. MDA samples were dissolved at a concentration of 

0.10 mg/mL in 9:1 methanol:water containing 0.1% formic acid (v/v). When metal salts 

were used, each was at a final concentration of 0.050 mg/mL. A direct infusion flow rate 

of 6.00 µL/min was used for all samples. Other instrument settings were as follows: 3.00 

kV capillary voltage, 80 °C source temperature, 150 °C desolvation temperature, 10 V 

sampling cone, 2 V extraction cone, 20 L/hr cone gas flow, 1 mL/min trap gas flow, 90 

mL/min IMS gas flow. All collision-induced dissociation (CID) experiments were 

performed prior to TWIM mobility separation. The TOF calibration was performed using 

sodium formate clusters. 

 Center-of-mass (COM) collision energies were converted from lab-frame 

collision energies using the following equation: 

𝐸!"# = 𝐸!!" ∗
!!"#

!!"#!!!"#
. 
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Lab-frame energies are the voltages applied in the tandem MS instrumentation, while 

COM energy is essentially the available energy for molecular rearrangement or 

fragmentation.31 Therefore, COM energy typically has more useful interpretation power 

across various instrument platforms.32 The MS/MS capabilities of these instruments 

enable fragmentation experiments to be conducted both before and after the IM region 

providing a wider variety of fragmentation information. 

Electrostatic drift-tube ESI-IM-TOF/MS 

 DTIM measurements using nitrogen and helium buffer gas were performed on a 

prototype and commercial ESI-IM-QTOF mass spectrometer (Agilent Technologies, 

Santa Clara, CA).33 The prototype instrument was used for 2-ring MDA data while the 

commercial instrument was used for 3-ring and 4-ring MDA data due to availability for 

the respective instruments at the time of the experiment. Details of this instrumentation 

are provided elsewhere, but briefly the IM-MS consists of a 78 cm uniform-field drift 

tube coupled to a high resolution QTOFMS (m/Δm 40,000).  The buffer gas was 

maintained at a pressure of ca. 4 Torr and drift voltages were varied in order to correct 

for the non-IM flight time of ions through the interfacing ion optics. CCS values were 

calculated from drift times using the Mason-Schamp equation. MDA samples were at a 

concentration of 0.095 mg/mL in 9:1 methanol:water containing 0.1% formic acid (v/v); 

also, LiCl and NaCl were added to the solution so that each had a final concentration of 

0.025 mg/mL. A direct infusion flow rate of 6.00 µL/min was used. Nitrogen-based CCS 

measurements were obtained for direct comparison with TWIM CCS measurements 

while helium-based CCS values were measured for comparison with computational CCS 

calculations. 
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Computational and modeling data 

As IM provides a general structural description, IM-MS results are often 

supplemented with computational studies to gain further insight into the gas phase 

conformations of the molecules of interest.34 These studies generally include two steps: 1) 

computationally sampling the conformational space and 2) theoretical determination of 

CCS values for the generated conformations.  More detailed structural information can 

then be inferred from closer inspection of generated conformations that align with 

experimental CCS values. Although different methods exist for both conformational 

sampling and theoretical determination of CCS values, the following protocol was used 

in this study. A geometry optimization at the Hartree-Fock level with a 6-31G* basis set 

was performed with Gaussian 0935 for all of the possible protonation sites on each isomer 

(2,2’-MDA: 2 sites, 2,4’-MDA: 3 sites, and 4,4’-MDA: 1 site). Partial charges for each 

molecule were derived from ab initio electrostatic potential calculations using a 6-31G* 

basis set.  These partial charges were then fitted using the restrained electrostatic 

potential (RESP) program in AMBER.36-38 For each of the protonated, isomers, a short 

energy minimization was performed in AMBER followed by a 10 ps molecular dynamic 

simulation to heat the molecule to 1200K.  Then, a long molecular dynamic simulation 

was run at 1200K for 9,000 ps.  Structural snapshots were saved every 16,667 steps 

during the simulation, resulting in 3,000 structural snapshots.  These high-energy 

structural snapshots were then cooled to 300K during a 15 ps molecular dynamic 

simulation.  

MOBCAL software was used to theoretically determine the collision cross section 

of the resulting conformations.39-41  First, the projection approximation was used to 
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generate helium collision cross section values.  For comparison with the nitrogen 

experimental values, nitrogen trajectory method values were determined for a set of 

conformations spanning the entire collision cross section range.  These values were used 

to create a linear function to convert the remaining projection approximation values to 

nitrogen trajectory method values. The computational conformational space plots were 

then aligned with the experimental data to give structural insight to the MDA isomers.42 

Alignment of theoretically generated conformations with experimental CCS values for 3-

ring and 4-ring MDA is shown in Appendix B, Figures B.28 and B.29. 

 

2.3 Results and Discussion for 2-Ring MDA 

I. Characterization by MS and Tandem MS 

 Previously, underivatized 4,4’-MDA has been studied using LC-MS/MS 

instrumentation.7-12 In these studies, the fragmentation of the 4,4’-MDA parent ion 

([M+H]+ = 199 Da) was monitored by means of a transition characteristic signal at 106 

Da. However, to the best of our knowledge, no research has been reported for 2,2’-MDA 

and 2,4’-MDA structural isomers using modern LC-MS techniques. 

 In the present study, we observed both of these signals (199 Da, 106 Da) in the 

4,4’-MDA, 2,2’-MDA and 2,4’-MDA direct infusion ESI mass spectra as shown in 

Figure 2.2a-c. In this thesis, we use the spectra resulting from ESI rather than the more 

complex spectra resulting from MALDI, which will be the focus in later works. The base 

peak of the 4,4’-MDA spectrum is the [M+H]+ signal at 199 Da, but for 2,2’-MDA and 

2,4’-MDA the 106 Da fragment is the base peak. An additional signal, although low in  
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Figure 2.2. (left) Mass spectra of MDA isomers using direct infusion ESI-TOFMS for (a) 
4,4’-MDA, (b) 2,2’-MDA, and (c) 2,4’-MDA. (right) Tandem mass spectra for parent 
ions ([M+H]+ = 199.13 Da) of (a) 4,4’-MDA, (b) 2,2’-MDA, and (c) 2,4’-MDA. Center-
of-mass collision energies are shown at right; corresponding lab-frame collision energies 
are 40 eV, 8 eV, and 0 eV, respectively. For 2,4’-MDA, no collision energy was required 
for dissociation. 
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abundance, is observed at 211 Da.  The base peak for the 4,4’-MDA at 199 Da is 

representative of the higher stability of the 4,4’-MDA than that of the 2,2’-MDA and 

2,4’-MDA.  The difference in stability is due to location of protonation site and will be 

discussed in more detail later in the thesis. 

 Tandem mass spectra of protonated 4,4’-MDA, 2,2’-MDA and 2,4’-MDA are 

presented in Figure 2.2d-f, and potential corresponding structures of fragment signals are 

shown in Table 2.1. Unsurprisingly, the fragmentation spectra of all the isomers are 

similar in nature. However, while 4,4’-MDA required high collision energy to generate 

fragments (Figure 2.2d), 2,2’-MDA and 2,4’-MDA required minimal or no additional 

energy to induce dissociation (Figure 2.2e, f). Because of the high collision energy 

required to fragment 4,4’-MDA, additional signals of 165 Da and 180 Da are observed 

which are not present in 2,2’-MDA and 2,4’-MDA tandem mass spectra. Additional 

fragmentation data and discussion concerning the low-intensity 211 Da signal is provided 

in the Appendix B (Figure B.7).  

 In order to compare the gas-phase stabilities of the three isomers, we monitored 

the conversion from 199 Da to 106 Da as a function of applied collision energy for all 

three isomers as shown in Figure 2.3. Both lab-frame and center-of-mass (COM) 

collision energies are displayed. It is clear that 4,4’-MDA (double para-substitution) is 

significantly more stable than either 2,2’-MDA (double ortho-substitution) or 2,4’-MDA 

(combined ortho- and para-substitution). For example, when 2.0 eV (COM) are applied 

to the 4,4’-MDA isomer, over 95% of the normalized signal remains in the 199 Da parent 

ion. However, at that same energy, the 199 Da parent ions for both 2,2’-MDA and 2,4’-  
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Table 2.1. Possible structures of commonly observed MDA fragment ions.  

Theoretical 

m/z 

Observed 

m/z 
Proposed Structure(s) 

77.04 77.04 

 

89.04 89.04 

 

106.07 106.07 

 

165.07 165.07 

 

180.08 180.08 
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MDA are entirely depleted. The underlying cause of this key difference as well as minor 

differences in the gas-phase behavior of 2,2’-MDA and 2,4’-MDA will be discussed later 

in the thesis, as these observations were corroborated by other methods of structural 

analysis. A potential complicating factor in MS-based analysis of these compounds is the 

uncertain location of the additional proton that creates the [M+H]+ ions. Literature on 

aniline suggests two potential protonation sites in the gas-phase, one on the amine and 

one on the aromatic ring para to the amine.43-47 Recently, Eberlin and coworkers 

demonstrated that aniline molecules protonated at the amine group can be resolved from 

those protonated on the ring using TWIM separation.48 Because MDA isomers are 

essentially two aniline molecules connected by a methylene bridge, it is probable this 

behavior applies to MDA as well. Therefore, as tandem MS alone was unable to provide 

clarity about how protonation sites affect gas-phase structures, structural analysis by IM 

and computational methods were required. 

   

II. Structural analysis using IM-MS and computational methods 

 Using both TWIM and DTIM instrumentation, CCS values were obtained for the 

[M+H]+ ions of the three isomers as shown in Table 2. Due to inherent differences in 

instrumentation and data analysis between TWIM and DTIM methodology, small 

differences for CCS values between platforms were expected, as observed in Table 2. In 

order to obtain CCS values from TWIM instrumentation, the use of calibration standards 

is required; in contrast, DTIM CCS values can be directly calculated from the kinetic 

theory of gases using the Mason-Schamp equation.13-15 Therefore, it is expected that the  
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Figure 2.3. Collision-induced dissociation curves monitoring the transition of respective 
199 Da parent ions to 106 Da fragment ions. Individual curves for 4,4’-MDA (solid line; 
black circles), 2,2’-MDA (short dash, red squares), and 2,4’-MDA (long dash; blue 
triangles) are superimposed. Both center-of-mass and lab-frame collision energies are 
shown.  
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Table 2.2. Collision cross-section values of various MDA ions obtained on T-wave and 
drift tube IM-MS instrumentation. Errors shown represent the respective standard 
deviations. 
 

MDA Species 
(Ion) 

T-wave N2 
(Å2) 

DTIM N2 
(Å2) 

4,4’ [M+H]+ 

 
156.0 + 0.7  162.7 + 0.3 

2,2’ [M+H]+ 

 
139.9 + 1.8 145.0 + 0.2 

2,4’ [M+H]+ (1) 
 

139.9 + 1.1 145.4 + 0.4 

2,4’ [M+H]+ (2) 155.9 + 0.5 N/A 
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DTIM CCS values are more accurate than the TWIM CCS values. In this study, DTIM 

CCS values were systematically higher than TWIM CCS values by 3.4 ± 0.5% Å2 (N2). 

We hypothesize that this systematic difference between TWIM and DTIM CCS values 

results from the calibration of the former and from the exposure of the charge on the 

MDA molecules. For the tetraalkylammonium ions used for TWIM CCS calibration, the 

charge resides in the center of the molecule and is surrounded by hydrocarbon tails. 

These tails essentially shield the charged region from the polarizable N2 drift gas. As a 

result, only weak inelastic collisions occur between the tetraalkylammonium calibrants 

and N2. However, in our MDA system, the charge is not shielded, and thus the MDA ions 

are expected to experience stronger inelastic interactions with N2 which are not accounted 

for using the current calibration strategy. 

Significant differences in CCS for the [M+H]+ ions were observed between 4,4’-

MDA and 2,2’-MDA, suggesting the protonation site is not centrally located in the 

structure.  For 2,4’-MDA, we observed two CCS values in TWIM and only one 

corresponding CCS value for DTIM. This will be discussed later, as further analysis of 

the role of protonation on gas-phase stability was necessary to explain this observation.  

 While only one type of protonation site is available for 4,4’-MDA, the para-

amino groups (p-NH2), two potential sites exist for 2,2’-MDA and three for 2,4’-MDA, 

as shown by the asterisks in Figure 2.1.  For 2,2’-MDA, protonation can occur at either 

the ortho-amino groups (o-NH2) or the aromatic ring opposite the ortho-amino group 

(ring). On 2,4’-MDA,  p-NH2, o-NH2 and ring sites are all present, and any one of these 

may be protonated.  
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 While CCS measurements were obtained using both TWIM and DTIM platforms, 

the majority of IM-MS and IM-MS/MS data was obtained using the TWIM platform and 

will therefore be the focus of this thesis.  Extracted CCS profiles of the protonated 

isomers (199 Da) obtained using IM-MS are shown in Figure 2.4a. One conformation of 

4,4’-MDA was generated with a CCS of 156 Å2 while 2,2’-MDA generated one 

conformation with a CCS of 140 Å2. In contrast, 2,4-MDA generated two conformations 

having CCS values of 156 Å2 and 140 Å2. The alignment of these two values with the 

4,4’-MDA and 2,2’-MDA CCS values in Figure 2.4a (dotted line) indicate similar 

respective conformations. 

 Additionally, an IM-MS/MS structural depletion study was performed to connect 

the gas-phase stabilities of these conformations with potential protonation sites. In Figure 

2.5, IM profiles were obtained for the protonated isomers using different collision 

energies and corresponding drift times were converted to CCS values. Consistent with 

earlier tandem MS data, 4,4’-MDA has one primary conformation (156 Å2) which begins 

to deplete when high collision energy (3.1 eV) is applied as shown in Figure 2.5a. We 

can assign this CCS value to a conformation which is p-NH2 protonated, as 4,4’-MDA 

cannot be protonated at other positions. Because 2,4’-MDA contains one p-NH2 site as 

well, we also assign its CCS value of 156 Å2 to p-NH2 protonation. Evidence for this is 

shown in Figure 2.5c, where the ~45% depletion rate of the larger 2,4’-MDA 

conformation for 3.1 eV matches that of 4,4’-MDA shown in Figure 2.5a. Because both 

of these conformations are rather resistant to collisionally-induced depletion and 

fragmentation, we conclude that p-NH2 protonation generates species that are relatively 

stable in the gas-phase.  
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Figure 2.4. (a) CCS profiles of 4,4’-MDA (solid line), 2,2’-MDA (short dash), and 2,4’-
MDA (long dash) [M+H]+ ions extracted from T-wave data. Vertical lines are added for 
visual alignment. (b) Conformations for the possible protonation sites for the (a) 4,4’-
MDA, (b) 2,2’-MDA, and (c) 2,4’-MDA were generated using computational 
conformational search methods. The theoretical nitrogen CCS is plotted against the 
relative energy for each computationally generated conformation.  Conformations for the 
p-NH2 protonated isomers are shown in black, the o-NH2 protonated isomers are shown 
in red and the ring protonated isomers in blue. 
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Figure 2.5. Collisionally-activated CCS profiles of [M+H]+ ions for (a) 4,4’-MDA, (b) 
2,2’-MDA, and (c) 2,4’-MDA. Center-of-mass energies are shown; corresponding lab-
frame energies are 0 eV, 10 eV, and 25 eV, respectively. Note the difference in scales of 
the y-axes for (a) - (c). Inset relative percentages represent signal intensities compared to 
those without collisional activation. Vertical lines are added for visual alignment.  
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In contrast, the less intense conformations for 2,2’-MDA and 2,4’-MDA of 140 

Å2 were less stable, leading to significant depletion upon collisional activation (Figure 

2.5b-c). Both of these conformations were entirely depleted when 3.1 eV of energy was 

applied. These are more difficult to assign structurally, as two remaining protonation sites 

exist for the isomers (o-NH2 and ring).  Conformations of all the possible protonation 

sites for the three isomers were generated using theoretical conformational search 

methods to provide further structural insight.  For each of the six protonation sites 3,000 

conformations were generated and the theoretical CCS value and energy was determined 

and plotted for each conformation in Figure 2.4b.  The protonation sites are indicated by 

the following colors: the p-NH2 conformations are shown in black, the o-NH2 

conformations are shown in red, and the ring conformations are shown in blue. The p-

NH2 conformations for both the 2,4’-MDA isomer and the 4,4’-MDA isomer demonstrate 

close theoretical CCS alignment and thus support the assignment of the larger observed 

CCS value. For o-NH2 and ring protonation sites in 2,2’-MDA and 2,4’-MDA, theoretical 

CCS values are similar, which makes it difficult to differentiate these protonation sites by 

CCS. However, the 2,2’-MDA and 2,4’-MDA maps shown in Figure 2.4b do suggest that 

protonation at the o-NH2 position creates higher energy conformations than those with 

ring protonation. High-energy conformations likely correspond to species that undergo 

metastable fragmentation in the mass spectrometer, which was observed for 2,2’-MDA 

and 2,4’-MDA as noted earlier in Figures 2.2 and 2.3. Therefore, it is likely that o-NH2 

protonation leads to metastable fragmentation into 106 Da, whereas ring protonation is 

somewhat more stable and allows detection of (at least some of) these ions as intact 199 

Da species. 
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 Although the stability of the MDA isomers is related to protonation site, it should 

be noted that small differences in energy can change the relative abundances of each site. 

As shown in Table 2.2, we did not observe the p-NH2 protonation site for 2,4’-MDA 

using DTIM instrumentation, while this protonation site was observed in low abundance 

using TWIM instrumentation (e.g. Figure 2.4a). This is likely due to the different ion 

sources for the two platforms, which results in different voltages, ion transmission 

efficiencies, etc. As mentioned earlier, previous studies on aniline protonation in the gas-

phase suggest that the two protonation sites (-NH2 or ring) are relatively close in energy. 

Therefore, the relative abundances of aniline protonation sites can fluctuate due to of 

small changes in experimental conditions.43 Likewise, MDA protonation sites appear to 

be close in energy, and the relative abundances of the protonation sites can change as 

well. This explains why the p-NH2 conformation of 2,4’-MDA is observed in low 

abundance using TWIM instrumentation but not using DTIM instrumentation. However, 

once the MDA compounds are protonated, the relative order of stability across both 

platforms is consistent as shown in Appendix B (Table B.1). 

 A closer look at the computationally generated conformations gives further 

insight into the metastable nature of the o-NH2 protonated isomers. The computationally 

generated conformations were structurally clustered based on RMSD resulting in ten 

representative structures.  These structures for the possible protonation sites for the three 

isomers can be found in Appendix B (Figures B.8-B.25), but the most populated 

conformations are shown in Figure 2.6.  The most populated conformation for 4,4’-MDA 

is shown in Figure 2.6a. This molecule exhibits an extended structure, consistent with  

 



	
   69	
  

 

Figure 2.6. RMSD clustering representatives from computational conformational 
sampling are shown for each of the protonation sites. (a) 4,4’-MDA p-NH2 protonated, 
(b) 2,2’-MDA o-NH2 protonated, (c) 2,2’-MDA o-NH2  protonated, (d) 2,2’-MDA ring 
protonated, (e) 2,4’-MDA p-NH2 protonated, (f) 2,4’-MDA o-NH2 protonated, and (g) 
2,4’-MDA ring protonated. Red circles indicate the additional proton.  Labeled bond 
distances are used to show the proximity of the additional proton to the bridging carbon 
that would lead to a 1,5-hydrogen shift fragmentation of the 2-ring MDA.  A percentage 
is shown below each conformation to show how many conformations the selected one 
represents, as a result of RMSD clustering.  Two conformations are shown for the 2,2-
MDA o-NH2 protonated 2-ring MDA due to two favorable conformations that result from 
this protonation.  
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experimental CCS data shown in Table 2.2. Conformations for 2,2’-MDA are shown in 

Figure 2.6b-d.  The conformations in Figure 2.6b-c show o-NH2 protonated 2,2’-MDA, 

where as the conformation in Figure 2.6d shows ring protonation.  Two o-NH2 

protonated isomers are needed here to explain two of our experimental observations.  

Figure 2.6b is represented by metastable o-NH2 protonation, while Figure 2.6c is 

representative of a slightly more stable and highly populated o-NH2 protonation.  When 

the proton resides between the two amine groups, a more stable conformation is 

achieved, which may explain why we see a slightly more stable 2,2’-MDA isomer in 

Figure 2.3 compared to the 2,4’-MDA isomer.  These three conformations are all 

representative of a smaller structure, which is consistent with the experimental CCS data 

shown in Table 2.2.  Conformations for 2,4’-MDA are shown in Figure 2.6e-g.  Figure 

2.6e shows the p-NH2 protonation whereas Figure 2.6f shows o-NH2 protonation and 

Figure 2.6g shows ring protonation.  The conformation in Figure 2.6e is representative of 

the extended structure similar to the conformation shown in Figure 2.6a, which supports 

the experimental CCS alignment for both 4,4’-MDA and the larger 2,4’-MDA 

conformation.  The conformations shown in Figure 2.6f-g are representative of a smaller 

structure, which is also consistent with the experimental CCS data in Table 2.2.  The 

smaller structures observed for the o-NH2 protonation and ring protonation for 2,2’-MDA 

and 2,4’-MDA support the alignment of their experimental CCS values. 

III. Mechanism for protonation and fragmentation of MDA isomers 

 Combining tandem MS, IM-MS, IM-MS/MS, and computational modeling data, 

we propose mechanisms for protonation and fragmentation of MDA structural isomers in 

Figure 2.7 The gas-phase stability of each isomer is inherently related to both the position  
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Figure 2.7. Proposed protonated structures and 199 Da ! 106 Da fragmentation 
pathways for MDA isomers. Activation energy is abbreviated EA. 
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of the amine groups and the location of the additional proton. The 4,4’-MDA isomer can 

only be protonated at p-NH2 groups and is the most stable gas-phase ion we observed. 

When a large collision energy is applied to the 4,4’-MDA parent ion, a loss of a hydrogen 

radical occurs, leading to alpha cleavage and formation of the 106 Da fragment. As 

collision energy continues to increase, other pathways also emerge, forming other 

fragments (Figure 2.2d). On the other hand, 2,2’-MDA can be protonated at either the o-

NH2 or ring position. When 2,2’-MDA is protonated on an o-NH2 group, even without 

applied collision energy, it readily undergoes a 1,5-hydrogen shift, due to the proximity 

of the amine hydrogen to the bridging carbon on the opposite aromatic ring (Figure 2.6b), 

which leads to formation of the 106 Da fragment and neutral aniline. The driving force 

for this process is likely the stability of the products: aniline can either remain neutral or 

further decompose to 77 Da as shown in Figure 2.2e-f, and the 106 Da fragment can 

further rearrange to a tropylium-like ion of the same mass.7,43 This mechanism describes 

the metastable behavior of these ions; therefore, detection of o-NH2 protonated 2,4’-

MDA or 2,2’-MDA is minimal. As a result, the primary conformation observed for the 

2,2’-MDA [M+H]+ ion (199 Da) is composed of ring protonated species. When a 

moderate collision energy is applied to ring protonated 2,2’-MDA, loss of a hydrogen 

radical on the ring leads to rearrangement and formation of the 106 Da fragment as well. 

Finally, 2,4’-MDA may be protonated at all three sites. Protonation at the o-NH2 leads to 

significant metastable fragmentation due to a 1,5-hydrogen shift (Figure 2.6f) as in 2,2’-

MDA, and protonation at the ring position leads to hydrogen radical loss and 

rearrangement upon collisional activation. In contrast, protonation at the p-NH2 results in 

a more stable conformation which fragments through a mechanism similar to that of 4,4’-
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MDA.  This fragmentation mechanism observed for the 2-ring isomers should play a 

major role in the characterization of the larger industrial MDA sample mixtures.  

 

2.4 Results and Discussion for 3-Ring and 4-Ring MDA 

I. Characterization by MS and Tandem MS 

ESI spectra were obtained for the protonated 3-ring ([M+H+] = 304 Da) and 4-ring 

([M+H+] = 409 Da) MDA species and are shown in Figure 2.8a.  In addition to the 

protonated precursor ions, significant peaks are observed at 211 Da and 106 Da for the 3-

ring MDA species and peaks at 316 Da, 211 Da and 106 Da are observed for the 4-ring 

MDA.  These peaks correspond to fragments of the precursor ion and become more 

intense in the tandem mass spectra as show in Figure 2.8b.  Even before collision energy 

is applied to induce fragmentation, the peak at 211 Da for the 3-ring and 316 Da for the 

4-ring MDA correspond to the base peaks of the spectra, signifying that the 

corresponding precursor ions are readily dissociated.  It is also interesting to note that the 

mass difference of 93 Da between the precursor ion and its most abundant fragment 

present in the spectra is the same mass difference that was observed for the 2-ring MDA 

species between the 199 Da precursor ion and its major fragment at 106 Da, 

corresponding to the loss of a terminal neutral aniline. 

In addition to the fragment peaks, additional signals are observed at m/z 152.6 and 

m/z 158.6, respectively, for both the 3-ring and 4-ring spectra.  These masses correspond 

to doubly charged ions for the 3-ring and the 4-ring isomers based on isotope spacing.  
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Figure 2.8. (a) Mass spectra of 3-ring and 4-ring MDA using direct infusion ESI-
TOFMS. (b) Tandem mass spectra for 3-ring and 4-ring MDA parent ions ([M + H]+ = 
304.18 Da and [M + H]+ = 409.24 Da, respectively). 
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When these ions were mass selected and fragmented via an MS/MS experiment, singly 

charged ions at higher m/z values were produced further indicating that these peaks 

correspond to doubly-charged species (Appendix B, Figures B.30 and B.31). The 

conversion from precursor ion to fragment ions was monitored as a function of applied 

collision energy for both the 3-ring and 4-ring MDA as shown in Figure 2.9. The IM-

MS/MS structural depletion of the precursor ion is shown in Figure 2.9a,b and the 

breakdown curves for the fragment ions are shown in Figure 2.9c,d. These breakdown 

curves show the percentage of precursor ion to fragment conversion observed in the 

spectra at various collision energies, and were obtained by taking the intensity of the 

indicated fragment ion and dividing by the intensity of its corresponding precursor ion. In 

Figure 2.9c, 3-ring MDA has two breakdown curves, representative of the 106 and 211 

fragments.  The precursor ion breaks down into the 211 fragment at a significantly lower 

energy threshold than the 106 fragment.  Figure 2.9d corresponds to 4-ring MDA, which 

has three curves, representative of the 106, 211, and 316 fragments. Again the 316 and 

211 fragments form at lower collision energies than the 106 fragment. This observation is 

further discussed later in this chapter in the context of IM and computational results. 

In Section 2.3, the 106 fragment formed readily from the 2-ring MDA when 

external amines were located ortho to the bridging carbon (2,2’-MDA and 2,4’-MDA) but 

not readily for the 4,4’-MDA. The observation that the 106 fragment requires higher 

collision energy than the other isomers to form from both the 3-ring and 4-ring MDA 

species suggests that the external amines are located in para positions to the bridging 

carbon in a similar manner as the 2-ring 4,4’-MDA. The observation of the 106 fragment  
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Figure 2.9. Collisionally activated CCS profiles of [M+H]+ ions for (a) 3-ring MDA and 
(b) 4-ring MDA. Center of mass energies are shown.  The inset relative percentages 
represent signal intensities compared to those without collisional activation.  Vertical 
lines are added for visual alignment. Collision-induced dissociation curves monitoring 
the transition of precursor ions to fragment ions for (c) 3-ring MDA and for (d) 4-ring 
MDA. Center of mass collision energies (CE) are shown on the lower axis. (See text for 
details). 
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ion forming at higher collision energies further indicates that the structures shown in 

Figure 1a are accurate structural depictions of the 3-ring and 4-ring isomers.  However, 

when comparing the Figure 2.9c,d with the 2-ring MDA breakdown curves in Figure 2.3 

there is a notable difference between the 3-ring and 4-ring isomers, relative to the 2-ring 

isomers.  Specifically, the 2-ring isomers showed ~30% fragmentation at a center-of-

mass (COM) of 4.0 eV, and the 4-ring isomer in this work shows essentially the same 

behavior in Figure 2.9d. On the other hand, the 3-ring isomer requires a collision energy 

of 5.8 eV to reach a similar 30% fragmentation yield. This indicates that there must be a 

significant structural difference between the 3-ring and 4-ring isomers, making 

production of 106 Da ions a higher energy pathway in the 3-ring isomer system, vide 

infra.  

II. Structural analysis using IM-MS and computational methods 

Collision cross section (CCS) values were measured for the [M+H]+ ions using both 

TWIM and DTIM instrumentation and are provided in Table 2.3. The number of 

measurements for each CCS value is shown in parentheses. Slight differences were 

observed for the N2 CCS values between the two instrument platforms most likely 

reflecting the chemical mismatch of the TAA calibration standards used for TWIM CCS 

measurements.  As discussed in Section 2.3, these differences likely reflect the exposure 

of the proton charge on the MDA molecules, which would result in stronger inelastic 

interactions with the N2 buffer gas, as compared to the charge-shielded 

tetraalkylammonium salts used for calibration.  Of particular note is the second 

conformation observed in the mobility spectrum for 4-ring MDA using the TWIM 

(199.5Å2), but not observed in the DTIM analysis.  This is reflective of the gas phase  



	
   78	
  

 
 
 
 
 
 
 
 
 
 
 
 
Table 2.3. Collision cross section values for 3-ring and 4-ring MDA ions obtained on 
TWIM and drift tube IM-MS instrumentation. Errors shown represent the respective 
standard deviations. The number of measurements on which each CCS value is based are 
shown in parentheses. 
 

MDA Species 
(Ion) 

TWIM N2  
(Å2) 

DTIM N2  
(Å2) 

DTIM He 
(Å2) 

3-ring [M+H]+ 

 
171.3 ± 0.1 (n=6) 178.7 ± 0.6 (n=14) 105.5 ± 0.6 (n=18) 

4-ring [M+H]+ (1) 
 

191.2 ± 0.7 (n=6) 202.1 ± 1.0 (n=14) 132.7 ± 1.1 (n=19) 

4-ring [M+H]+ (2) 199.5 ± 1.0 (n=6) N/A N/A 
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stability of these ions and will be discussed in greater detail later.  CCS values were also 

obtained in helium in order to provide better comparison with the theoretical CCS values 

calculated for the computationally generated conformations. Alignment of theoretical and 

experimental data in both helium and nitrogen drift gases is available in the Appendix B, 

Figures B.28 and B.29. 

The TWIM, IM traces obtained in nitrogen shown in Figure 2.10a indicate two 

conformations for both the 3-ring and 4-ring MDA species. The larger CCS conformation 

observed for the 3-ring MDA species is much less abundant than the smaller CCS 

conformation, accounting for ~2%.  For the 4-ring MDA, the larger CCS conformation is 

more abundant than the smaller CCS conformation, the latter accounting for ~8% of the 

intensity.   The IM-MS/MS structural depletion study in Figure 2.9 shows the stability of 

these conformations at varying collision energies. The mobility profiles were obtained at 

increasing collision energies to compare the depletion rates of the precursor ions. Only 

the smaller CCS 3-ring MDA conformation appears once collision energy is applied 

(Figure 2.9a) compared to the IM trace with no collision energy (Figure 2.10a). The two 

conformations for the 4-ring MDA are visible for all collision energies used.  Figure 2.9b 

also shows that the larger CCS conformation of the 4-ring MDA decreases at a much 

faster rate (100% to 52% to 6%) than the smaller CCS conformation (100% to 73% to 

43%) indicating that the species having the larger CCS conformation is less stable than 

species represented by the smaller CCS.   

In order to facilitate direct comparison between the 3-ring and 4-ring MDA 

structures, the COM collision energies are considered. Using COM energies, the 1.2 eV 

in the middle panel for the 3-ring MDA can be compared with the 1.3 eV in the bottom  
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Figure 2.10. (a) CCS profiles for 3-ring MDA (top) and 4-ring MDA (bottom) extracted 
from TWIM data. (b) Conformational space plots for the possible protonation sites of 3-
ring MDA (top) and 4-ring MDA (bottom) generated using computational conformational 
search methods. The theoretical helium CCS is plotted against the relative energy for 
each conformation. Theoretical conformations for each protonation site are black, red, 
and blue respectively across the structure depicted in Figure 1 for the 3-ring MDA and 
black, red, cyan, and blue respectively across the structure for the 4-ring MDA. Insets of 
the conformations resulting from individual protonation species are shown in (c) and (d) 
to clarify the conformational clusters present on each plot. 
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panel for the 4-ring MDA, showing that the 3-ring and smaller 4-ring MDA CCS 

conformations decrease at similar percentages (~50%) which suggests that the two have 

similar structural conformations. It is also worth noting that the depletion rates do not 

mimic those observed for the 4,4’, 2,2’, or 2,4’ 2-ring MDA isomers in Figure 2.5.  This 

observation suggests two differences between the 2-ring MDA isomers and 3-ring and 4-

ring MDA. First, in Figure 2.5, the 4,4’-MDA 2-ring isomer has the same [M+H]+ 

intensity at 0.0 and 1.7 eV, and decreased only to 46.2% at 4.2 eV. In this work the 3-ring 

isomer [M+H]+ intensity in Figure 2.9a is reduced to 13.2% at 1.7 eV, while the major 4-

ring isomer peak shows only 6.1% at 1.3 eV in Figure 2.9b. This suggests that, although 

the 4,4’-MDA 2-ring, the 3-ring, and the 4-ring isomers all have terminal para-amino 

groups, different processes dominate fragmentation for the higher order multimers which 

are characterized by the m/z 211 and 106 fragments.  Second, the behavior of the lower 

abundance peak in Figure 2.9b extrapolates to a value of about 25% intensity for the 

energy of 1.7 eV, a behavior comparable to that of the 2,2’ and 2,4’-MDA 2-ring isomers 

from our earlier study. These observations indicate that fragmentation of the 3-ring and 4-

ring isomers must be dominated by the internal amine group(s), leading to lower energy 

pathways, vide infra. 

Computational modeling generates theoretical structures that can be aligned with 

the experimental data according to their CCS values.  This gives insight into the 

conformations that were observed experimentally and why a difference in stability is 

observed. For both 3-ring and 4-ring MDA, the structures shown in Figure 1a were 

modeled separately with an additional proton for each possible protonation site.  This 
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resulted in 3 unique starting structures for the 3-ring MDA and 4 unique starting 

structures for the 4-ring MDA. The conformational space plots based on the molecular 

dynamics conformational space sampling simulations are shown in Figure 2.10b.  The 

overlaid colors on the conformational space plots represent independently modeled 

protonation sites, with the color scheme following protonation on the amine nitrogen 

from left to right across the structures shown in Figure 1a.  For the 3-ring MDA, the 

protonation sites are indicated in black, red, and blue respectively across the structure and 

for the 4-ring MDA the protonation sites are indicated in black, red, cyan, and blue 

respectively across the structure. Figure 2.10c,d show the results from each independently 

modeled protonation site that are combined in Figure 2.10b. Conformation space plots for 

each protonation site for both helium and nitrogen exhibit similar distributions as seen in 

Appendix B, Figures B.28 and B.29. The plots in Figure 2.10b show two distinct 

conformational clouds indicated with the black circles for both the 3-ring and 4-ring 

MDA, which agrees with the experimental bimodal IM traces in Figure 2.10a. 

 Figure 2.11 shows selected conformations based on root mean squared deviation 

(RMSD) clustering and alignment with experimental CCS values. Each conformation is 

labeled with its theoretical CCS value along with the percentage of conformations that 

the structure represents based on RMSD clustering analysis. Each conformation shown 

represents a different protonation site and thus a separately modeled set of conformations. 

The percentage indicates how representative the conformation shown is of the 

independently modeled protonation sites and therefore do not show relations between the 

conformations in Figure 2.11 since each of these protonated species was modeled  
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Figure 2.11. RMSD clustering representatives from computational conformational 
sampling are shown for each of the protonation sites for the 3-ring MDA (a-c) and for the 
4-ring MDA (d-i). Labeled bond distances are used to show the proximity of the 
additional proton to the terminal nitrogen or bridging carbon that would lead to a 1,5-
hydrogen shift fragmentation. 
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separately. A comprehensive set of representative conformations that were generated for 

each protonation site can be found in Appendix B, Figures B.30-B.56.   

Conformations for the 3-ring MDA are shown in Figure 2.11a-c.  The conformations 

in Figure 2.11a,b represent the smaller CCS conformational space cluster and are the 

result obtained when protonation occurs at the amines on the terminal rings. These 

conformations agree with experimental CCS helium values obtained on the DTIM 

instrument (Table 2.3) and are the most representative structures based on RMSD 

clustering analysis.  The smaller CCS, and more stable conformation of the 3-ring MDA, 

reflects the structure in which the two external amine groups share the additional proton. 

Likewise, the conformation in Figure 2.11c is representative of protonation on the 

internal amine and aligns with the larger CCS conformational space cluster for the 3-ring 

MDA (Figure 2.10b). This conformation is a cluster representative structure, but due to 

gas-phase stability does not have a corresponding experimental CCS value from the 

DTIM instrument.  Given that the CCS value we observe experimentally for the 3-ring 

MDA aligns with the smaller CCS conformational cluster, we surmise that the larger 

experimental CCS value corresponds to the larger CCS conformational space cloud.  The 

position of the proton on the internal amine is very similar to that of protonation on both 

the 2,2’ and 2,4’ 2-ring MDA species when protonation occurs on the ortho amine.  It is 

also important to note that this additional proton on the amine is aligned in an 

energetically favorable position with the most basic region of the adjacent aniline ring. 

 For the 4-ring MDA, two conformational clusters exist in Figure 2.10b with 

representative structures shown in Figure 2.11d-i.  The conformations in Figure 2.11d,e 

are representative of the smaller CCS cluster, in agreement with Table 2.3, and represent 
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conformations that are protonated on the external amines.  Protonation at the periphery of 

the molecule form smaller CCS conformations, similar to the 3-ring MDA, that wrap 

around and share the proton between the two external amine groups. The conformations 

in Figure 2.11f-i are representative of the larger CCS cluster, for which there are two 

possibilities.  The first is shown in Figure 2.11f,g where protonation occurs on the 

external amines, similar to the conformations in Figure 2.11d,e, but here the 

conformation remains in an extended form rather than forming a cyclic species to share 

the proton.  Figure 2.11h,i shows the other possibility where protonation occurs on one of 

the two internal amines.  Again, this position of the proton on the internal amine is very 

similar to that of protonation on both the 2,2’- and 2,4’- 2-ring MDA species when 

protonated on the ortho amine.  This similarity suggests the 3-ring and 4-ring MDA 

should fragment via a similar mechanism to that of the 2-ring MDA. 

 There is an interesting difference in the IM intensities shown in Figure 2.9a,b for 

both the 3-ring and 4-ring MDA. As indicated above, the 3-ring MDA peak 

corresponding to the lower CCS structures (Figure 2.11a,b) is intense, whereas the lower 

CCS peak for the 4-ring MDA spectra (Figure 2.11d,e) is much lower in abundance. 

Also, the onset of the 106 Da fragment peak is accessed at higher collision energies for 

the 3-ring isomer, as seen in Figure 2.9c. These observations correlate well with the 

known behavior of macrocyclic structures. Specifically, there is an optimum size for the 

formation of large cyclic structures, the most stable in the range of 15 atoms in the ring.49 

The cyclic 3-ring MDA structures in Figure 2.11a,b have 16 atoms while the cyclic 4-ring 

MDA structures in Figure 2.11d,e are composed of 20 atoms, and thus the former should 

be more stable than the latter. Compatible with this, the non-cyclic structures in Figure 
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2.11f,g are prominent for the 4-ring MDA, but not for the 3-ring isomer. Because of the 

shared hydrogen in Figure 2.11a,b this stability is reflected in the higher fragmentation 

energy required for dissociation of the 3-ring MDA.  A similar effect has been noted 

previously for hydrogen transfer reactions in the MS/MS fragmentation of aramids.50  

III. Mechanism for protonation and fragmentation of MDA isomers 

Based on the conformational observations from both IM and theoretical simulations 

and the results from tandem MS studies, fragmentation mechanisms can be suggested for 

both the 3-ring and 4-ring MDA species.  These mechanisms are shown in Figure 2.12.  

For the 3-ring MDA, there are two fragments in the MS/MS spectra in Figure 2.8b at 106 

and 211 Da compared to the 2-ring MDA isomers which only yielded a single fragment 

at 106 Da. Figure 2.12a shows how both of these fragments are formed from the 304 Da 

precursor ion.  Here, the 106 Da fragment forms via an α-cleavage reaction of the 304 Da 

ion that also results in the loss of a neutral 198 Da fragment that mimics the 2,4’ 2-ring 

MDA. The conformation of the 304 Da precursor ion for this reaction is shown in Figure 

2.11a,b and has a theoretical He CCS of 105.3 Å2 which is very similar to the He 

experimental value in Table 1 of 105.5 Å2. As previously mentioned, the 15-member ring 

present in these conformations is energetically favorable and must therefore be opened 

before the α-cleavage reaction can occur.  This explains why there is not significant 

formation of the 106 Da fragment in Figure 2.9c until ca. 4 eV. Figure 2.9c also shows 

that at 0 eV the 304 Da fragment is already converted to the 211 Da fragment over 70%, 

suggesting that this fragmentation pathway is readily accessible. This low energy 1,5 

hydrogen shift mechanism was previously observed for the 2,2’ and 2,4’ 2-ring MDA  
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Figure 2.12. Proposed fragmentation pathways for 3-ring and 4-ring MDA structures. 
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isomers, but not with protonation on an internal amine as show here in Figure 2.12a with 

the 3-ring MDA. Although the larger 3-ring conformation shown in Figure 2.11c does not 

have a corresponding experimental He CCS value, this conformation is assigned to the 

304 Da precursor ion for the 1,5 hydrogen shift fragmentation pathway due to the 

location of the additional proton near the most basic site on the adjacent aniline ring. This 

1,5 hydrogen shift fragmentation results in loss of neutral aniline as well as the 211 Da 

fragment. 

For the 4-ring MDA there are three fragments present in the MS/MS spectra in Figure 

2.8b at 106, 211, and 316 Da. Figure 2.12b shows how these three fragment ions are 

formed from the 409 Da precursor ion. Similar to the 3-ring MDA, the 106 Da fragment 

forms via a high-energy α-cleavage reaction. Also similar to the 3-ring MDA, the 4-ring 

MDA forms a cyclic conformation as seen in Figure 2.11d,e with theoretical He CCS 

values of 133.1 and 132.7 Å2 respectively. These conformations exhibit the best 

agreement with the experimental He CCS value of 132.7 Å2 in Table 2.3. At 20 atoms 

though, these cyclic structures are no longer as energetically favored as the 3-ring MDA 

and therefore the extended conformations shown in Figure 2.11f,g are also possible. The 

proposed favorability of this extended conformation is further validated by the 

observation that significant production of the 106 Da fragment occurs at 2.75 eV in 

Figure 2.9d compared to the 4 eV for the 3-ring MDA. Additionally, the larger CCS 

conformation for the 4-ring MDA is more abundant than the smaller CCS conformation 

in Figure 2.10a. Figure 2.9d also shows that the 409 Da precursor ion has converted to 

the 316 Da fragment at 94% at 0 eV. Similar to the 3-ring MDA, the low energy 1,5 

hydrogen shift fragmentation mechanism is initiated by protonation on an internal amine, 
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which is represented by the conformation in Figure 2.11h. This fragmentation reaction 

results in loss of neutral aniline as well as the 316 Da ion fragment. The 211 Da fragment 

of the 4-ring MDA also occurs via a 1,5 hydrogen shift initiated by protonation on an 

internal amine, but instead of the protonated amine being located adjacent to an external 

aniline this internal amine is located directly in the middle of the 4-ring MDA structure 

with two 2-ring MDA units on each side as shown in the conformation in Figure 2.11i. In 

order for the fragmentation mechanism to occur, a larger portion of the structure must be 

orientated such that the additional proton is in proximity to the most basic site on the 

adjacent aniline ring.  This explains why significant formation of the 211 Da fragment 

does not occur until 2.25 eV in Figure 2.9d. These fragmentation mechanisms observed 

for the 3-ring and 4-ring MDA, which mimic the α-cleavage and 1,5 hydrogen shift 

observed for the 2-ring MDA isomers, will serve as the basis for characterizing larger 

MDA sample mixtures possessing additional internal amines which can serve as possible 

protonation sites. 

 
2.5 Conclusions 
 
 In this study, 2-ring MDA structural isomers have been characterized and 

differentiated by their gas-phase stabilities and potential protonation sites using a 

combination of MS, IM, and structural insights guided by theoretical modeling. Our 

results confirm that, similar to aniline, MDA may be protonated at either amine positions 

or at ring positions in the gas-phase. Structural differences between positional isomers 

play a large role in determining the gas-phase stability, as does the site of protonation. 

The collective use of tandem MS, IM-MS, IM-MS/MS, and computational methods 
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allowed us to gain significant structural understanding of this system and suggests that a 

holistic approach to studying positional isomers is of great utility. 

 Industrial grade MDA, which is used to synthesize polyurethanes, is comprised 

primarily of 4,4’-MDA but also 2,2’-MDA, 2,4’-MDA, and larger multimers. Based on 

the data presented in this paper, we hypothesize that previous studies on MDA mixtures 

which focused primarily on 4,4’-MDA did so due to the large difference in gas-phase 

stability between 4,4’-MDA and the other two isomers, 2,2’-MDA and 2,4’-MDA. These 

isomers were likely in low abundance in MDA samples; however, due to metastable 

fragmentation, the researchers were likely unable to detect them.  

In this study, 3-ring and 4-ring MDA species were also characterized using an 

MS-based analytical approach.  We conclude that the protonation sites for the 3-ring and 

4-ring MDA regioisomers are only at the amine group.  Additionally we determined that 

protonation on either external or internal amine groups greatly influences the gas-phase 

stability of these species. The use of MS/MS, IM-MS, and computational modeling 

allowed for the structural characterization of these gas-phase ions and further promotes 

the benefit of combining several different MS-based technologies for comprehensive 

characterization studies. 

These larger MDA units are composed primarily of linking anilines with the 

amine group in the para position to the bridging carbon, but do not maintain the gas-

phase stability of the 4,4’-MDA due to possible protonation on internal amine groups, 

leading to charge-directed fragmentation of the 3-ring and 4-ring MDA. A thorough 

understanding of the fragmentation mechanisms initiated by internally protonated amines 

for both the 3-ring and 4-ring MDA will greatly facilitate the interpretation of 
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fragmentation spectra of the larger MDA units which are expected to dissociate via 

similar mechanisms. Further studies on larger MDA units will allow us to observe if this 

trend continues as chain length increases or if other, more stable attachment patterns 

form. Understanding that these chains fragment easily when protonated on internal 

amines will prove helpful when identifying the structures of precursor and fragment ions 

with MS.  Tandem MS studies will provide fragmentation titration curves that can be 

compared to those for the 2-, 3-, and 4-ring MDA to determine if ions formed from the 

larger MDA units fragment via similar pathways.  IM and theoretical simulations have 

been demonstrated to separate different protonation sites for the 2-, 3-, and 4-ring isomers 

and should help to identify different conformers in mixtures of larger MDA species, 

where the structural heterogeneity is more diverse. 

 A more thorough understanding of MDA behavior in the gas-phase will lead to a 

more comprehensive characterization of industrial MDA mixtures and better 

understanding of polyurethane fragmentation in mass spectrometry. In future studies, we 

look to structurally characterize larger MDA oligomers, complex MDA, and complex 

MDI mixtures using not only ESI-IM-MS but also MALDI-IM-MS. Our results on the 2-

ring MDA compounds suggest IM-MS methods of characterizing larger multimers and 

MDA mixtures will prove beneficial to fully understand not only the molecular 

composition of the sample but also the structural differences between isobaric species 

within the sample. These differences, invisible to most polymer characterization methods, 

likely play a role in the resulting gas-phase structures of the polyurethanes.  

 

 



	
   92	
  

2.6 Acknowledgements 

I would like to thank Dr. Stefan Wershofen for providing 4,4’-, 2,4’-, and 2,2’-2-ring, 3-

ring and 4-ring MDA samples. I also acknowledge the characterization support of Dr. 

Don Stec and the Vanderbilt NMR facilities, which is supported by the National Institute 

of Health (NIH, grant award number S10 RR019022).  Additionally, I acknowledge the 

Vanderbilt Center for Structural Biology and Dr. Terry Lybrand for computational 

support and the Searle Systems Biology and Bioengineering Undergraduate Research 

Experience (SyBBURE) Program for summer support for Nicholas W. Kwiecien and 

Tiffany M. Onifer for experimental work. This research was funded by the Defense 

Threat Reduction Agency under Grants HDTRA1-09-1-00-13 and DTRA100271 A-

5196; and the Defense Advanced Research Projects Agency under Grant W911NF-12-2-

0036; and the National Institutes of Health UH2RT000491. 

 

  



	
   93	
  

2.7 References 

1. Chattopadhyay, D. K.; Raju, K. Structural engineering of polyurethane coatings 
for high performance applications. Progress in Polymer Science 2007, 32 (3), 
352-418. 

 
2. Eifler, W.; Ick, J. U.S. Patent 4,189,443, February 19, 1980. 

 
3. van den Berg, H.; van der Ham, L.; Gutierrez, H.; Odu, S.; Roelofs, T.; de 

Weerdt, J. Phosgene free route to Methyl Diphenyl Diisocynate (MDI): A 
technical and economical evaluation. Chemical Engineering Journal 2012, 207-
208, 254-257. 

 
4. Skarping, G.; Dalene, M. Determination of 4, 4′-methylenediphenyldianiline 

(MDA) and identification of isomers in technical-grade MDA in hydrolysed 
plasma and urine from workers exposed to methylene diphenyldiisocyanate by 
gas chromatography-mass spectrometry. Journal of Chromatography B: 
Biomedical Sciences and Applications 1995, 663 (2), 209-216. 

 
5. Cocker, J.; Brown, L. C.; Wilson, H. K.; Rollins, K. A GC/MS method for the 

determination of 4, 4′-diaminodiphenylmethane and substituted analogues in 
urine. Journal of Analytical Toxicology 1988, 12 (1), 9-14. 

 
6. Bailey, E.; Brooks, A. G.; Bird, I.; Farmer, P. B.; Street, B. Monitoring exposure 

to 4, 4′-methylenedianiline by the gas chromatography-mass spectrometry 
determination of adducts to hemoglobin. Analytical Biochemistry 1990, 190 (2), 
175-181. 

 
7. Chen, K.; Dugas, T. R.; Cole, R. B. Identification of metabolites of 4, 4′‐

methylenedianiline in vascular smooth muscle cells by liquid chromatography‐
electrospray tandem mass spectrometry. Journal of Mass Spectrometry 2006, 41 
(6), 728-734. 

 
8. Chen, K.; Dugas, T. R.; Cole, R. B. Liquid chromatography–electrospray tandem 

mass spectrometry investigations of fragmentation pathways of biliary 4, 4′-
methylenedianiline conjugates produced in rats. Analytical and Bioanalytical 
Chemistry 2008, 391 (1), 271-278. 

 
9. Chen, K.; Cole, R. B.; Santa Cruz, V.; Blakeney, E. W.; Kanz, M. F.; Dugas, T. 

R. Characterization of biliary conjugates of 4, 4′-methylenedianiline in male 
versus female rats. Toxicology and Applied Pharmacology 2008, 232 (2), 190-
202. 

 
10. Johnson, J. R.; Karlsson, D.; Dalene, M.; Skarping, G. Determination of aromatic 

amines in aqueous extracts of polyurethane foam using hydrophilic interaction 



	
   94	
  

liquid chromatography and mass spectrometry. Analytica Chimica Acta 2010, 678 
(1), 117-123. 

 
11. Pezo, D.; Fedeli, M.; Bosetti, O.; Nerín, C. Aromatic amines from polyurethane 

adhesives in food packaging: the challenge of identification and pattern 
recognition using quadrupole-time of flight-mass spectrometry. Analytica 
Chimica Acta 2012, 756, 49-59. 

 
12. Wang, C. Y.; Li, H. Q.; Wang, L. G.; Cao, Y.; Liu, H. T.; Zhang, Y. Insights on 

the mechanism for synthesis of methylenedianiline from aniline and 
formaldehyde through HPLC–MS and isotope tracer studies. Chinese Chemical 
Letters 2012, 23 (11), 1254-1258. 

 
13. McDaniel, E. W. Collision phenomena in ionized gases. Wiley: New York, 1964. 
 
14. McDaniel, E. W.; Mason, E. A. Mobility and diffusion of ions in gases. John 

Wiley and Sons: New York, 1973. 
 
15. Mason, E. A. Ion mobility: its role in plasma chromatography. In Plasma 

Chromatography, 1984. 
 
16. Eiceman, G. A.; Karpas, Z. Ion Mobility Spectrometry, Second Edition. CRC 

Press: Boca Raton, FL, 2005; p 360 pp. 
 
17. Ruotolo, B. T.; Benesch, J. L. P.; Sandercock, A. M.; Hyung, S.-J.; Robinson, C. 

V. Ion mobility–mass spectrometry analysis of large protein complexes. Nature 
Protocols 2008, 3 (7), 1139-1152. 

 
18. Wilkins, C. L.; Trimpin, S. Ion Mobility Spectrometry-Mass Spectrometry: 

Theory and Applications. CRC Press: Boca Raton, FL, 2011. 
 
19. Hines, K. M.; Enders, J. R.; McLean, J. A. Multidimensional Separations by Ion 

Mobility‐Mass Spectrometry. John Wiley & Sons: New York. 
 
20. Hilton, G. R.; Jackson, A. T.; Thalassinos, K.; Scrivens, J. H. Structural analysis 

of synthetic polymer mixtures using ion mobility and tandem mass spectrometry. 
Analytical Chemistry 2008, 80 (24), 9720-9725. 

 
21. Gies, A. P.; Kliman, M.; McLean, J. A.; Hercules, D. M. Characterization of 

branching in aramid polymers studied by MALDI− ion mobility/mass 
spectrometry. Macromolecules 2008, 41 (22), 8299-8301. 

 
22. Trimpin, S.; Clemmer, D. E. Ion mobility spectrometry/mass spectrometry 

snapshots for assessing the molecular compositions of complex polymeric 
systems. Analytical Chemistry 2008, 80 (23), 9073-83. 

 



	
   95	
  

23. Li, X.; Guo, L.; Casiano-Maldonado, M.; Zhang, D.; Wesdemiotis, C. Top-down 
multidimensional mass spectrometry methods for synthetic polymer analysis. 
Macromolecules 2011, 44 (12), 4555-4564. 

 
24. Hoskins, J. N.; Trimpin, S.; Grayson, S. M. Architectural differentiation of linear 

and cyclic polymeric isomers by ion mobility spectrometry-mass spectrometry. 
Macromolecules 2011, 44 (17), 6915-6918. 

 
25. Hagen, D. F. Characterization of isomeric compounds by gas and plasma 

chromatography. Analytical Chemistry 1979, 51 (7), 870-874. 
 
26. Hagen, D. F.; Carr, T. W. Characterization of Isomers by Plasma 

Chromatography. Plenum Press: New York: 1984. 
 
27. Wesdemiotis, C.; Solak, N.; Polce, M. J.; Dabney, D. E.; Chaicharoen, K.; 

Katzenmeyer, B. C. Fragmentation pathways of polymer ions. Mass Spectrometry 
Reviews 2011, 30 (4), 523-559. 

 
28. Lapthorn, C.; Dines, T. J.; Chowdhry, B. Z.; Perkins, G. L.; Pullen, F. S. Can ion 

mobility mass spectrometry and density functional theory help elucidate 
protonation sites in 'small' molecules? Rapid Communications in Mass 
Spectrometry 2013, 27 (21), 2399-2410. 

 
29. Tintaru, A.; Chendo, C.; Wang, Q.; Viel, S.; Quéléver, G.; Peng, L.; Posocco, P.; 

Pricl, S.; Charles, L. Conformational sensitivity of conjugated poly (ethylene 
oxide)-poly (amidoamine) molecules to cations adducted upon electrospray 
ionization–A mass spectrometry, ion mobility and molecular modeling study. 
Analytica Chimica Acta 2014, 808, 163-174. 

 
30. Campuzano, I.; Bush, M. F.; Robinson, C. V.; Beaumont, C.; Richardson, K.; 

Kim, H.; Kim, H. I. Structural characterization of drug-like compounds by ion 
mobility mass spectrometry: comparison of theoretical and experimentally 
derived nitrogen collision cross sections. Analytical Chemistry 2011, 84 (2), 
1026-1033. 

 
31. Sleno, L.; Volmer, D. A. Ion activation methods for tandem mass spectrometry. 

Journal of Mass Spectrometry 2004, 39 (10), 1091-1112. 
 
 
32. Rodgers, M. T.; Armentrout, P. B. Noncovalent metal–ligand bond energies as 

studied by threshold collision‐induced dissociation. Mass Spectrometry Reviews 
2000, 19 (4), 215-247. 

 
33. May, J. C.; Goodwin, C. R.; Lareau, N. M.; Leaptrot, K. L.; Morris, C. B.; 

Kurulugama, R. T.; Mordehai, A.; Klein, C.; Barry, W.; Darland, E. 
Conformational Ordering of Biomolecules in the Gas Phase: Nitrogen Collision 



	
   96	
  

Cross Sections Measured on a Prototype High Resolution Drift Tube Ion 
Mobility-Mass Spectrometer. Analytical Chemistry 2014, 86 (4), 2107-2116. 

 
34. Wyttenbach, T.; Bowers, M. T. Gas-phase conformations: The ion mobility / Ion 

Chromatography Method. In Modern Mass Spectrometry, Springer: 2003; pp 207-
232. 

 
35. Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; 

Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci, B.; Petersson, G. A. et. al. 
Gaussian 09, Revision A. 02, Gaussian. Inc., Wallingford, CT 2009, 2 (3), 4. 

 
36. Case, D. A.; Darden, T. A.; Cheatham Iii, T. E.; Simmerling, C. L.; Wang, J.; 

Duke, R. E.; Luo, R.; Walker, R. C.; Zhang, W.; Merz, K. M. AMBER 11. 
University of California, San Francisco 2010, 142. 

 
37. Case, D. A.; Babin, V.; Berryman, J.; Betz, R. M.; Cai, Q.; Cerutti, D. S.; 

Cheatham Iii, T. E.; Darden, T. A.; Duke, R. E.; Gohlke, H. Amber 14 2014. 
 
38. Bayly, C. I.; Cieplak, P.; Cornell, W.; Kollman, P. A. A well-behaved 

electrostatic potential based method using charge restraints for deriving atomic 
charges: the RESP model. The Journal of Physical Chemistry 1993, 97 (40), 
10269-10280. 

 
39. Wyttenbach, T.; Helden, G. v.; Batka Jr, J. J.; Carlat, D.; Bowers, M. T. Effect of 

the long-range potential on ion mobility measurements. Journal of the American 
Society for Mass Spectrometry 1997, 8 (3), 275-282. 

 
40. Mesleh, M. F.; Hunter, J. M.; Shvartsburg, A. A.; Schatz, G. C.; Jarrold, M. F. 

Structural information from ion mobility measurements: effects of the long-range 
potential. The Journal of Physical Chemistry 1996, 100 (40), 16082-16086. 

 
41. Shvartsburg, A. A.; Jarrold, M. F. An exact hard-spheres scattering model for the 

mobilities of polyatomic ions. Chemical Physics Letters 1996, 261 (1), 86-91. 
 
42. Bush, M. F.; Campuzano, I. D. G.; Robinson, C. V. Ion Mobility Mass 

Spectrometry of Peptide Ions: Effects of Drift Gas and Calibration Strategies. 
Analytical Chemistry 2012, 84 (16), 7124-7130. 

 
43. Rappoport, Z. The chemistry of anilines. John Wiley & Sons: 2007; Vol. 169. 
 
44. Lau, Y. K.; Kebarle, P. Substituent effects on the intrinsic basicity of benzene: 

proton affinities of substituted benzenes. Journal of the American Chemical 
Society 1976, 98 (23), 7452-7453. 

 



	
   97	
  

45. Karpas, Z.; Berant, Z.; Stimac, R. M. An ion mobility spectrometry/mass 
spectrometry (IMS/MS) study of the site of protonation in anilines. Structural 
Chemistry 1990, 1 (2-3), 201-204. 

 
46. Roy, R. K.; De Proft, F.; Geerlings, P. Site of protonation in aniline and 

substituted anilines in the gas phase: a study via the local hard and soft acids and 
bases concept. The Journal of Physical Chemistry A 1998, 102 (35), 7035-7040. 

 
47. Russo, N.; Toscano, M.; Grand, A.; Mineva, T. Proton affinity and protonation 

sites of aniline. Energetic behavior and density functional reactivity indices. The 
Journal of Physical Chemistry A 2000, 104 (17), 4017-4021. 

 
48. Lalli, P. M.; Iglesias, B. A.; Toma, H. E.; Sa, G. F.; Daroda, R. J.; Silva Filho, J. 

C.; Szulejko, J. E.; Araki, K.; Eberlin, M. N. Protomers: formation, separation and 
characterization via travelling wave ion mobility mass spectrometry. Journal of 
Mass Spectrometry 2012, 47 (6), 712-719. 

 
49. Wilen, S. H.; Mander, L. N.; Eliel, E. L. Stereochemistry of organic compounds. 

John Wiley: 1994. 
 
50. Gies, A. P.; Ellison, S. T.; Stow, S. M.; Hercules, D. M. Matrix-assisted laser 

desorption/ionization-time-of-flight/time-of-flight collision-induced dissociation 
study of poly (< i> p</i>-phenylenediamine terephthalamide) fragmentation 
reactions. Analytica Chimica Acta 2014, 808, 124-143. 

  



	
   98	
  

 
CHAPTER 3 

 
 

DISTANCE GEOMETRY PROTOCOL TO GENERATE CONFORMATIONS  
 

OF NATURAL PRODUCTS AND METABOLITES TO  
 

STRUCTURALLY INTERPRET ION MOBILITY-MASS SPECTROMETRY  
 

COLLISION CROSS SECTIONS 
 

 
3.1. Introduction 
 

 Ion mobility-mass spectrometry (IM-MS) is an analytical technique used 

to separate gas-phase ions based on their structural properties such as size and shape as 

well as their mass, in the IM and MS dimensions, respectively. The structural properties 

affect the ion’s collision cross section (CCS), or rotationally averaged surface area.1-3 

Ongoing efforts in our laboratories utilize IM-MS to aid in natural product discovery 

from bacterial colonies.4,5 IM-MS is often able to structurally separate the low-abundance 

secondary metabolites from the complex biological background, a key challenge in 

natural product discovery by MS. 

In an effort to help elucidate the structural information derived from CCS data, 

computational methods are often used to interpret IM-MS experiments.6-9 A 

computational algorithm is used to generate conformations of the molecule, defining its 

conformational space. Then, a theoretical CCS is calculated for each of the 

conformations. Conformations that fall within the experimental CCS range can then be 

further interrogated to provide a more detailed understanding of the molecular 

conformation(s) that are consistent with experiment. Table 3.1 lists methods commonly 

used for generating conformations in support of IM-MS experimental data. For large  
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Table 3.1. Representative IM-MS structural studies of different model systems. 
 

Computational Methods Model System 
Coarse-grained Modeling 

 
Protein Complexes10-13 

Virus14,15  

Molecular Dynamics 
(Simulated Annealing, Replica 

Exchange, etc.) 

Peptides17,18 

Carbohydrates19,20 

Natural Products4,21  
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systems such as protein complexes10-13 and virus assemblies14,15 coarse-grained methods 

are used to obtain the cross-sectional area. For smaller systems (peptides16-18 , 

carbohydrates19,20 , smaller molecules4,21, etc.), some form of molecular dynamics (MD) 

is the current method of choice. 

Long MD simulations with an appropriate force field for the molecule(s) of 

interest are typically required to obtain a thorough and useful conformational analysis. 

While the IM-MS experimental data can be generated rapidly (on the order of ms (IM) 

and µs (MS)), MD simulations for conformational analysis are quite time consuming 

(days to weeks depending on the modeled structures). Furthermore, natural products are a 

very structurally diverse group of molecules, and this can make appropriate force field 

selection difficult.  Although force fields exist that can describe many natural product 

molecules realistically, it is not clear that any current force field is appropriate for all 

members of this diverse class of molecules. If an inappropriate force field is used in the 

MD simulation, the resulting molecular conformations might be chemically 

unreasonable. One possible solution is to generate new potential function parameters for 

each molecule of interest, but this can be a time-consuming process if large numbers of 

molecules need to be studied. An alternative solution is to use computational techniques 

that do not rely on a force field for conformational sampling.  

Distance geometry generates molecular conformations by sampling different 

possible inter-atomic distances between all pairs of atoms in the molecule.22,23 Upper and 

lower distance limits, or bounds, are defined for each pair of atoms in the molecule and 

then a distance within these bounds is selected randomly for each pair. Lower bounds are 

typically adjusted to avoid atomic overlaps (i.e., the lower bound may be set as the sum 
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of the van der Waals radii of the atom pair), while upper bounds can be set at an 

arbitrarily large value to increase the number of possible conformations that are 

generated. Note that as the upper bound is increased, a larger number of chemically 

unreasonable conformations will be generated. To limit the number of chemically 

unreasonable conformations generated, bounds for covalently bonded atom pairs are 

normally restricted to values quite close to the corresponding equilibrium bond lengths. 

Pair distances for atoms involved in bond angles at sp2- and sp3-hybridized atoms can 

also be restricted to produce chemically reasonable angle values, and additional restraints 

are routinely imposed to preserve stereochemistry at chiral centers. The set of selected 

atom-pair distances is then converted to the corresponding set of Cartesian coordinates 

that define the unique molecular conformation. By selecting different random distances 

for each pair of atoms in subsequent iterations, a collection of unique molecular 

conformations is generated. Since IM-MS experiments are conducted with ionized 

molecules, a cation is then added to each generated conformer, based on the minimum of 

the calculated molecular electrostatic potential grid. The cation-associated conformations 

generated with this computational protocol typically require brief geometry optimization 

to relieve any residual, small geometrical distortions (e.g., slightly distorted bond lengths, 

bond angles, etc.) and to optimize the cation position. These geometry optimization 

calculations can be performed with either a quantum mechanical (QM) method or 

molecular mechanics energy minimization with an appropriate force field. 

3.2. Experimental Section 

The steps for the suggested distance geometry protocol as well as the MD-based 

method are shown in Figure 3.1 with a more detailed discussion below. 
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Figure 3.1. A schematic workflow for conformational analyses using the distance 
geometry protocol and the MD-based protocol. 
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Molecular Dynamics Method 
 

An MD-based sampling protocol has been implemented where the system 

undergoes a single heating and cooling cycle during the calculation. One of the following 

two methods was used depending on which force field (GAFF24 or MMFF94x25) better 

described the molecule of interest.  

 For an MD simulation performed with the GAFF force field, a geometry 

optimization at the Hartree-Fock level with a 6-31G* basis set was performed with 

Gaussian0926 for each test molecule. Partial charges for each molecule were derived from 

an ab initio electrostatic potential calculation using a 6-31G* basis set, and fitted using 

the RESP27 program in AMBER28. XLEaP was then used to generate the molecule-

sodium complex. Chirality constraints were applied in the form of improper torsion 

angles and a distance restraint was placed on the sodium ion to keep it near the molecule 

during the simulation. Next, 1000 steps of steepest descent/ conjugate gradient energy 

minimization was performed with the sander module followed by a 10 ps MD simulation 

to heat the molecule to 1000 K. Then, a long MD simulation was run at 1000 K for 9000 

ps where structural snapshots were saved every 3ps during the simulation. Each snapshot 

was then cooled to 300 K during a 15 ps MD simulation followed by a short energy 

minimization. The MOBCAL implementation of the projection approximation, exact 

hard sphere scattering, or calibrated trajectory methods (depending on the size of the 

molecule) were used to calculate the CCS of each sodium-coordinated complex.29-31 

Specifically, for molecules containing less than 100 atoms, the projection approximation 

was used. For molecules containing more than 100 atoms, the exact hard sphere 

scattering method was used with one exception.  For erythromycin, which has several 
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oxygen atoms and a concave region between the two sugar rings a correlated trajectory 

method was used to achieve better alignment with the experimental data. 

An MD-based sampling method was also performed in the Molecular Operating 

Environment (MOE)32 program with the MMFF94x force field. The sodium-coordinated 

complexes generated for the AMBER MD simulations were used as starting structures. 

Chiral centers were fixed and a distance restraint was used to retain the sodium cation 

near the molecule during the simulation. Each sodium-coordinated complex was first 

energy minimized, and then heated to 800-1000 K over a 10 ps MD simulation. Next, a 

long MD simulation was run at that elevated temperature (800-1000 K) for 9000 ps 

where structural snapshots were saved every 3 ps during the simulation. These snapshots 

were then cooled to 300 K during a 15 ps MD simulation followed by a short energy 

minimization. As described above, MOBCAL was used to calculate the CCS of each 

sodium-coordinated complex. 

Distance Geometry 
 

All distance geometry calculations were performed with the DGEOM95 

program.33 Initial input structures for the DG calculations were obtained from structural 

databases or generated with a model building program (e.g., MOE), followed by 

geometry optimization in Gaussian09. DGEOM95 assigns connectivity and bond types 

based on input coordinates if connectivity information is not provided explicitly in the 

starting structure file. This information is used to assign distance restraints to actual bond 

lengths for covalently attached atoms and to detect non- and partially-rotatable bonds 

within the molecule. Torsions, or 1-4 distance restraints, are utilized for atoms in certain 

structural relationships.  Atoms attached to double bonds and atoms within aromatic rings 
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are set coplanar, while amide and ester torsion angles are set to 0 ± 15 degrees.  For all 

other torsion angles, lower bounds are set to +60 or -60 degrees (gauche orientations) for 

acyclic bonds and to eclipsed conformations for cyclic bonds or bonds adjacent to double 

bonds or aromatic rings by default. All other torsion angle upper bounds are set to 180 

degrees (trans conformations). Distance restraints for all other atom pairs are defined so 

that the lower distance bound is set to the sum of their van der Waals radii, while upper 

distance bounds are set to the length of the longest chain between the two atoms (i.e., the 

largest possible distance permitted by the series of bonds that connect the two atoms). In 

addition to these distance restraints, chiral centers are maintained by calculating the 

vector cross product of the tetrahedron enclosed by the four atoms attached to the chiral 

center and then ensuring the sign of the vector cross product remains the same in 

generated structures.   

Once these distance restraints are generated, the triangle inequality theorem is 

used to verify that all distances are geometrically consistent. The triangle inequality 

theorem simply states that for any set of three atoms A, B, and C, the distance between 

atoms A-B cannot be longer than the sum of the distances between atoms A-C and B-C. 

Random pairwise distances that fall within the defined bounds are then selected through a 

partial metrization method that ensures that the majority of the random pairwise distances 

satisfy the triangle inequality.34 The set of distances are then converted to discrete 

Cartesian coordinates, generating a unique conformation. These steps of selecting random 

pairwise distances and then converting them to Cartesian coordinates are repeated until 

the desired number of conformations is generated. Finally, a clustering step is performed 

so that degenerate conformations (pairwise RMSD < 1.0 Å) are removed. For the 



	
   106	
  

molecules in this test set, we generated between 2,000 – 20,000 conformations to assess 

how thoroughly the distance geometry calculations sample conformational space. 

Many empirically derived mobility measurements are determined with sodium-

coordination of the cationizing species, in particular for natural products that can often 

contain oxygen-rich carbohydrate moieties and the high oxyphilicity of alkali metals. The 

initial conformations from distance geometry require connectivity for all atoms, which 

does not allow for easy incorporation of a coordinated cation.  We used the XLEaP 

module in AMBER to coordinate a sodium cation with each conformer generated by the 

distance geometry program, placing the ion at the minimum of the molecular electrostatic 

potential computed from the partial charges. Then, we tested both a semi-empirical QM 

technique and molecular mechanics energy minimization for the geometry optimization 

step. For the QM geometry optimization we used the PDDG/PM3 Hamiltonian35 with 

Gaussian0926. A QM geometry optimization calculation is somewhat more CPU-

intensive than molecular mechanics energy minimization, but may be the only practical 

option when suitable force fields are not available. We also used molecular mechanics 

energy minimization calculations, with either the MMFF94x force field25 in MOE32 or 

the GAFF force field24 in AMBER28. For the GAFF force field calculations, we used 

atomic partial charge parameters developed for the MD simulations described above. 

Otherwise, we used default parameter values from each force field for all molecules.  

Suppose36 and OC37 programs were used to cluster low-energy structures 

generated by each computational protocol into conformational families to achieve data 

reduction and facilitate structural analysis. The Suppose program superimposes all 

possible pairs of conformations and computes the root mean squared difference (RMSD) 
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in structure for each pair.  The OC program then sorts the structures into clusters based 

on structural similarities as determined by a threshold RMSD cutoff value. For 

comparison purposes an RMSD cutoff value of 1.0 Å was chosen for both distance 

geometry and MD calculations. The OC program was used to select a molecular 

conformation that most closely represents the mean structure for each cluster. MOBCAL 

was then used to calculate the theoretical CCS for each cluster representative. 

Experimental CCS Measurements 

 All 10 natural products were obtained from Sigma Chemical Company (St. Louis, 

MO). MALDI ionization was performed for 200:1 molar ratios of the analytes with either 

2,5-dihydroxybenzoic acid or α-cyano-4-hydroxycinnamic acid matrix. The MALDI-IM-

TOFMS has a 13.9 cm IM drift cell that is maintained at a pressure of ca. 3 Torr helium 

and an orthogonal reflection TOFMS with a 1 m flight path maintained at a pressure of 

5x10-8 Torr.  The temperature of the drift tube was ~293 K and the electrostatic-field 

strength ranged from ~90-120 V cm-1. Further experimental and instrumentation details 

have been presented previously in the literature.4,38  

3.3 Results and Discussion 

 The ten natural products studied here are shown in Figure 3.2. They range in size 

from 44 atoms ([M+Na]+: 303.0 m/z) to 268 atoms ([M+Na]+: 1133.6 m/z) and represent 

different subclasses of natural product molecules. Representatives from macrolides 

(brefeldin, erythromycin, josamycin), cyclic peptides (valinomycin), aromatic 

polyketides (doxorubicin), aminoglycoside antibiotics (neomycin), and other classes 

(capsaicin, lincomycin, antimycin, and ampicillin) were chosen to determine how 

distance geometry would perform across a wide range of natural product molecules.  
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Figure 3.2. Two-dimensional structure representations of the ten natural products tested 
in the present study. Each natural product is labeled with corresponding m/z, 
experimental CCS, and number of experimental CCS measurements.  
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These different classes further emphasize the difficulty of trying to select a force field 

that would accurately describe such a diverse group of molecules. 

The computational cost for both the MD-based method and the distance geometry 

calculations is presented for all ten molecules in the histogram in Figure 3.3.  The 

computational cost for the MD method is typically at least an order of magnitude greater 

than the distance geometry protocol. These time values reflect calculations that were run 

on a single processor except for calculations performed in Gaussian09, which were run 

on four processors. Note that the calculated times do not incorporate the theoretical CCS 

calculation, only the time required to generate the conformations, to better compare the 

DG and MD strategies.  Although the computational cost for the QM geometry 

optimization with distance geometry is not much smaller than that for the MD-based 

sampling protocol, without an appropriate force field for the molecule, this may be the 

best option. Also, since distance geometry calculations scale On and molecular dynamics 

calculations scale O(n), the computational advantage for the DG protocol decreases for 

extremely large, flexible molecules (E.g., large peptides or small proteins). 

To better ascertain the robustness and reliability of the distance geometry 

computational protocol, we performed a detailed analysis of results as a function of total 

number of requested conformations. Conformational space plots are shown in Figure 3.4 

for four of the ten natural products (lincomycin (Figure 3.4a and 3.4b), neomycin (Figure 

3.4c and 3.4d), josamycin (Figure 3.4e and 3.4f), and valinomycin (Figure 3.4g and 

3.4h)), with detailed results for the remaining six presented in Appendix C (Figures C.11 

and C.12). In the left panel of Figure 3.4, conformational space plots are shown that  

 



	
   110	
  

 

 

 

 

 

 

Figure 3.3. Histogram summarizing the computational cost of the distance geometry 
protocol compared to MD-based sampling. MD results are shown in solid blue and 
distance geometry results are shown in dashed red and open black depending upon how 
many initial conformations are requested (red for 20,000 conformations and black for 
8,000 conformations). Results from the semi-empirical geometry optimization are shown 
in boxed green.  
  



	
   111	
  

 

compare the results when either 8,000 or 20,000 conformations are generated by distance 

geometry. The theoretical CCS value is plotted against the computed energy for each 

conformation. The vertical grey bar indicates the experimental CCS range.  When only 

8,000 structures are requested a similar conformational space is covered compared to the 

20,000-conformation sample for all test molecules, but at a much reduced total 

computation time. While comparable results are obtained for some of the test molecules 

when only 2,000 conformations are requested (data shown in Appendix C (Figure C.15)), 

this is not always the case with some of the larger and/or more flexible molecules. Thus, 

we conclude that for molecules of this size and molecular complexity, 8,000-10,000 

generated conformations should sample conformational space adequately. In the right 

panel of Figure 3.4, the distance geometry results and MD conformational sampling 

results are plotted for comparison. There is a noticeable energy difference between the 

two methods that is reflective of the approaches these calculations take when sampling 

conformational space. The MD-based conformational sampling method tends to generate 

predominantly low-energy conformations, since MD preferentially samples low-energy 

regions of the energy surface. By contrast, DG is designed to explore all geometrically 

possible conformations (within the limits of the defined distance upper bounds), so it 

should always generate some slightly higher energy conformations as compared with 

MD-based sampling. While MD-based conformational sampling does generate lower 

energy conformations (due to the extensive cooling step in the calculation), nevertheless 

similar conformations are generated with each method. Clustering data as well as  
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Figure 3.4. Scatter plots for four representative natural products to show where the 
generated conformations occur in relative energy verses theoretical CCS. The IM-MS 
measured CCS range (mean value and standard error) indicated by the vertical grey bar.  
In panels (a), (c), (e), and (g), the comparison for 8,000 (black) versus 20,000 (red) 
conformations generated by distance geometry is shown. In panels (b), (d), (f), and (h), 
the comparison for 8,000 (black) conformers from distance geometry versus MD-based 
conformational sampling (blue) is displayed. Results are shown for lincomycin (a & b), 
neomycin (c & d), josamycin (e & f), and valinomycin (g & h).  
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representative structures that illustrate these similarities are presented in Appendix C  

(Figures C.16 – C.44).  

 For lincomycin in Figure 3.4b, neomycin in Figure 3.4d, and josamycin in Figure 

3.4f the distance geometry and MD methods perform comparably, generating a similar 

number of conformations within the experimental CCS range. For valinomycin in Figure 

3.4h, the MD sampling method generates more conformations that agree with the 

accepted experimental gas-phase conformation of valinomycin.39 This is almost certainly 

because valinomycin complexes the sodium cation within the cyclic peptide structure, 

and its low-energy conformations are thus influenced strongly by the presence of the 

cation. In the absence of the sodium ion, a dramatically different conformational 

ensemble is sampled. By contrast, the presence or absence of sodium coordination has 

little or no influence on the overall ensemble of conformations  

obtained for the other test molecules. 

To illustrate the interpretation of experimental ion mobility conformation, ion 

mobility traces for the representative natural products are shown in Figure 3.5 along with 

sample conformations generated with the distance geometry protocol for the four natural 

products discussed above (results for all other molecules are in Appendix C (Figure 

C.13)). A conformation that agrees with the experimental data is shown near the mobility 

peak to the left, while a conformation that does not show agreement is also displayed for 

comparative purposes to the right. For conformations that fall within the experimental 

CCS range, sodium is typically coordinated with multiple atoms, generally leading to 

conformational contraction. By comparison when the sodium cation is coordinated with  
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Figure 3.5. IM traces for the representative natural products shown in Figure 3.4, namely 
(a) lincomycin, (b) neomycin, (c) josamycin, and (d) valinomycin. The most 
representative conformation generated with distance geometry from within the 
experimental range is shown for each natural product to the left of the mobility peak and 
a conformation that does not agree with the experimental measurement is shown on the 
right of the mobility peak to illustrate the coordination of computation with experiment 
for interpretation of structure.   
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only one or two atoms, the conformations tend to be more open and extended. While 

there is modest conformational contraction observed for lincomycin (Figure 3.5a), 

neomycin (Figure 3.5b), and josamycin (Figure 3.5c), the effect is far more dramatic for 

valinomycin (Figure 3.5d). The valinomycin conformation that agrees best with the 

experimental data has the sodium ion localized in the center of the cyclic peptide ring 

where it coordinates with multiple oxygen atoms. The valinomycin conformation that is 

inconsistent with the experimental CCS data has the sodium ion coordinated on the 

periphery to only two oxygen atoms, resulting in a more elongated peptide conformation. 

Additional representative conformations from RMSD clustering for all ten of the natural 

products generated with both distance geometry and the MD sampling method can be 

found in Appendix C (Figures C.16 – C.36).  

 
Advantages and Challenges for both Distance Geometry and Molecular Dynamics 
Sampling 
 

As summarized in Table 3.2, both distance geometry and MD sampling methods 

have potential advantages and limitations for the conformational sampling task. It is 

important to first consider how each method is sampling conformational space. An MD 

calculation samples conformational space by generating trajectories on an energy 

hypersurface. This surface is defined by a force field, which describes all covalent and 

non-covalent interactions for the molecule(s) of interest. A suitable force field is crucial 

for effective use of an MD-based method; a force field that is not properly parameterized 

for the molecules of interest is not likely to yield relevant conformational information. 

Distance geometry uses only inter-atomic distance data to generate a collection of 

conformations. The distance information is typically defined as “bounds”, i.e., upper and  
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Table 3.2. Advantages and challenges associated with distance geometry and MD-based 
strategies. 

Distance Geometry MD-Based Sampling 

Advantages 

 
• Sample the entire conformational 

space 
• Calculation does not depend on a 

force field 
• Time efficient  

 
• Preferentially samples low(er) 

energy conformations 
• Ion interacts with the molecule 

throughout the entire simulation 

Challenges 

 
• Ions not included explicitly during 

DG calculations 

 
• Time consuming 
• Simulation is based on force fields 

which are not parameterized for all 
molecules 

• No easy way to determine when 
sufficient conformational sampling 
has been achieved 
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lower distance limits, rather than a fixed value, and these bounds are defined by chemical 

properties such as equilibrium bond lengths and bond angle values, van der Waals radii, 

etc. Thus, distance geometry methods can be used for conformational sampling even 

when suitable force fields are not available for the molecules of interest. This situation is 

exacerbated when molecules contain many different and non-uniform chemical 

functional groups and connectivity as encountered with natural products. 

Clearly, it is important to ensure that conformational space is sampled adequately. 

Molecular dynamics simulations preferentially sample low energy regions of 

conformational space while distance geometry can generate all geometrically possible 

conformations allowed by the imposed bounds. Therefore, distance geometry can sample 

all conformational space if sufficiently loose distance bounds are set and if  enough 

conformations are generated. In principle, MD-based methods can also sample all 

conformational space if a sufficiently long simulation is run. In practice, the computation 

time required to achieve any specified degree of “conformational space coverage” for 

molecules like those examined in this study will be much greater for MD-based sampling 

methods compared to distance geometry protocols, as our results clearly demonstrate. 

Nevertheless, both of these methods can generate chemically unreasonable 

conformations. While distance geometry can create distorted, or strained, molecular 

conformations when loose bounds are used, a short energy minimization calculation can 

usually relax the distorted conformation. When distance bounds are defined more tightly, 

few, if any, distorted conformations are generated. MD-based conformational sampling 

strategies will typically generate relatively few strained, or high-energy, conformations. 

However, if elevated temperatures are used to increase conformational sampling 
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efficiency by facilitating transitions from one low-energy region to another on the energy 

surface, significantly more distorted, high-energy conformations may be generated, and 

subsequent energy minimization performed at the end of the calculation may not always 

relax the distorted conformations. The unique structural motifs (e.g. heterocyclization, 

macrocyclization) typical of the natural products investigated in this study make them 

particularly susceptible to conformational distortion during high-temperature MD 

simulations. Thus, while both methods can produce chemically unreasonable structures in 

the final solution dataset, this issue impacts the MD sampling protocol efficiency more 

dramatically due to the greater computational cost for the MD calculations. 

 In order to generate structures that are relevant for interpretation of the 

experimental data, conformations that represent the cation-molecule complex explicitly 

must be generated. In an MD simulation, the ion can be present throughout the simulation 

to facilitate this task. In cases where the cation may exert a significant influence on 

molecular conformation, e.g., valinomycin, the MD sampling strategy may generate a 

larger number of chemically reasonable conformations that agree well with experimental 

CCS data. While it is possible to include the cation explicitly in the distance geometry 

calculation protocol, it is generally much easier to introduce the cation after the initial 

conformations have been generated. In cases where the cation has significant impact on 

the preferred conformations, it is quite possible that the distance geometry protocol will 

produce far fewer structures that agree well with experimental CCS data. This tradeoff 

between computational cost or explicit inclusion of the cation during all stages of the 

conformational sampling procedure (e.g., MD-based methods) clearly favors distance 
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geometry when the site of cationization is well understood and can be fixed prior to 

calculation.  

 

3.4 Conclusions 

 These results clearly show that the distance geometry plus geometry optimization 

protocol can be an effective and computationally efficient conformational sampling 

strategy for analysis of IM-MS data for natural products. In all but one case, the distance 

geometry protocol performed at least as well as the MD sampling method, but at a 

fraction of the computational expense. The MD method appears superior only for 

valinomycin, a cyclic peptide. There are two major factors that contribute to this 

observation for valinomycin. First, it is much larger than the other molecules in the test 

set, with many more degrees of freedom. As a result, many more conformations would 

have to be generated during a distance geometry calculation to get reasonable 

conformational sampling. More significantly, low-energy conformations for valinomycin 

are strongly influenced by the presence and position of the sodium cation. Therefore, 

explicit inclusion of the sodium ion during the conformational sampling process is 

important, but this cannot be done efficiently with our distance geometry protocol at 

present.  

Computational analysis of the conformational space for natural products in 

support of structural IM-MS provides further insight into the structural motifs that cause 

gas phase separation of these species from primary metabolites. Incorporating 

computational methods with further IM-MS studies will provide additional structural 

information, which could aid identification of these natural products, because of 
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structural uniqueness compared to primary metabolites, from complex biological 

samples.  Additionally, IM-MS is currently showing great promise as an analytical 

method in the fields of systems, synthetic, and chemical biology. This is due to its ability 

to separate and analyze complex samples containing a wide array of biological molecules 

such as peptides, carbohydrates, and metabolites. A computational method, such as 

distance geometry, that can efficiently sample the conformational space of all of these 

structurally different biomolecules could potentially facilitate structural interpretation of 

IM-MS signals on a timescale more commensurate with the experiment itself. 
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CHAPTER 4 
 
 

OBTAINING THEORETICAL COLLISION CROSS SECTION RANGES FOR  
 

LARGE SETS OF METABOLITES TO AID IN IDENTIFICATION BY  
 

ION MOBILITY-MASS SPECTROMETRY 
 

 
4.1. Introduction 
 
 Metabolomics is a rapidly emerging field in chemical biology due to its ability to 

provide information concerning the physiological state of an organism.1,2 Biomarker 

discovery, a goal in metabolomics, is proving key to diagnosing diseases at early stages 

in patients.  In order to perform these studies, analytical techniques are required that can 

analyze complex biological samples. While LC-MS techniques provide retention time 

and mass-to-charge ratio (m/z) information that can be compared with databases to aid in 

identification3-5, database searching does not always yield an unambiguous metabolite 

identity. Ion mobility-mass spectrometry (IM-MS) allows for the separation of ionized 

molecules based on their size and shape, in addition to their m/z.  Drift time data obtained 

from IM-MS can be used to determine the collision cross section (CCS) of these ions.  

This additional feature of the metabolite ion allows for more accurate identifications to be 

made in complex biological samples. 

 In addition to experimental CCS values, theoretical CCS values can also be 

obtained by computationally sampling the conformational space of the molecule of 

interest. Typically, these theoretical studies include a method for obtaining a theoretical 

structure by sampling the conformational space followed by an in silico CCS calculation 

for each conformation. The theoretical CCS value that most closely agrees with the 
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experimental value is then selected for further structural investigations. Additional 

approaches consider one low energy structure either from experiment (X-ray 

crystallography and NMR) or theoretical calculation and determine a theoretical CCS 

value for the individual structure. Rather than attempting to calculate a specific CCS 

value, we are proposing the generation and use of theoretical CCS ranges that result from 

sampling all the conformational space of the molecule. Developing a comprehensive 

database of these theoretical CCS ranges for typical metabolite molecules will facilitate 

the identification process.    

 In order to generate theoretical ranges for large sets of metabolites, a 

computational approach is needed that can perform this task in a time efficient manner.  

Current metabolomics databases contain thousands of metabolites, which, regardless of 

the size of the chemical compounds, is a daunting task for an extensive conformational 

sampling study. Many conformational sampling techniques utilize molecular dynamics 

(MD) methods which rely on force fields to describe molecular classes. The various 

classes of molecular compounds that are represented in the metabolome make it difficult, 

if not impossible, to find one force field that would accurately describe every metabolite. 

These challenges suggest that the protocol utilizing distance geometry methods 

developed in the previous chapter should prove useful in this study. Distance geometry, 

which samples conformational space based solely on interatomic distances within the 

molecule, does not rely on a force field to sample conformational space and is a very time 

efficient computational technique.   

 Before a database of theoretical CCS values can be assembled, theoretical ranges 

must be compared to experimental CCS values of metabolite standards. In this work, 
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nitrogen theoretical CCS ranges will be calculated for 50 metabolites. Standards of these 

50 metabolites will then be used to obtain experimental nitrogen CCS values. CCS values 

from both a drift tube (DTIM) and a traveling wave (TWIM) instrument will be 

compared to the theoretical ranges.  DTIM CCS measurements are useful because they 

are obtained directly using the kinetic theory of gases and can arguably generate CCS 

values that show better agreement with theoretical CCS values based on current 

theoretical approaches. TWIM CCS measurements conversely, cannot be obtained 

directly with the kinetic theory of gases, but can generate accurate CCS values with 

appropriate calibration standards. Additionally, many metabolomics studies are currently 

performed on TWIM instruments and, therefore, there is great merit in comparing the 

theoretical CCS ranges with these values. Comparison between theoretical CCS ranges 

and TWIM CCS values will also benchmark calibration approaches on these platforms in 

regards to metabolomics workflows. 

 While the long-term goal of this work is to aid in identification of unknown 

metabolites through database generation of theoretical CCS ranges, there is also an 

additional benefit to finding these ranges. They can serve as a guide when determining 

experimental CCS values for metabolite standards. Metabolites generally occupy a low-

mass region of the spectra, which suffers from complexity due to endogenous noise from 

the sample and exogenous noise from the instrument at that mass region. This makes 

feature selection and identification a challenge for these compounds. Benchmarking 

experimental CCS values against the theoretical ranges that result from sampling all 

conformational space of the metabolite can provide extra validation for the CCS value. 

The work presented here shows that good agreement can be found between experimental 
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and theoretical CCS values for metabolite standards and serves as an early step in 

generating databases of theoretical CCS ranges for metabolomics research.  

 

4.2. Experimental Section 

Materials 

 The 50 Metabolite samples, HPLC grade methanol, and tetraalkyammonium 

bromides (TAA 1-8) were purchased from Sigma-Aldrich (St. Louis, MO). Tune mix was 

provided from Agilent Technologies (Santa Clara, CA). Water blended with 0.1% formic 

acid (optima) grade was obtained from Thermo Fisher Scientific (Waltham, MA). 

Metabolite samples were at a concentration of 10mmol in 1:1 methanol:water containing 

0.1% formic acid. 

Instrumentation 

 Experimental CCS values were obtained on a commercial ESI-IM-QTOF mass 

spectrometer (Agilent Technologies, Santa Clara, CA). Details of the instrumentation are 

provided elsewhere,6,7 but, briefly, the IM-MS consists of a 78 cm uniform-field drift 

tube coupled to a high resolution QTOFMS (m/Δm 40,000). The buffer gas (nitrogen) 

was maintained at a pressure of ca. 4 Torr and the drift voltages were varied in order to 

correct for the non-IM flight time of ions through the interfacing ion optics. The collision 

cross section calculator available with the IM-MS Browser software employs the Mason-

Schamp equation to determine experimental CCS values for the metabolites. The 

experimental methods for CCS values from a TWIM mass spectrometer can be found in 

the literature.8  
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Theoretical Collision Cross Section Calculations 

 Starting structures for all 50 metabolites were obtained from PubChem.  These 

neutral structures initially underwent a geometry optimization at the Hartree Fock level of 

theory with a 6-31G* basis set in the Gaussian 09 software.9  These structures were used 

to generate the cation coordinating structures for the remainder of the calculation.  Each 

of the neutral structures was also protonated based on pKa values and known protonation 

sites found in the literature.10 These protonated structures also underwent a geometry 

optimization at the Hartree Fock level of theory with a 6-31G* basis set.  The structures 

of the 50 metabolites with their site of protonation identified can be found in Appendix 

D. (Figures D.3-D.8). The geometry optimization not only provides a good starting 

structure, but it also provides the electrostatic potential needed for partial charge 

derivation for introducing cations and later energy minimization steps. After the initial 

geometry optimization, both the protonated and neutral structures underwent a distance 

geometry calculation with DGEOM9511 to generate all possible three-dimensional 

conformations of the metabolite. The distance restraints utilized in this program are 

described elsewhere in the literature,12 but a brief description will be provided below. 

This program provides an RMSD cutoff to reject generated conformations that are too 

similar to other generated conformations. The set of metabolites spans a mass range of 90 

– 828 Da and the number of rotatable bonds ranges from 0 – 25. This suggests that 

different RMSD cutoffs may be needed across this range.  Values of 0.5, 0.75, and 1.00 

RMSD were used for mass ranges of 90-199 Da, 200-399 Da, and 400-828 Da, 

respectfully. These values were determined based on conformational sampling 
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capabilities and their effects on resulting CCS ranges.  This data can be found in 

Appendix D (Figure D.1). 

 Once the conformations were generated from distance geometry, a sodium cation 

was added to each of the neutral metabolites with the xLeap software found in 

AMBER1413.  The cation is placed with the neutral molecule according to the 

electrostatic potential grid.  The cationized metabolites, as well as the protonated 

metabolites, then underwent a short energy minimization with the sander module in 

AMBER to generate low energy conformations.14 A theoretical CCS value was then 

determined for each conformer, or for a subset of conformers (depending on the size of 

data set), using either MOBCAL15-17 or PSA18-21. Details on the subsets of conformers 

used for this calculation can be found in Appendix D (Figure D.2). 

 

4.3. Results and Discussion 

 The 50 metabolites investigated in this study are listed in Table 4.1 with their m/z 

values. An abbreviation is also included for each metabolite that will be used in the 

figures in this thesis. These metabolites span an m/z range of 90.03 Da to 828.27 Da and 

represent different subclasses of metabolites including organic acids, nucleotides, 

vitamins, and other classes. 
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Table 4.1. The metabolites examined in this study are listed in the table below with their m/z values. 

Metabolite 
(Abbreviation) 

m/z 
(M+H)+[M+Na]+ 

Metabolite 
(Abbreviation) 

m/z 
(M+H)+[M+Na]+ 

Lactic Acid  
(LA) 

(91.04) 
[113.02] 

Biotin 
(BIO) 

(245.10) 
[267.08] 

Choline 
(CHO) 

104.11 [M.]+ 2’deoxyadenosine 
(2DE) 

(252.11) 
[274.09] 

Nicotinic Acid 
(NIC) 

(124.04) 
[146.02] 

Thiamine 
(THI) 

265.11 [M.]+ 

5-Fluorouracil 
(5FL) 

(131.03) 
[153.01] 

Adenosine 
(ADO) 

(268.10) 
[290.09] 

Leucine 
(LEU) 

(132.10) 
[154.08] 

Guanosine 
(GUA) 

(284.10) 
[306.08] 

Amphetamine 
(APH) 

(136.11) 
[158.09] 

Ondansetron 
(OND) 

(294.16) 
[316.14] 

Salicylic Acid 
(SAL) 

(139.04) 
[161.02] 

Cocaine 
(COC) 

(304.15) 
[326.14] 

Fucose 
(FUC) 

(165.08) 
[187.06] 

Glutathione 
(GTA) 

(308.09) 
[330.07] 

Quinolinic Acid  
(QUN) 

(168.03) 
[190.01] 

NANA 
(NAN) 

(310.11) 
[332.10] 

Uric Acid 
(URC) 

(169.04) 
[191.02] 

CMP 
(CMP) 

(324.06) 
[346.04] 

Glucose 
(GLU) 

(181.07) 
[203.05] 

UMP 
(UMP) 

(325.04) 
[347.03] 

Mannose 
(MAN) 

(181.07) 
[203.05] 

Sucrose 
(SUC) 

(343.12) 
[365.11] 

Tyrosine 
(TYR) 

(182.08) 
[204.06] 

Melibiose 
(MEB) 

(343.12) 
[365.11] 

Sorbitol 
(SOR) 

(183.09) 
[205.07] 

AMP 
(AMP) 

(348.07) 
[370.05] 

Kynurenate 
(KYN) 

(190.05) 
[212.03] 

LacNAc 
(LAC) 

(370.13) 
[392.12] 

Citric Acid 
(CIT) 

(193.03) 
[215.02] 

Colchicine 
(COL) 

(400.18) 
[422.16] 

MDMA 
(MDM) 

(194.12) 
[216.10] 

ADP 
(ADP) 

(428.04) 
[450.02] 

Caffeine 
(CAF) 

(195.09) 
[217.07] 

Folate 
(FOL) 

(442.15) 
[464.13] 

ADMA 
(ADM) 

(203.15) 
[225.13] 

Glycodeoxycholate 
(GLY) 

(450.32) 
[472.30] 

Pantothenic Acid  
(PAN) 

(220.12) 
[242.10] 

Verapamil 
(VER) 

(455.29) 
[477.27] 

GlcNAc 
(GLC) 

(222.10) 
[244.08] 

Raffinose 
(RAF) 

(505.18) 
[527.16] 

GalNAc 
(GAL) 

(222.10) 
[244.08] 

Glutathione 
Oxidized (GOX) 

(613.16) 
[635.14] 

Melatonin 
(MLT) 

(233.13) 
[255.11] 

Stachyose 
(STA) 

(667.23) 
[689.21] 

Thymidine 
(THY) 

(243.10) 
[265.08] 

Acetyl coenzyme 
A (ACA) 

(810.13) 
[832.11] 

Cytidine 
(CYT) 

(244.09) 
[266.07] 

Maltopentose 
(MLP) 

(829.28) 
[851.26] 
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Comparison with Drift Tube Experimental CCS Values 

 Experimental CCS values were obtained on the DTIM-MS for several of the 

metabolites in Table 4.1. These values were then plotted with the theoretical CCS ranges 

in Figure 4.1. The CCS values are plotted on the x-axis and the metabolites are listed on 

the y-axis. Several of the metabolites, indicated with red circles, show agreement with the 

theoretical ranges (indicated with the horizontal gray bars). Many of these metabolites 

tend to fall toward the lower end of the theoretical ranges. This observation is due to the 

fact that all possible three-dimensional conformations are generated with the distance 

geometry approach producing larger theoretical CCS values than observed 

experimentally. The addition of the cation, and to some degree the proton, causes the 

metabolites to form more densely packed conformations which correspond to smaller 

CCS values. More thorough experimental investigation may be needed for metabolites 

that fall towards the upper end of the theoretical CCS range. The experimental DTIM 

CCS values are based on 7-8 voltage measurements and would benefit from more values. 

The green triangles in Figure 4.1 correspond to metabolites that did not agree with 

their theoretical CCS range. Depending on whether the experimental value fell above or 

below the theoretical range, there are differing reasons why this discrepancy occurs. If 

the experimental value is below the theoretical range, the error is likely correlated to 

inaccurate sampling of conformational space. If the experimental value is above the 

theoretical range, the error is likely correlated to either failure in assumptions for the 

kinetic theory of gases or incorrect assignment of peaks from the IM-MS experimental 

data. The kinetic theory of gases, on which CCS calculations are based, assumes 

completely elastic interactions between the drift gas and the molecular ion.   For the  
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Figure 4.1. The experimental CCS values for the DTIM instrument are compared with 
the theoretical CCS ranges in this plot. The nitrogen CCS values are plotted on the x-axis 
and the metabolites are listed on the y-axis in order of increasing m/z value.  The 
theoretical ranges are represented with grey rectangles with black squares on each end.  
The experimental values are represented with either red circles or green triangles 
depending on whether they agree or disagree with the theoretical ranges. 
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smaller metabolites, the polarizability effect of nitrogen is stronger. This corresponds to 

more inelastic interaction that results in longer drift times and larger CCS values. This 

trend is observed when the experimental CCS values falling above the theoretical CCS 

ranges for the smallest metabolite values. Experimental values could also be incorrect 

due to the false identification of peaks in the IM-MS experiment. Endogenous and 

exogenous noise in the low mass region of the spectra makes feature selection and 

identification a challenge for these compounds. Deviations between the theoretical and 

experimental CCS values will be discussed in further detail later in the thesis. 

 

Comparison with Traveling Wave Experimental CCS Values 

 Many IM-MS metabolomics experiments occur on instruments that utilize 

traveling wave IM drift cells and, therefore, it would be useful to see if the theoretical 

CCS ranges show good alignment with experimental values from these types of 

instruments. A recent study compared CCS values from TWIM instruments with 

theoretical CCS values rather than ranges.  Figure 4.2 displays CCS values from this 

study aligned with our theoretical CCS ranges. Experimental values that agree with the 

theoretical range are indicated with blue circles, where values that disagree are indicated 

with cyan triangles. The low mass species that show poor agreement between experiment 

and theory are not concerning as it has been shown previously that the polarizability of 

nitrogen in TWIM experiments has a greater affect on these species.22,23 For the higher 

mass species, both folate and adenosine fall below the theoretical range which is similar 

to the observation with the DTIM data. This deviation will be discussed in the next 

section in the light of more structural detail. 
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Figure 4.2. Literature TWIM experimental CCS values are compared with the theoretical 
CCS ranges in this plot. The nitrogen CCS values are plotted on the x-axis and the 
metabolites are listed on the y-axis in order of increasing m/z value.  The theoretical 
ranges are represented with grey rectangles with black squares on each end.  The 
experimental values are represented with either blue circles or cyan triangles depending 
on whether they agree or disagree with the theoretical ranges. 
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Incongruences Between Theoretical Ranges and Experimental Values 

 Of the 40 metabolites for which experimental and theoretical CCS calculations 

were compared, 13 failed to show agreement between the two values. Six sample 

conformations that were closest to the experimental CCS value are displayed in Figure 

4.2 and will provide insight into why these deviations occurred. For the conformations 

shown in Figure 4.2a-c, the experimental values were determined to be lower than the 

theoretical ranges. For folate in Figure 4.2a, distance geometry failed to generate a 

conformation where folate coordinated the sodium cation completely within the structure. 

Folate, with 10 rotatable bonds, has a structure that would be influenced by the presence 

of a cation. This is similar to the challenge we previously encountered with the cyclic 

peptide failing to coordinate the sodium cation within their structure.12 This is a current 

challenge with distance geometry methods as the additional cation is not present for the 

entire simulation but rather only relaxed with the structure through a short energy 

minimization. While the influence of the cation on structure is not as dramatic for 2’-

deoxyadenosine in Figure 4.2b, we can attribute the deviation between theory and 

experiment to inaccurate sampling, but further experimental measurements are needed to 

verify that the experimental CCS value is correct. The error associated with protonated 

adenosine in Figure 4.2c, which also falls below the theoretical range, may result from 

inaccurate placement of the proton. Due to the lack of parameters for a free proton in the 

general AMBER force field (GAFF)14 used for the energy minimization step and the 

inability to incorporate a free proton during the distance geometry step, the proton was 

attached to a specific site on the metabolite species. While it is unlikely that the location 

of the proton would change the theoretical CCS range of adenosine (based on its size and   
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Figure 4.3. Conformations for six metabolites are presented that do not show agreement 
between their experimental CCS values and their theoretical CCS ranges. The 
conformation that comes closest the experimental CCS value is shown for a) folate, b) 2’-
deoxyadenosine, c) adenosine, d) N-Acetyl, D-Galactosamine, e) pantothenic acid, and f) 
nicotinic acid. 
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number of rotatable bonds) it is possible considering we observed the deviation from both 

the DTIM and TWIM instrument platforms. 

 The metabolites in Figure 4.3d-f deviated to larger experimental CCS values from 

the theoretical range. For these three species, it is hard to visualize a conformation that 

would result in a large CCS value. For N-Acetyl, D-Galactosamine in Figure 4.3d, the 

sodium cation is already 2.3 Å from the closest oxygen. Pantothenic acid in Figure 4.3e is 

stretched out linearly and nicotinic acid in Figure 4.3f has very little conformational 

space to sample. These structural observations suggest that the deviation between the 

theoretical ranges and experimental CCS values is more likely related to the failed 

assumptions with the kinetic theory of gases or inaccurate peak identifications. In order to 

further investigate if the polarizability of nitrogen is causing these disparities, 

experimental CCS values in helium would need to be obtained to see if there is still a 

deviation in the values. Additionally, more experimental measurements will offer more 

confidence in the experimental CCS values. 

 At this point it is important to mention possible sources of error for both 

experimental CCS measurements and theoretical CCS calculations. These sources of 

error likely contribute to disagreement between the two CCS values and are summarized 

in Table 4.2 below. First, the experimental errors will be discussed. Although instrument 

capabilities are constantly improving, poor mobility resolution for the mass range of the 

metabolite samples could result in misidentified metabolite ions.  Faint sample peaks or 

endogenous sample noise can make identification difficult for certain species. The 

remaining sources of error that will be discussed for experimental CCS measurements  
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Table 4.2. Sources of error for both experimental and theoretical CCS calculations. 

Sources for Error in CCS Calculations 

Experiment Theory 

 
• Poor resolution 

 
• Small size of the ion 

 
• Ion and drift gas interaction 

 
• Cation sampling 

 
• Approximation based calculations 

 
• Scattering angle calculations 
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concern the ion-neutral interaction between the metabolite ion and the neutral drift gas 

molecules. The Mason-Schamp equation assumes elastic interactions between the ion and 

netural buffer gas.  Previous work has shown that this assumption holds for 

measurements made in helium, which is a small (4 Da), monoatomic atom. The 

assumption no longer holds for the larger (28 Da) diatomic nitrogen gas molecule.24,25 

The inelastic interaction between the gas phase ion and nitrogen drift gas results from 

momentum transfer during the collision, which corresponds to a longer drift time and 

thus larger CCS values.26 This momentum transfer will have a greater effect on these 

small metabolite ions and therefore altering their experimental CCS values to differ from 

a purely structural measurement. In addition to their size difference, helium and nitrogen 

have considerably different polarizability values, 0.205Å3 and 1.641Å3 respectively.17 

While it has been suggested that polarizability of different drift gases does not effect CCS 

measurements for larger gas phase ions, it may play a role for the smaller metabolites 

examined in this work. 

 There are also sources of error for the theoretical CCS calculations. Distance 

geometry arguably samples all possible conformations space making it difficult to claim 

that certain experimentally observed conformations may not have been generated. 

Achieving appropriate coordination of the cation is more difficult with distance geometry 

methods and therefore the modeling could fail to generate the observed experimental 

structures. The remaining sources of error result from the theoretical CCS calculations 

methods. Both the projection superposition approximation (PSA) and the trajectory 

method (TM) were used in this work to calculate theoretical CCS values. The PSA 

calculation starts the projection approximation, which calculates the area of two-
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dimensional projected images of the molecule. The calculation then uses a shape factor, 

which is a measure of the concavity of the molecular surface of the ion, to adjust the 

projection approximation CCS value. In order to obtain nitrogen CCS values a set of 

“preliminary parameters” are used. It is speculated that these parameters are based on 

previous measurements and theory. The authors of PSA admit that there is room for 

improvement in these parameters and thus this could contribute to error in these 

calculated CCS values.  This approximation approach only considered the structure of the 

ion and therefore does not directly incorporate ion-netural interactions that are know to 

have an influence on CCS for drift gases other than helium. With the exception of the 

twelve metabolites that do not contain the appropriate ratio of carbon, oxygen, and 

nitrogen, the PSA method was used to determine theoretical CCS values.  The TM is a 

more rigorous approach to determining theoretical CCS values and was used for the 

twelve remaining metabolites. It integrates under scattering angles to obtain the 

rotationally averaged surface area or CCS of the ion. This approach incorporates 

Lennard-Jones potentials in an attempt to accurately describe the ion-netural interaction. 

Although this is a theoretically rigorous approach, it can fail to accurately generate CCS 

values that agree with experimental CCS values. This is most likely due to the method 

not completely accounting for the polarizability and momemtum transfer that both effect 

the CCS measurement. Modifications to the original calculation attempt to more 

accurately model nitrogen as a diatomic atom17 but for small molecules where 

polarizability and momentum transfer play a larger role in CCS determination there is 

still a deviation between experiment and theory.  



	
   142	
  

In order to obtain a clearer picture of ion-neutral interactions in the gas phase, a 

MD simulation could be performed that would mimic the environment of a drift tube 

used in an IM experiment. This would allow for the actual interactions between the 

sample ion and the neutral buffer gas to be observed under the pressure and temperature 

conditions that occur experimentally. While this approach would provide very helpful 

insight into the ion-neutral interactions that influence CCS measurements, it is outside the 

scope of the present work. 

 

Time Advantage with the Distance Geometry Modeling Method 

 One major drawback that has hindered computational modeling of large sets of 

molecules in support of IM-MS research is the time that is required for many of these 

calculations.  If each metabolite requires weeks or months of computational time to 

produce theoretical CCS ranges, creating databases of these ranges would take much too 

long to prove useful. Distance geometry circumvents this issue because it generates these 

CCS ranges on the time scale of hours or days, not weeks or months. The histograms in 

Figure 4.4 show the time required for generating the set of conformations for the 

metabolites used in this study.  Data for protonated species is shown in Figure 4.4a and 

for sodiated species in Figure 4.4b. The time required for sampling the conformational 

space of metabolites in the study ranges from minutes to hours, which is a very favorable 

time scale for the generation of theoretical CCS values. Additional time is required to 

obtain an initial starting structure for the distance geometry calculation and for the 

theoretical CCS calculation for the resulting conformation. The time requirements for 

various approaches are tabulated in Appendix D (Table D.1). Calculation of the  
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Figure 4.4. The CPU time required for sampling the conformational space with the 
distance geometry protocol is shown in these plots for the a) protonated species and b) 
sodiated species. The CPU time is presented on the x-axis in log scale and the metabolites 
are listed on the y-axis. The [M]+ species are shown with the sodiated data. 
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theoretical CCS depends greatly on the drift gas and the level of theory used. Although 

the time plotted in Figure 4.4 is not fully encompassing, it more clearly reflects the time 

required for conformational sampling with distance geometry methods. These additional 

time requirements may add anywhere from two hours to two days to the calculation. 

While this increases the time required, initial structure parameterization and in silico 

theoretical CCS measurements are required for any conformational sampling approach in 

support of IM-MS measurements. 

 

4.4. Conclusions 

 Applying the distance geometry conformational sampling protocol to metabolite 

compounds proves to be a time efficient method for generating accurate theoretical CCS 

ranges. There are still several considerations for constructing these database ranges. First, 

experimental helium values need to be compared to the theoretical CCS ranges. This will 

help identify whether some of the incongruences we observe are a result of the 

polarizability of the nitrogen drift gas or rather a result of the modeling approach. 

Additionally, more replicates of the nitrogen CCS measurement will provide more 

confidence in the values.  

 Ten of the metabolites in the initial data set were not compared to theoretical CCS 

values due to their preference to form negative ions. Future work will aim to generate 

theoretical conformations for the negative ions as well as for larger sets of metabolites. 

Distance geometry should prove useful for the negative ions because the challenge of an 

additional proton or cation will no longer be a concern.  
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 These theoretical CCS ranges will benefit future generation of CCS values as they 

provide a benchmark for the experimental measurement. Once the deviations between the 

theoretical ranges and experimental values are fully understood, corrected databases of 

theoretical CCS ranges can be constructed. These databases will then offer an additional 

feature for identifying metabolites in future metabolomics studies. 
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CHAPTER 5 
 
 

CONCLUSIONS AND FUTURE DIRECTIONS 
 

 
5.1. Summary 
 
 Computational methods have proven to be incredibly useful supplemental tools in 

structural IM-MS experimental studies. Alone, IM-MS studies can provide insight into 

gas phase separations and general structural information in the form of a CCS value. 

When complemented with conformational space studies, actual three-dimensional 

structures can be aligned with these experimental numerical values.  

 Polyurethane hard block precursors were successfully characterized by combining 

MS/MS, IM-MS, and computational strategies. Each of these techniques offered unique 

insight into the behavior of these gas phase ions. Fragments were identified, as well as 

fragmentation mechanisms that produce these ions. Conformational differences that led 

to separations in the gas phase were also elucidated from these methods. The approach of 

utilizing these techniques in conjunction with one another should prove useful for many 

future structural characterization studies of polymers and their precursors. 

 While MD methods are primarily used to sample conformational space in support 

of structural IM-MS, there are limitations to this approach. The need for unique force 

fields for specific molecular classes makes MD studies appear in stark contrast to the 

complex biological samples that are often analyzed with IM-MS. Additionally, MD 

calculations can be quite time consuming when we want to ensure that all conformational 

space is sampled. This is also in contrast to the millisecond time scale of IM-MS 

experiments. These incongruences suggested that a different computational approach 
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might be more appropriate for conformational space sampling in support of IM-MS 

studies. Distance geometry proved to be an alternate approach by efficiently sampling 

conformational space utilizing only interatomic distances within the molecule. This 

purely mathematical approach is very time efficient and can be applied to any molecular 

species as it does not require class specific force field information.  

 The distance geometry protocol was initially benchmarked against a set of natural 

product molecules. These molecules were ideal for the distance geometry study because 

the unique structural motifs they contain not only make them excellent drug precursors, 

but also make them difficult to model with traditional MD approaches. With the 

exception of cyclic peptides whose three-dimensional conformation is greatly influenced 

by the presence of an additional cation, the distance geometry protocol proved accurate in 

sampling conformational space in support of IM-MS natural product research.  

 Distance geometry was then used to generate theoretical CCS ranges for a set of 

metabolite standards. These ranges were compared to experimental CCS values from 

both DTIM and TWIM mass spectrometers. The agreement between theory and 

experimental is an important first step toward reaching the ultimate goal of this project 

which is to generate theoretical CCS ranges for metabolite database searching. This 

additional feature will help in identification of metabolites in complex biological 

samples.  

 
5.2. Future Directions 

5.2.1. MDA Characterization 

 The extensive characterization studies of MDA in Chapter II were performed with 

electrospray ionization. It is common in MS polymer studies to also utilize matrix  
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Figure 5.1. MALDI-MS data is shown for a) 4,4’-MDA, b) 3-ring MDA, and c) 4-ring 
MDA. 
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assisted laser desorption ionization (MALDI) to aid in characterization studies. Different 

ions are produced with this method as shown in Figure 5.1 and should provide further 

insight in the gas phase behavior of MDA. These future characterization studies will also 

include the effects of cation coordination on MDA. Additionally, mixtures of larger 

MDA ring species (5-ring, 6-ring, and 7-ring) will be analyzed with the combined IM-

MS, MS/MS, and computational method. The work in Chapter II should prove useful for 

identifying fragments and fragmentation mechanisms for these large MDA species. 

 

5.2.2. Distance Geometry  

 Distance geometry has proved to accurately sample the conformational space of 

natural products and metabolites in support of IM-MS CCS measurements. One 

drawback of this method was its ability to generate conformations that coordinate the 

cation extensively since it cannot be present during the entire simulation. This drawback 

suggests that this method may prove more useful for negative ion conformational space 

sampling. Preliminary results shown in Figure 5.2 for a set of bile acids show that 

distance geometry can generate theoretical conformations that agree with experimental 

measurements. The bile acids analyzed here are as follows: chendeoxycholic acid (CHE), 

hydeoxycholic acid (HYO), ursodeoxycholic acid (URS), lithocholic acid (LIT), 

deoxycholic acid (DEO), cholic acid (CHO), taurochenodeoxycholic acid (TCH), 

taurocholic acid (TCO), taurodeoxycholic acid (TDE), taurolithocholic acid (TLI), 

glycocholic acid (GCO), glycodeoxycholic acid (GDE), and glycochenodeoxycholic acid 

(GCH). For all thirteen of these negative ion species, distance geometry was able to 

generate ranges that agreed with the experimental data. 
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Figure 5.2. Theoretical CCS ranges and experimental TWIM CCS data for a set of 
negative ion bile acids. The ranges are represented with the gray bars and the 
experimental values are represented with the red circles. All CCS data is obtained in 
nitrogen. 
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5.3.  Conclusions 

 The benefits of incorporating computational modeling in support of structural IM-

MS studies have been thoroughly discussed throughout this dissertation research.  While 

the CCS values determined from experimental drift time measurements provide a general 

shape for the molecular ion, additional computational modeling can generate theoretical 

conformations that provide detailed structural information. Selecting the appropriate 

conformational sampling technique and method to theoretically calculate CCS for the 

generated conformers is key in successful structural IM-MS studies. As seen in Chapter 

II, for studies where the molecules are well defined by current force fields, MD 

approaches work well for structural characterization. Here the generated structures were 

also used to help suggest fragmentation mechanisms. When the molecules of interest 

contain unique structural motifs or when there are large sets of molecules to be analyzed, 

MD methods may not be the best approach. By sampling interatomic distances to 

generate possible three-dimensional conformations, distance geometry successfully 

predicted theoretical CCS values or ranges for natural products and metabolites in 

Chapters III and IV. Distance geometry also proved to be a time efficient approach for 

sampling conformational space in support of structural IM-MS studies. 

 Selecting the appropriate method for the theoretical CCS calculation is also 

necessary to obtain accurate results. The experimental drift gas and size of the molecule 

are both important factors to consider when selecting the method. Obtaining experimental 

helium CCS values for MDA in Chapter II resulted in better alignment between theory 

and experiment for these small molecules. Future work to obtain experimental CCS 

values in helium drift gas for metabolite compounds should offer better agreement for the 
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smaller species. In addition to the experimental concerns with nitrogen as a drift gas, 

these theoretical CCS calculations are very time consuming. Future work to improve on 

the software and software accessibility should propel these methods forward as 

considerable CCS data is obtained in nitrogen drift gas. 

 Despite the challenges of selecting appropriate strategies for both generating 

conformations and obtaining their theoretical CCS, computational studies offer important 

structural insight for IM-MS CCS measurements. Methods, such as distance geometry for 

sampling conformational space and PSA for calculating theoretical CCS values, operate 

on time scales more similar to experimental IM-MS measurements. This makes these 

strategies more alluring than traditional methods that are much more computationally 

expensive. Conformational space sampling methods will not only provide detailed 

structural information for future IM-MS studies, but they may also guide identification of 

species in complex sample analysis. This work has provided both an example of how 

encompassing IM-MS methods can be when combined with MS/MS and conformational 

sampling studies and a new, time efficient approach for sampling conformational space in 

support of IM-MS CCS measurements. Integrating the time efficient, computational 

protocol developed here with future IM-MS studies will provide an additional metric for 

determining CCS values, aid in identification of unknowns in complex sample analysis, 

and offer more comprehensive structural information. 
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APPENDIX B 
 
 

SUPPLEMENTARY MATERIALS FOR CHAPTER II 
 
 

	
  
	
  

B.1.	
  	
   Supplemental	
  Materials	
  for	
  2-­‐Ring	
  MDA	
  Isomers	
  
	
  
NMR Spectroscopy Protocol for Purified MDA Isomers 

 
NMR experiments were acquired using a 14.0 T Bruker magnet equipped with a 

Bruker AV-III console operating at 600.13 MHz.  All spectra were acquired in 5mm 

NMR tubes using a Bruker 5 mm TCI cryogenically cooled NMR probe. Chemical shifts 

were referenced internally to DMSO (2.49 ppm) which also served as the 2H lock 

solvents.   For 1D 1H NMR, typical experimental conditions included 32K data points, 

13 ppm sweep width, a recycle delay of 1.5 seconds and 64 scans. For 1D 13C NMR, 

typical experimental conditions included 32K data points, 250 ppm sweep width, 20o 

excitation pulse, a recycle delay of 2 seconds and 512 scans. Multiplicity-edited HSQC 

experiments were acquired using a 1024 x 256 data matrix, a J(C-H) value of 145 Hz 

which resulted in a multiplicity selection delay of 34 ms, a recycle delay of 1.5 seconds 

and 64 scans per increment along with GARP decoupling on 13C during the acquisition 

time (150 ms). The data was processed using a p/2 shifted squared sine window function 

and displayed with CH/CH3 signals phased positive and CH2 signals phased negative.  
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Figure B.1.  1H NMR of 4,4’-MDA.   
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Figure B.2.  13C NMR of 4,4’-MDA.   
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Figure B.3. 1H NMR of 2,2’-MDA. 
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Figure B.4. 13C NMR of 2,2’-MDA. 
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Figure B.5.  1H NMR of 2,4’-MDA. 
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Figure B.6.  13C NMR of 2,4’-MDA.   
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Figure B.7. (a) Tandem mass spectrum for 211 Da observed in the 4,4’-MDA sample. 
ESI ionization was used. A center-of-mass collision energy of 4.9 eV was applied (40 eV 
lab-frame). (b) Proposed structure for the 211 Da species. Most fragment signals for 211 
Da match the 199 Da fragments shown in Table 1 in the main text. The likely source of 
this ion is a very low abundance multimer which fragments into the 211 Da structure. 
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Table B.1. Comparison of relative gas-phase stabilities between traveling-wave IM and 
DTIM instrument platforms. Values reflect the percent abundance of the 199 Da parent 
ion relative to the 106 Da fragment. n = 3 for each value. For both instrument platforms, 
4,4’-MDA is significantly more stable than 2,2’-MDA and 2,4’-MDA. However, in both 
cases 2,2’-MDA is slightly more stable than 2,4’-MDA. 
 

[M+H]+ Species T-wave IM DTIM 
4,4'-MDA 97 ± 2% 99.89 ± 0.01% 

 
2,2'-MDA 

 
3.9 ± 0.1% 

 
47.1 ± 0.2% 

 
2,4'-MDA 

 
0.9 ± 0.4% 

 
37.6 ± 0.6% 
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Figure B.8.  Conformational space plot for the ortho amine protonated 2,2’-MDA.  The 
3,000 generated conformations are represented in grey, the clustering representative 
conformation are labeled with letters that correspond to the structures in Figures B.9 and 
B.10.  The asterisk indicates the structures that are shown in the manuscript. 
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Figure B.9.  Clustering analysis of 3,000 conformations of the ortho amine protonated 
2,2’-MDA.  Clustering is based on root mean square distance of atoms of superimposed 
structures.  The vertical black bar indicates the RMSD cutoff (1.20 Å) used to select the 
conformations (circled) for further analysis. The asterisk represents the structures shown 
in the paper. 
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Figure B.10. Representative conformations of the ortho amine protonated 2,2’-MDA 
generated from an elevated temperate molecular dynamic protocol.  Carbon atoms are 
shown in dark grey, hydrogen in light grey, and nitrogen in blue.  The asterisk represents 
the structures shown in the paper.  The number of conformations each of these represents 
from clustering is shown below the conformation. 
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Figure B.11.  Conformational space plot for ortho amine protonated 2,4’-MDA.  The 
3,000 generated conformations are represented in grey, the clustering representative 
conformation are labeled with letters that correspond to the structures in Figures B.12 and 
B.13.  The asterisk indicates the structures that are shown in the manuscript. 
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Figure B.12.  Clustering analysis of 3,000 conformations of the ortho amine protonated 
2,4’-MDA.  Clustering is based on root mean square distance of atoms of superimposed 
structures.  The vertical black bar indicates the RMSD cutoff (1.35 Å) used to select the 
conformations (circled) for further analysis. The asterisk represents the structures shown 
in the paper. 
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Figure B.13. Representative conformations of the ortho amine protonated 2,4’-MDA 
generated from an elevated temperate molecular dynamic protocol.  Carbon atoms are 
shown in dark grey, hydrogen in light grey, and nitrogen in blue.  The asterisk represents 
the structures shown in the paper.  The number of conformations each of these represents 
from clustering is shown below the conformation. 
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Figure B.14.  Conformational space plot for the para amine protonated 4,4’-MDA.  The 
3,000 generated conformations are represented in grey, the clustering representative 
conformation are labeled with letters that correspond to the structures in Figures B.15 and 
B.16.  The asterisk indicates the structures that are shown in the manuscript. 
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Figure B.15.  Clustering analysis of 3,000 conformations of the para amine protonated 
4,4’-MDA.  Clustering is based on root mean square distance of atoms of superimposed 
structures.  The vertical black bar indicates the RMSD cutoff (1.40 Å) used to select the 
conformations (circled) for further analysis. The asterisk represents the structures shown 
in the paper. 
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Figure B.16. Representative conformations of the para amine protonated 4,4’-MDA 
generated from an elevated temperate molecular dynamic protocol.  Carbon atoms are 
shown in dark grey, hydrogen in light grey, and nitrogen in blue.  The asterisk represents 
the structures shown in the paper.  The number of conformations each of these represents 
from clustering is shown below the conformation. 
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Figure B.17.  Conformational space plot for the para amine protonated 2,4’-MDA.  The 
3,000 generated conformations are represented in grey, the clustering representative 
conformation are labeled with letters that correspond to the structures in Figures B.18 and 
B.19.  The asterisk indicates the structures that are shown in the manuscript. 
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Figure B.18.  Clustering analysis of 3,000 conformations of the para amine protonated 
2,4’-MDA.  Clustering is based on root mean square distance of atoms of superimposed 
structures.  The vertical black bar indicates the RMSD cutoff (1.35 Å) used to select the 
conformations (circled) for further analysis. The asterisk represents the structures shown 
in the paper. 
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Figure B.19. Representative conformations of the para amine protonated 2,4’-MDA 
generated from an elevated temperate molecular dynamic protocol.  Carbon atoms are 
shown in dark grey, hydrogen in light grey, and nitrogen in blue.  The asterisk represents 
the structures shown in the paper.  The number of conformations each of these represents 
from clustering is shown below the conformation. 
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Figure B.20.  Conformational space plot for the ring protonated 2,2’-MDA.  The 3,000 
generated conformations are represented in grey, the clustering representative 
conformation are labeled with letters that correspond to the structures in Figures B.21 and 
B.22.  The asterisk indicates the structures that are shown in the manuscript. 
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Figure B.21.  Clustering analysis of 3,000 conformations of the ring protonated 2,2’-
MDA.  Clustering is based on root mean square distance of atoms of superimposed 
structures.  The vertical black bar indicates the RMSD cutoff (1.26 Å) used to select the 
conformations (circled) for further analysis. The asterisk represents the structures shown 
in the paper. 
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Figure B.22. Representative conformations of the ring protonated 2,2’-MDA generated 
from an elevated temperate molecular dynamic protocol.  Carbon atoms are shown in 
dark grey, hydrogen in light grey, and nitrogen in blue.  The asterisk represents the 
structures shown in the paper.  The number of conformations each of these represents 
from clustering is shown below the conformation. 
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Figure B.23.  Conformational space plot for the ring protonated 2,4’-MDA.  The 3,000 
generated conformations are represented in grey, the clustering representative 
conformation are labeled with letters that correspond to the structures in Figures B.24 and 
B.25.  The asterisk indicates the structures that are shown in the manuscript. 
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Figure B.24.  Clustering analysis of 3,000 conformations of the ring protonated 2,4’-
MDA.  Clustering is based on root mean square distance of atoms of superimposed 
structures.  The vertical black bar indicates the RMSD cutoff (1.25 Å) used to select the 
conformations (circled) for further analysis. The asterisk represents the structures shown 
in the paper. 
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Figure B.25. Representative conformations of the ring protonated 2,4’-MDA generated 
from an elevated temperate molecular dynamic protocol.  Carbon atoms are shown in 
dark grey, hydrogen in light grey, and nitrogen in blue.  The asterisk represents the 
structures shown in the paper.  The number of conformations each of these represents 
from clustering is shown below the conformation. 
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B.2. Supplemental Materials for 3-Ring and 4-Ring MDA Isomers 
 
 
NMR Spectroscopy of Purified MDA Isomers 

 
NMR experiments were acquired using a 14.0 T Bruker magnet equipped with a 

Bruker AV-III console operating at 600.13 MHz.  All spectra were acquired in 5mm 

NMR tubes using a Bruker 5 mm TCI cryogenically cooled NMR probe. Chemical shifts 

were referenced internally to DMSO (2.49 ppm) which also served as the 2H lock 

solvents.   For 1D 1H NMR, typical experimental conditions included 32K data points, 

13 ppm sweep width, a recycle delay of 1.5 seconds and 64 scans.  
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Figure B.26. 1H NMR of 3-ring MDA  
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Figure B.27. 1H NMR of 4-ring MDA 
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Figure B.28. Overlaid conformational space plots for the different protonation sites of 3-
ring MDA.  Plots are ordered to represent protonation from left to right across 3-ring 
MDA.  Conformations from protonation on the first amine are shown in black, on the 
amine on the second amine in red and on the amine on the third ring in blue. These plots 
are zoomed in to show alignment with experimental CCS values from both a) helium and 
b) nitrogen.  Experimental CCS ranges are indicated with the vertical gray bars.  The 
vertical bars that align with the data are from the uniform field MS whereas the vertical 
bar in b) that falls to the left of the plot represents the traveling wave MS. 
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Figure B.29. Overlaid conformational space plots for the different protonation sites of 4-
ring MDA.  Plots are ordered to represent protonation from left to right across 4-ring 
MDA.  Conformations from protonation on the amine on the first amine are shown in 
black, on the amine on the second ring in red and on the amine on the third ring in light 
blue, and on the amine on the fourth ring in blue. These plots are zoomed in to show 
alignment with experimental CCS values from both a) helium and b) nitrogen.  
Experimental CCS ranges are indicated with the vertical gray bars.  The vertical bars that 
align with the data are from the uniform field MS whereas the vertical bar in b) that falls 
to the left of the plot represents the traveling wave MS. 
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Figure B.30. Mass spectra of the doubly charged peaks and their respective singly 
charged peaks for a) the 3-ring MDA and b) the 4-ring MDA. 

 
	
   	
  



	
   190	
  

	
  
	
  
	
  
	
  
	
  
	
  

	
  
 
Figure B.31. Tandem mass spectra of the m/z 152.59 and m/z 158.59 doubly charged 
fragment ions showing the higher m/z fragments that result from fragmenting the doubly 
charged species. 
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Figure B.32. Conformational space plot for the first ring amine protonated 3-ring MDA.  
The 3,000 generated conformations are represented in grey, the clustering representative 
conformations are labeled with letters that correspond to the structures in Figures B.33-
35.  The conformations labeled in black fall within the experimental range, the 
conformations labeled in red are representative of conformations from the left 
conformational cloud, and the conformations labeled in blue are representative of 
conformations from the right conformational cloud. 
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Figure B.33.  Clustering analysis of 3,000 conformations of the first ring amine 
protonated 3-ring MDA. In i) the conformations that fall within the experimental CCS 
range are clustered, in ii) the conformations in the left conformational cloud are clustered, 
and in iii) the conformations in the right conformational cloud are clustered. Clustering is 
based on root mean square distance of atoms of superimposed structures.  The vertical 
bars indicate the RMSD cutoff used to select the conformations for further analysis. 
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Figure B.34. Representative conformations from clustering analysis of the experimental 
range region of the first ring amine protonated 3-ring MDA generated from the simulated 
annealing calculation.  Carbon atoms are shown in dark grey, hydrogen in light grey, and 
nitrogen in blue. Distances are labeled to show the proximity of the additional proton to 
other atoms in the molecule.  The asterisk represents the structure shown in the 
manuscript.  The theoretical CCS, relative energy, and percentage of conformations each 
of these represents from clustering are provided below each conformer. 
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Figure B.35. Representative conformations from clustering analysis of the two 
conformational space clouds (left cloud (f-j) and right cloud (k-o)) of the first ring amine 
protonated 3-ring MDA generated from the simulated annealing calculation.  Carbon 
atoms are shown in dark grey, hydrogen in light grey, and nitrogen in blue. Distances are 
labeled to show the proximity of the additional proton to other atoms in the molecule. 
The theoretical CCS, relative energy, and percentage of conformations each of these 
represents from clustering are provided below each conformer. 
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Figure B.36. Conformational space plot for the second ring amine protonated 3-ring 
MDA.  The 3,000 generated conformations are represented in grey, the clustering 
representative conformations are labeled with letters that correspond to the structures in 
Figures B.37 and B.38.   
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Figure B.37.  Clustering analysis of 3,000 conformations of the second ring amine 
protonated 3-ring MDA.  Clustering is based on root mean square distance of atoms of 
superimposed structures.  The vertical bar indicates the RMSD cutoff used to select the 
conformations for further analysis.  
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Figure B.38. Representative conformations from clustering analysis of the second ring 
amine protonated 3-ring MDA generated from an elevated temperate molecular dynamic 
protocol.  Carbon atoms are shown in dark grey, hydrogen in light grey, and nitrogen in 
blue.  The asterisk represents the structure shown in the paper.  The number of 
conformations each of these represents from clustering is shown below the conformation. 
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Figure B.39. Conformational space plot for the third ring amine protonated 3-ring MDA.  
The 3,000 generated conformations are represented in grey, the clustering representative 
conformations are labeled with letters that correspond to the structures in Figures B.40-
42.  The conformations labeled in black fall within the experimental range, the 
conformations labeled in red are representative of conformations from the left 
conformational cloud, and the conformations labeled in blue are representative of 
conformations from the right conformational cloud. 
 
 



	
   199	
  

 
 
Figure B.40.  Clustering analysis of 3,000 conformations of the third ring amine 
protonated 3-ring MDA.  In i) the conformations that fall within the experimental CCS 
range are clustered, in ii) the conformations in the left conformational cloud are clustered, 
and in iii) the conformations in the right conformational cloud are clustered. Clustering is 
based on root mean square distance of atoms of superimposed structures.  The vertical 
bars indicate the RMSD cutoff used to select the conformations for further analysis. 
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Figure B.41. Representative conformations from clustering analysis of the experimental 
range region of the third ring amine protonated 3-ring MDA generated from the 
simulated annealing calculation.  Carbon atoms are shown in dark grey, hydrogen in light 
grey, and nitrogen in blue. Distances are labeled to show the proximity of the additional 
proton to other atoms in the molecule.  The asterisk represents the structure shown in the 
manuscript.  The theoretical CCS, relative energy, and percentage of conformations each 
of these represents from clustering are shown below the conformation
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Figure B.42. Representative conformations from clustering analysis of the two 
conformational space clouds (left cloud (f-j) and right cloud (k-o)) of the third ring amine 
protonated 3-ring MDA generated from the simulated annealing calculation.  Carbon 
atoms are shown in dark grey, hydrogen in light grey, and nitrogen in blue. Distances are 
labeled to show the proximity of the additional proton to other atoms in the molecule. 
The theoretical CCS, relative energy, and percentage of conformations each of these 
represents from clustering are shown below the conformation. 
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Figure B.43. Conformational space plot for the first ring amine protonated 4-ring MDA.  
The 3,000 generated conformations are represented in grey, the clustering representative 
conformations are labeled with letters that correspond to the structures in Figures B.44-
46.  The conformations labeled in black fall within the experimental range, the 
conformations labeled in red are representative of conformations from the left 
conformational cloud, and the conformations labeled in blue are representative of 
conformations from the right conformational cloud. 
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Figure B.44.  Clustering analysis of 3,000 conformations of the first ring amine 
protonated 4-ring MDA.  In i) the conformations that fall within the experimental CCS 
range are clustered, in ii) the conformations in the left conformational cloud are clustered, 
and in iii) the conformations in the right conformational cloud are clustered. Clustering is 
based on root mean square distance of atoms of superimposed structures.  The vertical 
bars indicate the RMSD cutoff used to select the conformations for further analysis. 
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Figure B.45. Representative conformations from clustering analysis of the experimental 
range region of the first ring amine protonated 4-ring MDA generated from the simulated 
annealing calculation.  Carbon atoms are shown in dark grey, hydrogen in light grey, and 
nitrogen in blue. Distances are labeled to show the proximity of the additional proton to 
other atoms in the molecule.  The asterisk represents the structure shown in the 
manuscript.  The theoretical CCS, relative energy, and percentage of conformations each 
of these represents from clustering are shown below the conformation. 
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Figure B.46. Representative conformations from clustering analysis of the two 
conformational space clouds (left cloud (f-j) and right cloud (k-o)) of the first ring amine 
protonated 4-ring MDA generated from the simulated annealing calculation.  Carbon 
atoms are shown in dark grey, hydrogen in light grey, and nitrogen in blue. Distances are 
labeled to show the proximity of the additional proton to other atoms in the molecule. 
The asterisk represents the structure shown in the manuscript. The theoretical CCS, 
relative energy, and percentage of conformations each of these represents from clustering 
are shown below the conformation.  
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Figure B.47. Conformational space plot for the second ring amine protonated 4-ring 
MDA.  The 3,000 generated conformations are represented in grey, the clustering 
representative conformations are labeled with letters that correspond to the structures in 
Figures B.23,24.  The conformations labeled in black fall within the experimental range 
and the conformations labeled in blue are representative of conformations from the whole 
conformational cloud. 
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Figure B.48.  Clustering analysis of 3,000 conformations of the second ring amine 
protonated 4-ring MDA. In i) the conformations that fall within the experimental CCS 
range are clustered and in ii) all 3,000 of the conformations are clustered.  Clustering is 
based on root mean square distance of atoms of superimposed structures.  The vertical 
bar indicates the RMSD cutoff used to select the conformations for further analysis. The 
asterisk represents the structures shown in the paper. 
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Figure B.49. Representative conformations from clustering analysis of the experimental 
range (a-e) and the whole conformational space cloud (f-j) of the second ring amine 
protonated 4-ring MDA generated from the simulated annealing calculation.  Carbon 
atoms are shown in dark grey, hydrogen in light grey, and nitrogen in blue. Distances are 
labeled to show the proximity of the additional proton to other atoms in the molecule. 
The asterisk represents the structure shown in the manuscript. The theoretical CCS, 
relative energy, and percentage of conformations each of these represents from clustering 
are shown below the conformation. 
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Figure B.50. Conformational space plot for the third ring amine protonated 4-ring MDA.  
The 3,000 generated conformations are represented in grey, the clustering representative 
conformation are labeled with letters that correspond to the structures in Figures B.51 
and B.52.  The conformations labeled in black fall within the experimental range and the 
conformations labeled in blue are representative of conformations from the whole 
conformational cloud. 
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Figure B.51.  Clustering analysis of 3,000 conformations of the third ring amine 
protonated 4-ring MDA. In i) the conformations that fall within the experimental CCS 
range are clustered and in ii) all 3,000 of the conformations are clustered.  Clustering is 
based on root mean square distance of atoms of superimposed structures.  The vertical 
bar indicates the RMSD cutoff (Å) used to select the conformations for further analysis. 
The asterisk represents the structures shown in the paper. 
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Figure B.52. Representative conformations from clustering analysis of the experimental 
range (a-e) and the whole conformational space cloud (f-j) of the third ring amine 
protonated 4-ring MDA generated from the simulated annealing calculation.  Carbon 
atoms are shown in dark grey, hydrogen in light grey, and nitrogen in blue. Distances are 
labeled to show the proximity of the additional proton to other atoms in the molecule. 
The asterisk represents the structure shown in the manuscript. The theoretical CCS, 
relative energy, and percentage of conformations each of these represents from clustering 
are shown below the conformation.  
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Figure B.53. Conformational space plot for the fourth ring amine protonated 4-ring 
MDA.  The 3,000 generated conformations are represented in grey, the clustering 
representative conformations are labeled with letters that correspond to the structures in 
Figures B.54-56.  The conformations labeled in black fall within the experimental range, 
the conformations labeled in red are representative of conformations from the left 
conformational cloud, and the conformations labeled in blue are representative of 
conformations from the right conformational cloud. 
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Figure B.54.  Clustering analysis of 3,000 conformations of the fourth ring amine 
protonated 4-ring MDA. In i) the conformations that fall within the experimental CCS 
range are clustered, in ii) the conformations in the left conformational cloud are clustered, 
and in iii) the conformations in the right conformational cloud are clustered. Clustering is 
based on root mean square distance of atoms of superimposed structures.  The vertical 
bars indicate the RMSD cutoff used to select the conformations for further analysis. 
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Figure B.55. Representative conformations from clustering analysis of the experimental 
range region of the fourth ring amine protonated 4-ring MDA generated from the 
simulated annealing calculation.  Carbon atoms are shown in dark grey, hydrogen in light 
grey, and nitrogen in blue. Distances are labeled to show the proximity of the additional 
proton to other atoms in the molecule.  The asterisk represents the structure shown in the 
manuscript.  The theoretical CCS, relative energy, and percentage of conformations each 
of these represents from clustering are shown below the conformation. 
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Figure B.56. Representative conformations from clustering analysis of the two 
conformational space clouds (left cloud (f-j) and right cloud (k-o)) of the first ring amine 
protonated 4-ring MDA generated from the simulated annealing calculation.  Carbon 
atoms are shown in dark grey, hydrogen in light grey, and nitrogen in blue. Distances are 
labeled to show the proximity of the additional proton to other atoms in the molecule. 
The asterisk represents the structures shown in the manuscript.   The theoretical CCS, 
relative energy, and percentage of conformations each of these represents from clustering 
are shown below the conformation. 
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SUPPLEMENTARY MATERIALS FOR CHAPTER III 
 

 
 
 

 

 

 

Table C.1. Structural information concerning the 10 natural products used in this study.  
Number of atoms, number of rotatable bonds, number of oxygens, number of chiral 
centers, and number of double bonds. 

 
Molecule 

 
# of atoms 

# of 
rotatable 

bonds 

 
# of 

oxygens 

 
# of chiral 

centers 

# of 
double 
bonds 

Brefeldin 44 0 4 5 2 
Ampicillin 43 5 4 4 0 

Doxorubicin 68 5 11 6 0 
Capsaicin 49 10 3 0 1 

Lincomycin 61 8 6 9 0 
Neomycin 88 9 13 19 0 
Josamycin 127 14 15 16 2 

Erythromycin 118 7 13 18 0 
Antimycin 79 14 9 4 0 

Valinomycin 168 9 18 12 0 
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Table C.1. Number of structures that are generated with each method as well as the 
number of structures plotted after 1.0 RMSD clustering cutoff.  

 
 

Molecule 

# of 
structure

s 
generate
d when 
20,000 

requested 

# of 
structure

s 
generate
d when 
8,000 

requested 

# of 
structure

s used 
from 

8,000 DG 

# of 
structure

s used 
from SA 

# of 
structure
s after 1.0 

RMSD 
clusterin

g for 
8,000DG 

# of 
structure
s after 1.0 

RMSD 
clusterin
g for SA 

Brefeldin 15 15 15 3000 7 31 
Ampicillin 282 268 268 3000 36 22 

Doxorubicin 314 307 307 3000 152 111 
Capsaicin 2864 2736 2736 9000 805 1336 

Lincomycin 10995 8000 7997 9000 2580 301 
Neomycin 20000 8000 8000 9000 7175 2255 
Josamycin 20000 8000 7797 9000 7726 3105 

Erythromyci
n 

20000 8000 7982 9000 7509 857 

Antimycin 20000 8000 7995 9000 4657 2036 
Valinomycin 20000 8000 8000 9000 8000 7546 
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Figure C.2. Clustering analysis for brefeldin for a) simulated annealing, and b) distance 
geometry. The vertical bar indicates the RMSD cutoff (1.0 Å) used to select a comparable 
number of structures from both methods.  
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Figure C.3. Clustering analysis for ampicillin for a) simulated annealing, and b) distance 
geometry. The vertical bar indicates the RMSD cutoff (1.0 Å) used to select a comparable 
number of structures from both methods. 
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Figure C.4. Clustering analysis for doxorubicin for a) simulated annealing, and b) 
distance geometry. The vertical bar indicates the RMSD cutoff (1.0 Å) used to select a 
comparable number of structures from both methods. 
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Figure C.5. Clustering analysis for capsaicin for a) simulated annealing, and b) distance 
geometry. The vertical bar indicates the RMSD cutoff (1.0 Å) used to select a comparable 
number of structures from both methods. 
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Figure C.6. Clustering analysis for lincomycin for a) simulated annealing, and b) 
distance geometry. The vertical bar at 1.0 Å indicates the RMSD cutoff used to select a 
comparable number of structures from both methods. The other vertical bar at 2.05 Å 
indicates the RMSD cutoff for the QM geometry optimization. 
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Figure C.7. Clustering analysis for neomycin for a) simulated annealing, and b) distance 
geometry. The vertical bar at 1.0 Å indicates the RMSD cutoff used to select a 
comparable number of structures from both methods. The other vertical bar at 2.80 Å 
indicates the RMSD cutoff for the QM geometry optimization. 
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Figure C.8. Clustering analysis for antimycin for a) simulated annealing and b) distance 
geometry. The vertical bar indicates the RMSD cutoff (1.0 Å) used to select a comparable 
number of structures from both methods. 

	
   	
  



	
   225	
  

	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  

	
  
	
  

Figure C.9. Clustering analysis for josamycin for a) simulated annealing and b) distance 
geometry. The vertical bar at 1.0 Å indicates the RMSD cutoff used to select a 
comparable number of structures from both methods. The other vertical bar at 3.49 Å 
indicates the RMSD cutoff for the QM geometry optimization. 
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Figure C.10. Clustering analysis for erythromycin for a) simulated annealing, and b) 
distance geometry. The vertical bar indicates the RMSD cutoff (1.0 Å) used to select a 
comparable number of structures from both methods. 
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Figure C.11. Clustering analysis for valinomycin for a) simulated annealing, and b) 
distance geometry. The vertical bar indicates the RMSD cutoff (1.0 Å) used to select a 
comparable number of structures from both methods. 
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Figure C.11. Conformational space plots for three of the natural products: a,b) brefledin, c,d) 
ampicillin, and e,f) capsaicin. The panel on the left shows distance geometry results when 20,000 
(red) or 8,000 (black) initial structures are requested from the calculation. The panel on the right 
compares the distance geometry results (8,000 conformations are requested) to simulated 
annealing results (blue). The grey vertical bar indicated the experimental CCS range.  Note that 
for brefeldin the distance geometry fails to generate conformations as small as the experimental 
range determined by IM-MS, and for ampicillin neither distance geometry nor MD-based 
conformational sampling generates any conformations consistent with the experimental CCS 
data. This most likely reflects small errors for both the experimental measurements and 
theoretical calculations, which is not surprising for molecules of this size (where the relative 
contribution of long range interaction potentials to CCS increases) under the experimental and 
theoretical methods presented in this manuscript. 
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Figure C.12. Conformational space plots for three of the natural products: a,b) 
doxorubicin, c,d) antimycin, and e,f) erythromycin. The panel on the left shows distance 
geometry results when 20,000 (red) or 8,000 (black) initial structures are requested from 
the calculation. The panel on the right compares the distance geometry results (8,000 
conformations are requested) to simulated annealing results (blue). The grey vertical bar 
indicated the experimental CCS range. 
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Figure C.13. IM traces for the representative natural products, namely (a) brefeldin, (b) 
ampicillin, (c) capsaicin, (d) doxorubicin, (e) antimycin, and (f) erythromycin. The most 
representative conformation generated with distance geometry from within the 
experimental range is shown for each natural product to the left of the mobility peak and 
a conformation that does not agree with the experimental measurement is shown on the 
right of the mobility peak to illustrate the coordination of computation with experiment 
for interpretation of structure.   
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Figure C.14. Conformational space plots for three of the natural products: a) lincomycin, 
b) neomycin, and c) josamycin when distance geometry is performed with the 
Gaussian09 QM geometry optimization.  The theoretical CCS value is plotted against the 
relative theoretical energy. The grey vertical bar indicated the experimental CCS range. 
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Figure C.15. Conformational space plots for the ten natural products: a) brefledin, b) 
ampicillin, c) doxorubicin, d) capsaicin, e) lincomycin, f) neomycin, g) antimycin, h) 
josamycin, i) erythromycin, and j) valinomycin.  In k) the percent of generated 
conformations within the experimental range is shown. The results for 20,000 
conformations are shown in red, for 8,000 in black, and for 2,000 in gold. 
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Figure C.16. Representative conformations of brefeldin generated with both simulated 
annealing and distance geometry.  The conformations shown in a-d) were generated with 
simulated annealing and are the four conformations that fall within the experimental CCS 
range.  For distance geometry, none of the generated conformations fall within the 
experimental range.  The conformation shown in e) is the conformation with the closest 
theoretical CCS to the experimental range. Each conformation is labeled with its 
theoretical CCS value and its theoretical energy. Carbon atoms are shown in dark grey, 
hydrogen in light grey, oxygen in red, nitrogen in blue, sulfur in yellow, and sodium in 
orange.  Each conformation is labeled with its theoretical CCS value and its theoretical 
energy.  All the conformations generated with distance geometry coordinate the cation at 
the carbonyl oxygen, which is the most electronegative oxygen according to the 
electrostatic potential that introduces the sodium cation.  The short energy minimization 
that follows the introduction of the cation is not long enough to allow the sodium cation 
to sample further conformational space.  The conformations that have the sodium cation 
coordinated to the carbonyl oxygen represent larger CCS values that do not align with the 
experimental measurements. 
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Figure C.17. Representative conformations of ampicillin generated with a) simulated 
annealing and b) distance geometry.  Clustering data is not shown for ampicillin because 
none of the generated conformations aligned with the experimental CCS value.  These 
conformations had theoretical CCS values that most closely aligned with the 
experimental CCS value. Carbon atoms are shown in dark grey, hydrogen in light grey, 
oxygen in red, nitrogen in blue, sulfur in yellow, and sodium in orange.  Each 
conformation is labeled with its theoretical CCS value and its theoretical energy. The lack 
of overlap with experimental data is most likely representative of experimental conditions 
that were not optimized for molecules of this size.  

 
  



	
   235	
  

 
 

 

Figure C.18. Clustering analysis of 19 conformations of doxorubicin generated with 
simulated annealing that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (1.81 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.19. Clustering analysis of 42 conformations of doxorubicin generated with 
distance geometry that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (2.40 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.20. Clustering analysis of 8 conformations of capsaicin generated with 
simulated annealing that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (0.89 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.21. Clustering analysis of 21 conformations of capsaicin generated with 
distance geometry that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (1.60 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.22. Clustering analysis of 19 conformations of lincomycin generated with 
simulated annealing that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (2.10 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, sulfur in yellow, and sodium in orange.  Each conformation is labeled with its 
theoretical CCS value, its theoretical energy, and the number of conformations it 
represents from the clustering analysis.  
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Figure C.23. Clustering analysis of 208 conformations of lincomycin generated with 
distance geometry and the molecular mechanics energy minimization that fall within the 
experimental CCS range.  Clustering is based on root mean square distance of atoms of 
superimposed structures.  The vertical bar indicates the RMSD cutoff (3.10 Å) used to 
select the shown conformations.  The conformations indicated on the clustering tree are 
shown with corresponding letters.  Carbon atoms are shown in dark grey, hydrogen in 
light grey, oxygen in red, nitrogen in blue, sulfur in yellow, and sodium in orange.  Each 
conformation is labeled with its theoretical CCS value, its theoretical energy, and the 
number of conformations it represents from the clustering analysis.  
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Figure C.24. Clustering analysis of 91 conformations of lincomycin generated with 
distance geometry and the QM geometry optimization that fall within the experimental 
CCS range.  Clustering is based on root mean square distance of atoms of superimposed 
structures.  The vertical bar indicates the RMSD cutoff (3.30 Å) used to select the shown 
conformations.  The conformations indicated on the clustering tree are shown with 
corresponding letters.  Carbon atoms are shown in dark grey, hydrogen in light grey, 
oxygen in red, nitrogen in blue, sulfur in yellow, and sodium in orange.  Each 
conformation is labeled with its theoretical CCS value, its theoretical energy, and the 
number of conformations it represents from the clustering analysis.  
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Figure C.25. Clustering analysis of 482 conformations of neomycin generated with 
simulated annealing  that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (4.00 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.26. Clustering analysis of 2098 conformations of neomycin generated with 
distance geometry and the molecular mechanics energy minimization that fall within the 
experimental CCS range.  Clustering is based on root mean square distance of atoms of 
superimposed structures.  The vertical bar indicates the RMSD cutoff (4.60 Å) used to 
select the shown conformations.  The conformations indicated on the clustering tree are 
shown with corresponding letters.  Carbon atoms are shown in dark grey, hydrogen in 
light grey, oxygen in red, nitrogen in blue, and sodium in orange.  Each conformation is 
labeled with its theoretical CCS value, its theoretical energy, and the number of 
conformations it represents from the clustering analysis.  
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Figure C.27. Clustering analysis of 227 conformations of neomycin generated with 
distance geometry and the QM geometry optimization that fall within the experimental 
CCS range.  Clustering is based on root mean square distance of atoms of superimposed 
structures.  The vertical bar indicates the RMSD cutoff (3.86 Å) used to select the shown 
conformations.  The conformations indicated on the clustering tree are shown with 
corresponding letters.  Carbon atoms are shown in dark grey, hydrogen in light grey, 
oxygen in red, nitrogen in blue, and sodium in orange.  Each conformation is labeled with 
its theoretical CCS value, its theoretical energy, and the number of conformations it 
represents from the clustering analysis.  

 
 
 
 
 
 
 
 
 



	
   245	
  

 

 
 

Figure C.28. Clustering analysis of 103 conformations of antimycin generated with 
simulated annealing that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (3.40 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.29. Clustering analysis of 495 conformations of antimycin generated with 
distance geometry that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (4.05 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.30. Clustering analysis of 221 conformations of josamycin generated with 
simulated annealing that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (4.90 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  

 
 
 
 
 
 
 
 
 



	
   248	
  

 
 
 

 
 
Figure C.31. Clustering analysis of 765 conformations of josamycin generated with 
distance geometry and the molecular mechanics energy minimization that fall within the 
experimental CCS range.  Clustering is based on root mean square distance of atoms of 
superimposed structures.  The vertical bar indicates the RMSD cutoff (5.45 Å) used to 
select the shown conformations.  The conformations indicated on the clustering tree are 
shown with corresponding letters.  Carbon atoms are shown in dark grey, hydrogen in 
light grey, oxygen in red, nitrogen in blue, and sodium in orange.  Each conformation is 
labeled with its theoretical CCS value, its theoretical energy, and the number of 
conformations it represents from the clustering analysis.  
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Figure C.32. Clustering analysis of 81 conformations of josamycin generated with 
distance geometry and the QM geometry optimization that fall within the experimental 
CCS range.  Clustering is based on root mean square distance of atoms of superimposed 
structures.  The vertical bar indicates the RMSD cutoff (4.60 Å) used to select the shown 
conformations.  The conformations indicated on the clustering tree are shown with 
corresponding letters.  Carbon atoms are shown in dark grey, hydrogen in light grey, 
oxygen in red, nitrogen in blue, and sodium in orange.  Each conformation is labeled with 
its theoretical CCS value, its theoretical energy, and the number of conformations it 
represents from the clustering analysis.  
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Figure C.33. Clustering analysis of 162 conformations of erythromycin generated with 
simulated annealing that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (3.40 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.34. Clustering analysis of 1456 conformations of erythromycin generated with 
distance geometry that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (4.70 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.35. Clustering analysis of 262 conformations of valinomycin generated with 
simulated annealing fall within the experimental CCS range.  Clustering is based on root 
mean square distance of atoms of superimposed structures.  The vertical bar indicates the 
RMSD cutoff (5.40 Å) used to select the shown conformations.  The conformations 
indicated on the clustering tree are shown with corresponding letters.  Carbon atoms are 
shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in blue, and sodium 
in orange.  Each conformation is labeled with its theoretical CCS value, its theoretical 
energy, and the number of conformations it represents from the clustering analysis.  
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Figure C.36. Clustering analysis of 336 conformations of valinomycin generated with 
distance geometry that fall within the experimental CCS range.  Clustering is based on 
root mean square distance of atoms of superimposed structures.  The vertical bar 
indicates the RMSD cutoff (6.00 Å) used to select the shown conformations.  The 
conformations indicated on the clustering tree are shown with corresponding letters.  
Carbon atoms are shown in dark grey, hydrogen in light grey, oxygen in red, nitrogen in 
blue, and sodium in orange.  Each conformation is labeled with its theoretical CCS value, 
its theoretical energy, and the number of conformations it represents from the clustering 
analysis.  
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Figure C.37. Clustering analysis for the structures that align with the experimental CCS 
for doxorubicin from both distance geometry and simulated annealing. The structures are 
clustered into 10 unique clusters according to RMSD (1.94 Å) as indicated by the vertical 
dashed line on the cluster tree on the left.  The percentage of conformations in each of the 
10 clusters from either distance geometry (black) or simulated annealing (blue) is 
displayed in the histogram on the right. 
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Figure C.38. Clustering analysis for the structures that align with the experimental CCS 
for capsaicin from both distance geometry and simulated annealing. The structures are 
clustered into 10 unique clusters according to RMSD (1.00 Å) as indicated by the vertical 
dashed line on the cluster tree on the left.  The percentage of conformations in each of the 
10 clusters from either distance geometry (black) or simulated annealing (blue) is 
displayed in the histogram on the right. 



	
   256	
  

	
  
	
  
Figure C.39. Clustering analysis for the structures that align with the experimental CCS for 
lincomycin from both distance geometry and simulated annealing. The structures are clustered 
into both 10  and 5 unique clusters according to RMSD (2.90 and 3.30 Å) as indicated by the 
vertical dashed line on the cluster trees on the left.  The percentage of conformations in each of 
the 10 or 5 clusters from either distance geometry (black) or simulated annealing (blue) is 
displayed in the histogram on the right. Analysis was performed on both 10 and 5 clusters to 
achieve structures from both methods in the same RMSD cluster. 
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Figure C.40. Clustering analysis for the structures that align with the experimental CCS 
for neomycin from both distance geometry and simulated annealing. The structures are 
clustered into 10 unique clusters according to RMSD (4.15 Å) as indicated by the vertical 
dashed line on the cluster tree on the left.  The percentage of conformations in each of the 
10 clusters from either distance geometry (black) or simulated annealing (blue) is 
displayed in the histogram on the right. 
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Figure C.41. Clustering analysis for the structures that align with the experimental CCS 
for antimycin from both distance geometry and simulated annealing. The structures are 
clustered into 10 unique clusters according to RMSD (3.70 Å) as indicated by the vertical 
dashed line on the cluster tree on the left.  The percentage of conformations in each of the 
10 clusters from either distance geometry (black) or simulated annealing (blue) is 
displayed in the histogram on the right. 
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Figure C.42. Clustering analysis for the structures that align with the experimental CCS 
for josamycin from both distance geometry and simulated annealing. The structures are 
clustered into 10 unique clusters according to RMSD (5.00 Å) as indicated by the vertical 
dashed line on the cluster tree on the left.  The percentage of conformations in each of the 
10 clusters from either distance geometry (black) or simulated annealing (blue) is 
displayed in the histogram on the right. 
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Figure C.43. Clustering analysis for the structures that align with the experimental CCS 
for erythromycin from both distance geometry and simulated annealing. The structures 
are clustered into 10 unique clusters according to RMSD (4.12 Å) as indicated by the 
vertical dashed line on the cluster tree on the left.  The percentage of conformations in 
each of the 10 clusters from either distance geometry (black) or simulated annealing 
(blue) is displayed in the histogram on the right. 
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Figure C.44. Clustering analysis for the structures that align with the experimental CCS 
for valinomycin from both distance geometry and simulated annealing. The structures are 
clustered into 10 unique clusters according to RMSD (5.70 Å) as indicated by the vertical 
dashed line on the cluster tree on the left.  The percentage of conformations in each of the 
10 clusters from either distance geometry (black) or simulated annealing (blue) is 
displayed in the histogram on the right. 
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APPENDIX D 
 
 

SUPPLEMENTARY MATERIALS FOR CHAPTER IV 
 

 
 
 
 
 
 
 
 
 
 
Table D.1. Initial Parameterization and Theoretical CCS Calculations for Selected 
metabolites are displayed below. The initial parameterization includes a geometry 
optimization and an electrostatic potential grid calculation. 
 

Molecule  CPU Time 
Initial Parameterization (m/z, 
method) 

 

Lactic acid [M] (90.03, HF) 4 min 54 sec 
Biotin [M] (244.09, HF) 2 hours 22 min 47 sec 
Maltopentose [M] (828.27, HF) 1 day 3 hours 43 min 31 sec 
Amphetamine [M] (135.10, HF) 14 min 26 sec 
Amphetamine [M+H]+ (136.11, PM6) 42 sec 
Verapamil [M] (454.28, HF) 15 hours 24 min 56 sec 
Verapamil [M+H]+ (455.29, PM6) 30 min 34 sec 
Theoretical CCS Calculation (m/z, method, number of structures) 
Colchicine [M+Na]+ (422.16, PA, 30) 1 min. 44 sec. 
Colchicine [M+Na]+ (422.16, PSA, 
30) 

21 min. 39 sec. 

Fucose [M+Na]+ (187.06, TM, 2) ~ 1 day 
Raffinose [M+Na]+ (527.16, TM, 2) ~ 4 days 
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Figure D.1. Determination of RMSD cutoff for distance geometry calculations is based 
on the data in this plot. The CCS is on the x-axis and the theoretical ranges are plotted for 
these 10 metabolites for different RMSD cutoff values used in the distance geometry 
calculation to determine how this affects the conformational space sampled. The yellow 
indicates a cutoff of 1.0 Å, the green a cutoff of 0.75 Å, and the pink a cutoff of 0.5 Å. 
The different shapes represent different gas phase ions. Based on the results above, a 0.5 
Å cutoff was used for metabolites with a molecular weight less than 200 Da, a 0.75 Å 
cutoff was used for metabolites with a molecular weight less between 200 and 400 Da, 
and a 1.0 Å cutoff was used for metabolites with a molecular weight more than 400 Da. 
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Figure D.2. Sample theoretical conformational space plots to show which conformations 
were selected for nitrogen CCS calculations. The data is shown for helium, and the 
conformations that were used for nitrogen are shown in red. For metabolites where 100 or 
less conformations were generated with distance geometry they were all submitted to 
PSA N2 calculations as shown in a) for cytidine. When more than 100 conformations 
were generated with distance geometry as shown in b) for glutathione oxidized low 
energy conformations than span the CCS range were selected for the PSA N2 
calculations. For molecules that do not contain the appropriate ratio of carbon, oxygen 
and nitrogen atoms as is the case for stachyose as shown in c) the trajectory method in 
MOBCAL must be used to get nitrogen CCS value. This calculation is very 
computationally expensive and only the smallest and largest CCS conformations are used 
to the MOBCAL N2 calculation. 
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Figure D.3. Structures of the metabolites examined in the study. The cation coordinating  
species as well as the attached protonated species are shown. 
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Figure D.4. Structures of the metabolites examined in the study. The cation coordinating  
species as well as the attached protonated species are shown. 
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Figure D.5. Structures of the metabolites examined in the study. The cation coordinating  
species as well as the attached protonated species are shown. 
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Figure D.6. Structures of the metabolites examined in the study. The cation coordinating  
species as well as the attached protonated species are shown. 
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Figure D.7. Structures of the metabolites examined in the study. The cation coordinating  
species as well as the attached protonated species are shown. 
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Figure D.8. Structures of the metabolites examined in the study. The cation coordinating  
species as well as the attached protonated species are shown. 
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Figure D.9. Comparison of theoretical CCS ranges with experimental CCS values from 
DTIM mass spectrometer. Error bars have been added for the experimental CCS values. 
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