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CHAPTER I 

1. Introduction 

INTRODUCTION 

Microelectromechanical systems (MEMS) are attractive for implementing key functions in 

electromechanical applications such as logic, sensing, actuation, and potentially oscillators in both 

earth and space applications due to reductions in size, weight, and power [1, 2]. MEMS have been 

used in a variety of applications including logic [3], global positioning systems [4], accelerometers 

[5], chemical, environmental, and biological sensors [6], pressure sensors [7], and atomic force 

microscopy [8].  

MEMS logic has been of particular interest due to the possibility of having high isolation, 

minimal leakage current, and high resistance when a device is in its “off” or “0” state [9]. Beyond 

being a simple switch, MEMS can be designed to perform Boolean algebra functions like AND, 

OR, XOR, NAND, etc. or be one-time-programmable memory [3, 10, 11]. These devices operate 

with turn-on voltages ranging up to 1.5 V.  

Even with recent advances, the reliability of MEMS is lagging compared to traditional CMOS 

circuits [11]. For example, a common issue with MEMS based logic is stiction. When a device is 

in an on-state, two parts must physically touch to make an electrical connection. After a relatively 

low number of cycles (~106), the physical devices can stick together to create a permanent short 

circuit. Alternatively, if the external force actuating the devices is too great, the two pieces can be 

fused together to create a short circuit. Solutions and improvements of these failure mechanisms 

are a focus of continuing research [11].  

Stiction has been leveraged to design non-volatile memory with both silicon and silicon carbide. 

Soon et al. designed a device fabricated with traditional CMOS techniques that uses van der Waals 
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force to create a permanent connection. The device is fabricated in an open position and connects 

to one of two terminals, similar to a relay. When multiple devices are fabricated together, a variety 

of logic circuits can be created [12]. He et al. used SiC to create MEMS anti-fuse devices as part 

of a one-time-programmable memory. A cantilever is anchored to a source electrode and 

suspended over a gate. Once programmed with a gate voltage, the cantilever is permanently 

attached to a drain contact on the other side of the gate [3].  

The promise of minimal leakage current is highly attractive for use in harsh environments, like 

space, and a motivating factor to research the effects of radiation on MEMS logic. While devices 

like these show great potential in radiation environments for applications like non-volatile 

memories, their static nature limits their use as a test vehicle for researching basic material 

properties. Measuring changes in Young’s modulus is difficult for a device which only has two 

states compared with a resonator where changes in resonance frequency depend on Young’s 

modulus as a function of total dose. Additionally, the mechanical failure mechanisms make direct 

research on MEMS logic difficult. In order to understand the effects of radiation on MEMS logic, 

this work uses resonating piezoresistive T-shaped cantilevers to focus on silicon properties that are 

relevant to MEMS logic such as elasticity and piezoresistivity.  

 

Experimental Devices 

This work uses resonating piezoresistive micromachined cantilevers with an asymmetric base to 

investigate the effects of 10-keV X-rays on the piezoresistive and elastic properties of uniformly 

doped silicon. A top down view of two T-shaped cantilevers is presented in Figure 1.1 with 

dimensions in Table 1.1, after [13]. A cantilever beam is attached at one end to the center of a base 

beam and free at the other. The base beam is anchored to the substrate by an electrode at each end 



3 

 

and is asymmetric such that the left side is wider than the right. When no force is applied to the 

free end of the cantilever, it is at rest in the center as in the solid outline in Figure 1.1. When an 

external force is applied to the free end, the beam deflects in the direction of the force as in the 

dotted outlines in Figure 1.1 [13].  

 

Table 1.1: Silicon Cantilever Dimensions, after [13] 

Parameter Symbol Value (μm) 

Cantilever length lc 655 

Cantilever width wc 8 

Left arm width wb1 11 

Right arm width wb2 5 

Left arm length lb1 51 

Right arm length lb2 51 

 
Figure 1.1: A MEMS cantilever with an asymmetric base beam with labels for dimensions 

shown in Table 1.1. Anchor pads show how voltage is applied, after [13]. 

 

Figure 1.1. A MEMS cantilever with an asymmetric base beam with labels for dimensions 

shown in Table 1.1. Anchor pads show how voltage is applied, after [13]. 
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Figure 1.2: A schematic illustration of (a and c) symmetric and (b and d) asymmetric base beam 

bending when the cantilever bends to the left and right, after [13]. 

 
(a) (b) 

Figure 1.3: A schematic illustration of the neutral axis (dotted line) dividing areas in 

compression and tension in (a) symmetric and (b) asymmetric base beams, after [13]. 
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When the cantilever beam is loaded, the base beam also bends. Figure 1.2 demonstrates how 

both symmetric and asymmetric base beams bend when the cantilever is deflected to the left and 

right. When the base beam bends, the different sections are under either compression or tension, 

causing changes in resistivity. The changes in resistivity are opposite for compression and tension 

and depend on dopant type [14]. Figure 1.3 shows the neutral axis dividing the portions of the 

anchor beam in tension or compression when the cantilever is deflected to the left in both (a) 

symmetric and (b) asymmetric base beams. With a symmetric base, the net resistance change is 

close to zero and difficult to detect because the resistance change on either side is the same. An 

asymmetric base creates an increase in the net resistance change when the beam is deflected 

because a larger portion is in compression than in tension or vice versa. With an asymmetric base, 

the wider side of the base has greater stiffness and is displaced less than the narrow side when the 

beam is deflected. Shuvra, et al. optimized the geometry to achieve a 481x increase in sensitivity 

to the net resistance change with an asymmetric base [13].  

To actuate the device, an AC voltage is applied at the free end of the cantilever to one of the two 

gate electrodes while the other end is grounded and causes the cantilever to oscillate. The voltage 

applied to the gate electrode induces an electric field that acts as an external force, displacing the 

free end of the cantilever. A DC voltage applied across the two anchored electrodes allows the 

resistance to be monitored. Figure 1.4(a) shows the orientation of the cantilever on a wafer and to 

its associated electrodes. Figure 1.4(b) depicts the material stack of the devices including the 

thickness of each layer. Figure 1.4(c) is a scanning electron microscope (SEM) image of a sample 

device. Figure 1.4(d) demonstrates the cantilever orientation with respect to the wafer indicating 

that the cantilever bends in the [1 1 0] direction to take advantage of the piezoresistive sensitivity 

in that direction [13, 15].  
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The devices are fabricated at the University of Louisville Micro/Nano Technology Center. A 

flowchart of the major fabrication steps is in Figure 1.5. Aluminum or gold is deposited and 

patterned using optical lithography to form the contacts. Dry reactive-ion etching (DRIE) is done 

on the top side to define the cantilever, removing all the silicon except for the devices. DRIE is 

also done through the backside to create the cavity under the device all the way to the buried oxide 

layer. Finally, a dry etch is used from the backside to release the cantilever [13]. 

 

 

 

 
Figure 1.4: Device structure: (a) top view of cantilever with electrodes; (b) cross-sectional view 

of materials with measurements; (c) SEM image of the cantilever; and (d) cantilever orientation 

with respect to wafer orientations. The beam bends in the [1 1 0] direction, after [42]. 
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Introduction to Piezoresistivity and Elasticity 

Piezoresistivity originates from increases and decreases in resistivity due to tensile and 

compressive stress changing the dimensions of the material [14, 15]. Strain shifts energy levels 

without changing other electrical properties of the material [16]. This affects the mobility of 

carriers and changes the resistivity. The greater the deformation in the material, the higher the 

resistivity change is. When the cantilever is driven at its resonance frequency, the beam deflection 

increases and causes greater displacement in the base. Therefore, the highest net resistance is at 

the resonance frequency.  

 
Figure 1.5: A flowchart depicting the main steps in the fabrication process of the cantilevers 

and resistors used in these experiments, after [13]. 
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The amount of deflection that can occur in the cantilever depends on the elasticity of the silicon, 

or the amount the silicon can be non-permanently deformed. For an isotropic, homogenous 

material, the relationship between stress (σ) and strain (ε) is defined by Hooke’s Law:  

 𝜎 = 𝐶𝜀  (1.1) 

where C is a fourth-order tensor that describes elasticity and is a property of a material. C can be 

represented a constant value of tensile elasticity, Young’s modulus (Y) [17]. Stress and strain are 

each represented by a 3 × 3 matrix in a Cartesian coordinate system where the linear mapping of 

the two tensors leads to the 81 value fourth-order tensor that describes elasticity. Silicon’s cubic 

symmetry, however, allows this to be condensed to three independent components: longitudinal 

(c11), transverse (c12), and shear elasticity (c44) [14, 18, 19, 20]. Traditionally, these have been split 

into three “principal elasticities” by Lord Kelvin [20, 21]: bulk modulus, 

 𝜅 =
(𝑐11+2𝑐12)

3
  (1.2) 

and two shear moduli, rectangular and diagonal, 

 𝜇′ =
(𝑐11−𝑐12)

2
  (1.3) 

 𝑢′′ = 𝑐44 . (1.4) 

The combining of two second-rank tensors gives four subscripts which are combined using 

collapsed notation [22]. The first subscript denotes the direction of strain while the second 

subscript denotes the direction of the stress [14].  

In silicon, elasticity is directionally dependent because it is anisotropic. The value of Young’s 

modulus is different for each of the 〈1 0 0〉, 〈1 1 0〉, and 〈1 1 1〉 directions [19]. The devices used 

in this work have force applied in the [1 1 0] direction, allowing Young’s modulus to be simplified 

to [23]: 
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 𝑌110 =
4(𝑐11+2𝑐12)(𝑐11−𝑐12)𝑐44

2𝑐11𝑐44+(𝑐11+2𝑐12)(𝑐11−𝑐12)
 .  (1.5) 

Young’s modulus in the 〈1 1 0〉 directions has been measured to be 169 GPa for Si [19, 24]. 

Given the orientation of the silicon devices used in these experiments, the elastic components of 

interest are shear elasticities, (1.3) and (1.4) [13, 25, 26]. The value of the resonance frequency 

depends on Young’s modulus. For cantilevers, the resonance frequency is calculated via: 

 𝑓𝑛 =
β𝑛

2

2𝜋𝐿2 √
𝑌𝐼

𝜌ℎ𝑏
  (1.6) 

where βn is an eigenvalue associated with the resonance mode of a singly attached cantilever (β0 = 

1.875, in this case), L is the length of the cantilever, b is beam thickness, h is beam height, ρ is 

beam mass density, and I is the cross-sectional moment of inertia (hb3/12) [27].  

 

Radiation Effects in Silicon MEMS 

While there has been considerable research focused on developing MEMS for sensors, actuators, 

logic, oscillators, and other applications, only limited results have been reported that focus on the 

effects of radiation on these functions. Furthermore, studies of radiation on MEMS have focused 

on finding device tolerance over understanding the mechanisms causing failure [2, 28]. When 

failure mechanisms are considered, the focus is typically placed on traditional radiation effects 

mechanisms like dielectric charging from total ionizing dose or carrier removal from displacement 

damage [29, 30, 31]. Research where the primary focus is the change in silicon material properties, 

such as elasticity, is lacking [32]. 

In 2011, H. R. Shea complied a review paper gathering/collecting/composing published results 

of radiation effects testing on MEMS [2]. A large range of radiation tolerances have been reported 

for devices exposed to 𝛾-rays from failure at total doses of 4 krad(Si) [33] to survival after 30 
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Mrad(SiO2) [34]. Low dose-rate experiments do not show any change in experimental results 

compared to high dose rates [33]. Failures at low total doses are typically not due to any 

mechanisms in the MEMS devices itself, but the failure of supporting CMOS circuitry [33, 35]. 

Radiation hardness in electrostatic MEMS devices often is limited by dielectric charging in the 

devices, but shows very strong geometric and bias dependencies [36, 37]. 

Piezoresistive MEMS accelerometers and pressure sensors exposed to 𝛾-rays exhibit high 

radiation tolerance [34, 38, 39]. Accelerometers failed after exposure to 20 Mrad(SiO2) due to 

trapped charge in the oxides inducing an electric field across the piezoresistor. The voltage output 

in response to acceleration increased, corresponding to a 4-12% increase in piezoresistive 

sensitivity after irradiation. Holbert et al. proposed that positive trapped charge in the ~50 nm 

native oxide and the Si/SiO2 interface induces a depletion region that limits the current flow 

through the piezoresistor. Increasing device thickness mitigates the effect because the induced 

depletion region becomes insignificant compared to the device size. Holbert et al. also predicted 

n-type piezoresistors would show less sensitivity to radiation [34]. More recent results on 

piezoresistive pressure sensors showed decreased piezoresistive sensitivity with dose. Pressure 

sensors showed no change after exposure to 𝛾-rays to 10 Mrad(SiO2), but showed an 80% drop in 

output voltage after exposure to 31 Mrad(SiO2) [39]. 

Research on the effects of displacement damage on MEMS has been the only work to focus on 

the effects of radiation on Young’s modulus. Gomes and Shea reported Young’s modulus 

increased 0.05% due to low energy protons [31]. Previous work focusing on the devices used in 

this work found Young’s modulus and resonance frequency to increase due to displacement 

damage. Cantilevers were irradiated with protons, which cause both TID and displacement 

damage. When the cantilevers were irradiated with 0.8-MeV protons, displacement damage 
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dominated the response causing the resonance frequency to increase due to carrier removal. When 

the cantilevers were irradiated with 2-MeV protons, the contributions from TID dominated the 

resonance response, causing a decrease in resonance frequency due to dopant depassivation [30].  

A test of MEMS logic shows the AND and XOR gates discussed above screened devices by 

exposing them to a nuclear reactor for 120 minutes at 90 kW. After irradiation, the off-state current 

was still close to zero. The threshold voltage shifted by 2 V after 60 minutes exposure, but was 

shown to be -2 V lower than pre-rad measurements after 120 minutes of exposure. It is unclear if 

the shifts in threshold voltage are due to continuous use of the device or are a result of exposure to 

radiation. A MOSFET tested in the same environment for “a few minutes” showed an order of 

magnitude increase in drain-source current [11]. 

As MEMS designs continue into the nanoscale regime and get thinner, the value of Young's 

modulus decreases [19, 40]. For example, the Young’s moduli of cantilevers fabricated with 

widths from 50 – 1000 nm were measured using electrostatic pull-in stability. Devices with 50 nm 

cantilever width were measured to have a Young’s modulus of ~80 Gpa, which was 54% lower 

than the devices with 1000 nm cantilever widths that had a measured Young’s modulus of 169 

GPa [40]. In general, decreases in Young’s modulus are only seen for devices with a width less 

than 100 nm [40, 41]. As nanoelectromechanical systems (NEMS) continue to be more common, 

this could bring a greater sensitivity to radiation effects.  

 

Summary of this Work 

In this work, the total-ionizing-dose (TID) response is evaluated for T-shaped asymmetric 

piezoresistive micromachined cantilevers as a function of dose rate, dopant concentration, dopant 

type, and hydrogen contents. Understanding dose-rate effects in MEMS is crucial as these types 
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of devices are considered for space applications where ionizing dose rates are much lower than 

those typically used for ground testing (including this work). The effects of dopant concentration 

and type are useful for providing insights on the mechanisms causing resonance frequency shifts. 

Additionally, these data points are beneficial for hardness assurance when designing a device for 

space applications. Hydrogen content is important in determining the nature of the effects on 

resonance frequency and resistivity. 

Chapter 2 discusses the background of silicon material properties including mobility, 

piezoresistivity, elasticity, and hydrogen in silicon. A brief discussion of radiation effects is 

included. Chapter 3 presents the experimental setup and results. Two sets of experiments were 

conducted to measure changes in resonance frequency and resistivity as a function of total ionizing 

dose (TID) from 10-keV X-rays. Negative resonance frequency shifts are found to depend 

significantly on the dose-rate, with greater negative shifts at lower dose rates. Further tests with 

hydrogenated devices show no measurable differences between hydrogenated and untreated 

devices for nominal operation, but larger shifts are observed at the lower dose rate for 

hydrogenated devices in radiation testing. Devices with an order of magnitude less doping show 

similar shifts as the more highly doped devices at the higher dose rate, but exhibit larger shifts in 

resonance frequency (like the hydrogenated devices) at the lower dose rate.  

The resistors are the base beam of the cantilever measured from the drain to the source and 

connected in a 4-terminal configuration. The resistivity is calculated based on the known 

dimensions of the base beam. Exposure to 10-keV X-rays caused resistivity to increase. In all 

cases, the resistivity had a greater increase at the lower dose rate. The resistivity of the 

hydrogenated devices increased minimally. Devices with lower dopant concentrations, however, 
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showed much greater increases in resistivity. N-type resistors showed the greatest increase in 

resistivity as a function of irradiation. 

In chapter 4, the data are analyzed and mechanisms are presented to explain the results. The 

differences in resonance frequency response are attributed to differences in the complex interplay 

among transport and reactions of hydrogen in silicon, leading to dopant de-passivation as well as 

differences in rates of surface charging at the higher and lower dose rates [23, 41, 42]. Each of 

these effects is a potential source of increased carrier densities in the cantilevers. These 

mechanisms are more significant at the lower dose rate than at the higher dose rates because higher 

densities of hydrogen in Si favor bimolecular recombination reactions over transport and reactions 

with dopants that lead to enhanced low-dose-rate response [43]. Space charge effects are more 

significant at the higher dose rates than the lower rate. Carrier concentration affects Young’s 

modulus and therefore the resonance frequency [17, 26, 44].  

The differences in resistivity increases are attributed to decreases in mobility caused by the 

release of hydrogen and other species due to irradiation. The addition of these species to the sample 

greatly increases the amount of both ionized and neutral impurity scattering [45]. Differences as a 

result of dose rate are caused by the same mechanisms that cause the resonance frequency 

decreases. The greater increase in resistivity for lower doping concentrations is the result of a 

larger influence of lattice scattering [46]. 
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CHAPTER 2 

2. Background 

BACKGROUND 

This chapter gives an overview of silicon properties and their applications, atomic mechanisms, 

and radiation effects. Mobility is discussed first, including the contributions of lattice, ionized 

impurity, and neutral impurity scattering. The discussion of mobility is continued by focusing on 

its interactions with strain. The directional nature of constant-energy surfaces and the many-valley 

theory of semiconductor band structure is presented. This is followed by a brief discussion of the 

concept of deformation potentials and their calculations and measurements. A discussion on the 

basics of piezoresistivity and Young’s modulus and their directionality follows. An overview of 

the calculation of the shear elastic constant is presented.  

The presence of hydrogen in silicon is then discussed. The presence of positive, neutral, and 

negative charge states in n- and p-type silicon, including the atomic reactions and the energies 

required to bind or dissociate hydrogen-dopant and hydrogen-silicon complexes, are presented. 

The effects of hydrogen on elasticity are also discussed. Finally, there is a brief section on radiation 

effects relevant to dose-rate effects and MEMS. An overview of enhanced low dose rate sensitivity 

(ELDRS) is provided along with a comparison of radiation responses in n- and p-type silicon based 

on diodes. 

 

Mobility 

Crystalline semiconductors are organized into a periodic lattice. Depending on the direction in a 

lattice, the available energies and momenta of charge carriers differ. In order to describe the 

movement of the carriers, one quantity that is frequently used is resistivity: 
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 𝜌 =
1

𝑞𝑁𝜇
 (2.1) 

where q is the charge of an electron, N is the carrier concentration, and μ is mobility. Mobility 

describes a carrier’s ability to move in an electric field [46, 47]. 

Carrier transport in semiconductors is affected by many different scattering processes in 

semiconductors [48, 49]. At absolute zero, a perfect lattice does not interact with charge carriers; 

however, above absolute zero, the lattice vibrates and disrupts its periodicity leading to collisions 

between carriers and lattice atoms. Impurities in a lattice structure also disturb the periodicity of a 

lattice. In Si, phonon (lattice) and ionized impurity scattering are the dominant scattering 

mechanisms [46, 47, 50]. Other types of scattering include neutral impurity, carrier-carrier, and 

piezoelectric scattering [49].  

Figure 2.1 shows a plot of the mobility as a function of total impurity concentration for both 

phosphorus and boron as calculated by empirical data analyzed by Arora et al. [46]. The values 

shown are valid for a temperature range of 250 – 500 K and for dopant and impurity concentrations 

up to ~1020 cm-3 within ±13% of the reported experimental values. They also account for carrier-

carrier scattering for dopant densities above 2×1016 cm-3 [50].  

Neutral impurity scattering also affects the mobility of a semiconductor. Typically, its 

contribution is minimal, but it can have a greater contribution in situations with lower temperatures 

and when there are large numbers of defects in Si. Norton et al. found that approximations for 

neutral impurity scattering broke down around 300 K and noted that theoretical explanations most 

likely underestimate the contributions at room temperature and above [52, 53, 55]. The overall 

mobility of n-type silicon as a function of donor concentration and contributions from ionized and 

neutral impurity scattering are shown at 300 K from Norton’s measurements in Figure 2.2 [55]. 
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Figure 2.1: Mobility as a function of total impurity concentration as calculated from Arora, et 

al. [50]. 

 

Figure 2.2: Electron mobility in n-type silicon as a function of donor concentration at 300 K. 

The partial mobilities for ionized impurity (dashed line) and neutral impurity (dotted-dashed 

line) are also shown, after [55]. 
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Further models account for effects of electron-electron or hole-hole scattering in addition to lattice, 

ionized impurity, and neutral impurity scattering. Experimental findings match to within ±7% of 

the theoretical results [54, 56]. 

 

The Effects of Strain and Stress on Mobility and Energy Bands 

The relationship between the behavior of charge carriers and strain has been thoroughly 

investigated both experimentally and analytically [14, 18, 44, 51, 57, 58]. The application of force 

to silicon shifts a band’s energy [16]. In order to understand the effect of strain on mobility, the 

concept of energy bands and constant-energy surfaces must be presented.  

Energy and momenta can be presented via E-k diagrams that characterize band structures of 

materials. In semiconductors like silicon and germanium, energy band extrema occur in positions 

that have high symmetry. In silicon, the conduction band minimum occurs in the 1 0 0 directions, 

while in germanium, the conduction band minimum occurs in the 1 1 1 directions, as shown in 

Figure 2.3. The valence band maxima always occur at k=0 and are composed of three sub-bands. 

For silicon the top two sub-bands are indistinguishable. The top band with less curvature is called 

the “heavy-hole” band while the band with larger curvature is the “light-hole” band. The lowest 

band with a lower maximum energy is the “split-off band” [49].  

Constant-energy surfaces are a 3-dimentional visualization of the allowed k-values for a given 

energy. When the chosen energy is below the valence or above the conduction band energy, the 

allowed k-values form a surface in k-space in the shape of an ellipsoid [49]. Figure 2.4(a) shows 

the constant-energy surfaces for unstrained silicon in the 1 0 0 directions [59].  

In n-type materials, studies use effective mass or energy band calculations to understand how 

lattice strain affects carrier mobility via band bending and non-uniformities in the density of states 
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 (a) (b) 

Figure 2.3: 〈1 0 0〉/〈1 1 1〉 E-k diagrams showing the conduction and valence bands for (a) 

germanium and (b) silicon, after [49]. 

 
Figure 2.4: The constant energy surfaces in n-type silicon (a) unstrained and with (b) uniaxial 

tension, after [59]. 
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[57, 60] Herring’s “Many-Valley” model proposes the minima of the conduction bands, in the 

middle of the constant-energy surface, on the axis, is where mobility is highest [60]. Higher energy 

surfaces surround the points of lowest energy, the “valley”, where electrons are found. The 

addition of strain to a crystal breaks the symmetry of the energy surfaces, shown in Figure 2.4(b), 

causing electrons to be attracted to the valleys where the energy is lower, increasing mobility. This 

shape means the mobility of an electron is dependent on the direction of its motion [14, 57, 61]. 

The shifting of the energy surface indicates a shift in the energy bands. Figure 2.4 shows how 

the six energy surfaces change when strain is applied in the uniaxial 1 1 0 direction of n-type 

silicon for two sets of energy surfaces, Δ2 and Δ4. When tension is applied, the energy bands on 

one axis to shift down (Δ2) and energy bands on two axes to shift up (Δ4). This strain results in 

the electrons moving from the higher energy bands to the lower. The shift in energy bands also 

causes a decrease in the Δ2 effective mass meaning that the shift in electrons from Δ4 to Δ2 

decreases the mean effective mass and increases the mobility. Band splitting changes the scattering 

rate due to a decreased density of states, further aiding the increase in mobility [59].  

In p-type silicon, 80% of the holes are located in the heavy-hole band, which has a higher 

effective mass than the light-hole band. Uniaxial compression lifts band degeneracy and causes 

band warping. At room temperature, band warping reduces effective mass and increases mobility. 

Figure 2.5 shows how the top two valence bands in silicon shift as a function of both tension and 

compression and notes the changes in effective mass [62]. In both tension and compression, the 

top band rises. The top band also warps in the 〈1 1 0〉 direction in both cases. Under compressive 

stress, the difference in energy levels between the first and second valence bands increases. The 

first energy band has decreased effective mass and increased mobility when strained while the 

second energy band has increased effective mass and decreased mobility due to strain [46, 62].  
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The shift of these energy bands is responsible for carrier repopulation and scattering rate 

variation in Si [59]. The strain-induced band edge shift is proportional to the strain tensor and 

describes n-type materials well [14, 51, 59]. Strain-enhanced hole mobility depends more on band 

 
Figure 2.5: Si valence band structures for (a) unstressed, (b) 1 GPa biaxial tensile stressed, and 

(c) 1 GPa uniaxial compressive stressed Si. Only the top two bands are shown and effective 

masses are labeled in units of free electron mass, after [62]. 
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warping than electrons and is also affected by band splitting, mass change, and changes in the 

densities of states [59, 63, 64]. 

Deformation Potential 

Deformation potential theory was developed by Bardeen and Shockley to describe mobility 

changes from bandgap dilation [51]. The average difference in energy and band structure between 

the unstrained band and strained band for each of the energy valleys in energy bands from elastic 

strain is described by a deformation potential [65]. In a crystalline semiconductor like silicon or 

germanium, deformation potentials are broken into many components [57, 66]. For this work, we 

will focus on the shear deformation component, Ξu. The values of the pure shear deformation 

potential obtained from experimental literature contain “considerable experimental uncertainty” 

[65]. Including theoretical and experimental values, Ξu can range from 5.8 to 11.8 eV with an 

average value of 8.8 eV reported for silicon [26, 67, 68]. Results from Csavinszki and Einspruch 

indicate that deformation potential may rise with increasing dopant concentration [26]. However, 

the majority of research on the values of deformation potentials neglects to consider the effects of 

dopant type or concentration.  

 

Piezoresistivity  

Piezoresistors are widely used in pressure, force, and inertial sensors that take advantage of the 

change in resistivity in a material when stress is applied [14]. Piezoresistivity was first discovered 

in copper and iron by Lord Kelvin [69]. It was predicted by Bardeen and Shockley that single 

crystal semiconductors would have large mobility changes due to deformation [51]. This was later 

experimentally demonstrated by C. S. Smith [18]. Piezoresistivity originates from increases and 
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decreases in resistance due to tensile and compressive stress, respectively, changing the 

dimensions of the material [14, 15].  

Analysis of piezoresistivity starts by defining the resistance (R) of a homogenous material as  

 R = ρl/a  (2.2) 

where ρ is the resistivity, l is the length, and a is the cross-sectional area. The gauge factor (G) is 

the ratio of change in resistance to mechanical strain, defined as  

 G = (ΔR/R)/ε,  (2.3) 

where ΔR/R is a fractional resistance change ε=Δl/l is strain. The fractional change in resistivity is 

defined as 

 
𝛥𝑅

𝑅
= (1 + 2𝜈)𝜀 +

𝛥𝜌

𝜌
  (2.4) 

where v is Poisson’s ration and: 

 ε=Δl/l  (2.5) 

is the strain [14]. The piezoresistance coefficient is then defined as the normalized change in 

resistivity with stress,  

 𝜋 =
∆𝜌

𝜌𝜎
  (2.6) 

where ρ is resistivity and σ is stress. It is related to Young’s modulus in that, 

 𝐺 = 𝑌𝑖𝜋𝑖   (2.7) 

where i denotes the crystal direction [15, 59].  

Piezoresistivity in germanium and silicon is directionally dependent because of the anisotropy 

of their cubic structures. This directional dependence can be leveraged to create piezoresistors that 

are sensitive to stress and strain in one direction, but not another. For example, a graphical 

representation of the room temperature piezoresistive coefficients in the (0 0 1) direction by Kanda 
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shows the highest piezoresistive coefficient in the 〈1 1 0〉 directions, as shown in Figure 2.6 [58]. 

The devices used in this work are fabricated with the piezoresistive base beam parallel to the [1 1 0] 

plane to take advantage of the larger piezoresistive coefficient in that direction [13]. 

 

 

Young’s Modulus 

The relationship between stress and strain for an isotropic homogeneous material was first 

conceived by Robert Hooke in 1675, presented in (1.1) as Hooke’s Law [17]. As previously 

discussed, elasticity in silicon is directionally dependent like piezoresistivity. Silicon’s cubic 

 
Figure 2.6: Room temperature piezoresistive coefficients in the (0 0 1) plane of p-Si (100 GPa), 

after [58]. 
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symmetry allows it to be described by three independent components that form the three principle 

elasticities [20, 21]. The devices used in this work depend on shear elasticity because the external 

force is applied in the [1 1 0] direction. 

In order to calculate the shear elastic constant, the effects of strain on the Fermi level are 

considered based on Herring’s many-valley conduction band model and the deformation potentials 

that describe the changes in band structures due to strain. In a crystal, strain increases the energy 

in certain valleys depending on the direction of the force applied, shown in Figure 2.4(b). The 

electrons in valleys with raised energy with relocate to valleys with lower energy until the system 

returns to equilibrium. The transfer of electrons lowers the Fermi energy and makes a smaller 

contribution to the free energy of the system [70].  

Elastic constants are calculated from strain derivatives of free energy. Keyes demonstrates this 

calculation in detail for degenerate germanium, where a sample is considered degenerate if there 

are more than 2 × 1017 cm-3 active electrical carriers [65]. These calculations have also been shown 

for p-type Si and compare to experimental measurements on samples with 3.2 × 1018 cm-3 boron 

doping [26]. The application of pure shear strain to a semiconductor changes the electronic energy 

in second order terms of the strain, changing the elastic constants. Energy levels for both un-

strained and strained silicon are calculated by summing the energy in each of the valleys. The 

difference in energy levels is compared and separated into the free energy of the electron gas of 

the unstrained crystal, the linear energy based on energy band dilation, and the quadratic energy 

in the strain. The quadratic energy of the strain affects the elastic constants. Comparing the elastic 

strain energy to the quadratic portion of the free energy shows that only the shear elastic constant, 

c44, is affected by applied strain to the semiconductor crystal [65].  



25 

 

The change in c44 can be shown as a function of carrier concentration for n-type germanium 

samples: 

 ∆𝑐44 = −
4

3
(

4𝜋

3
)

2 3⁄

(
m𝑛

∗ 𝛯2𝑛1 3⁄

ℎ2 )  (2.8) 

where mn* is the density of states effective mass for electrons and n is the number of electrons 

[65]. Similar calculations show the change in shear constant for p-type germanium samples, 

however, the more complicated nature of the energy band structure leads to a more approximate 

calculation where the type of shear is not distinguished: 

 ∆𝐶 = −
1

5
(

8𝜋

3
)

2 3⁄

(
m𝑝

∗ 𝛯2𝑝1 3⁄

ℎ2 )  (2.9) 

where mp* is the density of states effective mass for holes and p is the number of holes [65].  

In silicon, the orientation of the energy valleys is in the 〈1 1 0〉 directions rather than the 〈1 1 1〉 

directions. This means that c44 should be independent of carrier concentration. Instead, the shear 

elasticity C’ = (c11 – c12)/2 is affected [71]. Csavinszky and Einspruch show a comparable 

derivation of the effect of doping and impurities on C’ accounting for separate contributions from 

the heavy- and light-hole bands: 

  ∆𝐶′ = −
1

5
(

8𝜋

3
)

2 3⁄ Ξ𝑠
2

ℎ2 (m𝑝1
∗ 𝑝1
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+ m𝑝2

∗ 𝑝2
1 3⁄

)  (2.10) 

where the subscripts 1 and 2 represent the heavy- and light-hole bands, respectively. The addition 

of the split-off band can also be accounted for, but is only needed for doping above 1 × 1020 cm-3 

[26]. It is important to note the value Δc44 or ΔC is in reference to un-doped silicon. Therefore, 

when using these equations to calculate the value of c44 or C for a doped sample, the shear elasticity 

must be calculated by: 

 𝐶 𝑠𝑎𝑚𝑝𝑙𝑒 = 𝐶𝑢𝑛𝑑𝑜𝑝𝑒𝑑 + Δ𝐶.  (2.11) 
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While the above equations are shown using electron or hole concentrations, there is no way to 

differentiate between the effects of electrons or holes and ionized impurities [16]. 

The effects of carrier concentration of both n- and p-type materials have been well documented 

by a variety of studies. In general, these studies have found the comparison of theory to 

experimental results yields self-consistent results for C’. Using un-doped and 2 × 1019 cm-3 

phosphorus-doped silicon, Hall measured elasticity by applying hydrostatic pressure to his 

samples. Measured changes in c11 and c12 matched well with Keyes’ calculations; however, the 

measured values of c44 showed a sensitivity to doping, contradicting Keyes’. The addition of 

2 × 1019 cm-3 phosphorus atoms comprises 0.04% of the total material, but the contribution of 

impurity atoms to the elastic constant results in a ~1% decrease in both c11 and c12. The effect of 

doping on c44 was believed to result from an electronic mechanism different from Keyes’ 

deformation potential theory. Keyes’ later suggested the change in c44 was a “result of the splitting 

of the degeneracy of the conduction band at the [0 0 l] Brillouin zone face by strain” [16]. 

However, a promised paper on this subject was never published. 

Mason and Bateman measured the propagation of acoustic waves in p-type Si to demonstrate 

that increased doping decreases c44 and is related to an increase in hole scattering time. Changes 

in c11 and c12 due to increased hole scattering were 5-10x less than the changes in c44. In order to 

calculate the change in c44, Mason and Bateman use Keyes’ deformation potential model [72]. 

Further studies have confirmed that an increase in carriers will affect all three elastic constants and 

can be found in references [72, 73, 74, 75, 76, 77]. While contributions from increased dopants 

and carriers have been shown to affect the elastic constants, the changes seen typically only amount 

to a 1%-3% decrease in elasticity for heavy doping levels. In general, if an elastic constant is 

needed for a specific sample, the best way to obtain the value is to measure the sample itself [19].  
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Hydrogen in Silicon 

Atomic hydrogen is introduced into silicon throughout the wafer and device fabrication 

processes and has complex behavior dependent on the doping [45, 78, 79, 80, 81, 82, 83]. 

Hydrogen can also be introduced into silicon by proton implantation, exposure to a hydrogen 

plasma, exposure to a hydrogen gas at high temperature, or contact with boiling water [84, 85]. 

The effects of hydrogen in silicon have been widely studied from a material perspective [45, 78, 

79, 80, 81, 82, 83, 84, 85, 86] and from a device perspective [43, 87, 88, 89, 90, 91, 92]. The 

presence of hydrogen causes relaxation of the silicon crystal, which further adds to the 

complexities of the mechanisms by adding new defect levels [45, 79, 80, 93]. It is also likely that 

the interaction of hydrogen with the dopant atoms can cause changes in the carrier mobility [45, 

46, 47, 94, 95]. A majority of studies on hydrogen in silicon focus on its interaction with defects 

and dopants such as deep-level passivation, shallow-acceptor neutralization, shallow-donor 

neutralization, and dissociation of hydrogen-dopant complexes [78].  

Hydrogen in Si can have three different states depending on a variety of factors including dopant 

types: positive (H+), neutral (H0), or negative (H-). When H is released in Si, its charge state is 

influenced by the Fermi level [79, 80, 96, 97]. Pseudo density functional theory has been used to 

define a model for hydrogen diffusion and reactions including the most likely locations of H atoms 

in the lattice, the associated crystal relaxations, and energies required for H to move within the 

lattice or react with dopants [79]. These calculations reveal that the typical energy for any reaction 

of hydrogen in silicon is in a range of ~1.5 eV or less, as shown in Figure 2.7, and that the largest 

change due to crystal relaxation is 0.45 Å.  

Figure 2.7 shows first-principle results, based on calculations from [79], for the formation of 

different hydrogen species from their most likely location in the Si lattice. H+ is the preferred state 



28 

 

in p-type silicon because it requires less energy, while H- is the preferred state in n-type silicon 

due to a lower formation energy when the Fermi level is closer to the conduction band. H0 does 

not have an energy dependence and is equally likely to form in both types of Si [45, 79, 80, 81, 

96, 97]. 

The following sections will cover each of the H charge states and H2 including some chemical 

reactions between H atoms and donors and their required energies. The positive and negative 

charge states are presented with their associated effects on dopants. Additionally, some 

measurement techniques, physical defects, and the effects of hydrogen on elasticity are presented.  

 

 

 

 
Figure 2.7: First-principles results for relative formation energies for different charge states of 

hydrogen interstitials in Si, as a function of Fermi level EF with EF=0 corresponding to the top 

of the valence band. The formation energy of H0 is used as a reference, after [97]. 
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Neutral Hydrogen and H2 

Neutral hydrogen is formed in both n- and p-type Si and is highly mobile with only a 0.2 eV 

penalty to move through the lattice and minimal effects on lattice relaxation [79]. By gaining a 

hole or an electron, it can easily become H+ or H-, respectively [97, 98]. Two H0 atoms may also 

combine, or dimerize, to form H2 in Si. The binding energy for two H0 atoms is ~2 eV, or about 1 

eV per atom through the reaction [79, 98]: 

 2H0→H2.  (2.12) 

The combination of H0 and H+ can also form H2 and release a hole:   

 H0 + H+ →H2 + h+  (2.13) 

where the binding energy will be up to 1 eV less and may explain why the binding energy of H2 is 

lower than the diffusion barrier [79].  

Johnson and Herring performed secondary ion mass spectroscopy (SIMS) measurements with 

deuterium on p-n diodes to show that reaction (a) could not account for the depth profile of H2 

[99]. Once H2 is formed, it is highly immobile. In fact, atomic hydrogen has a diffusion coefficient 

that is 42 orders of magnitude greater than H2 at 300 K [100]. The presence of H2 can also slow 

atomic hydrogen in n-type material [93].  

 

H+ and Boron-Hydrogen Complexes 

Denteneer, et al. used pseudo density functional theory and first principle calculations similar to 

Van de Waal, et al. to model the addition of a boron dopant to the silicon-hydrogen complex. If 

hydrogen can be a deep donor, then it can passivate boron by compensation (i.e., the annihilation 

of free holes from ionized acceptors) and neutralization (i.e., the pairing of a negatively charged 

acceptor with H+) [80]. Once H+ has been formed, it has high mobility and Coulombic attraction 
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to negatively charged acceptor impurities. Notably, the existence of H+ does not necessarily mean 

that it is a proton. The missing electron can be associated with a Si atom as long as the H atom is 

near [79].  

Any time H is near B, it is expected that it will remove the electrically active level from the gap 

[80]. In B doped Si, neutral hydrogen has an activation energy of ~1.2 eV and ionized hydrogen 

has an activation energy of ~0.8 eV [79]. H+ in pure silicon can behave as a donor meaning that it 

will annihilate a free hole from an ionized boron atom, leading to acceptor-hydrogen pairs [80]:  

 H+ + B-→ (HB)0  (2.14) 

or an additional electron and hole can cause acceptor compensation [101, 102]: 

 B- + H+ + e- + h+ → (BH)0
.  (2.15) 

Alternatively, an additional hole can cause acceptor passivation [103, 104]: 

 H0 + B- + h+ → (HB)0. (2.16) 

Hydrogen causes deep-level passivation in crystalline semiconductors that passivate local 

defects and remove electronic states from the band gap. These centers can be found when hydrogen 

is introduced by high-energy ion implantation or when hydrogenated silicon is exposed to electron 

or gamma irradiation [78, 105, 106, 107]. Tavendale et al. showed the neutralization of boron 

dopants as a function of depletion depth. Reverse-bias Schottky and junction barrier diode 

capacitance characteristics were used to detect boron acceptor profiles. After exposure to H 

plasma, Schottky barrier diodes were reverse biased at 5 V for up to 23 h. Acceptor concentrations 

increased with depletion depth over time, suggesting the possibility the B-H complexes dissociated 

and H drifted away from the depletion layer. As more un-neutralized boron is exposed, the 

depletion depth returns closer to the Schottky contact. Comparison to a non-hydrogenated Schottky 

diode showed similar, yet less exaggerated, results showing H was present before hydrogenation. 
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Deuterated samples with greater doping showed similar results with depletion regions that were 

shallower. Their measurements found a H-related defect that neutralizes boron acceptors when 

exposed to hydrogen drifts like a positively charged species with an applied electric field. This 

indicates a donor ionization level in the upper half of the band gap [101].  

Work on MOS capacitors has also shown that hydrogen can passivate shallow acceptors in boron 

diffused n-type silicon. Avalanche hole injection on devices without diffused boron show no effect 

on the electron density. Devices with diffused boron show an increase in net electron density as 

more holes are injected. This shows that a bulk compensating donor, hydrogen, can only be 

released when holes are already present. Another conclusion proposed from this work is that the 

rate of silicon-hydrogen bond breaking is as much as two orders of magnitude higher for holes 

than for electrons. This is because an energetic hole or capture of a thermal hole would have 

enough energy to break the bond while an electron needs sufficient energy to break the same bond 

[102].  

Shallow-acceptor passivation has also been shown through the use of spreading resistance and 

infrared absorption measurements. Boron passivation depth varies as a function of the square root 

of the initial boron concentration [100]. Spreading resistance measurements made on 5×1018 cm-3 

boron-doped silicon before and after deuteration show an increase in resistance over 1 order of 

magnitude at the surface before declining to its starting value at a depth of 0.6 μm, as shown in 

Figure 2.8(a). A depth profile measured by SIMS showed that deuterium concentration also 

plateaued at a depth of 0.6 μm, in agreement with the spreading resistance measurement, shown in 

Figure 2.8(b). The depth of deuterium is used because it has similar electrical properties to atomic 

hydrogen, but is more easily detectable by SIMS [104]. Further research by Pankove et al. showed 

hydrogen can passivate up to 99% of boron near the surface after hydrogenation for 1 h at 



32 

 

temperatures from 65 to 300 °C. The passivation of boron causes a large increase in resistivity and 

a decrease in free-carrier absorption [83, 103]. 

The energies required to dissociate a hydrogen-boron complex have been studied and calculated. 

Using total energy calculations, Denteneer, et al. calculated the dissociation energy of the reaction  

 (BH)0→B-+H+  (2.17) 

to be 0.59 eV when the dissociation does not involve the release of a hole. To release a hole, the 

reaction is:  

 (BH)0→B-+H0+h+  (2.18) 

and the energy required is 1.09 eV -EF [80]. These values, however, differ from experimental 

values presented in other research. Zundel and Weber found the required energy for thermal 

dissociate of B-H complexes to be ~1.3 eV. This was measured by monitoring active acceptor 

concentration depth over a ~5.5 h isothermal anneal of a reverse-biased hydrogenated Schottky 

diode. Using this data, calculations were made using first-order kinetics. These calculations also 

show the dissociation energy varies as a function of the location of the H atom with respect to the 

B and Si atoms in the lattice [108]. 

 

H- and Phosphorus-Hydrogen Complexes 

In n-type silicon doped with phosphorus, hydrogen diffusion depends on the donor 

concentration. When the n-type doping is higher, the concentration of H is lower. Hydrogen can 

cause shallow-donor neutralization in silicon [78]. Combined resistivity and Hall measurements 

on n+-type silicon by Johnson et al. show a decrease in free electron concentration after 

hydrogenation and an increase in the effective Hall mobility [45, 109]. This is attributed to reduced 

ionized impurity scattering due to the neutralization of donor dopants. A depth profile shows the 
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(a) 

 
(b) 

Figure 2.8: Depth profiles of spreading resistance measured with (a) deuterated hydrogen (b) in 

a boron doped single-crystal silicon sample after deuteration at 150 °C for 30 min. Depth 

profiles for boron and 18O are also shown, after [104]. 
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concentration of deuterium in phosphorus-doped silicon is more concentrated at the surface with 

greater phosphorus doping. At doping of 2 × 1019 cm-3 phosphorus, the deuterium is concentrated 

within the first 0.6 μm of the surface while for doping of 2 × 1014 cm-3 phosphorus the deuterium 

spreads 3 μm into the silicon. The number of shallow donors is less than shallow acceptors, which 

is proposed to be due to the lower dissociation energy for passivated donors [45].  

Further measurements of free electron concentration and mobility in hydrogenated lightly 

phosphorus-doped n-type Si have shown that hydrogenated silicon has smaller changes in electron 

concentration and mobility when irradiated by electrons or gamma rays than non-hydrogenated Si. 

Electron mobility and conductivity measurements were taken using the Hall effect and Van der 

Pauw method at 78 and 293 K on 2-μm thick, phosphorus-doped Si epilayers on p-type substrates 

with Ohmic aluminum contacts. Devices showed decreased active donor concentrations after 

hydrogenation and slightly increased concentrations after 𝛾-ray irradiation at 78 K. Non-

hydrogenated devices showed the greatest decrease in free electron concentration after irradiation 

while a post-hydrogenation anneal had a negligible effect on the sample’s response to irradiation. 

At 293 K, carrier concentration decreased after irradiation, but changes in mobility after irradiation 

appear negligible. Post-irradiation anneals at elevated temperatures of 100 and 150 °C for 10 min 

also show minimal change suggesting the 𝛾-ray induced defects are thermally stable [105]. 

Electron irradiations produced similar results at 78 K, but did show a small decrease in mobility 

after irradiation [106]. 

Thermal dissociation of P-H complexes has been shown by annealing hydrogenated phosphorus-

doped silicon at high temperatures. Bergman et al. measured the P-H dissociation energy to be 

1.32 eV after 30-minute isochronal anneals [110]. Zhu et al. performed bias-temperature stressing 
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of hydrogenated Schottky-barrier diodes that showed that P-H dissociation has an activation 

energy of 1.18 eV and is most likely represented by the reaction: 

 PH→P+ + H.  (2.19) 

The binding energy of the P-H complex is then estimated to be 0.35 – 0.65 eV [96].  

P-H bonds are 0.41± 0.25 eV less stable than a Si-H bond [45]. However, the addition of another 

H atom can reduce the energy required to dissociate the H from Si. The reaction energy of:  

 Si-H + H+ → D + H2  (2.20) 

is calculated to be 0.5 eV, where D is a dangling bond [111]. In this setup, the dissociation energy 

of the P-H complex is calculated to be 1.3 eV, which agrees with the experimental measurement 

of 1.18 eV and 1.3 eV from Zhu, et al. and Bergman et al., respectively [96, 110, 111]. 

A silicon hydrogen bond can be broken without interaction from another species. However, the 

energy required for this reaction is high enough compared to previously mentioned reactions to 

suggest that it is unlikely. Work by Tsetseris, et al. has calculated energy of the reaction:  

 SiH → D + H  (2.21) 

as 2.4 eV, which is in agreement with the 2.6 eV found experimentally by Stathis [111, 112]. When 

holes are present, the dissociation energy is lowered by 0.4 eV to 1.6 eV, suggesting this reaction 

is still less likely.  

 

Multiple Trapping Hydrogen 

In addition to B-H and P-H complexes, research has also shown that each complex can facilitate 

multiple trapping of hydrogen. Korpás, et al. calculated two different energetically favorable 

configurations of a B-H pair capturing another hydrogen and five different configurations of a P-H 

pair capturing another hydrogen and shows that each are strong traps for H. B-H-H and P-H-H 
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may be traps for additional H atoms, but do not result in H2 as the original H atom remains attached 

to the dopant. For B-H-H, there is only one energetically favorable arrangement, while there are 

six favorable arrangements for P-H-H complexes [85]. Borenstein, et al. created a kinetic model 

that similarly predicts B-H and P-H complexes trapping excess hydrogen in chains of up to 8 or 

12 hydrogen atoms. The models aligned well with existing data of SIMS measurements on B-

doped Si [113].  

 

Spectroscopy and Absorbance Measurements 

The presence of boron-hydrogen complexes creates new local vibrational modes that are 

detectable with Fourier transform infrared absorption spectroscopy (FTIR) [78]. By comparing 

measurements of non-hydrogenated and hydrogenated samples, FTIR shows direct evidence of 

boron-hydrogen complexes at wavenumbers ranging from 1870 to 1880 cm-1 [80, 84, 94, 104, 

114]. Raman spectroscopy measurements on hydrogenated boron-doped silicon by Stutzmann 

similarly exhibit a peak at 1880 cm-1 due to the presence of the B-H complex [115]. Figure 2.9 

shows both FTIR (a) and Raman (b) measurements for non-hydrogenated and hydrogenated 

samples. Additionally, the Raman measurement shows the peak disappears after a 200 °C anneal 

for 30 minutes [115]. 

Yong-Chang et al. hydrogenated a boron-diffused silicon sample with hydrogen plasma and 

showed using FTIR that hydrogenation had created B-H pairs due to the presence of an absorption 

peak at 1873 cm-1. The carrier concentration and effective hole mobility were then measured as a 

function of thermal annealing. From temperatures of 50 to 180 °C, there was little change in either 

value. As the temperature increases to 200 °C, the carrier concentration starts to increase and the 

hole mobility starts to decrease, shown in Figure 2.10. This is attributed to the “dissolution” of the 
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(a) 

 
(b) 

Figure 2.9: (a) Infrared absorption spectra from Fourier transform infrared spectroscopy for 

hydrogenated and deuterated boron-doped silicon, after [104]. (b) Raman spectra of a control, 

hydrogenated, and annealed boron-doped silicon sample. The solid line is the control sample, 

the dashed line is the hydrogenated sample, and the dotted-dashed line in the annealed sample, 

after [115]. 
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B-H pairs. The decrease in mobility is caused by ionized impurity scattering because the mean free 

time is less than neutral impurity scattering and therefore dominates [94]. 

The presence of a phosphorus-hydrogen complex shows up as an increase in infrared absorbance 

from FTIR measurements at 809, 1555, and 1647 cm-1 with the greatest absorbance occurring at 

809 cm-1. The passivation of donors was confirmed by spreading resistance measurements that 

showed 80% of donors were passivated up to a depth of 0.2 μm. There was an increase in Hall 

mobility that suggested that a complex formation of H bonding to Si rather than compensation was 

the cause of donor neutralization [110]. 

 

 
Figure 2.10: Isochronal annealing curves for carrier concentration and hole mobility in boron-

doped silicon as a function of annealing temperature, after [94]. 



39 

 

Physical Hydrogen Defects 

When silicon is hydrogenated by exposure to H plasma or H-implantation, H ions cluster 

together and form planar defect clusters called platelets and microcracks that are oriented in 

parallel to the substrate surface with their depth depending on implantation energy [95, 116]. 

Transmission electron microscopy (TEM) micrographs show both n- and p-type Si exposed to 

monatomic H or deuterium gas discharge form platelets and microcracks within 0.1 μm of the 

surface of a wafer oriented along the {1 1 1} plane. SIMS measurements verify the depth profiles 

of the hydrogen and deuterium concentrations and Raman spectroscopy confirms the presence of 

Si-H bonds after hydrogenation [95]. When 42-keV H ions are implanted to 3×1016 cm-2 into (100) 

silicon, the platelets form parallel to the surface at a depth ~400 nm, as shown by cross-sectional 

TEM in Figure 2.7 [116]. Annealing leads to even larger defects in the form of nanocracks and 

microcracks causing catastrophic failure of the wafer in the H-implanted region, as seen in Figure 

2.11 [116, 117]. These experiments demonstrate how H defects in Si can be highly localized and 

close to the surface of a wafer. 

 

Effects of Hydrogen on Elasticity 

Hydrogen implantation affects the shear modulus of silicon. Shear modulus was measured in Si 

with an implanted fluence of 6 × 1016 cm-2 H+ ions using biaxial stresses and out-of-plane strains 

and compared to the depth profile of implanted H-concentration. Results show that the shear 

modulus decreases by a factor of 2 in the H-implanted Si and is highly dependent on the local 

concentration of H [117].  

Nanoindentation techniques where force and displacement are measured as an indenter is pressed 

into the surface of a material are used to measure the effects of hydrogen implantation on hardness 
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and elasticity [118, 119, 120]. Gu et al., found that implanted H ions in (1 0 0) silicon formed 

platelets filled with H2 in the (0 0 1) plane. Nanoindentation measurements indicated the elasticity 

had decreased due to the hydrogen [119]. Lightly boron-doped (1 0 0) silicon with implanted 

hydrogen concentrations up to 3.2 × 1021 cm-3 in the near-surface regions showed increased 

hardness and decreased elasticity with increasing H-implantation [120].  

Hydrogenation has been shown to affect plasticity in silicon [121]. While elasticity represents 

non-permanent deformation, plasticity is the tendency for permanent deformation. Un-doped, 

lightly (1013 cm-3), and heavily (1019 cm-3) boron-doped silicon samples were hydrogenated for 30 

minutes by being boiled in deionized water. Nanoindentation tests showed hydrogenation had no 

effect on the un-doped silicon due to a lack of dopant interactions. In the lightly-doped samples, 

plastic deformation was the greatest because H-diffusion is greater with less doping. In the highly-

 

Figure 2.11: Cross-sectional TEM micrographs from implanted and annealed Si. Implanted H 

is shown at a depth of ~400 nm. Platelet formation is shown in parallel to the wafer surface in 

both (1 0 0) and (1 1 1) directions after annealing, after [116].  
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doped samples, the H-diffusion is limited so that H accumulated closer to the surface causing some 

plastic deformation, but less than the lightly-doped samples. When the highly-doped samples were 

hydrogenated for 8 hours, the amount of plastic deformation greatly increased. This experiment 

shows that hydrogen leads to the softening of silicon [121]. 

 

Dose Rate and Dopant Type Response to Ionizing Radiation 

The effects of total ionizing dose on semiconductors were first published in 1964 by Hughes and 

Giroux [122, 123]. A majority of the research effort in TID effects has focused on MOS and bipolar 

technologies with an emphasis on charge and trap generation in the oxide and at the interface 

between oxides and semiconductors [98]. Ionizing radiation from gamma rays and X-rays creates 

electron-hole pairs in Si and the native oxide due to Compton scattering or the photoelectric effect, 

respectively [98, 124]. When a voltage is applied across either material, transporting carriers can 

lead to surface charging of the native oxide [125, 126] as well as the release of hydrogen in the Si 

and native oxide [43, 86, 93, 98, 111, 127, 128]. The radiation effects most relevant to this work 

concern dose rates and the interactions of transporting hydrogen concentrations in silicon. The 

radiation effects at the SiO2/Si interface may also play an important role in the mechanisms present 

in the cantilevers and resistors used in these experiments. Additionally, this section will briefly 

summarize some results concerning differences in X-ray response in n+/p and p+/n diodes. 

 

Dose Rate Effects 

A dose rate effect is different from a time-based effect in that the TID response of a circuit or 

device depends on the dose rate. In a time-dependent effect, a similar result is obtained after the 

same total dose where the measurement for the higher dose rate irradiation is taken after the same 
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amount of time that is required for the lower dose rate irradiation [129, 130]. Dose rate effects 

have been investigated in a variety of devices from CMOS capacitors and invertors to bipolar 

junction transistors (BJTs) [43, 88, 131, 132]. The mechanisms of enhanced low dose rate 

sensitivity (ELDRS) in BJTs invoke hydrogen reactions and transport as likely causes of the dose 

rate effect seen [43, 87, 89, 90, 91]. While a majority of this research has focused on the interaction 

of hydrogen with interface traps, there has been some focus on the effects of liberated hydrogen in 

bulk silicon relevant in the silicon cantilevers and resistors used here [43]. 

The mechanism for ELDRS is often related to space charge effects due to slowly transporting 

holes [91, 128, 133]. At higher dose rates, e.g., greater than 10-100 rad(Si)/s, the space charge is 

great enough that it slows the transport of holes and protons to the Si/SiO2 interface [129, 134]. 

Electrons can recombine with holes via annihilation or compensation before H+ can be released by 

the holes and form interface traps [135]. At lower dose rates, the space charge is less, allowing for 

easier transport of protons and holes leading to a greater amount of oxide charge [129, 134]. The 

release of H+ by holes can occur with higher probability before electron-hole recombination. The 

cross section for electron capture by H+ is smaller by orders of magnitude compared to a slowly 

transporting or metastabily trapped hole. The increased release of protons at lower dose rates will 

increase interface trap formation and enhance gain degradation in BJTs [135]. Further mechanisms 

related to ELDRS have been proposed by Hjalmarson et al., based on bimolecular processes where 

there is competition between hydrogen dimerization and the formation interface traps [43, 87].  

Simulations using the Florida Object Oriented Device Simulator (FLOODS) confirm that the 

concentration of H2 affects the number of interface traps formed during irradiation. At low H2 

concentrations, proton generation will depend on vacancies. As H2 content increases, protons will 

be generated by H2 cracking and increase interface trapping creating higher concentrations of 
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protons. At low dose rates, proton concentration will be lower and radiation response will be 

dominated by interface-trap passivation [130, 136].  

A smaller portion of research has focused on hydrogen interactions in bulk silicon due to ionizing 

irradiation. Dopant deactivation has been shown to play a role in the ELDRS mechanism [131]. In 

p-type silicon, ionizing radiation can deactivate boron acceptor atoms via acceptor passivation [83, 

104], reaction (2.23), or acceptor compensation, reaction (2.24). Capacitance-voltage 

measurements of boron-doped p-type MOS capacitors show a decrease in capacitance when 

irradiated with 60Co 𝛾-rays, indicating a decrease in doping with a maximum amount of 

deactivation occurring when the silicon surface is depleted. In accumulation, H+ ions and holes are 

not available for the deactivation process. In inversion, the deactivation process moves into the 

bulk due to the lack of H+ ions and holes in the depletion region [131, 137].  

 

Dopant Type Effects 

The effects of X-rays have been studied as a function of doping type in silicon diodes. Caussanel 

et al., studied the differences in radiation response of abrupt p+/n and n+/p diodes using carrier 

lifetime measurements. There was less effect on carrier lifetime and I-V curves in the p+/n type 

diodes than the n+/p diodes. The results are attributed to more trapping occurring in the oxide above 

the p+ silicon and more bulk trapping in the n+ silicon [138].  
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CHAPTER 3 

3. Experimental Setup and Results 

EXPERIMENTAL SETUP AND RESULTS 

Experimental Details 

The cantilevers and resistors used in these experiments have a beam width of 8 μm with three 

doping profiles, as shown in Table 3.1. For an 8-μm cantilever, the theoretical resonance frequency 

from (1.6) is ~25.4 kHz. However, due to the fabrication process, the measured resonance 

frequency is typically within ± 4% of 20.1 kHz.  

In addition to those doping profiles, experiments comparing hydrogen content were performed 

with a set of 5 × 1018 cm-3 boron-doped cantilevers and resistors that were hydrogenated in a steam 

bath for 1 h before irradiation. The devices were hydrogenated while being suspended face-up, 6 

inches over boiling water. Immersing silicon in boiling water hydrogenates the silicon while not 

damaging the crystal lattice like ion implantation. Hydrogenation passivates some of the boron 

dopant atoms, reducing carrier concentration [139, 140, 141]. Previous work reported Hydrogen 

injection and neutralization have decreasing efficiency with increasing resistivity (i.e. lower 

doping). While the authors were unable to propose a definitive mechanism, they suggested the 

injection process may be increasingly inefficient at higher resistivities because of "a Fermi level, 

charge state-controlled reaction involving surface state species that are the source of the hydrogen 

defect (possibly OH complexes)" [139]. The effect of hydrogenation can be seen as deep as 5 μm 

from the silicon surface. The volume density of hydrogen introduced to silicon from immersion in 

boiling water is typically higher than the overall doping of a sample [139]. Complex models 

accounting for diffusion of each H species and other possible traps are in agreement with 
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experimental results [142]. A steam bath has a similar temperature to immersing a device in boiling 

water, but most likely introduces less hydrogen.  

For the purposes of this dissertation, the 5 × 1018 cm-3 boron-doped devices will be referred to 

the “higher-doped p-type” devices, the hydrogenated 5 × 1018 cm-3 boron-doped devices will be 

referred to as “hydrogenated” devices, the 4 × 1017 cm-3 boron-doped devices will be referred to 

as “lower-doped p-type” devices, and the 4 × 1017 cm-3 phosphorus-doped devices will be referred 

to as “lower-doped n-type” or “n-type” devices. The cantilevers and resistors in this work were 

irradiated at three dose rates, 30.3, 10.9, and 5.4 krad(SiO2)/min, which will be referred to as high, 

middle, and low dose rates, respectively. 

 

Table 3.1: Dopant Type and Concentration 

Dopant (Type) Dopant Concentration (cm-3) Resistivity (Ω-cm) 

Boron (p) 5 × 1018 0.0145 

Boron (p) 4 × 1017 0.0772 

Phosphorus (n) 4 × 1017 0.0394 

 

Figure 3.1 is a schematic diagram of the setup used to electrically detect the resonance frequency 

of the cantilevers. A Tektronix AFG3252 function generator is used to apply an AC driving signal 

to the gate electrode and create an electric field across the end of the cantilever beam. A Keithley 

2410 source-meter is used to apply a DC voltage across the drain and source electrodes of the 

beam anchor of the cantilever and measure current. As the cantilever oscillates, the current changes 

in the beam anchor, creating a voltage drop in the series resistor (R in Figure 3.3). This voltage 

drop is the input to an EG&G 5210 Lock-In Amplifier and is compared to the AC signal driving 

the cantilever. The lock-in amplifier compares the reference signal to the output of the base of the 

cantilever by multiplying the two frequencies and integrating over 300 μs intervals to create a DC 
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voltage that represents the difference between the two signals while ignoring any other 

contribution to the cantilever signal [31, 139]. An Agilent 34401A multimeter is used to measure 

the DC voltage output of the lock-in amplifier. The measurement conditions for each of the three 

dopant type and concentration combinations used are listed in Table 3.2. The DC voltage across 

the base is increased for devices with lower doping to compensate for higher resistivity. The AC 

voltage on the n-type cantilevers is lower to avoid driving the cantilever into an asymmetric 

resonance mode. The DC voltage is higher on the n-type devices to accommodate for the smaller 

amount of displacement in the base beam. Series resistance values were intended to match the base 

beam resistance. The resistors were measured using a Keithley 2410 in 4-wire measurement mode 

and resistivity is calculated based on the dimensions of the cantilever base. 

 

 

 

Figure 3.1: Electrical measurement setup for the piezoresistive micromachined MEMS cantilever. 
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All cantilevers and resistors were irradiated using a 10-keV X-ray source in a vacuum chamber 

with a 25.4-m thick beryllium window that reduces X-ray intensity by ~0.3% [23]. Beryllium is 

used due to its low atomic number and low density, which gives a low absorption coefficient for 

X-rays [144]. Devices were operating dynamically before, during, and after irradiation. Each 

device was swept over a 4 Hz range containing its resonance peak. Experiments were performed 

at a temperature of ~295 K and pressure of ~1x10-4 mbar. Each cantilever was in vacuum for a 

minimum of 12 h before irradiation to allow the cantilevers to outgas and ensure pressure stability. 

Figure 3.2 shows (a) the stability of the resonance frequency of a representative cantilever before 

irradiation, and (b) a sample of the resonance peak frequency shifting lower during a 

5.4 krad(SiO2)/min test. 

Resistors were measured using 1 mA current bias using the corresponding voltage to calculate 

the resistance. The devices were biased during irradiation with a measurement taken every 10 

seconds. All devices were monitored for post-irradiation behavior at room temperature for 20 h or 

until the resonance frequency or resistivity had recovered or exceeded its pre-irradiation value.  

For each doping profile, including the hydrogenated devices, at least two 8-μm cantilevers were 

irradiated to 1 Mrad(SiO2) total dose at both 5.4 and 30.3 krad(SiO2)/min. Two higher-doped p-

type devices were irradiated at 10.8 krad(SiO2)/min to 1 Mrad(SiO2). One higher-doped p-type 

device each was irradiated to 200 krad(SiO2) at 5.4 and 10.8 krad(SiO2)/min to explore the dose 

 

Table 3.2: Device Measurement Conditions 

Dopant (Type) Vdc (V) Vac
 (Vpp) Base Current (mA) Series Resistance (Ω) 

Boron (p) 0.05 4.0 0.083 265 

Boron (p) 2.0 4.0 0.18 10000 

Phosphorus (n) 9.5 1.0 0.5 1000 
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(a) 

 
(b) 

Figure 3.2: Frequency response of the cantilever near the resonance peak (a) for 9 repeated 

sweeps before irradiation, showing the device stability, and (b) as a function of increasing dose. 



49 

 

rate effect and evaluate if annealing rates are constant [88]. In some cases, only one resistor was 

irradiated as the intent of the resistivity measurements is to supplement the understanding of the 

effect of ionizing radiation on Young’s modulus and resonance frequency. 

 

Experimental Results 

Resonance Frequency Results 

Each resonance sweep is fit with a combination of linear and Lorentzian function to determine 

the resonance frequency. In general, this fit slightly underestimates the resonance frequency. 

However, the underestimation is consistent across all devices, filters out noise that may be present 

at the resonance frequency, and provides a clearer result than selecting the highest point at a 0.04 

Hz resolution. An example frequency sweep of a device is shown in Figure 3.3.  

Figures 3.4 and 3.5 show the fractional change in resonance frequency and resistivity as a 

function of dose for devices irradiated at 30.3, 10.9, and 5.4 krad(SiO2)/min. Error bars represent 

one standard deviation of the resonance frequency or resistivity tested at a given total dose. Tables 

3.3 and 3.4 shows a summary of results after exposure to 1 Mrad(SiO2) total dose for both 

resonance frequency and resistivity. At least 2 devices were tested for each set of conditions, 

except for the following: one 4 × 1017 cm-3 n- and p-type resistor and one hydrogenated resistor at 

each dose rate and one resonator each at 10.9 and 5.4 krad(SiO2)/min up to 200 krad(SiO2) total 

dose have been irradiated.  

The resonance frequency decreases after irradiation to 1 Mrad(SiO2). Cantilevers irradiated at a 

dose rate of 30.3 krad(SiO2)/min all show similar negative shifts in resonance frequency after 

exposure up to 1 Mrad(SiO2) total dose, as shown in Figure 3.4. Their response appears to be linear 

with dose. Cantilevers irradiated at a dose rate of 5.4 krad(SiO2)/min show two distinct shifts in 
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Figure 3.3: An example resonance frequency sweep (solid black line) and linear and Lorentzian 

fit (dashed red line). 

 

Figure 3.3.  An example resonance frequency sweep (solid black line) and linear and Lorentzian 

fit (dashed red line). 
Table 3.3: Resonance Frequency Shifts After 1 Mrad(SiO2) Total Dose 

Dose Rate 

(krad(SiO2)/min) 
Doping (cm-3) 

Change After 

Irradiation (ppm) 

Maximum Change 

(ppm) 
Difference 

30.3 5 × 1018 -12 -20 8 

10.9 5 × 1018 -15 -32 17 

5.4 5 × 1018 -33 -44 11 

10.9 5 × 1018 (200) -2.2 -10 7.8 

5.4 5 × 1018 (200) -5 -27 22 

30.3 5 × 1018 (H) -10 -20 10 

5.4 5 × 1018 (H) -55 -67 12 

30.3 4 × 1017 (NC) -12 -30 18 

5.4 4 × 1017 (NC) -60 -72.5 12.5 

30.3 4 × 1017 (N) -10 -25 15 

5.4 4 × 1017 (N) -53 -64 11 

(200) = 200 krad(SiO2) total dose, (H) = Hydrogenated, (NC) = No cavity, (N) = n-type 



51 

 

  

 
(a) 

 
(b) 

Figure 3.4: Resonance peak as a function of total dose for (a) 5×1018 cm-3 p-type devices 

irradiated at 5.4, 10.9, and 30.3 krad(SiO2)/min and for 5×1018 cm-3 p-type hydrogenated 

devices irradiated at 5.4 and 30.3 krad(SiO2)/min and (b) for 4×1017 cm-3 n- and p-type devices 

irradiated at 5.4 and 30.3 krad(SiO2)/min. Error bars are one standard deviation. 
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resonance frequency after exposure up to 1 Mrad(SiO2) total dose, as shown in Figure 3.4. Higher- 

doped p-type devices show -33 ppm shift in resonance frequency while the hydrogenated devices 

and lower-doped n- and p-type devices show a shift of ~-56 ppm. The resonance frequency shifts 

of the lower-doped and hydrogenated devices are ~1.7x greater than the higher-doped p-type 

devices. Devices irradiated at 5.4 krad(SiO2)/min all exhibit a slower rate of change that accelerates 

from 0 to ~400 krad(SiO2) before becoming linear from ~400 krad(SiO2) to 1 Mrad(SiO2). The 

4 × 1017 cm-3 p-type cantilever without a cavity has a slower change in resonance frequency at 

lower total dose, but after 500 krad(SiO2) has a greater rate of change than the hydrogenated and 

n-type cantilevers. Higher-doped p-type cantilevers irradiated at 10.9 krad(SiO2)/min to 1 

Mrad(SiO2) total dose showed a resonance frequency shift of -15 ppm, shown in Figure 4.2(a). 

These results are similar in shape to the 5.4 krad(SiO2)/min dose rate results between 0 and 

400 krad(SiO2). 

The resonance frequency shift of the device irradiated at the middle dose rate was ~1.5x greater 

than that of the device irradiated at high dose rate after 1 Mrad(SiO2). However, at lower total 

doses, the resonance frequency decreased less at the middle dose rate for these devices than the 

devices irradiated at the high dose rate. The higher-doped p-type cantilevers irradiated at the low 

dose rate showed a negative resonance frequency shift ~3x greater than the high dose rate devices. 

The hydrogenated and lower-doped cantilevers irradiated at the low dose rate showed a resonance 

frequency shift ~5x greater than the high dose rate devices. 

Figure 3.5 shows the shifts in resonance frequency as a function of dose rate for (a) higher-doped 

p-type and (b) hydrogenated devices. The shifts in resonance frequency as a function of dose rate 

for the lower doped n- and p-type cantilevers are so similar to the hydrogenated cantilevers they 

can be represented by the same plot.  
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(a) 

 
(b) 

Figure 3.5: Resonance peak as a function of dose rate (a) for devices irradiated at 5.4, 10.9, and 

30.3 krad(SiO2)/min, and (b) for hydrogenated devices irradiated at 5.4 and 30.3 

krad(SiO2)/min. Error bars are one standard deviation. Lines are aids to the eye.  
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Resistivity Results 

The resistivity in each sample increased after irradiation to 1 Mrad(SiO2), as shown in Figure 

3.6 and Table 3.4. Notably, the magnitude of change in the 5 × 1018 cm-3 p-type resistivity was 

greater than the hydrogenated resistivity at both the high and low dose rate, which is opposite of 

the effect seen for resonance frequency. The 4 × 1017 cm-3 resistivities for both dopant types show 

much greater increases in resistivity than either of the higher-doped devices, with the n-type 

resistivity increasing an order of magnitude more than the 5 × 1018 cm-3 p-type resistivity after 

1 Mrad(SiO2) at the high dose rate. The 4 × 1017 cm-3 p-type resistivity showed a ~6.6x increase 

over the 5 × 1018 cm-3 p-type resistivity at the high dose rate and a ~4.7x increase at the low dose 

rate.  

The shapes of the p-type resistivity changes are similar to the resonance frequency shifts at both 

dose rates. Resistivity shifts at the high dose rate appear linear with total dose, while the low dose 

rate shifts show a slower rate of change from 0 to ~400 krad(SiO2) before the rate of change 

becomes linear to 1 Mrad(SiO2). The n-type resistors, however, show a great initial shift at lower 

total doses before becoming linear.  

In all cases, the resonance frequency continued to decrease and resistivity continued to increase 

after irradiation before recovering to or beyond their initial values. Figs. 3.7 and 3.8 show a 

comparison as a function of time for resonance frequency and resistivity results. Regardless of 

dopant type, dopant concentration or hydrogen content, each device recovered to or beyond its 

pre-irradiation resonance frequency value approximately 10 hours after the beginning of 

irradiation. The resistors irradiated at the low dose rate recover to their pre-irradiation values after 

10 h, as well. Notably, the resistivity for resistors irradiated at the high dose rate do not appear to 

fully recover.  
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(a) 

 
(b) 

Figure 3.6: Change in resonance frequency as a function of dose for (a) non-hydrogenated and 

hydrogenated 5 × 1018 cm-3 p-type and (b) 4 × 1017 cm-3 n- and p-type devices irradiated at 5.4 

and 30.3 krad(SiO2)/min. 
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The corresponding minimum resonance frequency and maximum resistivity occurs around the 

same time for all devices, suggesting that the two effects are related to one another. The minimum 

resonance frequency values are listed in Table 3.3 and the maximum resistivity values are listed 

in Table 3.4. Additionally, the differences between end of irradiation values and the minimum 

resonance frequency and maximum resistivity values are listed in each table. 

The post-irradiation trends continue for ~2 hours and ~1.5 hours after the end of irradiation 

before reversing towards pre-irradiation values for devices irradiated at 30.3 and 

5.4 krad(SiO2)/min, respectively. For cantilevers irradiated at 10.9 krad(SiO2)/min, the resonance 

frequency continues to decline for 1.75 hours, before recovering. 

 

Total Dose Comparison 

A comparison of 5 × 1018 cm-3 p-type cantilevers irradiated to 200 krad(SiO2) and 1 Mrad(SiO2) 

total dose at 10.9 and 5.4 krad(SiO2)/min is shown in Figure 3.9. The cantilever irradiated at 

10.9 krad(SiO2)/min to 200 krad(SiO2) had a resonance frequency shift of ~ -2 ppm and continued 

to decrease for ~2 hours after irradiation before super recovering. The cantilever irradiated at 5.4 

krad(SiO2)/min to 200 krad(SiO2) had a resonance frequency shift of ~-5ppm and continued to 

decrease for ~2.5 hours after irradiation before recovering.  

At 10.9 krad(SiO2)/min, resonance frequency shift for the cantilever irradiated to 200 krad(SiO2) 

was 87% less than the resonance frequency shift for devices irradiated to 1 Mrad(SiO2) and the 

post-irradiation shift for the 200 krad(SiO2) was 63% less than for 1 Mrad(SiO2). At 

5.4 krad(SiO2)/min, resonance frequency shift for the cantilever irradiated to 200 krad(SiO2) was 

85% less than the resonance frequency shift for devices irradiated to 1 Mrad(SiO2) and the post-

irradiation shift for the 200 krad(SiO2) was 39% less than for 1 Mrad(SiO2).  
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(a) 

 
(b) 

Figure 3.7: Change in resonance frequency (top) and resistivity (bottom) as a function of time 

for representative hydrogenated and non-hydrogenated 5 × 1018 cm-3 p-type cantilevers and 

resistors irradiated at (a) 30.3 and (b) 5.4 krad(SiO2)/min. The large markers indicate the time 

when irradiation ends and annealing begins. 
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(a) 

 
(b) 

Figure 3.8: Change in resonance frequency (top) and resistivity (bottom) as a function of time 

for representative n- and p-type 4 × 1017 cm-3 cantilevers and resistors irradiated at (a) 30.3 and 

(b) 5.4 krad(SiO2)/min. The large markers indicate the time when irradiation ends and annealing 

begins.  
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Table 3.4: Resistivity Shifts After 1 Mrad(SiO2) Total Dose 

Dose Rate 

(krad(SiO2)/min) 
Doping (cm-3) 

Change After 

Irradiation (ppm) 

Maximum Change 

(ppm) 
Difference 

30.3 5 × 1018 400 600 200 

5.4 5 × 1018 1400 1750 350 

30.3 5 × 1018 (H) 50 400 350 

5.4 5 × 1018 (H) 1100 1400 300 

30.3 4 × 1017 2645 4650 2005 

5.4 4 × 1017 6620 7967 1347 

30.3 4 × 1017 (N) 4293 6682 2389 

5.4 4 × 1017 (N) 10000 12000 2000 

(H) = Hydrogenated, (N) = n-type 

 

  

 
Figure 3.9: Change in resonance frequency as a function of time for representative p-type 5 × 

1018 cm-3 cantilevers irradiated at 10.9 and 5.4 krad(SiO2)/min to 200 and 1000 krad(SiO2). The 

large markers indicate the time when irradiation ends and annealing begins.  
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CHAPTER 4 

4. Discussion 

DISCUSSION 

In general, when a cantilever is irradiated by X-rays, the resonance frequency decreases. 

Resonance frequency shifts due to irradiation are related to how Young’s modulus depends on 

carrier concentration, how hydrogen in silicon interacts with silicon, boron or phosphorus, and 

other hydrogen atoms [23], and time-dependent surface charging of the native oxide. Young’s 

modulus depends on the Fermi level, where an increase in carriers causes a decrease in Young’s 

modulus. As Young’s modulus decreases, the silicon softens. This suggests that exposure to X-

rays causes an increase in carrier concentration in order for Young’s modulus to decrease.  

The resistivity across the cantilever base increases when exposed to X-rays, most likely due to 

an increase in ionized and neutral impurity scattering from decreasing mobility due to excess 

carriers and hydrogen released from boron. The magnitude of these results is dependent on 

hydrogen content, dose rate, dopant concentration, and dopant type.  

 

Hydrogen Effects Due to X-rays 

When silicon is exposed to 10-keV X-rays, electron-hole pairs are created through the 

photoelectric effect [124] and interact with both silicon, dopant atoms, and hydrogen defects. 

Dopant-hydrogen complexes are dissociated causing an increase in carrier concentration. The 

liberated hydrogen also originates from Si-H and other hydrogen complexes [78, 83, 96, 98, 104]. 

The Fermi level affects whether hydrogen is formed with a positive, neutral, or negative charge 

state in silicon [78, 79, 80, 81, 96, 97]. Since Young’s modulus is defined from the differences 

between Fermi energies between strained and unstrained silicon, the additional carriers cause 
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Young’s modulus to decrease. This, in turn, causes the resonance frequency to decrease. Due to 

the resistivity increases seen due to irradiation, it is also likely that the interactions of both charged 

and neutral hydrogen with the holes cause a decrease in the carrier mobility due to ionized and 

neutral impurity scattering [45]. Furthermore, it is possible the reduced mobility causes a decrease 

in C’, affecting Young’s modulus [72, 77]. 

Given that electron-hole pair formation requires an average of 3.6 eV, it is reasonable to assume 

that the required energies between 0.2-2.6 eV for the various hydrogen reactions presented above 

will be readily available [78, 79, 80, 111, 112]. In all sets of p-type samples used in these 

experiments, boron-hydrogen complexes are dissociated to create ionized boron and either H+ 

(2.17) or H0 and a hole (2.18) [80]. Additionally, these released atoms and carriers can further 

interact with other atoms and carriers in the silicon lattice to liberate more hydrogen, dissociate 

more B-H complexes, and liberate more holes [78]. Similarly, in the n-type samples, the 

phosphorus-hydrogen complex can be dissociated as shown in reaction (2.19) [96]. All of these 

reactions are capable of adding carriers from ionized dopant atoms to the silicon and affecting the 

Fermi level causing resonance frequency to drop. 

The liberation of mobile and charged hydrogen into the cantilevers will affect the elasticity of 

the silicon. Silicon hydrogenated or implanted with hydrogen in previous experiments have shown 

decreases in elasticity [95, 116, 117, 119, 120, 121, 141]. While the effects of H-implantation on 

elasticity in Si are highly localized to the depth the hydrogen is implanted, hydrogenation effects 

are seen at greater depths within silicon samples [45, 121]. The hydrogenation of cantilevers via 

steam bath causes Young’s modulus to decrease and be reflected in a drop in the resonance 

frequency of a cantilever beam [121]. Because of the 10-keV X-rays penetrating through the entire 

15-μm depth of the devices [145], the cantilevers and resistors in these experiments should have 
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fairly uniform profiles of liberated hydrogen and dopant atoms during irradiation. The liberated 

hydrogen, in turn can interact with dopant atoms to cause an increase in carrier concentration, with 

other hydrogen atoms to dimerize, and with carriers to increase scattering and reduce mobility. 

 

Dose-Rate Effects 

The differences in carriers needed to cause the measured changes in resonance frequency 

highlight the existence of a dose rate effect present in these devices. A comparison of anneal rates 

following the method presented by Winokur et al. [88] confirms that anneal rates are similar across 

the three dose rates and two total doses. In this case, the shape of the anneal curves is not ideal 

because the resonance frequencies continue to decline after irradiation instead of immediately 

recovering. The devices do, however, recover at a similar time, indicating that anneal rates should 

be similar. The calculated numbers for these calculations are only useful to check for self-

consistency.  

In order to do these calculations, the recovery is assumed to have occurred at ~12 hours after the 

start of irradiation, or the point at which the 1 Mrad(SiO2) anneal curves in Figure 4.1 cross. The 

calculated slopes are listed in Table 4.1 for representative devices irradiated at the three dose rates 

and two total doses. Additionally, the ratio of anneal slopes between the different total doses is 

presented. Figure 4.1 shows a comparison of resonance frequency response for the representative 

devices irradiated at the three dose rates as a function of time. The overlaid dashed red lines are 

fits between the resonance frequency after irradiation and resonance frequency at the designated 

recovery time. When the anneal slope is normalized to the corresponding post-radiation resonance 

frequency shift, the anneal rate is given. Ideally, the anneal rate should be the same for all three 



63 

 

dose rates. Table 4.1 shows that the anneal rates between all three devices irradiated to 1 

Mrad(SiO2) is ~-0.12 with a standard deviation of 0.01.  

A comparison of the devices irradiated to 200 and 1000 krad(SiO2) at the middle and low dose 

rates highlights the pitfalls of making these calculations for these devices. The recovery or super 

recovery of resonance frequencies is inconsistent from device to device. For example, the anneal 

 

Table 4.1: Anneal Rates and Slopes 

Dose Rate 

(krad(SiO2)/min) 

200 krad(SiO2) slope 

(ppm/h) 

1 Mrad(SiO2) 

slope (ppm/h) 

Anneal Rate Ratio 

30.3 -- 1.31 -0.13 -- 

10.9 -- 1.97 -0.11  

10.9 1.47 -- -0.73 1.34 

5.4 -- 4.63 -0.12  

5.4 1.16 -- -0.15 4.0 

 

 
Figure 4.1: Change in resonance frequency as a function of time for representative p-type 5 × 

1018 cm-3 cantilevers irradiated at 30.3, 10.9, and 5.4 krad(SiO2)/min to 1000 krad(SiO2). The 

large markers indicate the time when irradiation ends and annealing begins.  
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rate for the device irradiated to 200 krad(SiO2) at 10.9 krad(SiO2)/min is ~5x greater due to the 

larger super recovery it shows (shown in Figure 3.9). The device irradiated to 200 krad(SiO2) at 

5.4 krad(SiO2)/min shows results similar to the 1 Mrad(SiO2) devices. The same uncertainty 

applies when comparing ratio of slopes for the 200 and 1000 krad(SiO2) devices. In an ideal 

scenario, annealing slopes are proportional to the total dose received. The ratio for the 10.9 

krad(SiO2)/min devices is 1.33, which is far off and again likely due to the lower dosed sample 

super recovering. The ratio of the 5.4 krad(SiO2)/min devices is 4.0, which is closer to the ratio of 

total doses received, which is 5.  

In general, it can be assumed that at the high dose rate, the liberation of hydrogen and other 

species is higher than at the low dose rate. When the transporting hydrogen concentration is 

relatively high, as is the case for high dose-rate irradiations in Figs. 3.4 – 3.9, transporting 

hydrogen atoms in the Si (expected to be dominant, owing to the relatively large volume) and/or 

surface oxide (expected to be secondary, owing to the relatively small volume) can dimerize to 

form H2 with higher probability than when the transporting hydrogen concentration is lower for 

the low dose-rate irradiations [43]. The smaller fraction of hydrogen in atomic form at the high 

dose rate reduces the amount available to potentially depassivate dopant atoms. Hydrogenated 

devices show similar resonance frequency shifts to untreated devices at higher rates (Figure 3.4) 

because the extra hydrogen simply forms more H2 that does not react with dopants. At the low 

dose-rate, on the other hand, more hydrogen is available to depassivate dopants, leading to higher 

carrier concentrations and larger resonance frequency shifts. At the high dose rate, the larger 

production of hydrogen will lead to a higher generation of both ionized and neutral hydrogen than 

at the low dose rate. The mobility will decrease due to the scattering from these species causing 

the resistivity to rise faster at the high dose rate than the low dose rate.  
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The resonance frequency shift at the high dose rate compares favorably with the shifts seen when 

cantilevers with 5 × 1018 cm-3 boron doping were irradiated with 2-MeV protons at a flux of 1010 

ions/cm2. This gives a dose rate of ~ 600 krad(SiO2)/min. After exposure to 1 × 1012 cm-2 protons, 

the cantilevers were exposed to a total dose of ~ 1 krad(SiO2) and showed a resonance frequency 

decrease of ~ -10 ppm, similar to the shift of -12 ppm seen at the high dose rate for devices with 

the same doping [30]. This suggests the upper bound of the radiation effect is close to 30.3 

krad(SiO2)/min. The small difference in response may be due to displacement damage from the 

protons counteracting the effects of TID. 

While the native oxide should be relatively thin (2 – 10 nm), it is also possible that X-rays are 

creating charge in the native oxide [125]. The buildup of surface charges on the surface of the 

native oxide is also potentially dose-rate sensitive due to space charge effects that can enhance the 

neutralization of trapped charge at the high dose rate [91, 126, 133, 135]. Additionally, the 

transporting carriers can lead to surface charging of the native oxide [125, 126] as well as the 

release of hydrogen in the Si and native oxide [43, 86, 93, 98, 111, 127, 128]. 

The presence of charge in the oxide means that it would be possible to have a small depletion 

region at the surface of the device. Recall that under depletion, MOS capacitors exhibited B-H 

passivation when there was 0 V bias across the SiO2/Si interface [137]. In the case of the high dose 

rate, this depletion region would be smaller, allowing for a greater volume of hydrogen-dopant 

dissociation to occur in the bulk of the device. At the lower dose rate, the charge in the oxide will 

be greater, allowing for a deeper depletion region, slower carrier transport, and more dopant 

deactivation or neutralization near the surface. This leads to a smaller volume of hydrogen that can 

be released in the bulk of the device, leading to slower changes.  
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A depletion region at the surface can also explain an increase in resistivity. A previous study of 

the effects of 𝛾-rays on MEMS accelerometers attributed a rise in resistivity to a depletion region 

at the surface that reduces current flow through the piezoresistor. The piezoresistor was 25 × 4.2 

× 0.6 μm and the oxide was estimated to be 50 nm. Devices where irradiated at a dose rate of 2.3 

to 2.6 krad(Si)/min up to 750 krad(Si). As the total dose increased, the depletion region increased, 

limiting the current that could flow through the resistor. This was reflected by an increase in output 

voltage when the sensor was stressed [34]. It is plausible that a mechanism similar to this could be 

partially responsible for the resistivity increases seen in this work. However, the relative thinness 

of the native oxide compared to the larger bulk of the device suggest this should have much less 

effect for these devices. The aforementioned experiment did not test for dose rate effects, but it is 

reasonable to expect that this effect would be dose-rate sensitive given the nature of the ELDRS 

mechanism.  

 

Changes in Carrier Concentrations 

Carrier concentrations influence the value of the three elastic constants in silicon. Keyes’ 

deformation potential theory allows the number of carriers required to cause the changes seen 

resonance frequency to be calculated. The continuing resonance frequency response over the 

course of hours indicates that the main cause of the carrier concentration increase is most likely 

from ionized impurities. This aligns well with time scales from ELDRS research that are attributed 

to continuing hydrogen transport and interactions [43]. Electron and hole lifetimes are in the range 

of milliseconds or less. It is unlikely that electrons or holes are the main cause of the carrier 

concentration increase [49].  
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While all three elastic constants most likely change as device is exposed to X-rays, for 

mathematical simplicity, the assumption is made that c11 and c12 remain constant and all changes 

are reflected in c44. This allows equation (1.5) to be rearranged:  

 𝑐44 =
𝑌110−(𝑐11+2𝑐12)(𝑐11−𝑐12)

2𝑐11𝑌110−4(𝑐11+2𝑐12)(𝑐11−𝑐12)
  (4.1) 

where Y110 is calculated from a resonance frequency by rearranging Equation (1.6): 

 𝑌110 = 𝑓𝑛
2 4𝜋𝐿4

β𝑛
4

𝜌ℎ𝑏

𝐼
 . (4.2) 

Equations (2.8) and (2.9) for n- and p-type samples, respectively, are rearranged: 
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to calculate the change in carrier concentration.  

The changes in carrier concentration for a representative device of each doping type are shown 

for the high and low dose rates in Figure 4.2. Depending on the deformation potential used in 

Equations (4.3) and (4.4), there can be a ~2 order of magnitude change between the calculated 

carrier concentrations. As long as the same deformation potential is used for each calculation, a 

comparison can be made between results for each device. The values in Figure 4.2 are calculated 

using a deformation potential of 8.6 eV, which is an average of the values found in literature. For 

these calculations, empirical values of 165.6 GPa, 63.9 GPa, and 79.56 GPa for c11, c12, and c44, 

respectively, were used for un-doped silicon [19, 26, 67, 68]. 

First, an initial value of c44 is calculated by adding the empirical value of c44 to Δc44 using the 

initial doping using Equation (2.11). Then the value of Young’s modulus is calculated using 
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Equation (1.5). Using the initial measured resonance frequency, the width of the cantilever beam 

is estimated to account for width lost in the fabrication process. A second value of Young’s 

modulus is calculated from a second resonance frequency (irradiated or post-rad) from Equation 

(4.2) using the estimated beam width. A second value for c44 is calculated from (4.1) and then 

compared to the empirical value of c44 to find Δc44. Finally, the value of Δc44 for the second 

resonance frequency is used to estimate the number of liberated carriers.  

Figure 4.2 shows the results of these calculations for in situ and post-irradiation for 

representative devices. Figure 4.2(a) shows the change in carrier concentrations in the 

5 × 1018 cm-
3 p-type and hydrogenated p-type devices. While the devices are being irradiated, the 

rate of change in carrier concentration at the high dose rate is higher than the rate of change in 

carrier concentration at the low dose rate. The increase in carrier concentration at the low dose rate 

is slower at first, but continues to build beyond the devices irradiated at the high dose rate.  

Figure 4.2(b) shows the change in carrier concentration in the 4 × 1017 cm-3 n- and p-type 

cantilevers. The rate of change in carrier concentration appears higher at the high dose rate. With 

the same initial dopant concentrations, there is ~1 order of magnitude more increase in carrier 

concentration in the lower-doped p-type devices than the n-type devices. Depending on the 

deformation potential used, the changes in carrier concentration will vary between 4 × 1017 cm-3 

with a deformation potential of 11.8 eV to 3 × 1019 cm-3 with a deformation potential of 2.1 eV for 

a 5 × 1018 cm-3 hydrogenated devices.  

In general, for each set of devices irradiated at the high and low dose rate, the changes in carrier 

concentration show similar shapes to the changes in resonance frequency. The hydrogenated and 

lower-doped p-type cantilevers show similar changes in carrier concentration and similar shifts in 

resonance frequency. However, the changes in carrier concentration for the n-type devices are ~1 
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(a) 

 
(b) 

Figure 4.2: Changes in carrier concentration as a function of dose for (a) non-hydrogenated and 

hydrogenated 5 × 1018 cm-3 p-type and (b) 4 × 1017 cm-3 n- and p-type devices irradiated at 5.4 

and 30.3 krad(SiO2)/min calculated from equations 4.3 and 4.4. The changes are most likely 

differences in ionized impurity concentrations. 
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order of magnitude lower than the hydrogenated and lower-doped p-type devices, yet show the 

same resonance frequency shifts at both dose rates. 

 

Changes in Resistivity and Mobility and Resistivity Dose Rate Effects 

While the resonance frequency decreases due to irradiation, the resistivity of the sample 

increases as a function of irradiation. The reversal of both resonance frequency and resistivity at 

the same time in post-irradiation measurements, as shown in Figures 3.5 and 3.6, emphasizes the 

key point that these mechanisms are closely related. While the resistivity rises during irradiation, 

the magnitude of these rises varies greatly compared to the changes in resonance frequency. The 

increase in resistivity can be explained by an increase in impurity scattering in the silicon. In 

measurements of mobility in hydrogenated silicon, increases in resistivity are typically attributed 

to ionized impurity scattering [45, 94, 109]. While this accounts for ionized impurities, neutral 

atomic and molecular hydrogen in the silicon are also present acting as neutral impurities.  

In the 5 × 1018 cm-3 p-type devices, at the high dose rate, a greater amount of hydrogen is released 

as a function of time. This leads to more hydrogen-hydrogen interactions creating H2 and more 

neutral impurities resulting in a greater influence of neutral impurity scattering. At the lower dose 

rate, the transporting hydrogen content is lower, allowing for more interactions with dopants like 

boron-hydrogen dissociation. This leads to more H+ and holes and a greater influence from ionized 

impurity trapping. Over time, the number of ionized carriers builds up and affects the resistivity 

and resonance frequency more than at the higher dose rate. This mechanism holds true for all 

devices, though the magnitude of the effect varies, as will be explained below.  

In the hydrogenated samples, dopants have previously been passivated, leading to a smaller 

change in resistivity, but a greater change in Fermi level. The extra passivated dopants allow for 
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more B-H dissociation and more H+ to be released. There will also be more dimerization to form 

H2. However, the number of carriers excited when the hydrogenated samples are exposed to X-rays 

may become high enough to counteract the effects of ionized and neutral impurity scattering 

causing the resistivity rise to be minimal.  

For the lower doped 4 × 1017 cm-3 n- and p-type samples, the reason for the greater rise in 

resistivity is because there are fewer initial carriers. The plot of the mobility as a function of total 

impurity concentration (Figure 2.1) shows there is a greater decrease in mobility with a small 

increment of impurities for a 4 × 1017 cm-3 p-type resistor than a 5 × 1018 cm-3 p-type resistor. 

There is an even larger decrease in mobility for an n-type resistor with 4 × 1017 cm-3 impurities, 

explaining why the n-type resistivity had the greatest increase of all samples tested. These changes 

are similar to previous results found in diodes where the n-type material shows degradation in 

current as a function of irradiation [138]. 

 

Post-Irradiation Behavior 

The ongoing transport of hydrogen within the Si may also explain the continuing decline in 

resonance frequency immediately and continuing increase in resistivity after irradiation. During 

the first phase of this process, the depassivation of dopant-H complexes and other hydrogen 

mechanisms in the system evidently dominate the response, increasing the carrier density further. 

Depending on the dose rate, after 2 to 2.5 hours, the resonance frequency and resistivities begin to 

recover to their pre-irradiation values. As the concentration of charged hydrogen dissipates, 

dopant-H complexes are re-passivated, the Fermi level returns to its original level, and the devices 

return to their equilibrium condition. This causes the resonance frequency to rise back to its initial 

level, the mobility of carriers in Si to increase, and the resistivity to decline.  
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When the devices return to pre-irradiation values, the surface charge has been neutralized and 

passivation reactions have restored the concentrations of active dopants and passivated dopant-H 

complexes to values closer to pre-irradiation. The variations in post-irradiation values in Figures 

3.5 and 3.6 suggest the return to near-equilibrium is approximate, which is not surprising, since 

the final densities of H and dopant-H complexes likely differ from initial values. The resistivities 

of the resistors irradiated at the high dose rate may not fully recover due to the large amounts of 

H2 created. This may leave behind an increased contribution to the mobility from neutral impurity 

scattering.  

Figure 4.3 compares the evolution of the resonance frequency with time for a representative 

5 × 1018 cm-3 device (not exposed to hydrogen) as it is pumped down in the vacuum chamber over 

40 h. The red line shows the un-irradiated pump-down curve. The dotted blue line shows the same 

device in a second run, now irradiated at 5.4 krad(SiO2)/min. The first marker indicates where 

radiation begins and the second marker indicates where radiation ends. This figure emphasizes that 

the primary effect of irradiation is to decrease the resonance frequency significantly from the level 

to which it otherwise would have increased as a result of continued outgassing in the low-pressure 

environment. The degree to which the resonance frequency decreases from this level is strongly 

influenced by the dose and dose rate of the irradiation, as well as (for lower-rate irradiation) 

whether the device has been hydrogenated. 

The length of time for resonance frequencies and resistivities take for recover after irradiation is 

notable in that it further confirms the changes are due to exposure to 10-keV X-rays. If the effect 

were due to temperature, the device would recover much more quickly. A conclusion from 

Hjalmarson, et al. is that critical dose rates for the types of competing effects discussed may have 

delayed reactions lasting as long as 106 s [43, 90, 128]. These numbers compare favorably to the 
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results presented in this work, given that continuing shifts in resonance frequency and resistivity 

last ~105 s after irradiation.  

 

 

  

 
Figure 4.3: Measured resonance peak as a function of time in vacuum for a representative, control 

device that was unirradiated for 40 h and again for the same device irradiated at 5.4 

krad(SiO2)/min, showing that the primary effect of irradiation is to decrease the resonance 

frequency significantly from the level to which it otherwise would have increased as a result of the 

continuing pump-down process. The first large marker indicates where radiation begins and the 

second large marker indicated where radiation ends. The system pressure changes by less than 

2×10-5 mbar during the ~30 h interval shown, so the continuing decrease in resonance frequency 

is most likely due to outgassing.  
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CHAPTER 5 

5. Conclusions 

CONCLUSIONS 

As MEMS continue to be considered for applications in space environments, it is important to 

understand how they respond to radiation. In this research, T-shape, asymmetric, piezoresistive 

micromachined cantilevers and resistors are irradiated with 10-keV X-rays at 30.3, 10.9, and 

5.4 krad(SiO2)/min. As the cantilevers are exposed to 1 Mrad(SiO2), mechanisms involving 

hydrogen interactions with dopant-silicon complexes and surface charge trapping cause resonance 

frequency and shear elastic constants to decrease. The elastic constants are influenced by the total 

carrier concentration of the sample with increasing carrier concentrations decreasing elasticity. 

The resistivity across the base of the resonating cantilevers was measured as a function of total 

dose to clarify the mechanisms causing resonance frequency decrease. Resistivity increases with 

total dose due to increases in scattering causing a decrease in carrier mobility. Both resonance 

frequency and resistivity continue to shift after irradiation is complete before recovering to pre-

irradiation values. The reversal of both resonance frequency and resistivity at the same time 

emphasizes that the mechanisms causing these effects are closely related. The resonance frequency 

for all dose rates and total dose recover to pre-irradiation values at similar times indicating a true 

dose-rate effect. 

The resonance frequency of the cantilevers at 1 Mrad(SiO2) total dose decreased more at lower 

dose rates than at higher dose rates. At the higher dose rate, all resonance frequency decreases 

were similar. At the lower dose rate, the magnitude of resonance frequency shifts depend on carrier 

concentration and hydrogen content where an order of magnitude less doping has a similar 

response as increased hydrogen content. The dose-rate dependence of the resonance frequency 
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shifts is due to space charge effects that alter both the amount of surface charging and the available 

concentrations of transporting hydrogen. The relative concentrations of hydrogen, unpassivated 

dopants, and passivated dopant-H complexes play key roles in these processes.  

The resistivity at 1 Mrad(SiO2) total dose increases more at lower dose rates than at higher dose 

rates. The increase in resistivity depends on dopant concentration, dopant type, and hydrogen 

content. Resistivity increases are greatest for the n-type resistors, which have lower doping. The 

p-type resistors with lower doping show less increases in resistivity than the n-type resistors, but 

more increases in resistivity than the p-type resistors with higher doping. The hydrogenated 

resistors, with higher doping, show less resistivity increases than non-hydrogenated resistors with 

the same doping. The increases in resistivity are caused by increased ionized and neutral impurity 

scattering causing a decrease in mobility. As dopant-H complexes are dissociated to form ionized 

H, ionized impurity scattering is increased. Increases in neutral atomic H and molecular H2 cause 

an increase in neutral impurity scattering.  At higher dose rates, neutral impurity scattering is more 

influential due to a high transporting H concentration creating more H2. Lower dose rates allow 

more dopant-H dissociation leading to a greater influence on the mobility from ionized impurity 

scattering.   

The resulting sensitivities of the resonance frequency shifts to dose rate and to hydrogen content 

are important factors to consider in device characterization and qualification testing for use of 

these devices in space radiation environments. The effects of low dose rate on the shear elastic 

constants of silicon show that low-dose-rate testing must be considered for all types of MEMS 

devices. This research clearly shows that resonance frequency will decrease more at lower dose 

rates. Exposure of MEMS logic to neutrons has already shown threshold voltages will shift when 

exposed to radiation [11]. While attractive for their promise of zero leakage current, it is possible 
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that volatile memory devices would see negative threshold voltage shifts and eventually failure as 

devices are exposed to high total doses and elasticity decreases. Non-volatile memory shows the 

most potential in space radiation environments as they are static in nature and do not rely on 

elasticity to switch on and off [3]. 

The devices used in this research are relatively large compared to modern CMOS technology. 

As MEMS are designed for space applications, they will inevitably become smaller so that they 

are more easily integrated with current technology. However, thinner devices have decreasing 

elasticity, especially below 100 nm thickness [19, 41]. These devices are probably more 

susceptible to TID effects as the electronic effects should have greater impact on the elasticity. 

Since there are both surface and bulk effects that are occurring in MEMS, it is likely that changing 

surface to volume ratios will play a role, as well. 

The effects of ionizing radiation on elasticity may be directionally dependent. MEMS designers 

are already aware of directional dependencies for practical applications related to crystal 

orientations [58]. However, more research needs to be done to characterize the radiation response 

of devices that have different crystal orientations. When this is done, it may be possible to optimize 

the best practical designs with a minimal radiation response in certain orientations. Additionally, 

as more materials are considered and researched for traditional semiconductor devices, research 

of alternative material systems for MEMS will become more common. Each material system has 

different mechanical properties and will have different radiation responses.  

For silicon MEMS, future work will be required to quantify these effects in ways involving lower 

dose rate irradiation and quantitative modeling and simulation, similar to those developed for 

ELDRS [130, 136] after many years of research [92, 123, 135]. Until such understanding is 
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developed, detailed testing of these types of MEMS devices will need to consider dose rate and 

hydrogen effects in device characterization and qualification.  
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