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CHAPTER I 

 

INTRODUCTION 

 

1.1. Objectives 

 The objectives of this research were the development and application of monolithic thin-

film low critical temperature (Tc) superconducting quantum interference device (SQUID) 

sensors to measure and image magnetic fields with an unprecedented combination of high spatial 

resolution and field sensitivity. The sensors were incorporated into a scanning SQUID 

microscope system, which permits low-noise, precise and non-invasive magnetic field 

measurements of a variety of samples at distances smaller than 100 µm. 

 Development of optimized SQUID sensors for specific source configurations requires a 

clear understanding of the intrinsic parameters and design constraints of the device. Of great 

practical importance are spatially distributed current sources, typically associated with 

bioelectric phenomena, and magnetic dipolar sources, present in rock samples and magnetic 

microparticles.  

 Currently available multichannel systems for heart and brain diagnostics are able to 

detect the magnetic field outside the body; nevertheless, the spatial resolution is limited by the 

large sensor-to-source distance. In order to address the validity of the source configuration 

models, it is necessary to study the magnetic activity at the tissue level, which requires the 

utilization of a SQUID microscope to obtain proper magnetic mappings. High resolution imaging 

of biomagnetic fields will ultimately lead to a better understanding of how the 
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magnetocardiogram and the magnetoencephalogram are generated, thereby improving their 

diagnostic value.  

 Equally important is the development of new tools for rock magnetism and 

paleomagnetic studies. The sensitivity and resolution of standard technologies are limited by the 

relatively large sensing coils [1]. Low-Tc SQUID microscopy of room temperature samples 

provides an enhancement in sensitivity of 3 orders of magnitude with a corresponding spatial 

resolution improvement of 2 orders of magnitude [2]. This instrument can therefore create 

magnetic maps of thin sections and single mineral grains that can be directly compared with 

optical and electron microscopy data, thus bringing together rock magnetism and petrology.  

 Detection, identification and sorting of biological agents have become a highly demanded 

method in biomedical research and biotechnology. One common approach to detect biological 

analytes is the use of magnetic microparticles as labels. Typically, separation techniques can not 

discriminate according to the magnetic moment and can only isolate magnetically-tagged 

analytes from their non-magnetic counterparts. Our new system is able to detect and identify a 

single moving magnetic microparticle confined inside a microfluidic channel. The innovative 

combination of microfluidic devices and low-Tc SQUID microscopy opens new possibilities for 

high-content magnetic flow cytometry and cell sorting. 

 The following chapters present the development, application and practical significance of 

room-temperature-sample low-Tc SQUID microscopy, which is an emerging and novel 

technique to measure and image magnetic fields with unparalleled combination of sensitivity and 

spatial resolution.  
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CHAPTER II 

 

BACKGROUND 

 

2.1. Scanning probe microscopy 

 Scanning Probe Microscope (SPM) is the generic term for instruments that measure the 

near-field interaction between a probe and the surface of a sample. The key point of SPMs is to 

bring the probe as close as possible to the sample, since the field and spatial resolution are highly 

diminished as the distance between the sample and the probe increases. The result of the 

measurement, after the sample has been scanned, is a single to three-dimensional (two spatial 

and one temporal) image of the interaction as a function of position.  

 Scanning Probe Microscopy has been widely used because of its outstanding spatial 

resolution and also due to the great variety of near-field interactions available. The first 

instrument that used this principle was the Topografiner and it was designed by R.D. Young and 

co-workers in 1971[1,2].  Later on, Gerd Binnig and Heinrich Rohrer improved the mechanical 

stability of Young’s design and created the scanning tunneling microscope (STM) [3]. Binnig 

and Rohrer shared the Nobel Prize in Physics in 1986 because of their ability to demonstrate 

atomic resolution in scanning tunneling microscopy.  Several other instruments followed the 

same principle, including magnetic-force microscope (MFM) [4], atomic-force microscope 

(AFM) [5], scanning near-field optical microscopy (SNOM) [6] among others.  

 Among some techniques used for imaging magnetic fields we find: Bitter Pattern 

Imaging [7-9], Magneto-Optical Imaging [7,10,11], Magnetic Force Microscopy [4,12,13], 

Scanning Electron Microscopy (SEM) [14,15], Lorentz Transmission Electron Microscopy [16-
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18], Scanning Electron Microscopy with Polarization Analysis (SEMPA) [19], electron 

holography [20-24], X-Ray Magnetic Circular Dichroism (XMCD) [25-28], Spin Polarized Low 

Energy Electron Microscopy (SPLEEM) [29,30], Scanning Magnetoresistive Microscopy 

[31,32],  Scanning Hall Probe microscopy [33-35] and Scanning SQUID microscopy[36-40]. 

The decision to use one versus the other depends on several factors such as [36,41]: sensitivity, 

spatial resolution, frequency response, linearity, stability, source-to-sensor distance, detection of 

fields versus gradients, need to operate in an externally applied field, ability to reject external 

noise or the applied field, ability to make measurements without perturbing the sample, and the 

required operating temperatures of both the sample and the sensor.  

 Scanning superconducting quantum interference device (SQUID) microscopy is one of 

the most powerful and promising techniques to measure and image magnetic field distributions 

[37].  This is mainly due to the SQUIDs unsurpassed sensitivity, its linear and easy-to-calibrate 

response over a large dynamic range, its ability to operate without perturbing the sample, as well 

as the versatility of the technique its self to measure a great variety of samples. 

 The goal of this work was to develop an instrument capable of measuring and imaging 

the magnetic field of samples at room temperature with a combination of high sensitivity and 

high spatial resolution. To be able to achieve the expected sensitivity and spatial resolution, we 

proposed the use of monolithic low transition temperature (low-Tc) niobium-based dc SQUID 

magnetometers integrated into a Scanning SQUID microscope system [40]. 

 

2.2. Scanning SQUID microscopy 

 In recent years, there has been a large increase in the use of SQUID microscopy,  mainly 

as a result of advances in the SQUID design and fabrication, in the mechanism to scan the 
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sample and in the magnetic shielding and cryogenic technologies. In general, we can classify 

SQUID microscopy according to the sample’s temperature and also to the type of SQUID sensor 

used. In terms of the sample’s temperature, we find SQUID microscopes in which the sample 

and the sensor are at the same temperature (cold-sample) and others where the sample is at room 

temperature (warm-sample or room-temperature (RT) sample). In addition, we can also group 

SQUID microscopes by the transition temperature (Tc): low-Tc where the SQUID needs to be 

cooled down to liquid He temperatures, and high-Tc, where the SQUID is cool down to liquid N2 

temperatures.  

 Historically, low-Tc cold-sample SQUID microscopes were the first to be developed. 

Immediately after the invention of the SQUID magnetometer, Zimmerman and Mercereau [42] 

scanned a 50-µm niobium wire through a window in a two-contact SQUID and provided the first 

confirmation of the presence of individual quantized vortices trapped in a wire [43,44].  Another 

group of pioneers, formed by Goodman and Deaver [45,46], developed an innovative SQUID 

microscope to measure trapped flux in cylindrical tin films. The microscope design had a 

toroidal, radio frequency (RF) SQUID inductively coupled to a small pick up coil that 

surrounded a very small tin cylinder. The 14 – 56 µm diameter and 1000 – 5000 Ǻ thick tin 

cylinder was vertically scanned. They demonstrated that different portions of the cylinder can be 

in different flux states and support differing persistent currents [46].  

 The first two-dimensional scanning SQUID microscope was developed by Rogers and 

Bermon [47]. They observed flux trapped in an array of 0.1 mm square holes in a 

superconducting niobium thin film. More recently, low-Tc cold-sample SQUID microscopy has 

been extensively used to study a great variety of superconducting phenomena. Vortices trapped 

in planar superconducting films [48,49], Meissner imaging [50,51], phase-sensitive symmetry 
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tests [52-62], interlayer Josephson vortices [63-67], vortex-like excitations (visons) [68-70], 

diamagnetic shielding above Tc [71,72] and measurements of magnetic properties of small 

particles [73,74] are some of the exciting areas where low-Tc cold-sample SQUID microscopy 

has shown to be a valuable tool for fundamental research.  

 Another rapidly emerging area for SQUID microscopy development is the use of high-Tc 

SQUID sensors. Black and co-workers [75] were the pioneers on using high-Tc SQUIDs to study 

cold samples with a variety of techniques, including static magnetization [76], eddy current [77], 

radio frequency [78] and microwave imaging [79]. High-Tc RT-sample SQUID microscopy has 

recently been extensively developed by two groups: the Wellstood group at the University of 

Maryland [80-84] and the Clarke group at University of California at Berkeley [38,85-89]. For 

some applications, the higher operating temperatures of high-Tc SQUID microscope systems 

provide an important advantage in comparison with low-Tc SQUID systems. High-Tc SQUIDs 

operate around 77 K, so the cryogenic as well as the radiation shielding requirements are much 

less restrictive. However, higher operating temperatures impose higher intrinsic noise levels, 

since the SQUID flux noise scales up with T1/2, where T is temperature of the sensor. High-Tc 

SQUIDs also suffer from excess of 1/f noise at low frequencies. Therefore, high-Tc SQUIDs 

have not yet achieved the key combination of low-noise performance, low-frequency sensitivity 

and high spatial resolution needed for imaging weak biomagnetic signals associated with 

bioelectric currents in living tissue [90-92].   

 Besides these applications, low-Tc RT-sample scanning SQUID microscopy has found an 

important area for development in the field of electromagnetic nondestructive evaluation (NDE). 

The sensitivity of low-Tc SQUIDs at low frequencies allows them to work as eddy-current 

sensors with unmatched depth resolution, as well as to image the static magnetization of 
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paramagnetic materials and the flow of near-dc corrosion currents. SQUIDs’ wide dynamic 

range make them suitable to image defects in steel structures and to measure the 

magnetomechanical behavior of ferromagnetic materials. The main three areas where SQUID 

microscopy has been used for NDE experiments are: flaw characterization, magnetic properties 

of materials and corrosion studies. In all of these areas, the SQUID measures the weak magnetic 

flux and gives an image of the magnetic field distribution in the vicinity of the test object. The 

magnetic field sources can be intrinsic in the test object or one may use an external source of 

electric or magnetic field to excite the test object for a resultant magnetic field. A more extensive 

review of SQUIDs and SQUID microscopy for NDE can be found in Weinstock et al. [93,94], 

Donaldson et al. [95], Cochran et al. [96-99] and Wikswo et al. [100-108]. 

 In the past years, substantial improvements in low-Tc RT-sample scanning SQUID 

microscopy have been made at Vanderbilt University. Baudenbacher et al. were the pioneers in 

the incorporation of hand-wound 25 µm-superconducting niobium-wire miniature (250 to 500 

µm diameter) pickup coils connected directly to the terminals of a flux transformer circuit of 

commercial low-Tc SQUID sensors, as well as in the development of innovative cryogenic 

Dewars, which allows bringing the probe, held at cryogenic temperatures, to distances closer 

than 100 µm from a RT sample [39]. Using this system, Baudenbacher et al. measured and 

imaged the weak magnetic field of rock samples [109-111], including the well-known Martian 

meteorite ALH84001. They also measured  the magnetic signals from isolated rabbit hearts 

[90,92] and the time evolution of the field produced by plant cells [112]. Subsequent 

improvements included the development, fabrication and incorporation of monolithic niobium-

based SQUID sensors to the SQUID microscope system in order to measure directly the 

magnetic field of RT samples at distances smaller than 100 µm. The new system has played an 
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important role in the development of novel paleomagnetic and rock magnetism analysis, cardiac 

electrophysiology studies and magnetic flow cytometry. The details of the development the 

SQUID sensors, their further incorporation into our SQUID microscope and applications of this 

pioneering system are the main focus of this dissertation. 

 Recently, Kominis et al. [113] have developed a new technique to measure magnetic 

fields with subfemtotesla sensitivity. By measuring the Zeeman effect, they have designed the 

atomic magnetometer. The atomic or optical magnetometer measures the magnetic-field-induced 

shift of the energy levels of an atom’s spin states. This is a big accomplishment in terms of 

sensitivities and represents a major improvement in the state of the art techniques for measuring 

the magnetic field; nevertheless there are several obstacles that need to be addressed before this 

new technology will replace SQUIDs for most applications [114].  

 

2.3. Introduction to SQUIDs 

2.3.1. Flux Quantization 

 SQUIDs bring together two basic superconducting phenomena. On the one side, we have 

flux quantization, which arises from Landau-Ginzburg equations. In 1950, Landau and Ginzburg 

[115,116] proposed to describe the superconducting state by means of a macroscopic wave 

function Ψ.  The  Landau-Ginzburg equations predict that the magnetic flux trapped within a 

superconductor ring is quantized in units of Φo, where Φo is the flux quantum and has a value of: 

2.07×10-15 Wb. Figure 2.1 (left) shows a schematic of flux quantization. The phenomenological 

explanation of this behavior comes from the ability of a superconductor to respond to an external 

magnetic field. Meissner and Ochsenfeld [117] found in 1933 that the magnetic fields are 

expelled from a superconductor due to the creation of superconducting currents that do not 
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display any damping. Therefore, the flux threading the ring is held constant by these 

superconducting currents which flow in the ring to oppose any change in flux applied to the ring.  

2.3.2. Josephson Effect 

 On the other side, we have the Josephson junction effect [118,119]. A Josephson junction 

is a weak link or insulator placed between two superconductors. Using the same treatment as 

with the flux quantization, it is possible to describe the superconducting state, and thus the 

charge carriers (Cooper pairs) using a macroscopic wave function Ψ with an arbitrary phase θ. 

The charge carriers tunnel through the junction and the relative phase δ = θ1 − θ2 affects the 

electrical properties of the junction.  Figure 2.1 (right) shows a schematic of a Josephson 

junction and the corresponding Josephson equations. The Cooper tunneling is an example of the 

quantum mechanical nature of superconductivity 

 There are two important effects present in Josephson junctions: the dc Josephson effect 

[120] and the ac Josephson effect [121]. In the first one, a dc current flows through the junction 

without a voltage being developed across it, provided the current is below a certain value, IC  (the 

critical current). This gives rise to the current-phase relation (Fig. 2.1):  

 δsinCII =  (2.1) 

In the ac Josephson effect, a dc voltage, V, applied across a junction will cause oscillations in the 

current through the junction and the phase difference will increase with time. This is expressed 

as the voltage phase relation: 

 V
dt
d

0

2
Φ

=
πδ   (2.2) 

where the magnetic flux quantum Φo = h/2e.  
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Figure 2.1: A SQUID works with the combination of two superconducting effects: flux 
quantization and the Josephson junction effect. Flux quantization (left) occurs in a 
superconducting ring enclosing only certain amounts of magnetic flux which are integer units n 
of the flux quantum Φο. A Josephson junction (right) is a weak link or insulator between two 
superconductors. The relative phase δ of the superconducting order parameter Ψ after tunneling 
the junction affects the electrical properties of the junction. The relationship between the 
electrical properties and the relative phase is shown by the Josephson equations.  
 
 

 An applied magnetic field will periodically modulate the maximum supercurrent that can 

flow through the junction. By plotting the maximum supercurrent as a function of flux in the 

junction, an intereference pattern is obtained as shown in Fig. 2.2. In the small junction limit, the 

theoretical IC – B pattern is described by the following equation: 

 

0

0

sin

)0(
)(

Φ
Φ









Φ
Φ

=
Φ

π

π

C

C

I
I

 (2.3) 

2.3.3. The Resistively Shunted Junction (RSJ) Model 

 Typically, the Josephson junction is represented with the equivalent circuit of the ideal, 

noise-free, resistively shunted junction (RSJ), where we have the Josephson junction (X), its 
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physical capacitance (C) and the resistor (R), all joined in parallel. The circuit diagram of this 

model is shown in Fig. 2.3.  

 Initially for current I < IC, the voltage across the junction is zero and the current is given 

by equation 2.1. For I > IC, a voltage appears and the phase difference becomes time dependent 

as express in equation 2.2.  Using Kirchhoff’s law, the Josephson equations (2.1 and 2.2) and 

rearranging in a dimensionless form we get the following non-linear second order differential 

equation: 

 2

2

sin
τ
δβ

τ
δδ

d
d

d
d

I
I

C
C

++=  (2.4) 

where  

 
C

t
τ

τ =   (2.5) 

 
RIC

C π
τ

2
0Φ

=  = the junction time constant  (2.6) 

and  

 
C

RC

C
C

RC
τ
τ

τ
β ==  = Steart McCumber parameter [122,123]  (2.7) 

 A analogous model to understand the dynamics of the junction is by realizing that 

equation 2.4 also describes a ball moving on a “tilted washboard”. In this model, a ball rolls 

down a tilted ridged plane as shown in Fig. 2.4 [124].  The displacement of the ball is 

represented by δ, the angle of the slope, θ, is the analogue of current I, the velocity of the ball 

correspond to the voltage, V, across the junction and the inertia of the ball is analogous to the 

capacitance, C, of the system.  
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Figure 2.2: IC-B pattern of a junction.  
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Figure 2.3: The equivalent circuit of the ideal, noise-free, resistively shunted junction (RSJ) and 
its corresponding equation 
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Figure 2.4: Tilted washboard analogy to illustrate the Josephson junction dynamics. 
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 By increasing the driving current I (with I < IC ), the current phase relation δ changes but 

the time average of δ, which is proportional to the average voltage, will be zero. This is 

equivalent to having the washboard slightly tilted, at first the ball will oscillate in a potential 

minimum, but the time average of the displacement will be zero. When the angle of the plane 

exceeds a critical angle θC (θ > θC), the ball will move into the next potential minimum and 

continue to roll at an increasing rate due to gravity. This is analogous to exceeding the critical 

current of the junction, therefore increasing the voltage which in turn increases the phase 

difference across the junction.  

 Now, by taking into account the capacitance of the system, which is equivalent to the 

inertia of the washboard model, we can analyze the following two cases:  

 Overdamped Case or βC << 1: 

 In this scenario RCC ττ >>  and the phase δ evolves slower than the capacitor relaxation. 

Equation 2.4 becomes: 

 
τ
δδ

d
d

I
I

C

+= sin  (2.8) 

 When I < IC, all the current flows through the junction and the time average of the voltage 

V = 0.  If I > IC some current will flow creating a voltage drop through the resistor, causing δ to 

change. Integrating equation 2.8 and extracting the dc voltage component we obtain: 

 
2

1 





−=

I
I

IRV C  (2.9) 

 The voltage-current relation is shown in Fig. 2.5. This is the non-hysteretic theoretical V-

I characteristic curve. Following the washboard analogy, the ball has little inertia and therefore 

when the angle of the slope passes through θC, the ball returns to a potential minimum.  
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Figure 2.5: Single Josephson junction VI characteristic curve. 
 
 
 
 Underdamped Case or βC >> 1: 

 In this case RCC ττ << , therefore the dynamics of the circuit is directed solely by R and 

C. For I < IC, current can still flow through the resistor; when I > IC, the system switches to a 

finite voltage given by V=IR. Since the dynamics of the system are determined by τRC, when the 

current goes below IC the junction stays with a finite voltage. Therefore, the V-I characteristic 

curve is hysteretic (Fig. 2.6) and the amount of hysteresis is given by βC. In the washboard 

analogy, the ball has a large inertia and consequently when the angle of the slopes comes back to 

θC, the ball will continue to roll, making the system hysteretic. In an optimized SQUID, the 

junctions must be non-hysteretic (βC < 1), since hysteresis causes noise due to switching between 

different states.  

 In order to have a more realistic model for the junctions, a noise term must be introduced 

as shown in the following equation: 

 
dt
dVC

R
VItII Cn ++=+ δsin)(  (2.10) 

where In(t) represents the Nyquist current noise associated with the shunt resistance R, having a 

spectral density in the thermal noise limit given by: 



 16

 
R

Tk
fS B

I
4

)( =  (2.11) 

Going back to the washboard analogy, this term ( In(t) ) represents fluctuation in the inclination 

angle.  

 Even though I < IC, this current noise could cause phase slip. Since I + In(t) can fluctuate 

above the critical current, it could give rise to voltage spikes. This means that for currents just 

below IC, finite voltages are observed and the V-I characteristic curve becomes noise rounded 

[125]. A measurement of the amount of noise rounding is given by the noise parameter, Γ: 

 
energycouplingJosephson

energythermal
I

Tk

C

B =
Φ

=Γ
0

2π  (2.12) 

 In order to achieve coherence and maintain the Josephson coupling energy above the 

thermal fluctuations, we need that Γ << 1. 

 For I > IC, we observe a voltage noise due to a Nyquist noise current flowing through a 

dynamic resistance Rd, 

 
dI
dVRd =  (2.13) 

 In the limit when βC << 1 and f << fJ (the Josephson frequency = V/Φo), the spectral 

density of the voltage noise across the SQUID SV( f ) is given by [126,127]:  

 
R
TRk

I
I

fS dBC
V

22 4
2
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
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
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



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



+=  (2.14)  

where the first term represents the Nyquist noise current flowing through the dynamic resistance 

Rd as a function of frequency f.  
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Figure 2.6: Hysteretic junction VI characteristic curve for increasing and decreasing current. 
 
 
 
 When designing a SQUID sensor, it is important to consider the ICR product, the critical 

current density JC and the resistance-area product ρN, since they will determine the junction 

quality. The critical current density is given by: 

 
JX

C
C A

I
J =  (2.15) 

where AJX is the cross-sectional area of the junction and is given by: 

 twAJX =   (2.16) 

where t is the thickness of the film and w the width of the junction. Finally, the resistance-area 

product ρN, is given by: 

 JXN RA=ρ  (2.17) 

2.3.4. DC SQUID 

 The RSJ model can be extended to the dc SQUID (Fig. 2.7). For practical purposes, we 

will assume that the junctions are identical and non-hysteretic. The body of the SQUID possesses 

an intrinsic inductance L. With the absent of any external magnetic flux, the bias current, I, will 

split equally between paths 1 and 2, with no voltage drop for values of  I < 2IC. Figure 2.8 shows 

the V-I characteristic curve for a dc SQUID with no external applied flux.  
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Figure 2.7: Schematic of a dc SQUID 
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Figure 2.8: VI characteristic curve for a dc SQUID with no applied flux.  
 
 

 Now, by applying a small magnetic flux (Φext < Φo/2), the SQUID will generate an 

opposing circulating current, IS. Since this circulating screening current is superimposed over the 

bias current, the external magnetic field reduces the amount of bias current that can go through 

the SQUID without a voltage drop. Therefore the critical current of the SQUID becomes a 

function of the amount of applied magnetic field. For LIC >> Φo, the flux inside the 

superconducting ring becomes an integral number of Φo, 
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 Φ=+Φ=Φ nLI Sext  (2.18) 

where n is the integer closest to Φext/Φo. Therefore 

 
L

n
I ext

S
Φ−Φ

= 0  (2.19) 

 As Φext is increased from zero to Φo, the ring stays in the n = 0 flux state and generates a 

current given by: 

 
L

I ext
S

Φ−
=  (2.20) 

When Φext = Φo/2, it becomes energetically favorable to allow one Φo into the SQUID, and the 

screening current reverses direction. Figure 2.9 shows the variation IS as a function of applied 

flux. The screening current (IS) is a periodic function with a period equal to Φo.  

 One feature that requires attention to understand the SQUID operation is the fact that the 

critical current is a periodic function of the applied flux.  Since the critical current depends on the 

screening current, the maximum supercurrent, Im, in the SQUID is also periodic with applied flux 

with a period of Φo and a maximum value of 2IC. This is shown in Fig. 2.10.  

 By applying a magnetic flux, the V-I curve of a dc SQUID will oscillate between two 

states: the integer (Φ = nΦo) and half integer flux (Φ = (n+1/2)Φo) states. This oscillation 

produces a voltage modulation, ∆V, as a function of applied magnetic flux. Instead of measuring 

the change in critical current as a function of applied flux, it is easier to current bias the SQUID 

at a constant value in the finite voltage regime and measure the modulation voltage as a function 

of applied flux. This is how one creates a V-Φ characteristic curve. Figure 2.11 shows this in 

detail.  
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Figure 2.9: Variation of the screening current as a function of applied flux. 
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Figure 2.10: Variation of the maximum supercurrent as a function of applied flux. 
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Figure 2.11: Periodic SQUID voltage response as a function of applied flux for a defined 
constant bias current.  
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 The modulation voltage, ∆V, is the actual output signal of a dc SQUID as a function of 

applied flux (Φext). Therefore, we can say that a dc SQUID is basically a flux-to-voltage 

transducer with a non-linear and periodic transfer function.  The non-linearity of the output 

imposes an inconvenience to use the dc SQUID as a magnetic sensor. In order to get around this 

difficulty, Ketchen et al. came out with the idea of operating the SQUID in a Flux-Locked Loop 

(FLL) [128]. Figure 2.12 shows a schematic of a dc SQUID operated in a FLL. An oscillator 

applies a modulation flux (100 kHz signal) to the SQUID through the feedback coil. The voltage 

signal of the SQUID, Vs, goes through a preamplifier, is synchronously detected and then sent 

through an integrating circuit. The smoothed output of the integrator is connected to the feedback 

coil via a resistor Rf. In this way, for a flux change δΦ detected by the SQUID, the feedback 

circuit will produce an opposing flux –δΦ and a voltage proportional to δΦ can be measured 

across Rf. In other words, the FLL is a negative feedback circuit that creates a null-detector of 

magnetic flux and allows flux changes, ranging from much less than a single flux quantum to 

many flux quanta, to be measured with sub-flux quantum accuracy. The combination of a dc 

SQUID and the FLL electronics makes a SQUID sensor, which is the most sensitive magnetic 

flux-to-voltage transducer.  
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Figure 2.12: (a) The transfer function between the input magnetic flux Φin and the voltage 
output of the SQUID Vs is nonlinear and periodic. In order to have a linear relationship, we 
operate the SQUID in a Flux-Locked Loop (FLL). (b) FLL modulation and feedback circuit 
(adapted from 102). The SQUID is coupled to the preamplifier via a cooled step-up transformer. 
The voltage response of the SQUID Vs is the input of the FLL, which uses a modulation flux 
scheme to maintain the SQUID at an extremum on the V-Φ curve.  The user measures a change 
in Vo, which is proportional to the amount of flux changed detected by the SQUID. 
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CHAPTER III 

 

OPTIMIZATION, DESIGN AND CHARAZTERIZATION OF SQUIDS 

 

3.1 Noise in DC SQUIDs  

 The noise of low-Tc dc SQUIDs was first investigated by Tesche and Clarke [1]. They 

found that the dc SQUID was relatively insensitive to asymmetries in the inductance of the two 

arms, the critical currents, the shunt resistances and the capacitance of the junctions. For 

illustrational purposes, I present a noise study of a symmetrical dc SQUID with noise sources 

[2]. A diagram of this configuration is shown in Fig. 3.1. This diagram shows two independent 

Nyquist noise current sources, In1( t ) and In2( t ), associated with each shunt resistor. Since we 

consider a symmetrical configuration, each arm has an inductance of L/2.  
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Figure 3.1: Schematic of a dc SQUID including noise sources. 
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 The constant bias current is IBIAS, and the currents in each arm are I1 and I2. 

 21 III BIAS +=  (3.1) 

 The screening current, IS, is defined as: 

 
2

12 III S
−

=  (3.2) 

 Using the dc and ac Josephson equations (2.1, 2.2), the current in each arm is given by 

 
dt

dVC
R
VIII nC

11
111 sin +++= δ  (3.3) 

and 
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 The phase differences across each junction are given by 
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and 
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 From equations (3.1) and (3.2) it can be shown that: 
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The total voltage, V, across the SQUID is: 
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and  
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 The phase differences across the junctions are related by [3] 
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Φ
=−

πδδ  (3.10) 

and the total flux in the loop is: 

 Sext LI+Φ=Φ  (3.11) 

Equations (3.1) to (3.11) can be combined to produce the following set of equations: 
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 These equations were solves numerically by Tesche and Clarke [1] for a range of values 

of Γ, βC and βL, where βL is the reduced inductance parameter given by 
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Φ
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Lβ  (3.16) 

 In the limit where the thermal energy is much smaller than the Josephson coupling energy 

(see equation 2.12), Γ is related to the size of the critical current modulation, ∆Im, by  
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 The magnetic flux noise of a SQUID, Φn, as a function of frequency is given by  
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where SΦ(f) and SV(f) are the spectral densities of flux and voltage noise respectively. From 

numerical simulations [4], the maximum value of VΦ occurs when Φ = (2n+1)Φo/4 and the 

optimum value of βL for low noise operation is βL ≈ 1. This gives a spectral density that is white 

below typical flux-locked loop (FLL) modulation frequencies [5].  

 For an optimized SQUID with βL = 1, Γ = 0.05, Φ = (2n+1)Φo/4 and IBIAS set at the value 

for maximum modulation voltage, VΦ, the following equations were obtained [4]:  

 
L
RV ≈Φ  (3.19) 

 TRkfS BV 16)( ≈  (3.20) 
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TLk
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216
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 We can now easily identify that L should be reduced and R increased to reduce the noise 

of the SQUID. But the maximum value of R is still restricted by the parameter βC to avoid 

hysteretic behavior that will affect the noise performance of the SQUID.  

 At low frequencies, the flux noise of a SQUID has a 1/f dependence. There are two 

effects responsible for this: the motion of flux trapped in the SQUID body [6] and the critical 

current fluctuations in the junctions [7]. The second one arises from electron being trapped by 

defects in the junctions and then being released. While the electron is trapped, the height of the 

potential barrier changes and this alters the critical current density in the region of the defect. 

The switching between the two states is random but a 1/f noise spectrum is obtained when a few 

trapping defects are present.  

 The spectral density of the 1/f voltage noise SV(f) at constant bias current can be 

approximated by the sum of two terms [4]:  
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where 
CIS is the spectral density of critical current noise and is assumed to be the same for each 

junction. The first term on the right is the “in-phase” mode caused by the junctions producing 

fluctuations in the same direction. The second term is the “out-of-phase” mode where the 

fluctuations of the junctions are opposite polarity and create a circulating current. The “in-phase” 

mode is removed by the FLL modulation scheme and the effect of the critical current “out-of-

phase” mode by implementing a bias reversal scheme [8].  

 

3.2.  SQUID optimization and design for low-Tc RT-sample SQUID microscopy 

 The evident goal in the development of SQUID microscopy is to get the closest possible 

to the sample with the highest sensitivity and spatial resolution sensor possible. Nevertheless, 

since what the SQUID detects is the magnetic flux (the integration of the field strength B on the 

sensing area A), with the miniaturization of the SQUID sensor there is a corresponding loss in 

sensitivity to magnetic fields, and vice-versa: the enhancement of field sensitivity diminishes the 

spatial resolution of the system. Thus, the overall final goal of SQUID microscopy results in a 

Catch-22 kind of situation. However, the performance of SQUID microscopy is not just 

governed by the improvements of spatial resolution and sensitivity of the SQUID sensor, but also 

by the fall-off rate of the magnetic field of the sources intended to be measured.  

 Following Wikswo’s approach [9], magnetic field sources can be classified as: current-

carrying wire sources, where the magnetic field strength is proportional to 1/a (where a is the 

distance from the source to the sensor); current dipolar sources immersed in a conducting 

medium (typical of corrosion or bioelectric systems), where the magnetic field is proportional to 
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1/a2, and magnetic dipolar sources where the magnetic field is proportional to 1/a3. With this in 

mind, the sensitivity of system can be specified in terms of a noise-equivalent source defined as 

the minimum detectable source per unit of bandwidth. In this way, we have a minimum 

detectable current, Imin; minimum detectable current dipole in a conducting medium, pmin; and 

minimum detectable magnetic dipole, mmin. The main advantage of this approach is that it allows 

for the comparison of different magnetometer configurations in terms of the sources being 

studied.  

 Several quantitative analysis of magnetic imaging [9-17] have shown that a SQUID will 

achieve the best combination of spatial resolution and field sensitivity if the diameter of the 

sensing area, a, is approximately the same as the sensor-to-sample distance, r. Using this 

assumption, Wikswo et al. [9] came up with an elegant method to explore the trade-offs between 

sensitivity and spatial resolution for a specific magnetic source. Table 3.1 summarizes their 

results. From the results, we can conclude that applications like rock magnetism and 

paleomagnetism, where the sources behave as magnetic dipoles, will benefit the most from a 

small sensor close to the sample. In contrast, for typical fields associated to biomagnetism, where 

more sensitivity is required and the sources act as either axial currents or sheet of currents, 

bigger sensors at distances equal to the diameter of the sensor are the best trade-off.  

 The definition of the magnetic source of study is followed by the design and 

manufacturing of the specific SQUID sensor. As shown in previous sections, the two parameters 

generally used to optimize a dc SQUID sensor are the reduced inductance βL and the hysteresis 

parameter βC, also referred to as the Stewart-McCumber parameter: 
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where IC  is the critical current , L is the SQUID inductance, C is the Josephson junction 

capacitance, R is the shunt resistance and Φo is the magnetic flux quantum. These parameters 

come from the analysis of the differential equations that govern the operation of the dc SQUID. 

βL is a measure of the modulation depth of the maximum current at zero voltage, as a function of 

the applied flux. For βL >> 1, the modulation depth becomes very small and for βL < 1 the 

modulation depth approaches the limit of 2IC. The optimal performance occurs for βL ≈ 1. On the 

other hand, βC is a measure of the damping of the Josephson junction. For βC ≤ 0.7, the IV 

characteristics of the SQUID are non-hysteretic and the average voltage across the SQUID for a 

given external flux is a single value. The idea of the optimization is to achieve the highest 

possible signal-to-noise ratio by modifying the SQUID inductance L, which is related to the 

geometry and dimensions of the SQUID body; the critical current IC and the capacitance of the 

Josephson junction C, which are controlled by the physical dimensions and properties of the 

junction; and by choosing the proper shunt resistance R. For an optimized SQUID (βL ≈ 1 and βC 

≤ 0.7), we can express the equivalent flux noise of the SQUID SΦ, above very low frequencies, 

as a function independent of the frequency, as follow [1]: 
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where f denotes the frequency, Bk  the Boltzman constant, T  the operational temperature, R  

the shunt resistance  and L  the inductance of the device.  

 Modern thin-film technology allows great versatility in SQUID parameters and 

fabrication. They are typically manufactured by sputtering of niobium thin films and patterning 

the films with photolithography or electron-beam lithography. In general, any superconducting 

material can be used to fabricate a SQUID, but generally, niobium technology is used for low-Tc 
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SQUIDs. The junction are fabricated using a trilayer process of Nb/NbOx/Pb or Nb/Al2O3/Nb, 

and the shunt resistances consist of a material that does not become superconducting at liquid He 

temperatures, generally copper, molybdenum or gold.  

 

Table 3.1: The relationship between SQUID dimension a, the signal strength S, the SQUID 
noise N, and the minimum detectable source (MDS) for the three different types of sources. 
(Taken from 101) 
 

a3/2a-3/2a-3/2a-3Magnetic Dipole

a1/2a-1/2a-3/2a-2Electric Dipole

a-1/2a1/2a-3/2a-1Wire

MDSS/NNSSource

a3/2a-3/2a-3/2a-3Magnetic Dipole

a1/2a-1/2a-3/2a-2Electric Dipole

a-1/2a1/2a-3/2a-1Wire

MDSS/NNSSource

 

 

3.3.  Methods of SQUID characterization: V-I, V-Φ and noise measurements 

 During the characterization of a SQUID sensor, one measures the intrinsic parameters 

and assesses the noise performance of each device. The characterization procedure gives 

information about the homogeneity of the fabrication process and helps us to evaluate a 

particular design. In this way, we can adjust the fabrication process and/or make changes to the 

device itself aiming to improve its performance.  

 The first step is to measure the V-I characteristic. Figure 3.2(a) shows a schematic of the 

set up and a typical V-I curve. We apply a periodic time-varying signal (in this case a triangular 

waveform) and measure the output voltage. The SQUID is superconducting until the critical 

current is reached, when a voltage drop then appears. From this plot, we can obtain information 

about the shunt resistance R and the critical current IC. The next step is to measure the V-Φ 

characteristic. Figure 3.2(b) shows a schematic of the set up and a typical V-Φ curve. Now, we 



 41

apply the periodic time varying signal through the feedback line and measure the modulation 

voltage on the SQUID as a function of bias current IB, until we reach the maximum modulation 

voltage, ∆Vmax. From the V-Φ plot, we can estimate the maximum modulation voltage ∆V, 

which gives information about how steep the SQUID transfer function is, and also measure the 

coupling (mutual inductance M) between the SQUID and the integrated feedback line, M = I/Φo.  

 The SQUID noise is mainly composed of Johnson noise. Since the Johnson noise has a 

stochastic nature, the measurement of the power spectral density (PSD) is a useful tool to 

characterize it. To measure the PSD, we operate the SQUID in the FLL mode and place it in a 

magnetically noise free environment. We then connect the output of the SQUID electronics to a 

spectrum analyzer and measure the power spectrum, usually in units of V/√Hz. In general, the 

SQUID power spectrum is characterized by a 1/f noise (Flicker noise) region at low frequencies, 

and by a white noise region starting from the 1/f knee up to the roll-off frequency of the feedback 

circuit (for details see section 3.1). For conventional niobium-based SQUIDs, the 1/f noise starts 

below frequencies of ~ 0.1 Hz. From the PSD we can estimate the noise in terms of energy 

(J/Hz1/2), magnetic flux (Φο/Hz1/2), field (T/Hz1/2) or field gradient (T/(cm Hz1/2)). Usually, 

energy and flux noise are figures of merit for the bare SQUID, while the field and the field 

gradient noise are figures of merit for the complete system. Figure 3.3 shows the field and flux 

noise spectral density of one of our SQUID sensors.  
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Figure 3.2: (a) Schematic of the measurement set up and its corresponding V-I characteristic 
curve. From the curve, we extract the critical current and the shunt resistance. (b) Schematic of 
the measurement set up and its corresponding V-Φ characteristic curve. From the curve, we 
extract the maximum modulation voltage ∆Vmax and the coupling between the feedback coil and 
the SQUID, I/Φo.  
 
 
 

 
Figure 3.3: Field noise 2/1

BS  and flux noise 2/1
ΦS  spectral density of one of our monolithic 

SQUID sensors 
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4.1. Abstract 

 We have developed a scanning superconducting quantum interference device (SQUID) 

microscope system with interchangeable sensor configurations for imaging magnetic fields of 

room-temperature (RT) samples with sub-millimeter resolution. The low-critical-temperature 

(Tc) niobium-based SQUID sensors are mounted on the tip of a sapphire rod and thermally 

anchored to the helium reservoir inside the vacuum space of a cryostat. A 25 µm sapphire 

window separates the vacuum space from the RT sample. A positioning mechanism allows us to 

adjust the sample-to-sensor spacing from the top of the Dewar.  We achieved a sensor-to-sample 

spacing of 100 µm, which could be maintained for periods of up to 4 weeks. Different SQUID 

sensor designs are necessary to achieve the best combination of spatial resolution and field 

sensitivity for a given source configuration. For imaging thin sections of geological samples, we 

used a custom-designed monolithic low-Tc niobium bare SQUID sensor, with an effective 

diameter of 80 µm, and achieved a field sensitivity of 1.5 pT/Hz1/2 and a magnetic moment 

sensitivity of 5.4×10-18 Am2/Hz1/2 at a sensor-to-sample spacing of 100 µm in the white noise 

region for frequencies above 100 Hz. Imaging action currents in cardiac tissue requires a higher 

field sensitivity, which can only be achieved by compromising spatial resolution.  We developed 

a monolithic low-Tc niobium multiloop SQUID sensor, with sensor sizes ranging from 250 µm 

to 1 mm, and achieved sensitivities of 480 – 180 fT/Hz1/2 in the white noise region for 

frequencies above 100 Hz, respectively.  For all sensor configurations, the spatial resolution was 

comparable to the effective diameter and limited by the sensor-to-sample spacing. Spatial 

registration allowed us to compare high-resolution images of magnetic fields associated with 

action currents and optical recordings of transmembrane potentials to study the bidomain nature 
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of cardiac tissue or to match petrography to magnetic field maps in thin sections of geological 

samples.  

 

4.2. Introduction 

 Room-temperature (RT) sample scanning superconducting quantum interference device 

(SQUID) microscopy (SSM) is a very powerful and promising technique for imaging magnetic 

field distributions [1,2]. In addition to the SQUID’s unsurpassed field sensitivity, this technique 

is completely non-invasive and can be implemented to study a great variety of samples. RT 

sample SSM is continuing to play an important role in biomagnetism [3-8], non-destructive 

evaluation [9-14] and geomagnetism [15,16]. 

 Since the field and spatial resolution are highly diminished as the distance between the 

sample and the sensor increases,  the key to this technique is to bring the sensor, held at 

cryogenic temperatures, as close as possible to the sample. It has been shown that the best 

combination of spatial resolution and field sensitivity for a specific SQUID geometry occurs 

when the diameter of the pickup coil is approximately equal to the sample-to-sensor distance 

[17]. 

 A SQUID sensor measures the integrated magnetic flux over the sensing area. Thus, the 

SQUID’s sensitivity to magnetic fields scales as 2/1 a , where a  is the diameter of the sensing 

area.  The fall-off rate of the magnetic field depends on the type of source. For a current-carrying 

wire the field scales as r/1 , and for a magnetic dipole it scales as 3/1 r , where r  is the distance 

from the source. The best combination of field sensitivity and spatial resolution requires ra = . It 

is easy to show that the signal-to-noise ratio of fields generated by a current-carrying wire is 

proportional to a  and for a magnetic dipole, proportional to a/1 . Therefore, we have to use 
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different strategies to optimize the sensor geometry and the sample-to-sensor distance depending 

on the application. In geomagnetism we are dealing with magnetic dipoles, while biomagnetic 

signals are typically generated by either axial currents or sheets of current. 

 In this article, we describe a high-resolution SQUID imaging system that can be 

configured either with monolithic low-Tc directly coupled single turn SQUIDs, multiloop 

SQUIDs, or miniature pickup coils inductively coupled to commercial low-Tc SQUIDs, as 

sensing elements for different applications. The system is highly stable, user friendly and cost 

efficient. The system versatility is demonstrated by presenting data on high-resolution magnetic 

imaging of geological thin sections and magnetic mapping of action current distributions in 

cardiac tissue.  

 

4.3. Scanning SQUID microscope system design 

 In the following sections, we present various designs for directly coupled monolithic 

SQUID sensors, targeting spatial resolutions ranging from 50 µm to 1 mm, their device 

characteristics, and their incorporation into our SQUID microscope. We also describe a 

positioning mechanism, which allows the cryogenic sensors to be positioned within 10 µm of a 

RT sapphire window, and our Dewar design which allows operation of the SQUID microscope 

with a helium consumption of 1.0 l/day.    

4.3.1. Directly coupled monolithic SQUID sensors  

 Our first generation of SQUID microscopes used hand-wound superconducting niobium-

wire miniature pickup coils connected directly to the terminals of a flux transformer circuit of 

commercially available low-Tc SQUID sensors [18]. With this configuration (Fig. 4.1), we 

achieved field sensitivities, for frequencies above 1 Hz, of 850 fT/Hz1/2 and 330 fT/Hz1/2,  using a  
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Figure 4.1: (a) Schematic of the 25 µm-Nb-wire hand-wound pickup coil. Typically, pickup coil 
diameters vary from 250 to 500 µm. (b) SEM image of a double layer 500 µm pickup coil. (c) 
Cross-sectional schematic of the miniature pickup coil configuration. The pick up coil is 
inductively coupled to a SQUID hosted inside a Nb casing. The coil leads are twisted and 
threaded through a thin Pb tube from the pickup coil into the Nb casing.  
 
 
 
10-turn 250 µm diameter and a 20-turn 500 µm diameter pickup coil, respectively. However, the 

miniature pickup coil configuration has two major drawbacks in accomplishing the optimum 

combination of field sensitivity and spatial resolution. The first limitation is the impedance 

mismatch between the pickup coil and the flux transformer circuit. For optimum coupling, and 

therefore, the best possible magnetic field sensitivity, the flux transformer input coil and the 

pickup coil impedances must be the same. Commercially available low-Tc SQUID sensors 

typically have input coil impedances on the order of 2 µH, which is 20 times higher than the 

impedance of a 20-turn 500 µm pickup coil. Impedance matching is increasingly difficult as we 

reduce the pickup coil size and is impractical for spatial resolutions below 250 µm.   The second 

limitation is the spatial integration of the magnetic field over the volume of the pickup coil. For 
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example, a 20-turn double layer cylindrical coil wound with a 25 µm wire has a minimal height 

of 250 µm. The taller the pickup coil, the less magnetic flux each turn collects, since the 

magnetic field decays as we increase the distance from the sample.  This integration generally 

compromises the spatial resolution but leads to higher field sensitivity.  However, in terms of 

sensitivity to dipole moments, a better signal to noise ratio can be achieved if a small coil is 

brought closer to the sample [19].  In this case, the limiting factor is generally the distance 

between the sample and the SQUID sensor. 

 To overcome these drawbacks, we developed different types of thin film monolithic low-

Tc niobium SQUID sensors, which measure the magnetic field coupled directly into the self 

inductance of the SQUID. In the first type of sensor, a single SQUID washer acts as the sensing 

area.  Detailed images and an equivalent circuit of this design are shown in Fig. 4.2. In this 

approach, the sensing area is a two dimensional plane rather than a volume, as in the case of the 

miniature hand-wound pickup coils. The noise performance of an optimized SQUID sensor is 

limited by its inductance and is described by the power spectral density of the equivalent flux 

noise [20]: 

 ,16)(
2

n

B

R
TLkfS =φ  (1) 

where f denotes the frequency, Bk  the Boltzmann constant, T  the operational temperature, nR  

the shunt resistance  and L  the inductance of the device. The main contribution to the inductance 

is determined by the sensor size [21].  Therefore, the intrinsic noise of the bare SQUID increases 

with its geometrical size, so this approach cannot be scaled up to sensor diameters larger than 

250 µm [22]. 
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Figure 4.2:  (a) Image of our bare SQUID design. The SQUID terminals are labeled a and a’ 
and the contact pads for the feedback coil b and b’. (b) Expanded view of the SQUID connection 
region. The Josephson Junctions are labeled JJ and the shunt resistances R. (c) Equivalent 
electric circuit diagram of the bare SQUID. R is the shunt resistance in parallel with the 
Josephson Junctions and L is the inductance of the device. 
 
 
 
 Using a bare SQUID with a 40 µm hole and a 120 µm square washer, we achieved a flux 

noise of 4 µφo/Hz1/2, where 0φ  is the magnetic flux quantum, and an equivalent field sensitivity 

of 1.5 pT/Hz1/2 in the white noise region for frequencies above 100 Hz. The bare SQUID design 

is particularly suited for localized source configurations where the signal decreases rapidly with 

distance, as is the case for dipolar sources. As we mentioned before, the size of the SQUID 

washer should be chosen to be comparable to the sensor-to-sample distance for optimum tradeoff 

between spatial resolution and field sensitivity. The use of the bare SQUID for RT sample SSM 

is suited for spatial resolutions on the order of tens of microns to 250 µm. (Details of the design 

and optimization procedure for the bare SQUID are explained in Chapter V). 

 For imaging applications where higher field sensitivities are required, we have to 

compromise spatial resolution in order to achieve larger effective areas. This is especially true in 

the case of imaging weak magnetic fields generated by distributed action currents associated 
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with bioelectric phenomena. As we have outlined above, the size of the SQUID sensing area 

cannot be scaled up by using a bare SQUID design. Therefore, in order to overcome these 

limitations, we used a monolithic low-Tc niobium multiloop, or fractional turn, SQUID design. 

This approach was first implemented by Zimmerman in 1971 [23]. Figure 4.3 shows detailed 

images of the sensor and the equivalent circuit of one of our designs. The multiloop SQUID is 

comprised of multiple pickup coils connected in parallel, thereby reducing the self inductance of 

the SQUID sensor. In this way, the effective sensing area can be increased with little 

compromise of field sensitivity. Therefore, we have fabricated a series of multiloop SQUID 

sensors with diameters ranging from 250 µm to 1 mm. For a 250 µm diameter, 5-spoke 

multiloop SQUID, we achieved a flux noise of 1.7 µφo/Hz1/2 with an equivalent field sensitivity 

of 450 fT/Hz1/2 in the white noise region for frequencies above 100  Hz [24]. For a larger 

diameter, we increased the number of spokes. Using a 500 µm, 6-spoke multiloop SQUID, we 

achieved a flux noise of  4.4 µφo/Hz1/2 with an equivalent field sensitivity of 240 fT/Hz1/2 in the 

white noise region for frequencies above 100  Hz. The increased field sensitivity of the multiloop 

SQUID design makes it ideally suited for imaging magnetic fields associated with action current 

propagation in isolated tissue preparations. (Details of the design and optimization procedure for 

the multiloop SQUID are explained in Chapter VI). In comparison with the 250 µm miniature 

pickup coils, the field sensitivity is improved by a factor of two. Furthermore, by reducing the 

sensing volume to a single plane, we increased our signal-to-noise ratio and our spatial 

resolution. Table 1.1 summarizes the performance of our different sensing configurations. Table 

1.2 shows a review of the magnetic field and spatial resolution range attainable with the new 

monolithic SQUID sensors and the possible applications where they are expected to play an 

important role.  
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Figure 4.3: (a) Image of our multiloop SQUID design. a and a’ are the SQUID terminals and b 
and b’ the contact pads of the integrated feedback coil. (b) Expanded view of the center of the 
multiloop SQUID. The Josephson Junctions are labeled JJ, the shunt resistances R and the 
SQUID upper contacts a, respectively. The purple and white regions represent the two 
superconducting layers forming each spoke, which are separated by an insulating layer in cross 
over regions. (c) Equivalent circuit diagram of the multiloop SQUID. R represents the shunt 
resistance in parallel with the JJ and L is the inductance of each individual spoke (fractional 
turn). The inductance of the device is inversely proportional to the number of spokes.  
 
 
 
Table 4.1: Flux noise and field sensitivity of all our SQUID sensor configurations. )(2/1 fSφ  and 

)(2/1 fSB  are the magnetic flux and field noise per unit bandwidth at the specified frequency. 
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Table 4.2: Review of our two current SQUID designs.  
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4.3.2. Cryogenic design 

 The SQUID Dewar provides the cryogenic temperatures and the thermal insulation which 

allows for operating a low-Tc SQUID in close proximity to a RT sample. A schematic of the 

SQUID Dewar is shown in Fig. 4.4. The cryogenic system is based on a commercially available 

custom built G-10 fiberglass Dewar (Infrared Laboratories, HDL-8). In order to achieve liquid 

He and N2 hold times of three days, we used 4.96 l He and 5.88 l N2 reservoirs in our Dewar. 

The N2 reservoir is stacked over the He reservoir. An aluminum thermal radiation shield is 

thermally anchored to the N2 reservoir. The radiation shield surrounds the He reservoir and 

extends to the tail of the Dewar [see Fig. 4.4 (Top)]. The aluminum shielding is wrapped with 

several layers of aluminized Mylar foil. This reduces the radiation load from room temperature, 

therefore decreasing both the liquid He and N2 consumption. This design results in He and N2 

consumption rates of 500 and 1100 standard cubic centimeters per minute (sccm), respectively. 

The consumption rates are monitored for diagnostic purposes during operation using a mass flow 

meter.  
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 The RT sample and the vacuum space of the Dewar are separated by a 25 µm thick 

sapphire window. Several scanning SQUID microscope systems, mainly using high-Tc 

superconducting SQUID sensors, have successfully used this approach for the vacuum window 

[18,25-27]. Sapphire has a low electrical conductivity which is critical in order to avoid sources 

of Johnson noise close to the sensor. It also has a high elastic modulus, which minimizes the 

inward deflection of the sapphire due to the pressure difference. Furthermore, sapphire has the 

advantage of being optically transparent, which facilitates the centering and alignment procedure 

of the sensor with respect the window. A 1 mm thick sapphire backing window with an outer 

diameter of 25 mm and inner diameter of 1.5 mm supports the 25 µm thin window to minimize 

bowing. Following the calculations of Lee et al [25], we have estimated a window bowing on the 

order of 1 µm. 

 In order to maintain a good insulation vacuum for longer periods of time and to increase 

the pumping speeds for water and gases like O2, N2, and He, we have incorporated a container 

filled with activated charcoal, which acts as a cryopump. The container is thermally anchored to 

the He tank. Figure 4.4 (Bottom) shows its location on the He reservoir.  

 Our SQUID microscope system can be kept at cryogenic temperatures for periods of over 

one month without deterioration in performance. During this time range, we performed 

consecutive 23 hour high-resolution magnetic field scans of geological samples during a 

demagnetization experiment at a sensor-to-sample distance of 120 µm.  The scans were 

interrupted only by the liquid N2 and He transfers. Therefore, we confirmed the reliability of the 

instrument to operate under the identical conditions over long periods of time.  
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4.3.3. Cold finger design 

  SQUID microscopes generally have the position of the sensor or pickup coil fixed and it 

is necessary to adjust the Dewar tail to bring the window as close as possible to the cold sensor. 

In our experience, this procedure is cumbersome, because not only the distance has to be 

adjusted but also the tilt between the window and the sensor surface. To overcome part of the 

problem, we have incorporated a flexure bearing mechanism actuated by a lever arm to precisely 

and easily control the vertical position of the sensor into our system. A cross section of the 

Dewar tail with the lever mechanism is shown in Fig. 4.4 (Bottom). The cryogenic positioning 

system consists of three different main components. On the top of the Dewar a rotary vacuum 

feed-through is connected to a G-10 rod. The G-10 rod is attached to a lead screw and a slider 

which converts the screw rotational movement into a vertical displacement. The slider is 

connected to the lever arm via a Kevlar tread [see Fig. 4.4 (Middle)].  The lever arm pushes 

against a shaft that is mounted in the center of two flexure bearings, which are spaced 50 mm 

apart and anchored to an aluminum support structure. The cold finger is clamped to the shaft and 

extends it towards the vacuum window. The two flexure bearings in the support structure provide 

mechanical stability and ensure precise vertical displacement. We have measured a vertical 

displacement of about 40 µm per turn of the rotary vacuum feed-through. Using this mechanism, 

we can precisely control the vertical position of the SQUID sensor with respect to the sapphire 

window. We generally set the distance between the sensor and the sample by approaching the 

window until we notice a small increase in the He boil off rate as measured by a mass flow 

meter. We then confirm the position of the SQUID with respect to the sapphire window with an 

inverted optical microscope and adjust the tilt, if necessary, after the cool down procedure. Using 
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this approach, we found that the distance between the sensor and the sample can be reproducibly 

adjusted to 100 µm [22]. 

 

 

Figure 4.4: Detailed cross-sectional schematic of the SQUID microscope Dewar. (Top) Cryostat 
(A) G-10 fiberglass Dewar casing, (B) Liquid N2 reservoir, (C) Liquid He reservoir. (Middle) 
Positioning mechanism . (D) Rotary vacuum feed-through, (E) G-10 rod, (F) Lead screw, (G) 
Slider, (H) Slider posts, (I) Brass connection, (J) Kevlar tread, (K) Lever arm. (Bottom) SQUID 
Dewar tail. (L) Aluminum flexure bearing support structure, (M) Aluminum thermal radiation 
shield, (N) Cryopump, (O) Copper L-shaped bracket, (P) Copper cold finger, (Q) Flexible copper 
braids, (R) Micrometer positioning screws, (S) Brass bellows, (T) G-10 cone, (U) Sapphire rod, 
(V) 25 mm thick sapphire window. 
 
 
 
 The cold finger terminates in a collet which holds a sapphire rod. The collet is tightened 

using a G10-nut. A thin layer of Apiezon grease on the sapphire rod provides a good thermal 

contact to the copper cold finger. Additional thermal links to the solid copper L-shaped bracket 
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mounted on the He reservoir are provided by two flexible copper braids soldered into the center 

of the cold finger. Depending on the sensor configuration, the sapphire rod has a bobbin 

machined at the tip (for miniature pickup coils) or is conical shaped (for monolithic sensor 

chips).   

 The monolithic SQUID sensor chips are mounted on the tip of the conical shaped 

sapphire rod. Using a diamond impregnated wire saw, we first cut the edges of the 2.5 × 2.5 mm2 

chip to reduce its diameter to a few hundred microns. This method is very effective in reducing 

the size of the chip without damaging the gold contact pads that will be used to connect to the 

SQUID and the integrated feedback line. Then, we mount the SQUID chip on the tip of the 

sapphire rod using a low-temperature epoxy resin (Stycast). After mounting the chip, we grind 

and polish the edges of the chip to reduce its diameter and provide a smooth surface around the 

edge. We deposited 200 nm silver pads to extend the electrical connection around the edges 

toward the side of the chip. Four 25 µm gold wires are then attached to the silver pads on the 

sides of the SQUID chip using silver epoxy to connect the SQUID to a cold step-up transformer, 

the DC bias source and the feedback coil of the Flux-Locked Loop (FLL) electronics. Figure 4.5 

shows a SEM image of a SQUID mounted on a sapphire rod. 

4.3.4. System integration 

 Figure 4.6 shows a picture of the entire system. The SQUID microscope Dewar is 

supported by a wooden structure above the non-magnetic scanning stage. Two high-precision 

piezoelectric inchworm motors are used to perform the XY-raster scan [18]. The whole system is 

housed in a three layer, µ-metal shielded room (Vacuumschmelze, Hanau) to eliminate near zero 

and high frequency background noise. The monolithic DC-SQUID sensors are operated in FLL 

configuration with custom designed electronics [28], which use a flux modulation frequency of 
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100 KHz.  For a high-sensitivity setup, we typically adjust the feedback resistor to provide a 

dynamic range of ± 10 0φ , where 0φ is the flux quantum. The output voltage is digitized by a PCI-

MIO card (National Instruments) with 16-bit resolution. The stage and acquisition parameters are 

controlled by software developed using LabVIEW (National Instruments).  

 
 
 

 

Figure 4.5: SEM image of a monolithic SQUID chip wired and mounted on the tip of a sapphire 
rod. (A) SQUID chip, (B) sapphire rod, (C) silver epoxy, (D) low-temperature epoxy resin 
(Stycast) and (E) gold wires connecting the SQUID to the electronics.  
 
 
 

 
 

Figure 4.6: Photograph of the entire system including the non-magnetic scanning stage and 
SQUID Dewar wooden support structure. The SQUID microscope system is housed inside a 3 
layer µ-metal magnetically shielded room.  
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4.4. Measurements and applications 

 In the following sections, we present applications in two areas where our SQUID 

microscope system leads to new information difficult to obtain with other techniques. As we 

outlined above, our system can be equipped with different SQUID sensors depending on the 

particular magnetic source configuration. We first describe applications using SQUID sensors to 

image magnetic field originating from magnetizations in geological samples, which do not 

require a compromise between spatial resolution and field sensitivity, provided we can get the 

sensor close to the sample. Therefore, a monolithic bare SQUID design is the best suited 

approach. In contrast, when imaging action or injury currents generated by living tissue, the 

current sources are weak and distributed, requiring sensors with higher sensitivities. In order to 

achieve these higher sensitivities, we must compromise spatial resolution. The multiloop SQUID 

sensor is ideal for this application.  

4.4.1. Paleomagnetism 

 One of the major research areas that will benefit from the development of our SQUID 

microscopes is paleo- and geomagnetism.  Kirschvink argued that the many paleomagnetic 

studies were limited by the sensitivity of current magnetometer systems in use [29].  He showed 

that magnetizations at the level of 10-14 to 10-15 Am2 can be preserved in sedimentary rocks. 

Current commercially available magnetometers like the 2G Superconducting Rock 

Magnetometer have moment sensitivities around 10-12 Am2.  The sensitivity of our SQUID 

microscope system can also be expressed as moment sensitivity. For our bare SQUID design 

with an effective diameter of 80 µm, we calculated a magnetic moment sensitivity of 5.4×10-18 

Am2/Hz1/2 for frequencies above 100 Hz at a sensor-to-sample spacing of 100 µm. 
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 Superconducting Rock Magnetometers measure the average magnetization in a sensing 

volume of a 1 in round and 1 in high cylinder. In contrast, SQUID microscopy provides images 

of the magnetic field above the sample with sub-millimeter resolution. This is especially 

important for geological samples which are not homogeneously magnetized. We can now study 

the geomagnetic properties on a grain-by-grain basis in integral geological samples in massively 

parallel measurements. This results in information which is difficult or impossible to obtain 

using conventional superconducting rock magnetometers.  

 Using our first generation SQUID microscope with a 250 µm pickup coil, we imaged the 

magnetic field associated with the remanent magnetization of the Martian meteorite ALH84001. 

We performed a thermal demagnetization experiment to determine the maximum temperature the 

rock has been exposed to since ejected from Mars through a meteoroid impact [15,16]. Since 

then, we have improved the SQUID microscope, and incorporated our monolithic bare SQUID 

sensors, which drastically improved the field sensitivity and spatial resolution of the system. 

Figure 4.7 shows a direct comparison between images obtained with a 250 µm pickup coil and a 

bare SQUID washer design with an effective diameter of 120 µm. The images show magnetic 

field distributions resulting from the remanent magnetization of a 30 µm thin section of a basalt 

pillow from the Kilauea Volcano, Hawaii at a sample-to-sensor distance of 120 µm.  In order to 

show the improvement in spatial resolution, we took a line scan along identical features at the 

same location in both magnetic images [see Fig. 4.7(d)].  The red line is from the scan measured 

with the 250 µm pickup coil and the blue line from the bare SQUID with an effective diameter of 

120 µm. We can clearly identify smaller features on the order of the effective diameter of the 

monolithic SQUID sensor, which are averaged in images obtained with the 250 µm pickup coil. 
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The spatial averaging has both contributions from the larger diameter and the volume of the 

pickup coil.  

 

 

Figure 4.7: Comparative magnetic field maps of a 30 µm thin section of a basalt pillow recorded 
using (a) a hand wound 9 turns 250 µm diameter pick up coil inductively coupled to a 
commercial SQUID sensor, (b) bare SQUID design with an effective diameter of 120 µm. and 
(c) Optical picture of the imaged area. (d) Line scans through both magnetic field images at 
identical locations as indicated by arrows in (a) and (b). The red line corresponds to image (a) 
and the blue line to image (b).  
 



 63

 Many paleomagnetic techniques require successive recordings of the magnetic field of 

the sample after demagnetization or remagnetization experiments. For these experiments it is 

essential to spatially correlate the magnetic field maps after each recording, which requires the 

sample to be registered with respect to the sensor height and the scanning directions.  To address 

this issue, we developed a spring-loaded mechanism attached to the scanning stage, which allows 

us to scan a flat thin section in contact with the sapphire window. Figure 4.8 shows a schematic 

of the mechanism. A rectangular Plexiglas sample holder sits over a pair of rubber bands and fits 

tight inside a square opening. The mechanism is mounted on top of the pedestal of our scanning 

stage. In this way, we scan a flat sample in contact with the window and guarantee that the 

sample will be as close as possible to the sensor. This set up allows us to remove the sample, 

perform Alternating Field (AF) demagnetization or Isothermal Remanent Magnetization (IRM) 

steps on the sample and place it in the same location to correlate measurements and identify the 

underlying petrography. 

 
 
 

 

Figure 4.8: Schematic of spring-loaded mechanism mounted on the top of the scanning stage. 
(A) Tail of the SQUID microscope, (B) sample holder, (C) support frame (D) rubber bands, (E) 
geological thin section (sample),(F) Plexiglas pedestal attached to base of the scanning stage.  
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 To test the precision of the spring loaded mechanism, we used a 1 µm precision dial 

indicator to measure the relative tilt between the surface of the window and a flat sample while 

scanning. Figure 4.9 shows this measurement. First, we measured the relative tilt between the 

scanning stage and the window, Fig. 4.9(a). The two steps in the scan are caused by the thickness 

of the thin sapphire window with a thin layer of epoxy. Then, we placed the dial indicator below 

the sample holder in order to measure the tilt of the holder while scanning against the window, 

Fig. 4.9(b). Comparing these two measurements, we estimated a relative tilt between the surface 

of the window and the sample holder of 0.097o while performing a scan. 

 To register the magnetic field images and correlate them to petrography or a 

compositional analysis we have developed a spatial registration technique. Figure 4.10 shows an 

example of the method for a geological thin section. After the sample’s magnetic distribution has 

been acquired, we remove the sample and place a wire in a cross-hair pattern in its place. We 

then apply an alternating current through the wire and measure its magnetic field pattern using a 

lock-in amplifier technique over the same area where the sample was located. From the wire 

magnetic mapping, we can localize the position of the wire by the zero-field crossing. Since both 

the sample and the wire scan were measured with respect to the same origin defined by the 

coordinate system of the scanning stage, we can now spatially superimpose these two images. 

We then take an optical image of the wire pattern and the sample for angular alignment. Using a 

scale bar we can then adjust the size of the optical image to the magnetic image which was taken 

using the reference coordinate system of the scanning stage. Using this technique we can overlap 

and correlate specific features in the magnetic images with the location in the optical image. This 

registration technique could also be used for a correlation to a compositional or crystallographic 

analysis. 
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Figure 4.9: (a) Relative height between the scanning stage platform and the vacuum window of 
the SQUID microscope during a line scan. The steps in the curve result from the thickness of the 
25 µm sapphire window and a thin layer of epoxy used to glue the sapphire window to the 
backing window. (b) Vertical displacement of the sample holder while pressed against the 
window by the spring loading mechanism during a line scan. From these measurements, we 
estimated a tilt of 0.097o between the sample surface and the sapphire window.  
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Figure 4.10: (a) Superposition of the magnetic field map from the sample and the magnetic field 
generated by wires across the sample used for registration purposes. (b) Optical picture of the 
sample. The dashed line shows the position of the wire. This registration technique allows us to 
correlate magnetic features with features in the optical image (arrows).  
 
 
 
 Our sample-to-sensor spacing of around 100 µm limits both our spatial resolution to 100 

µm and our moment sensitivity to 10-18 Am2 /Hz1/2 in the white noise region for frequencies 

above 1 Hz. We are currently working to reduce both the sample-to-sensor spacing and the 

sensor size. We expect to improve our spatial resolution by at least a factor of two and 

consequently, our moment sensitivity by a factor of eight. 

 A great variety of rock- and paleomagnetic experiments can now be done on individual 

grains in standard petrographic thin sections and the measured magnetic field can be matched to 

the composition and to the petrography of the sample. The incorporation of monolithic bare 

SQUID sensors into our scanning SQUID microscope allows measurements currently not 

possible with existing commercially available instrumentation. 

4.4.2. Biomagnetism  

 SQUID magnetometer systems have been widely used to study a great variety of 

bioelectric and biomagnetic phenomena [12]. Multichannel SQUID systems with pickup coil 
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diameters of 10 to 30 mm with a similar sample-to-sensor spacing are generally used in human 

studies. These systems do not provide the spatial resolution necessary to study the generation of 

the magnetic activity or injury currents at tissue and cellular scales.   In excitable tissue 

extracellular potentials, transmembrane potentials, or action currents are interrelated. To make 

model predictions, one should at least measure more than one of these quantities, especially in 

tissues with different anisotropies in the intra- and extracellular space. The extracellular 

potentials are typically recorded using microneedle arrays. However, the insertion of 

microneedles influences the measurement results [30] and is impractical to achieve sub-

millimeter spatial resolutions. Our approach is to record the transmembrane potential optically 

and the action currents using SQUID microscopy, which allows us to obtain more detailed 

information on the generation of the magnetocardiogram (MCG). High-resolution biomagnetic 

imaging provides insights that will improve existing mathematical models of biological tissue.  

 By using a 6-spoke 500 µm diameter multiloop SQUID, we recorded 

magnetocardiograms (MCGs) on the surface of a perfused isolated rabbit heart. Figure 4.11 

shows a photograph of a perfused isolated rabbit heart in a tissue bath under the tail of the 

Dewar.  A bath temperature of 38° C is maintained by a second perfusion system and a heat 

exchanger.  The heart was stimulated at a frequency of 3.33 Hz using a single coaxial electrode 

placed on the posterior left ventricular (LV) wall.  The amplitude of the stimulation pulse was 2 

mA, which is just above the threshold for diastolic stimulation. The anterior depolarization wave 

fronts generated by the stimulation pulse were imaged using a membrane bound fluorescent dye 

and a high-speed CCD camera [31]. After recording the transmembrane potential optically, the 

isolated rabbit heart was positioned under the tail of the SQUID microscope and lightly pressed 

against the sapphire window to minimize the sample-to-sensor spacing. One-second long time 
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traces of the magnetic field generated by the excitation were recorded at 144 locations on a 12 

mm × 12 mm grid with a step size of 1 mm. The data acquisition was triggered on the 

stimulation pulse, allowing for synchronization of the magnetic field traces to produce a time 

series of two-dimensional field maps.   

 
 

 

Figure 4.11: Photograph of the experimental setup to record the magnetocardiogram on the 
surface of an isolated rabbit heart. (A) Tail of the SQUID microscope, (B) isolated rabbit heart, 
(C) tissue bath and (D) registration wires. 
 
 
 
 Figure 4.12 (a) depicts the areas for the optical (blue) and the magnetic (red) recordings 

in relation to the anatomical features of the isolated heart. Time traces of the transmembrane 

potential and the magnetic field at the marked location are shown in Figure 4.12 (b). An optical 

image of the propagating depolarization wave front 53 ms after stimulation can be seen in Figure 

4.12 (c). The optical data are offset by the resting potential and normalized by the maximum 

amplitude of the transmembrane potential. The wave fronts can be identified as the boarder 

between depolarized (V/Vmax ~ 1) and resting tissue (V/Vmax ~ 0).  As shown in the image, two 

wave fronts originating from the posterior point stimulus are about to collide. A magnetic field 
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map of an area on the left ventricle, as marked by the white square in Figure 4.12 (c), is shown in 

Figure 4.12 (d).   

 In a previous study, we used a line stimulus in close proximity to the imaging area to 

generate a plane wave. We found that a reversal of magnetic field polarity is associated with the 

depolarization wave front [7]. The data presented here show that the wave front geometry can 

not be accurately predicted by a contour line between areas of opposite field polarity. This 

suggests that action currents flow over larger distances and therefore, the wave fronts influence 

each other over larger distances than suggested by the depolarization contours of the 

transmembrane potential maps.  

 It is clear from our observations that the intra- and interstitial potentials, and therefore, 

the currents are not scaled versions of the local transmembrane potential. The currents are 

determined by the transmembrane potential throughout the tissue and a local description in terms 

of a generator model is not applicable [32,33]. A detailed analysis of the data, a reduction in 

dimensionality to reduce the influence of fiber orientation, and well-defined wave front 

geometries are required to make more precise model predictions. 

 The improvement in field sensitivity achieved by using monolithic multiloop SQUID 

sensors allows us to study in more detail the relationship between extracellular potentials, 

transmembrane potentials and action currents, especially in thin layers of connective cardiac or 

brain tissue. We hope to achieve a higher sensitivity by optimizing the process parameters to 

lower the critical currents of the Josephson Junction of our multiloop SQUID sensors.  For an 

optimized 1 mm multiloop SQUID sensor, we expect to achieve field sensitivities on the order of 

20 fT/Hz1/2.  
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Figure 4.12: (a) Optical image of a Langendorff perfused rabbit heart indicating the imaging 
areas used to record transmembrane potentials (blue square) and magnetic fields (red square) 
associated with action currents. (b) Time trace of the transmembrane potential and the magnetic 
field recorded from the same location on the surface of the heart. (c) Image of the 
transmembrane potential distribution 53ms after stimulation. The two wave front from opposite 
sides are about to collide. (d) Magnetic field image composed of time traces 53 ms after the 
stimulus from the area indicated by a white dashed square in (c). 
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5.1. Abstract 

 We have developed a monolithic Low-Temperature Superconducting Quantum 

Interference Device (SQUID) magnetometer and incorporated the device in a scanning 

microscope for imaging magnetic fields of room temperature samples. The instrument has a 

~100 µm spatial resolution and a 1.4 pT/Hz1/2 field sensitivity above a few Hertz. We discuss 

design constraints on and potential applications of the SQUID microscope. 

 

5.2. Introduction 

 Scanning superconducting quantum interference device (SQUID) microscopy is a 

powerful technique for imaging magnetic field distributions. SQUID magnetometers have 

unsurpassed energy sensitivity but are subject to trade offs between field sensitivity and spatial 

resolution. The spatial resolution is optimal when the spacing between the cryogenic sensor and 

the sample is comparable to the sensor diameter [1]. SQUID microscopes using high-temperature 

superconductivity (HTS) have achieved 15–50 µm separations and 50 µm spatial resolution 

[2,3]. HTS SQUIDs have intrinsic white noise levels that are 4–5 times higher than that of low-

temperature superconductivity (LTS) SQUIDs and suffer from excess 1/f noise at low 

frequencies associated with flux motion in the bulk superconductor or critical current 

fluctuations [4] in the Josephson junctions (JJ). Hence, HTS SQUIDs have not yet provided the 

combined low frequency and high spatial resolution required for magnetic imaging of bioelectric 

currents in living tissue or weak remnant magnetization in geological samples [5]. In contrast, 

magnetic imaging techniques using scanning electron microscopy with polarization analysis 

would provide a resolution on the order of 10 nm; however, the technique is highly surface 
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sensitive and requires the sample to be placed in vacuum, which is incompatible with biological 

samples [6,7]. 

 Here we describe a SQUID microscope using thin-film niobium LTS SQUID sensors 

providing spatial resolution comparable to HTS SQUID instruments but increased sensitivity. 

Furthermore, our LTS SQUID technology allows the fabrication of apodized sensor coils [8], 

miniature susceptometers [9], multiloop miniature SQUIDs [10], or other multilayer circuits, 

which will add sensitivity and functionality to SQUID microscopy of room temperature (RT) 

samples. 

 

5.3. Methods 

 Our LTS SQUID microscope is based on our previous cryogenic design [11], with the 

hand-wound superconducting niobium wire pickup coil and in-vacuum commercial SQUID 

replaced by a monolithic SQUID sensor chip [Fig. 5.1(a)]. The SQUID chip is mounted on the 

conical tip of a sapphire rod, and is contacted using thin silver films that extend the contact pads 

around the edges onto the sapphire rod. The sapphire is thermally anchored to the He reservoir 

with a copper cold finger on a flexure bearing assembly. This allows the tip of the sapphire to be 

placed within a few tens of microns of a 25 µm thick sapphire window separating the RT sample 

from the cryostat vacuum space. Dewar-tail details are shown in Fig. 5.1(b). The sapphire rod is 

surrounded by a nitrogen-cooled fiber-glass cone wrapped with aluminized mylar to intercept RT 

radiation. Liquid helium is consumed at 1.4 l/day. The sample is scanned in close proximity to 

the window by a precision piezoelectric nonmagnetic scanning stage. The microscope is housed 

in a three layer, µ-metal magnetically shielded room to reduce magnetic interference. 
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 To obtain a high spatial resolution, our dc-SQUID sensor directly detects the sample’s 

magnetic field. Figure 5.1(c) shows the layout and the integrated feedback line. The resistively 

shunted JJs were fabricated using a Nb/Al trilayer process with Mo thin film shunt resistors. Our 

photolithographic process imposes a minimum JJ diameter on 3.5 µm, which results in a self-

capacitance, C of 0.4 pF/JJ, and a critical current IC ~ 25 µA at a process-specific critical current 

density of  ~ 100 A/cm2. 

 The optimum sensitivity for a dc SQUID operated at 4.2 K requires that the JJ parameters 

and the SQUID inductance, L are chosen to satisfy the two constraints, βc = 2πICR2C/Φο ≤ 0.7 

and βL = 2LIC /Φo ≈ 1, where Φo ~ 2 × 10-15 Wb is the flux quantum, IC is the JJ critical current, 

and R is the shunt resistance. The first constraint eliminates hysteresis and ensures a single-

valued average voltage across the SQUID for a given external field. The second parameter, βL, is 

a measure of the modulation depth of the critical current, ∆Im = 2IC / (1+βL), as a function of 

applied flux. For βL > 1, the current modulation depth becomes smaller, while for βL < 1 the 

modulation depth approaches the limit ∆Im = 2IC. The equivalent flux noise has a power spectral 

density: 
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In this case, the voltage-to-flux transfer function is ∂V/∂Φ ≈ R/L. Here f denotes the frequency, 

SV ( f ) is the voltage noise, kB is the Boltzman constant, and T is the temperature. The 

optimization for a bare SQUID is straightforward and requires reducing T, L, and C. Since the 

junction size determines C and IC, R needs to be adjusted to keep βC < 0.7 for a given L. Our 

SQUID design [Fig. 5.1(c)] decreases to L = 1.25µοd and becomes independent of line width of 

the washer, w if w ≥ d, where µο is the permeability of free space and d is the hole diameter [13]. 

 

 

Figure 5.1: Schematic diagram of our SQUID microscope dewar: (a) [liquid N2 (a) and He (b) 
vessels, lever mechanism (c), N2-cooled radiation shield (d), Cu cold finger (e) and bellows 
mechanism (f)]; (b) close-up of the dewar tail [N2-cooled radiation shield (d), sapphire finger (g), 
SQUID magnetometer (h), sapphire window (i)], and (c) layout of our single-chip LTS SQUID 
magnetometer [feedback and modulation coil (j), Josephson Junctions (k)]. 
 
 
 

5.4. Results 

 We fabricated and characterized three different square washer SQUIDs with d of 40, 60, 

and 80 µm to achieve an optimal compromise between spatial resolution and magnetic field 
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sensitivity. The effective area Aeff was measured in a uniform field and agrees with the 

geometrical area Ageo = (d + w)2. The voltage noise was recorded in a flux-locked loop. Figure 

5.2 shows the field noise for a SQUID sensor with a 80 µm hole diameter, which is white up to 

the roll-off frequency of the electronics for all designs and increases only slightly at low 

frequencies. Table I lists the characteristics of the different SQUIDs. For the measured value of 

∂V/∂Φ, the noise level of the 40 µm design agrees reasonably well with the theory. For the larger 

diameters, the noise increases and deviates significantly since βL > 1. The increased flux noise is 

compensated by the increased effective area, leading to an almost constant field sensitivity of  ~ 

1.5 pT/Hz1/2 for all our designs. Given our junction size and critical current, the optimum design 

has d = 40 µm and w = 40 µm. Reduction of the junction size and IC will lead to a further 

improvement of the SQUID performance. 

 Operation of the SQUID chips close to the room temperature window neither reduced the 

IC nor increased the noise, demonstrating that the sensor temperature is close to 4.2 K. We 

verified the sample-to-sensor spacing of 100 ± 5 µm by scanning a current-carrying wire and 

fitting the data by numerically integrating over the geometrical area with the height as parameter 

[Fig. 5.3]. 

 As a demonstration of this technique, Fig. 5.4 shows SQUID microscope measurements 

of the remnant magnetization of a 50 µm geological thin section taken from the Alan Hills 

Martian meteorite ALH84001. The image was acquired with a scan rate of ten points per second 

and a step size of 10 µm. From the line scan we can identify features that are comparable to the 

sensor size, as expected from our close sample-to-coil spacing. Registration of the magnetization 

images allows us to correlate the magnetization of particular grains with the petrography [14], a 

methodology applicable to numerous problems in material science and paleomagnetism. 
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Table 5.1: Parameters for representative bare SQUID magnetometers [Fig. 1 (c)]. (a) Aeff  is the 
effective sensing area, Ageo = (d + w)2 is the geometrical area, L the SQUID inductance, IC the 
critical current, R the resistance of the shunt, ∆V peak-to-peak modulation depth, βL = 2LIC /Φo. 
(b) SΦ

1/2 ( f ) theo
  is the theoretical value according to Eq.(2)  SΦ( f )1/2and SB( f )1/2 are the 

magnetic flux and field noise per unit bandwidth at the specified frequency. 

 

 

 

Figure 5.2: rms field noise of a monolithic LTS-SQUID magnetometer chips. 
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Figure 5.3: Sensor-to-sample distance assessment through measuring and, subsequently fitting 
the magnetic field of a thin film wire. 
 

 
Figure 5.4: Magnetic image of a homogeneously-magnetized, 50 µm-thick geological thin 
section taken from the Martian meteorite ALH84001, and a line scan through the image showing 
a feature size of 120 µm. 
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5.5. Conclusion 

 In conclusion, we have developed a LTS SQUID microscope using Nb thin-film 

monolithic SQUID sensors to image the magnetic fields of RT samples with a field sensitivity of 

1.4 pT/Hz1/2 and a spatial resolution of ~ 80 µm. The sensitivity exceeds the values reported by 

Lee et al. [3] of 20 pT/Hz1/2 for a HTS SQUID microscope with a comparable 30 µm hole and w 

= 10 µm. Reduction of the capacitance and our JJ IC will further improve our sensitivity. We 

anticipate applications of our LTS SQUID microscope in areas such as biomagnetism and 

geomagnetism, where high sensitivities are required, especially at low frequencies.  
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6.1. Abstract 

 We have developed a multiloop low-temperature superconducting quantum interference 

device (SQUID) sensor with a field sensitivity of 450 fT/Hz1/2 for imaging biomagnetic fields 

generated by action currents in cardiac tissue. The sensor has a diameter of 250 µm and can be 

brought to within 100 µm of a room-temperature  sample.  Magnetic fields generated by planar 

excitation waves are associated with a current component parallel to the wave front, in 

agreement with predictions of the bidomain model. Our findings provide a new basis for 

interpreting the magnetocardiogram. 

 

6.2. Introduction 

 Superconducting Quantum Interference Device (SQUID) magnetometers have been used 

successfully to study a wide variety of bioelectric phenomena [1]. Of particular interest are 

magnetic fields generated by currents in the heart and the brain. Diagnostic multichannel systems 

detect the magnetic far field outside the body and extrapolate to the source configuration. To 

address the validity of the source configuration, we have to study the magnetic activity at the 

tissue level with cellular-scale spatial resolution [2].  High resolution imaging of biomagnetic 

fields will ultimately lead to a better understanding of how the magnetocardiogram (MCG) and 

the magnetoencephalogram (MEG) are generated and their diagnostic value. To attain high 

spatial resolution, the sensor must be in close proximity to the room-temperature (RT) sample. 

Even though high transition temperature SQUID microscopes have achieved a sample to sensor 

distance of 15 µm [3,4], they lack the required field sensitivity to measure the weak magnetic 

fields due to the distributed sources associated with bioelectric phenomena.  
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 We recently addressed this by using sub-millimeter superconducting pickup coils 

supported within the vacuum space of a cryostat and coupled to the flux transformer circuit of a 

commercial SQUID sensor [5,6]. Although this configuration achieved a sample-to-sensor 

spacing of 100 µm with field sensitivities of 330 fT/Hz1/2 for a 500 µm diameter pickup coil with 

20 turns, it suffers from two major drawbacks. First, the impedance mismatch between the pick 

up coil and the flux transformer input coil limits the field sensitivity. Second, the cylindrical 

pickup coil results in a spatial averaging along the coil axis, degenerating the spatial resolution 

and reducing the flux due to the decay of the magnetic field with distance from the source.   

 

6.3. Methods 

 One approach to overcome these drawbacks is to use Nb thin-film monolithic SQUID 

sensors and detect the flux induced in the bare SQUID. However, this sensor configuration is 

limited by small SQUID self inductances and therefore the achievable sensitivity of a few 

pT/Hz1/2 is best suited for high-resolution imaging of magnetic dipole sources. In order to 

increase the field sensitivity further, one has to sacrifice spatial resolution and increase the 

effective area without increasing the inductance of the SQUID. A design, which achieves large 

effective areas, is a multiloop magnetometer, also known as fractional turn SQUID. This 

configuration was first introduced by Zimmerman [7], and later adapted by Drung et al.[8] who 

developed monolithic niobium thin-film sensors with 8 mm pickup coils for biomagnetic 

multichannel systems to record human MCGs and MEGs [9] and 1.5 mm diameter sensors with 

integrated flux transformer for nuclear magnetic resonance [10,11].  We have adapted this design 

and fabricated Nb thin film monolithic multiloop SQUID sensors with sub-millimeter resolutions 
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and field sensitivities < 1 pT/Hz1/2, which are ideally suited for imaging biological tissue 

preparations.  

 In our approach, we use five input coils (spokes) connected in parallel with the Josephson 

Junctions (JJ) located in the center of the device forming the SQUID sensor. An image of our 

sensor is shown in Fig. 6.1. A loop around the device is used to feedback magnetic flux for 

operation in a flux-locked loop (FLL) configuration.  

 

 

Figure 6.1:  Optical picture of the multiloop magnetometer. The SQUID terminals are labeled a 
and a’ and the integrated feedback terminals b and b’. 
 
 
 
 The noise performance of a SQUID sensor depends on its total inductance [12], and is 

given by the power spectral density of the equivalent flux noise:  

 ,16)(
2

n

B

R
TLkfS =φ  (6.1) 

where f denotes the frequency, Bk  the Boltzman constant, T  the operational temperature, nR  

the shunt resistance  and L  the inductance of the device. Equation (6.1) is only approximately 

valid for 0/2 φβ cL LI=  close to unity and in the limit of small thermal fluctuations both of 



 88

which conditions apply to our SQUID sensors. CI  denotes the critical current per junction and 

0φ the flux quantum. A detailed inductance calculation of the multiloop SQUID configuration, L , 

and the geometric effective area, *
effA , are given by[13]  

 ,2 j
sp L

N
L

N
L

L ++= ,*
s

p
eff A

N
A

A −=  (6.2) 

where pL  and pA  are the inductance and area of the circular coil without spokes, sL  and sA  are 

the inductance and area of one spoke, jL  is the small parasitic inductance of the Josephson 

junction connection lines and N  the number of spokes. Based on the optimization procedure 

outlined by Drung et al.[13] and calculations by Moya et al. [14], we evaluated the field 

sensitivity for different numbers of spokes and a fixed sensor diameter of 250 µm.  The best field 

sensitivity was achieved with 5 spokes resulting in a total inductance of 24 pH and a geometric 

effective area of 7.85×10-3 mm2.  

 The Josephson Junctions (JJs) were fabricated using a Nb/Al0x/Nb trilayer process with 

Mo thin film shunt resistors. With our photolithographic process, we achieved a JJ size of 2 × 2 

µm2, a JJ self-capacitance C of 0.6 pF/JJ, and a critical current per junction Ic of 15 µA at a 

process-specific critical current density of ~100 A/cm2. The parameters of our device are listed in 

Table 6.1 and were taken from both the current-voltage (I-V) and voltage-flux (V-Φ) 

characteristics at 4.2 K. The noise performance was measured inside a three layer, µ-metal 

magnetically shielded room by operating the device in the FLL with a modulated flux of 100 

kHz and a DC bias current. By using a pair of Helmholtz coils, we applied a homogeneous field 

which allowed us to determine the effective area, effA , of 7.86×10-3 mm2, which is in good 

agreement with the geometrical area, *
effA . 
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Table 6.1: Parameters for a representative multiloop SQUID magnetometer. effA is the effective 

sensing area, *
effA is the geometrical area (calculated using equation 6.2), L is the SQUID 

inductance, cI  is the critical current, R is the shunt resistance per junction, V∆ is the peak-to-

peak voltage modulation, 0/2 Φ= cL LIβ  is the reduced inductance parameter. 
 

Aeff A*eff L Ic R ∆V βL 

[mm2] [mm2] [pH] [µA] [Ω] [µV]  

7.85*10-3 7.86*10-3 24.1 15.5 2.2 32.9 0.36 

 
 

6.4. Results 

 Figure 6.2 shows both the magnetic field and flux noise power spectral density of our 

multiloop SQUID for frequencies from 0.1Hz to 1 kHz. The peaks in the spectrum are mainly 

associated with noise induced through the power supply of the feedback electronics and can be 

eliminated with tighter specifications. We achieved a magnetic flux noise, 2/1
ΦS , of 1.7 µΦo/Hz1/2 

and an equivalent magnetic field noise, 2/1
BS , of  450 fT/Hz1/2, both in the white noise region. We 

found that the 1/f noise, which generally appears for frequencies below 1 Hz, begins around 50 

Hz. It has been shown that there are two main sources of 1/f noise in DC SQUIDs [15,16]: the 

motion of flux lines trapped in the body of the SQUID and fluctuations in the JJ critical current. 

At present, it is not clear which type of these most likely sources are responsible for the observed 

1/f noise in our devices.  However, we expect the component due to CI  fluctuations to be 

reduced by implementing a bias current reversal scheme [15].   

 The multiloop SQUID sensor was incorporated into the vacuum space of our cryostat and 

brought within 50-100 µm of a 25 µm thick RT sapphire window separating the sample and the 

vacuum space. Details of the chip mounting procedure, the cryogenic design, the magnetic 
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shielding and the scanning stage are described elsewhere [5,17].  The imaging properties of the 

sensor have been evaluated using high resolution scans of a 10 µm thin film wire with opposite 

scan directions. We have found no directional dependence of the image, suggesting isotropic flux 

collection.  

 

 

Figure 6.2:  Field noise and flux noise spectral density of our multiloop SQUID magnetometer 
chip 
 
 

 To investigate the source of the MCG and validate current cardiac models, we mapped 

the magnetic field associated with planar excitation wave fronts on the left ventricle (LV) of a 

reversely perfused isolated rabbit heart pressed lightly against the sapphire window of the 

SQUID microscope. Using a line of three bipolar stimulation electrodes, we induced a 

propagating planar wave front onto the LV. The wave front geometry and position was 

confirmed using an optical imaging system and a voltage-sensitive dye as describe by Lin et 

al.[18]  The location of the imaging area and the electrode configuration are shown in Fig. 6.3a. 

 In order to override the internal pacemaker, we stimulated the heart at frequencies around 

3 Hz with current amplitudes of 1-2 mA, which is typically 1.5 times the diastolic stimulation 
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threshold.  The stimulation pulse triggers the recording of a MCG. Figure 6.3a shows a typical 

MCG time trace (z-component) of three beats recorded with a bandwidth of 0.1 – 100 Hz. The 

largest peaks are due to the stimulation current and precede the actual heart beats. We estimated 

a signal-to-noise ratio (SNR) of 10:1 referenced to the amplitude of the heart beats. The SNR can 

be improved by post processing using a comb filter centered on each harmonic. The first 50 

harmonics are isolated in the frequency domain and used to reconstruct the MCG. Figure 6.3c 

displays the MCG after signal processing. 

 
 

 

Figure 6.3: (a) Langendorff-perfused rabbit heart preparation: 1) temperature controlled perfuse 
inlet, 2) line of three bipolar electrodes, 3) heart’s left ventricle (LV), 4) imaging area. MCG 
recording of three consecutive heart beats. (b) Raw and (c) post processed data. The largest 
peaks are from the stimulus current and are followed by ventricular depolarization and 
repolarization signals. 
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 We recorded MCGs at 400 locations on a 10 mm×10 mm grid with a step size of 0.5 mm.  

Figure 6.4 shows the magnetic field generated by the excitation wave front 40 ms after the 

stimulation. The overlaid arrows represent schematically the direction and the amplitude of the 

action currents generating the magnetic field. The currents were calculated under the assumption 

of two-dimensional current distribution, as described by Roth et al.[19] The leading edge of the 

excitation wave front can be identified by a reversal of the sign of the magnetic field amplitude. 

The main component of the corresponding current is parallel to the depolarization wave front, 

which was confirmed using membrane bound voltage sensitive fluorescent dyes.  This current 

component can only be explained in the framework of the bidomain model for cardiac tissue. In 

this model [19,20], cardiac tissue is represented by a three-dimensional electrical cable with 

distinct intracellular and extracellular spaces separated by the cell membrane. The electrical 

conductivities and their anisotropies in the intra- and extracellular spaces are different. The 

magnetic field is a superposition from currents in the intra- and extracellular space. Our 

experiments are the first that demonstrate the importance of the bidomain approach in describing 

plane wave propagation in cardiac tissue. These observations are a sensitive test of the bidomain 

model and are in qualitative agreement with theoretical predictions [21].   

 

6.5. Conclusion 

 In conclusion, we have developed and fabricated monolithic multiloop SQUID sensors 

with a diameter of 250 µm and a field sensitivity of 450 fT/Hz1/2. The SQUID sensor was 

incorporated in a SQUID microscope and brought within less than 100 µm of the epicardium of 

isolated rabbit hearts to image the action current distributions of plane waves. We found a 

current component parallel to the wave front which is in agreement with predictions of the 
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bidomain model. Consequently, the bidomain model should be the basis for forward calculations 

of the MCG. We anticipate the use of our system to study a wide variety of biomagnetic 

phenomena at the tissue level. 

 

2 mm

nT

 

Figure 6.4: Magnetic field map 40 ms after stimulation with the corresponding isocontour lines, 
dashed lines represent negative fields, solid lines represent positive fields. The thick line is the 
zero field contour and is associated with the leading edge of the depolarization wave front. The 
arrows represent the calculated action current distribution.  
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7.1. Abstract 

 Magnetic measurements from the Mars Global Surveyor (MGS) of the Martian crust 

suggest that an intense magnetic field existed on Mars several billion years ago (Ga).  

ALH84001, the only Martian meteorite older than 1.3 billion years (Gyr), possesses a stable 

magnetization dating to 4.0 Ga or earlier. Previous paleomagnetic studies with SQUID moment 

magnetometers on bulk ALH84001 grains have estimated that the paleointensity of the field 

which magnetized was between 0.1 times that of the Earth’s present field.  These estimates must 

be treated with caution because the orientation of the magnetization in ALH84001 is spatially 

heterogeneous on the submillimeter scale.  Because none of these methods have sufficient spatial 

resolution and magnetic field sensitivity to spatially resolve the microscale heterogeneous 

magnetization, they likely only represent lower limits on the true paleointensity. New advances 

in SQUID microscopy allow us to better resolve the heterogeneities. We estimate paleofield 

within a factor of several of that of the present-day Earth.  This field could have been crustal or 

dynamo in origin. 

 

7.2. Introduction 

 Unlike the Earth, Mars does not possess a global dynamo-driven magnetic field. 

However, the Mars Global Surveyor (MGS) has detected intense magnetic fields originating 

from the planet’s crust [1]. The magnetization which is the source of these fields is most likely 

the product of an earlier Martian dynamo that was sufficiently vigorous to magnetize the planet’s 

crust ~3 or more billion years ago (Ga). Figure 7.1 shows the current magnetic field distribution 

over the planet’s surface.  The magnetic field is located mainly in the ancient, heavily cratered 

southern hemisphere.  The strongest magnetic fields, localized close to the Terra Cimmeria and 
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Terra  Sirenium areas, reach values around 1500 nT at altitudes of ~ 200 km. Assuming the 

Martian crust has the same amount of ferromagnetic minerals as the Earth, such large 

magnetization (at least 5 Am-1 and likely ~10– 30 Am-1) implicates an ancient core dynamo with 

a surface field at least one order magnitude stronger than that of the current Earth. 

 

 

Figure 7.1: Map showing the intense magnetic fields originating from Mar’s crust (Taken from 
[1]). 
 
 

 It is thought that the Martian core dynamo likely originated not long after the planet 

formed 4.6 billion years ago (Ga) and probably did not last more than several hundred million 

years. During this time, the rocks forming the crust cooled through their blocking temperatures 

and acquired a thermal remanent magnetization. Most arguments point towards ancient 

acquisition around 4.2 Gyr or earlier. Stevenson [2] presents three main arguments for an early 

acquisition. The first one is the lack of any magnetic signature at the ~3.9 Ga impact structure 

Hellas [1]. Second, it is difficult to imagine a scenario later in Mars’ history where the southern 
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regions of Mars went through extensive heating without creating differences in the appearance of 

the surface with respect to regions that were not heated. This argument is supported also by the 

necessity of huge volumes of crust in order to explain the strong observed magnetization, rather 

than a thin layer of remagnetized material.  Third, Weiss et al. [3] identified an ancient and stable 

magnetization (4.0 Gyr old or earlier) in Martian meteorite ALH84001. 

 ALH84001 is an orthopyroxene cumulate (deep-seated intrusive igneous rock) which 

crystallized at ~ 4.5 Ga. [4]. It was subjected to a major impact event at 4.0 Ga [5] which reset its 

40Ar/39Ar chronometer [6]. Subsequently, it was ejected from Mars’ surface by another impact at 

15 Ma [5] and eventually landed in Antarctica, around 13,000 years ago [7]. Because of its 

ancient age and magnetization, ALH84001 provides a glimpse of the Martian magnetic field’s 

early history. Recently, Weiss et al. [8] has shown that the interior of the meteorite has not been 

heated above ~ 40o C for even short periods of time ( < 10 min) during its ejection form Mars 

and transfer to the surface of the Earth.  

 The magnetic carriers of the meteorite are predominantly magnetite and to a lesser extent,  

pyrrhotite [8-10]  and chromite [3]. The magnetite and pyrrhotite in ALH84001 carbonates have 

probably not been remagnetized since the last shock event ~ 4.0 Ga [6]. On the other hand, 

chromite, which is thought to be 4.5 Gy old, could provide us with information about the Martian 

magnetic field at even earlier times in Martian history if some grains escaped heating from the 4 

Ga shock event [11]. Regardless, there is no evidence that the meteorite has been heated close to 

its Curie point since the formation of the magnetite in the 4.0 Gyr event. Therefore, ALH84001 

preserves a stable record of an ancient Martian magnetic field.    

 An important caveat is that because the Martian crustal fields on the surface today reach 

several tens of µT, it is possible that ALH84001 was magnetized by these fields (rather than a 
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dynamo field originating from the core) if they were present 4 billion years ago when the 

meteorite was last strongly heated.  Nevertheless, because their intensity still suggests that they 

themselves originated from a dynamo field, the magnetization in ALH84001 implies that the 

Martian dynamo existed at or before 4 Ga.  Because we do not know whether the dynamo was 

still active at 4 Ga, we do not know whether paleointensity experiments on ALH84001 constrain 

the dynamo field or crustal fields at this time. 

 Several paleomagnetic studies have concluded the field intensity that magnetized the 

ALH84001 meteorite was around one order of magnitude smaller that the present geomagnetic 

field [12,13].  If ALH84001 was magnetized by a dynamo (see caveat above), then these results 

are very difficult to reconcile with the measurement from the actual Martian field  taken with the 

MGS [1] since a field one order magnitude larger  than the geomagnetic field is required to 

achieve such magnetization of the crust if the crust has a similar magnetic mineral content as the 

Earth. We believe that these estimates are in fact lower limits given the heterogeneous magnetic 

orientation of the sources in the meteorite.   

 Current techniques measure the magnetic field on bulk samples, which might be 

composed of spatially distributed magnetic dipolar sources oriented in different directions. 

Therefore, given the vector nature of the magnetic field and the heterogeneous spatially 

orientation of the magnetic sources, the measurement of the bulk sample will be the vector sum 

of all the microscopic sources and as a result of this, a lower limit in the estimation of the total 

magnetization is expected [14].  

 Recently, Fong et al. [15] have developed a new Superconducting Quantum Interference 

Devices (SQUID) microscope system capable of measuring the magnetic field of room 

temperature (RT) samples with a spatial resolution of ~ 100 µm. The system uses a monolithic 
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low-transition temperature niobium-based SQUID sensor. The sensor achieves field sensitivities 

of 1 pT/Hz1/2, has an effective diameter of 50 µm and measures the vertical component of the 

magnetic field 100 µm from a RT sample. This instrument will allow us to better resolve the 

fine-scale magnetization in ALH84001 to infer a more accurate paleointensity reading. 

 

7.3. Measurements and results 

 The sample used in our study is an oriented 30 µm thin section taken from near the 

meteorite’s fusion crust. The thin section was mounted on a highly pure quartz glass slide using 

cyanoacrylic cement at room temperature in order to preserve its natural remanent magnetization 

(NRM). Figure 7.2 shows an optical picture of the sample.  

 The SQUID sensor used for the study was a bare SQUID with a 40 µm hole and a 10 µm 

washer, at a sample-to-sensor distance of 120 µm. The scanning area was a matrix of 437 by 225 

points, with a step size of 40 µm. We first image the natural remanent magnetization of the 

sample.  Figure 7.3 shows the NRM high resolution magnetic field map. This resolution enables 

us to identify clearly that the orientation of the magnetization inside the meteorite is highly 

heterogeneous, in agreement with our previous lower resolution images studies [3,8]. We can 

also recognize the fusion crust which formed during passage through Earth’s atmosphere during 

which it was strongly magnetized by the Earth’s field. The fusion crust extends ~  ≤ 1 mm into 

the interior of the meteorite 

 One of the key features of this new technique is that it allows us to identify the magnetic 

components and match them with the minerals present in the sample. By comparing the NRM 

high resolution magnetic map to backscattered SEM (BSEM) images, we find that the 

magnetization in this sample is carried mostly by the fusion crust, carbonates (containing  
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Figure 7.2: Picture of the 30 µm thin section sample of the Martian meteorite ALH84001 
mounted on a highly pure quartz glass slide. 
 

 

Figure 7.3: High resolution magnetic field map of the sample’s NRM.  
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magnetite and pyrrhotite) and chromites. Figure 7.4 shows the BSEM image of the whole thin 

section, the superposition of the NRM magnetic map over the BSEM image, as well as some 

zones associated with the fusion crust, the carbonates and the chromites.  

 Using the SQUID microscope, we conducted standard rock magnetic studies including 

progressive three-axis alternating field (AF) demagnetization, progressive single-axis isothermal 

remanent magnetization (IRMZ) and three-axis IRM saturation (sIRM) acquisition. These 

measurements provide information about the magnetization stability and also facilitate the 

identification of the minerals present in the sample. Figure 7.5 shows the series of AF 

measurements ranging from 5 mT to 100 mT.  For the series of IRMZ steps, we progressively 

pulse magnetized the sample in a single direction perpendicular to the surface with fields ranging 

from 20mT to a saturation field of 545 mT. Figure 7.6 shows the series of IRMZ measurements. 

Finally, we remagnetized the sample using the same saturation field oriented in each of the other 

two orthogonal directions (sIRMx and sIRMy). Figure 7.7 shows these measurements including 

the sIRMZ. 

  The spatial resolution of the SQUID microscope allows us to correlate the magnetic 

image from each of the rock magnetic studies (AF, IRMZ and sIRM acquisition) with a particular 

mineral present in the sample. This provides a substantial advantage, since gives us the 

possibility of choosing a zone associated with a mineral and keep track of its magnetic dynamics. 

Figure 7.8 shows the changes in individual magnetic features from some of the progressive AF 

demagnetization field maps. 

 The AF demagnetization acquisition provided indication of a strong and resistant 

magnetization originated at the time of the meteorite formation ~ 4 Ga. Despite the strongest AF 

demagnetization step at 100 mT, the sample preserves the magnetic heterogeneities (Fig. 7.6).  
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Figure 7.4: (a) Backscattered SEM image of the sample. (b) High resolution NRM magnetic 
field map superimposed on BSEM image. The boxed regions correspond to the selected zones 
shown afterwards. (c-j) Compositional and magnetic field maps of regions associated with the 
fusion crust (c,d) and with the presence of chromites (e,f,i,j) and carbonates (g,h,i,j). The arrows 
point out the same location in both images. The color scale in the magnetic field maps goes from 
-10 nT (blue) to 10 nT (red). 
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Figure 7.5: High resolution magnetic field maps of progressive three-axis alternating field (AF) 
demagnetization ranging from 5 mT to 100 mT.  
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Figure 7.6: High resolution magnetic field maps of progressive single-axis isothermal remanent 
magnetization (IRMZ) ranging from 2 mT up to a saturation field of 545 mT.  
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Figure 7.7: High resolution magnetic field maps of three-axis IRM saturation (sIRM) acquisition 
at a field of 545 mT 
 
 

 

 
Figure 7.8: Selected region in the series of AF demagnetization maps showing the magnetic 
field changes of individual features (arrows).  
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For that reason, they were most likely created by a thermal remanent magnetization when cooled 

down in the presence of a Martian magnetic field and not by viscous magnetization from been 

exposed to an external field in the course of its travel through space or during its lifetime on 

Earth.  

 Antretter et al. [13] suggested that internal anisotropies might be the cause of the variable 

direction of  magnetization in the sample. This would invalidate the conglomerate test of Weiss 

et al. [8] and also render our paleointensity experiments inaccurate.  However, the three-axis 

sIRM acquisition (Fig. 7.7) shows that the sample perfectly magnetizes in the direction of the 

applied field in all three orthogonal directions.  This demonstrates that ALH84001 is not 

significantly magnetically anisotropic.  This is consistent with bulk rock anisotropy experiments 

using SQUID moment magnetometers [16]. 

 A first approximation for the intensity of the field that magnetized ALH84001 is given by 

the NRM to sIRM ratio. Although this involves the ratio of two magnetization quantities (each of 

which has units of Am2), the SQUID Microscope does not actually measure these quantities but 

instead measures magnetic field (with Tesla units).  An inversion is required to obtain 

magnetization from these data.  However, because magnetic field linearly depends on 

magnetization, a rough approximation of the NRM to sIRM ratio is obtained by dividing the 

NRM field map by the sIRM field map. Figure 7.9 shows the NRM to sIRMZ percent ratio. The 

result is presented in a logarithmic scale, since the ratio changes by several orders of magnitude 

at different zones. This result shows ratios in the order of ~ 0.3 to 3 % in most of the sample and 

~ 3% to 30 % in some magnetic features. The results demonstrate an intense magnetic field at the 

time of the meteorite formation, in agreement with results previously shown by Weiss et al. [3], 

Kirschvink et al. [9] and recently by Gattacceca et al. [17]  
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Figure 7.9: NRM to sIRMZ ratio shows an intense magnetic field at the time of the meteorite 
formation.  
 
 

 Finally, our new high resolution magnetic field data conclusively confirm the suggestion 

by Weiss et al. [3] that 4.5 Ga chromites in ALH84001 carry a stable remanent magnetization.  

The fact that this magnetization persists even after AF demagnetization to 100 mT shows that the 

magnetization has coercivities in excess of 100 mT and therefore is not a viscous remanent 

magnetism but rather originated on Mars. That the sample efficiently acquires IRM in the 

direction of the magnetizing field shows that it is not dominated by magnetic anisotropy and is 
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not a zero field single crystal remanence.  The mechanism of magnetization in the chromite is 

mysterious given that many ALH84001 chromites have a Curie point of only 90 K and so should 

not retain a room temperature remanence [18]. We suspect that there are trace exsolved and/or 

spinodal ferromagnetic phases within the chromites that carry this room temperature remanence.  

We are currently conducting a transmission electron microscopy study of the chromites to test 

this hypothesis. 

 

7.4. Conclusions 

 The high spatial resolution and high field sensitivity of our system allows us to make 

standard rock magnetism studies in individual grains at high rates in a petrographic thin section 

of the ALH84001 Martian meteorite for the first time. Our analysis provides supportive evidence 

of an intense (~50 µT) magnetic field at the time of the meteorite formation, but does not 

distinguish between a dynamo and a crustal field.  Perhaps the most exciting result of this study 

is that we have now firmly established that chromites, among the most ancient grains in the 

meteorite, retain stable magnetization.  Although the age of their magnetization remains 

unknown, this opens up the possibility that some of these chromites may retain records of 

magnetism on Mars even older than that found in the 4 Ga carbonates.  Such a possibility may 

seem remote given that much of the meteorite was clearly strongly heated at 4 Ga as specified by 

whole rock 40Ar/39Ar chronometry [19]. Nevertheless, the fact that a few regions of the meteorite 

may have 40Ar/39Ar laser probe ages of 4.4 Ga suggests that this is not impossible.  The age of 

the magnetization in the chromites will be a subject of future work and will likely require 

extensive joint magnetic studies and noble gas dating.  
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7.5.  Glossary 

 Domain: the region within a crystal in which electrons align together in a single direction 

as a result of quantum mechanical exchange interactions. 

 Natural remanent magnetism (NRM): the magnetization that is observed in a 

ferromagnetic material prior to laboratory treatment.   

 Isothermal remanent magnetization (IRM): a magnetization that is acquired during 

short exposure to strong magnetic fields at constant temperature (e.g., by a lightning strike or in 

the lab from an artificial magnet).  By determining the IRM field intensity required to saturate a 

rock’s magnetization, one can infer the mineralogy of the ferromagnetic material in the rock (for 

example, magnetite typically saturates at 300 mT, but pyrrhotite saturates at 1000 mT). 

 Alternating field (AF) demagnetization: an artificial way of demagnetizing a rock by 

exposing it to an alternating field whose amplitude slowly decays to zero.   

 Coercivity: The field intensity required to remagnetize a ferromagnetic crystal at room 

temperature.   

 Curie point: the highest possible blocking temperature for a given ferromagnetic 

material.  The Curie points of magnetite and pyrrhotite are 580ºC and 320ºC, respectively.   

 Saturation Isothermal remanent magnetization (sIRM): The IRM acquired after 

exposure to a field so intense that it magnetizes all domains in the same direction as the field.  

The sIRM is the maximum possible IRM that a rock can acquire.  

 Viscous remanent magnetism (VRM): a magnetization accumulated during long 

exposures to ambient magnetic fields at constant temperature.  Rocks that contain a primary 

(e.g., thermo-) remanence typically acquire a small, younger VRM overprint that mostly affects 
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the grains with the smallest coercivities (< 1 mT).  This occurs because remagnetization is 

ultimately a time- as well as temperature-dependant process.  
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8.1. Abstract 
 We combined microfluidic based and low-temperature superconducting quantum 

interference devices to identify a moving single ferromagnetic particle with a magnetic moment 

of 10-14 Am2 at a sensor bandwidth of 2.5 KHz and a sensor-to-particle spacing of 95 µm. The 

channel geometry provided a mechanical modulation, which together with a detailed model lead 

to the identification of the amplitude and direction of the magnetic moment at each instant in 

time. The ability to discriminate magnetic labels according to the magnetic moment could 

potentially be used in high content flow cytometry applications. 

 

8.2. Introduction 

 Magnetic microbeads are used in a great variety of biological and chemical assays.[1,2]  

Typically separation techniques can not discriminate according to the magnetic moment and can 

only isolate magnetically tagged analytes from their non-magnetic counterparts. Many 

applications, especially cell sorting, would benefit from the ability to detect and discriminate a 

single moving magnetic bead. Several sensors technologies with magnetic field resolutions 

ranging from µT/Hz1/2 to several nT/Hz1/2 have been used to detect a static single magnetic bead: 

giant magnetoresistance (GMR) arrays,[3] spin valve sensors,[4] Hall sensors,[5] Magnetic 

Force Microscopy,[6] and AMR rings.[7] All these techniques require the magnetic particle to be 

directly placed on or bond to the surface of the sensor. However, in applications like flow 

cytometry it is not possible to bring the agglomerate of cell and magnetic label in such close 

proximity to the sensor.  

 Therefore, sensors with a higher sensitivity are required to detect the agglomerates 

flowing pass the sensor. Superconducting Quantum Interference Device (SQUID) sensors 

provide higher sensitivity but have not been yet employed to detect a single magnetic bead.  
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Microfluidics combined with SQUID microscopy can provide the sensitivity necessary to 

discriminate magnetic microparticles according to their magnetic moments. This technology 

could have a large impact in high content cell screening applications.  In this letter, we 

demonstrated not only the detection of a moving single magnetic particle confined in a 

microfluidic device, but also predicted the total magnetic moment of  the particle at each instant 

in time.  

 

8.3. Methods 

As magnetic sensor, we use a directly-coupled low-temperature niobium based SQUID 

sensor with a 30 µm hole and 60 µm washer. We described the design and the characteristics of 

our monolithic thin film sensors previously. [8] The key parameters of our SQUID sensor are 

summarized in Table 8.1. The SQUID sensor is located in the vacuum space of the dewar, 

separated by a 25 µm thick sapphire window from a room temperature sample.  We achieved 

sensor-to-sample distances of approximately 100 µm. [8-10] The microfluidic device structure 

was fabricated using poly(dimethylsiloxane) (PDMS) and replication molding.[11-13] We chose 

a serpentine channel geometry to provide a periodic mechanical modulation of the bead as it 

travels along the path of the channel.  The dimensions of the channel were 25 µm wide and 15 

µm deep to accommodate single magnetic particle. Figure 8.1(a) shows an image of the 

microfluidic serpentine channel superimposed with a picture of our SQUID sensor in the 

configuration used in our experiments.  

 We used ferromagnetic beads (SPHERO - CFM-60-5, Spherotec, Inc) as our magnetic 

test particles. These beads are made of chromium dioxide (CrO2) uniformly coated with 

polystyrene forming micron sized particles. We chose particles with a size between 6 and 8 µm 
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in diameter (CFM-60-5), which have a CrO2 content of 20 % of the total bead volume.[14] We 

diluted the original concentration to a 0.005 % weight to volume ratio using distilled water.  The 

bead suspension was placed in an ultra-sonic bath for several minutes to disperse aggregates.  

Prior to the experiment, the suspension was magnetized using an impulse magnetizer (IM-10-30 

ASC Scientific) with a pulse amplitude of 545 mT. The suspension was injected into the 

microfluidic channels using a static pressure generated by compressed N2 gas. The pressure was 

varied in the range from 6.9 KPa  to 34.5 KPa to adjust the fluid velocity. The concentration of 

beads was as such that in almost all cases only a single bead traveled through the channel, which 

we confirmed using a video camera on an inverted microscope to observe the beads flowing in 

the serpentine channel.  

 

8.4. Results 

The microfluidic device was auto-adhered to the 25 µm- thick sapphire vacuum window 

and mechanically clamped to the tail of the Dewar.  Figure 8.1(b) shows a cross sectional 

schematic of the experimental set up.  Once we have introduced the beads into the microfluidic 

device, we started to record time trace of the magnetic field component perpendicular to the 

plane of the serpentine channel. We recorded magnetic signatures of single beads traveling 

through the channels with an average signal-to-noise ratio of 10:1. Figure 8.2(a) and (b) shows 

two such magnetic signatures observed at a pressure of 27.6 KPa at a sensor bandwidth of 500 

Hz and 2.5 KHz, respectively. The time traces are significantly different in shape but have 

common features. This can be inferred from a comparable time separation between local 

extrema. We also observed that the time traces were fairly symmetrical around a well defined 

point in time. The symmetry results from geometrical constraints and the assumption that the 
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magnetic beads maintain the orientation of their magnetic moments or cyclically change their 

moment along the serpentine channels. The geometrical constrains are the symmetrical channel 

layout and the position of the sensor in the center between two straight segments as shown in 

Fig. 8.1(a). The amplitude of the signatures varied by less than one order of magnitude. To 

further investigate the characteristics of the signatures, we devised a numerical model to 

reproduce the time traces recorded by the SQUID sensor so as to recover the magnetic moment 

as the bead travels through the channel.  

 In our model a single bead was represented as a magnetic dipole moving along a 

parameterized path on the x-y plane of the microfluidic channel reproducing the serpentine 

geometry. The simulated sensor predicted the z-component of the magnetic field integrated over 

the area of the sensor. We investigated two different schemes for the movement of the bead 

inside the channel. In the first one, the bead only experiences translational movement and the 

direction of the simulated dipole in space was kept constant along the trajectory. In the second 

scheme, in addition to the translational movement, the bead experiences rotation in the x-y plane 

while traveling the curved segments of the path. The fluid velocity is larger on the inner radius 

compared to the outer radius of the turns in the serpentine, which could lead to a rotation of the 

particle.  Figure 8.3(a) and (b) shows the change in the direction of the magnetic moment of the 

particle through the curved segments of the path for each case.  

As the particle flows through the channel we calculated, for each time instant the 

magnetic flux at the position of the SQUID by means of a 64-point two-dimensional Gaussian 

Quadrature integration algorithm evaluated over the effective area of the sensor.  In total, our 

model is based on eight parameters: time offset, bead speed, x and y coordinates of the SQUID 

sensor, lift-off distance, and x, y and z components of the magnetic moment of the bead. The  
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Table 8.1: Characteristics of the SQUID sensor used for the detection of single magnetic 
particles. Aeff  is the effective sensing area, 2/1

ΦS , 2/1
BS  and 2/1

mS are the magnetic flux noise, field 
resolution and moment sensitivity per unit bandwidth at 1Hz.  
 

Aeff 2/1
ΦS (1Hz) 2/1

BS (1Hz) 2/1
mS (1Hz) @ 100 µm 

(mm2)  (µφo/Hz1/2) (pT/Hz1/2) (Am2/Hz1/2) 

6.64×10-3 4.0 1.8 9.0×10-18 
 
 
 

 
 
Figure 8.1: (a) Superimposed images of the microfluidic serpentine channel and the SQUID 
sensor. P1, P2, P3, P4 and P5 are reference points along the magnetic bead trajectory. (b) Cross 
sectional schematic of the microfluidic device attached to the dewar tail: (A) Radiation shield, 
(B) SQUID sensor, (C) 25 µm thick sapphire window, (D) Magnetic microbead and (E) 
Microfluidic device.  
 

P1 P2 

P3 

P4 P5 

150 µm 

 

A 

B
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model parameters were obtained using the Nelder-Mead nonlinear optimization method to 

minimize the least squares difference between simulated and experimental signals. The noise on 

the recordings was represented in the model as white noise within the bandwidth set by the 

SQUID electronics.  

Figure 8.3(d) shows the simulated time trace based on the assumption of a constant 

dipole orientation, where as Fig. 8.3(e) shows the time trace for the case where the moment 

changes direction according to the turns of the serpentine channels. The angle of the dipole in 

relation to the tangent of the trajectory was kept constant. Comparing these simulations to the 

experimental trace of Fig. 8.2(a), it clearly shows that the orientation of the magnetic moment 

does not stay constant. Another example of modeling a magnetic signature of a single particle 

traveling through the serpentine channel is shown in Fig. 8.3(f), which was obtained based on the 

measured time trace depicted in Fig. 8.2(b). Figure 8.3(c) shows the projection of the magnetic 

moment onto the x-y plane of the particle along the trajectory. These data also support a cyclic 

change in the direction of the orientation to be a better description of the behavior of the particle 

inside the microfluidic channel. (For details about the theoretical analysis of the identification of 

a single particle, the confirmation of the uniqueness of the solution and the minimum distance 

between consecutive particles for successful identification; I will recommend the reader to 

explore Appendix A) 

 The data modeling allowed us also to recover all three components of the magnetic 

moment which gave a total magnetic moment of 4.7* 10-14 Am2 and  2.8*10-14 Am2 for Fig. 

8.2(a) and (b), respectively. The spread in magnetic moment could be caused by field 

inhomogeneities during the pulse magnetization and non uniform particle characteristics. The 

fitting procedure was very consistent for predicting the speed of the particle and the lift-off or the  
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Figure 8.2: (a) and (b) Measured time traces of the magnetic field from two different magnetic 
particles moving through the serpentine channel. 
 
 

 
 
Figure 8.3: Simulated magnetic time traces and corresponding projected magnetic moments to 
model the experimental observations of single particles moving in the serpentine channels. (a) 
particle 1 fixed direction; (b) particle 1 the angle between the magnetic moment and the tangent 
of the path stays constant (c) particle 2 direction changes as in (b). (d), (e) and (f) time traces of 
the z-component of the magnetic field corresponding to the configuration in (a), (b) and (c), 
respectively. The labels P1-P5 correspond to the reference points in Fig. 8.1.  
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distance between the sensor and the plane of the trajectory. For the particle speed we obtained 

16.3 mm/s and 15.9 mm/s, respectively.  The lift-off was 95 ±3 µm. Such small variation could 

be expected for a 6 µm bead moving in a 15 µm high channel. 

 

8.5. Conclusion 

LTS SQUID microscopy in combination with a flow path modulation in a microfluidic 

device provided the sensitivity to detect and identify the magnetic moment of a single 6 µm sized 

ferromagnetic particle in flight with a magnetic moment in the order of 10-14 A m2. Our approach 

will significantly enhance flow cytometry, allowing the discrimination of tagged cells according 

to the magnetic moment of the label for high content applications. 
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9.1 Abstract 

 Recent experiments demonstrate that the concentration of Ca2+ in cytoplasm of Chara 

corallina internodal cells plays important role in electrical excitation of the plasma membrane. 

The concentration of free Ca2+ in the cytoplasm [Ca2+]c is also sensitive to visible light. Both 

phenomena were simultaneously studied by noninvasive measuring action potential (AP) and 

magnetic field with a superconducting quantum interference device magnetometer in very close 

vicinity of electrically excited internodal C. corallina cells. A temporal shift in the depolarization 

maximum, which progressively occurred after transferring cells from the dark into the light, can 

be explained by the extended Othmer model. Assuming that the change in membrane voltage 

during the depolarization part of AP is the direct consequence of an activation of [Ca2+]c 

sensitive Cl- channels, the model simulations compare well with the experimental data. We can 

say that we have an example of electrically elicited AP that is of biochemical nature. Electric and 

magnetic measurements are in good agreement. 

 

9.2. Introduction 

 The green algae from the family of the Characeae have a long history as a model system 

for ion transport in plants [1-4]. Experimental work was favorable given the very large geometry 

of a single internodal cell and the many possibilities of manipulating these cells with 

microsurgery [5,6]. In this sense, the species Chara corallina is the plant equivalent to the squid 

axon in the study of ion transport in plants.  

 The recent phylogenetic analysis of the Characeae has again strengthened the model 

character of Chara. This family of green algae is now seen as the ancestor of higher plants [7,8]. 

Hence, an investigation of the physiological processes in Chara is interesting from an 
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evolutionary point of view. Also, data from the simple single-cell system can be seen as a 

common primitive mechanism for comparable effects in higher plants.  

 The plasma membrane of Chara corallina is electrically excitable. Depolarization of the 

membrane more positive than a critical threshold elicits a propagated action potential (AP) [9]. 

The bulk rise in membrane conductance, which underlies this transient membrane depolarization, 

is due to a short-lasting activation of Cl- and K+ channels [10,11]. Because of the thermodynamic 

conditions, this leads to an efflux of KCl from the cytoplasm into the external medium [12]. 

Hence, the plant action potential is different from the AP in animal cells; it is osmotically active. 

This osmotic activity seems to be fundamental for the physiological role of the AP in Chara 

where it is apparently involved in the regulation of the internal pressure (turgor pressure) in the 

cell [13,14].  

 The mechanism underlying the electrical stimulation of the AP is still not fully 

understood, but a rise in cytoplasmic Ca2+ undisputedly plays a key role [15-17]. This rise in 

Ca2+ is thought to activate Ca2+-sensitive Cl- channels [10,18]—the process that generates the 

depolarization. The activation of K+ channels, which support repolarization, follows either as a 

result of the depolarization or in response to the rise in Ca2+ [10,11].  

 The classical view is that Ca2+ enters the cytoplasm via voltage-dependent channels [19]. 

Other investigations have revealed that the threshold for excitation is posed by a quasi all-or-

none type liberation of Ca2+ from internal stores [17,20]. In this sense, the AP in Chara occurs 

not to function like a classical Hodgkin Huxley (HH) type AP. This means that the AP is not 

entirely based on the time- and voltage-dependent activation properties of plasma membrane ion 

channels but on a complex signal transduction cascade. Similar mechanisms of membrane 
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excitation, which are based on Ca2+ release from internal stores, are also well known from 

animal cells where they are found in muscles [21] and even some neurons [22].  

 The latter type of a ‘‘chemical’’ action potential was in the past well-described by 

models, which include a nonlinear dynamic interplay of cytosolic Ca2+ ([Ca2+]c) and second 

messenger-stimulated release of Ca2+ from internal stores [23]. The same modeling approach 

was also suitable to simulate a large spectrum of phenomena related to membrane excitation in 

Chara [20]. One parameter in this model, which is predicted to effect the kinetics of Ca2+ 

mobilization and hence the kinetics, is the cytoplasmic concentration of Ca2+ before stimulation.  

 To further prove the validity of the model, we therefore examine in this study the kinetics 

of the AP under conditions in which [Ca2+]c is altered. This can be easily done by transferring 

the plants from the dark into the light, because it is known that [Ca2+]c is in these cells reduced 

under the influence of light [24,25]. 

 This work also has a methodological aspect because the AP in Chara is examined with a 

noninvasive method by recording the magnetic field in the vicinity of a C. coralline internodal 

cell under different illumination conditions. According to Ampere’s or the Biot-Savart law, 

measured magnetic field in the vicinity of intra- and extracellular currents carries information on 

these currents. Measurement of cellular magnetic field is also connected to the AP [26,27] and 

can be thus a supplemental method to other electrophysiological investigations. 

 

9.3.  Materials and methods 

 C. corallina was cultured in the laboratory in a 90-liter aquarium (~60 cm high) filled 

with artificial pond water (APW) (0.1 mM KCl, 0.5 mM CaCl2, 1 mM NaCl). The plants were 

grown on a layer of lake mud. A single internodal cell was prepared a day or two before the 
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experiments and placed in APW + 2 HEPES, pH  = 6.8–7.0 (NaOH). All salts were from Sigma 

Chemical (St. Louis, MO).  

 The internodal cell was held in a horizontal Plexiglas half-tube, similar to that previously 

described [28] and is schematically shown in Fig. 9.1 (side view) and Fig. 9.2 A (top view) . The 

leveling stage allowed the bath to be moved up and down to adjust the distance between the cell 

and the tail of the superconducting quantum interference device (SQUID) microscope Dewar 

vessel. A 10 µm thick Mylar film prevented contact between the cell and the SQUID microscope 

sapphire window and stabilized the position of the internodal C. corallina cell during scanning. 

One end of the internodal cell was mounted in a small Plexiglas compartment so as to electrically 

isolate this end of the cell (the left end in Fig. 9.1) from the bath with a petroleum jelly seal (Fig. 

9.1). The Plexiglas compartment was filled with 100 mM KCl that served as a reference 

electrode (the K+ anesthesia technique) for parallel electrical measurements of the AP [28]. We 

had to apply this technique so as not to disturb the SQUID sensor with ferromagnetic impurities 

of microelectrodes and the cell manipulating device. The Plexiglas half-tube with the internodal 

C. corallina cell and the 100 mM KCl compartment was submerged in a shallow Plexiglas 

container with the dimensions 20 ×14 × 4 cm3 (Fig. 9.1). Using Ag/AgCl electrodes, we 

measured the resting potential as the potential difference between the APW and the KCl 

compartment before stimulation. Before the measurements, both recording electrodes were 

immersed in the KCl compartment to cancel the junction and offset potential. We needed C. 

corallina internodal cells that were at least 8 cm long to allow simultaneous measurement of the 

electric potential differences (AP) and the associated magnetic field due to action currents (AC). 

For the measurements reported here, we selected internodal cells that were up to 15 cm long with 

diameters between 0.8 and 1.1 mm. The amplitude of the square wave electric stimulus with 
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duration of 40–80 ms was adjusted above the threshold for the AP eliciting. The inter-stimulus 

interval was at least 120 s, and most cells were responsive to several tens of stimulations. 

 The bath temperature was carefully monitored during each experiment and was 

maintained at 20.0oC. All measurements were performed in an air-conditioned, magnetically 

shielded room. During an average 2-h measuring session, the temperature varied by only 0.2oC.  

 The cell illumination was provided by a light source with a spectrum similar to daylight 

with 5–10 Wm-2 delivered to the cell by a fiber-optic bundle that passed through an opening into 

the magnetically shielded room to eliminate power supply noise of the light source.  

 By measuring magnetic fields in the vicinity of a C. corallina internodal cell after the AP 

was electrically elicited, we basically measure the contribution of total ionic current, associated 

with the propagating AP. The measured internodal C. corallina cell is in APW bath, and 

extracellular ionic currents, caused by the AP propagation along the cell, are spread through the 

whole APW volume. Their density is very small and their contribution to the measured magnetic 

field is negligible. Practically only the magnetic field due to axial intracellular current—we can 

call it the action current—can be measured. Taking the maximal intracellular current 1 µA and 

the distance from the cell geometrical axis 2 mm, we obtain by applying Ampere’s law for the 

maximal value of magnetic field 10-10 T = 100 pT. To measure this magnetic field or even 

smaller magnetic fields, a very sensitive magnetic field sensor is needed. We can choose between 

a SQUID magnetometer [29], covering an area of several 100 cm2 and a single SQUID 

magnetometer with a small detection coil (usually called a pickup coil) in a configuration that 

comes extremely close to the measured object—SQUID microscope [30]. The second alternative 

enables us to obtain a high signal/noise ratio (small distance from the detection coil to the cell) 

and high spatial resolution (due to the small diameter of detection coil).  
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Figure 9.1: Schematic experimental setup (side view) used for electric and magnetic 
measurements on Chara corallina internodal cell. The Plexiglas holder supporting the cell is 
terminated on the left side in a sealed compartment to record the transmembrane potential. 
 
 

 

Figure 9.2: (A) Schematic of Chara corallina internodal cell (top view) indicating the location of 
the stimulus, the AP, and the magnetic field measurement sites. (B) Schematic distribution of 
intracellular current (two current dipoles within the internodal cell) and extracellular current (thin 
lines) for a propagating AP along the Chara corallina internodal cell. The contribution of the 
extracellular current to the measured magnetic field is negligible in an extended bath. The 
magnetic field due to the intracellular current in the vicinity of the internodal cell is represented 
as a ring around the cell. The depolarized part of the cell is shown on the left side, the 
repolarized on the right side. 
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 In our SQUID microscope design, a hand-wound niobium detection coil is coupled to a 

commercially available low temperature SQUID sensor. The SQUID sensor and the detection 

coil are in the vacuum space of the cryostat separated typically by ~ 100 µm from the room-

temperature sample by a thin sapphire window. A computerized nonmagnetic scanning stage 

with submicron resolution in combination with a tripod leveling system allows samples to be 

scanned at levels of 10 µm below the sapphire window. For a 20-turn 500 µm diameter detection 

coil, we achieve a field sensitivity of 350 fT/Hz-1/2 and for a 40-turn 1 mm diameter coil, 50 

fT/Hz-1/2 for frequencies above 1 Hz for the vertical component of the magnetic field. The 

voltage output of the SQUID electronics corresponding to the vertical magnetic field component 

generated by propagating AC was recorded at a bandwidth of DC-500 Hz for a period of 30 s at 

a position along the cell where the magnetic signal was maximal. The SQUID microscope, the 

sample, and the scanning stage were housed in a three layer, µ-metal magnetically shielded room 

(Vacuumschmelze, Hanau, Germany) to eliminate the influence of near-DC and higher 

frequency noise sources.  

 

9.4. Results 

9.4.1.  Measurements 

 Before the first measurement, the optimal position of the SQUID microscope detection 

coil has been determined. The coil was positioned 1–2 mm lateral and ~ 200 µm above the C. 

corallina internodal cell (Fig. 9.2 A) where the vertical component of the magnetic field was 

readily detectable (at least several 10 pT at maximum). The sapphire window of the SQUID 

microscope was positioned ~ 100 µm above the cell surface, resulting in a distance between the 

detection coil and the cell surface of ~ 200 µm. The signal/noise ratio was 5:1 or better for a 
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single scan. A high temporal density of measurement points allowed us to improve the 

signal/noise ratio by averaging. We regularly confirmed that the signal reversed polarity (as 

expected for this geometry) after the scan crossed the geometrical axis of the cell. 

 Keeping the SQUID magnetometer’s detection coil in position, denoted as ‘‘Site 1’’ in 

Fig. 9.2 A, we measured the magnetic field as a function of time. The result is shown in Fig. 9.3 

A. Moving the bath with the C. corallina internodal cell so that the detection coil reaches 

position ‘‘Site 2’’ in Fig. 9.2 A causes the signal polarity to change (Fig. 9.3 B). Small 

differences in peak amplitudes between Fig. 9.3 A and B reflect scattering between two 

measuring sessions; a small deviation from symmetrically located measuring points possibly 

contributes to these differences as well. 

 The AP was measured simultaneously at a point along the cell 50 mm away from the 

detection coil position and is shown in Fig. 9.3 C. The separation of magnetic and electric 

measuring points leads to a time shift of 1.1–1.2 s. From these values, the AP propagation 

velocity can be calculated to be ~ 4 cm/s, which is in good agreement with the previous results 

[28]. Before and during these measurements, the C. corallina internodal cell was kept in 

darkness for at least 1 h. The detection coil was placed 2 mm (Fig. 9.3 B) and –2 mm (Fig. 9.3 A) 

lateral to the internodal cell surface. The vertical distance from the detection coil to the cell 

surface was 200 µm. The measurements shown in Fig. 9.3 are a single-shot measurement with no 

averaging of the data. 

 The dotted line in Fig. 9.2 A denotes a small part of the internodal cell, which we assume 

is sufficiently long to cover both the repolarized and the depolarized area in this part of the 

internodal cell. The corresponding AC is in the form of two current dipoles (called also axial 

current elements) and is drawn as two thick arrows within the cell (Fig. 9.2 B). The left one 
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belongs to the depolarized part and the right one to the repolarized part of the cell. The magnetic 

field around each current element is for clarity shown as one broad line in the ring form around 

the current element according to Ampere’s law. Both magnetic fields have different directions 

since the current elements are pointing in opposite directions. Considering the constant AP 

propagation velocity c of 4 cm/s and the duration of depolarization 1 s, we get for the 

depolarized part of the cell x = ct = 4 cm. This means that for measurements very close to the C. 

corallina internodal cell, we have a similar situation as in the case of observing the magnetic 

field of a straight wire that is conducting electric current. 

The relation between AP and AC (and corresponding magnetic field) in different nerve cells 

[27,31,32] and also in an excited single internodal cell of C. corallina [28,33] was studied in 

detail. Briefly, in all studied cases, we observe that the peak forward action current occurs 

approximately simultaneously with the maximum time derivative of the AP, and the maximum 

backward action current occurs at the most rapid change in the AP during repolarization. The 

time of the peak AP corresponds to the zero-crossing between the forward and backward phases 

of the AC. The correlation of these AP and AC features are more pronounced in our 

measurements in this study since the small SQUID microscope detection coil can be placed 

closer to the cell. Fig. 9.3 illustrates these relations. However, we have to take into account in 

this particular case that AP and magnetic field were not measured at the same point along the cell 

(there is ~ 1.1 s time difference between both signals). 

 Under constant illumination and temperature, the transmembrane potential and the 

magnetic field generated by AC revealed only small variations either when different cells or 

when one C. corallina internodal cell was measured repetitively. 
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Figure 9.3: (A) Magnetic field measured at Site 2 as indicated in Fig. 9.2 A. (B) As in Fig. 9.3 A 
but at Site 1 indicated in Fig. 9.2 A. (C) AP recorded by the K+ anesthesia technique. 
 
 

 Fig. 9.4, traces a–i, show the time dependence of the vertical component of magnetic 

field measured at y = 2 mm lateral to the cell’s geometrical axis under different illumination 

conditions. In this series of experiments, the internodal cell was in darkness for 60 min before the 

first measurement of AP propagation. Fig. 9.4, trace a, shows the magnetic field generated by 

AC just before the light was turned on. Subsequent recordings were done under constant 

illumination after particular time intervals as shown in Fig. 9.4, traces b–e. It can be seen that, as 

a response to illumination, the temporal evolution of the magnetic field changes over a period of 

< 1 h before reaching a new steady state. Most pronounced is the time shift of the positive peak 

of the magnetic signal associated with the depolarization. The negative peak associated with the 

repolarization is less expressed. 

 The temporal characteristic of the magnetic field is reversible. Upon transferring the cell 

back from light into darkness, the temporal field changes became progressively closer to the 

initially measured magnetic field as shown in the sequence Fig. 9.4,  traces f–i. 

 Parallel electrical measurements (Fig. 9.5, traces b–e and f–i) demonstrate a similar 

dependence of the AP time evolution on light/darkness. A transition of a cell from darkness to 

light prolonged the duration of the membrane depolarization for ~ 2 s after a transitional period 
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of  ~ 20–30 min on average. The depolarization time prolongation was accompanied by an 

increase in the depolarization peak of ~ 10–15%. This can be attributed to the hyperpolarization 

of the resting potential under illumination [34]. 

 The time shifts extracted from the magnetic measurements from eight cells are shown in 

Fig. 9.6. To better compare different cells, we introduced a normalization as a dimensionless 

quantity, α = ∆t/to. Here, ∆t is the light-induced delay with respect to the initial AC measured as 

the temporal shift in the depolarization maximum and to the time of the depolarization maximum 

for a particular illumination/darkness condition relative to the stimulus. We see that an increases 

with the duration of illumination when cells are transferred from darkness into constant light. 

Fig. 9.7 summarizes the dependence of the average value of the normalized time delay a as a 

function of illumination time obtained from AP measurements on 15 C. corallina internodal 

cells. Figs. 9.6 and 9.7 demonstrate the behavior of α obtained from magnetic field (AC) and AP 

measurements of cells exposed to different durations of illumination. Both curves are almost 

identical. In addition, we also see that error bars in Fig. 9.7 are shorter (here were considered 

more cells). 

 The reversible effect of light/dark transitions on the kinetics of membrane excitation 

suggests a coupling between photosynthesis and membrane excitation. To examine this 

hypothesis, we have measured the influence of a common photosynthesis inhibitor, DCMU (3,-

(3,4-dichlorophenyl)-1, 1-dimethylurea), at a concentration of 10 µM on the kinetics of 

excitation. In this case, a C. corallina cell was exposed to light for a period of 60 min in the 

presence of DCMU in the bath solution. After ~ 20 min, the magnetic signal intensity started to 

decrease in a way reminiscent of the behavior in the dark, as expected from our data in the 

illumination studies. Two cells were tested with both showing the same behavior. 
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Figure 9.4: Recordings of the time-dependent vertical component of the magnetic field 
generated by a propagating AC measured as a function of illumination starting after 1 h dark 
accommodation. Trace a, light off; trace b, 10 min light on; trace c, 20 min light on; trace d, 30 
min light on; trace e, 40 min light on (here we waited for an additional 20 min to complete 1 h in 
the light accommodation); trace f, 10 min light off; trace g, 20 min light off; trace h, 30 min light 
off; and trace i, 40 min light off. Small arrows indicate where the temporal shift was observed. 
 
 
 

 
Figure 9.5: Recordings of the time dependence of the AP measured as a function of illumination 
simultaneous with magnetic measurements starting after 1 h dark accommodation. Trace a, light 
off; trace b, 10 min light on; trace c, 20 min light on; trace d, 30 min light on; trace e, 40 min 
light on (here we waited for an additional 20 min to complete 1 h in the light accommodation); 
trace f, 10 min light off; trace g, 20 min light off; trace h, 30 min light off; and trace i, 40 min 
light off. Small arrows indicate the points, corresponding to those that were observed in Fig. 9.4.  
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Figure 9.6: Averaged normalized temporal shift of the maximum of the measured magnetic field 
(AC) with increasing illumination exposure time. Eight cells were considered.  
 
 
 

 
Figure 9.7: Averaged normalized temporal shift of the maximum of the measured AP with 
increasing illumination exposure time. Fifteen cells were considered. 
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9.4.2.  Modeling 

 C. corallina internodal cells are, to a very good approximation, cylindrically symmetric 

and therefore ideally suitable for electrophysiological model studies. Several models followed 

the HH work on the nerve axon  [35] and were adapted to C. corallina internodal cells [36] or 

were devoted to studies of relations between AP, AC, and associated magnetic field [26,27,33]. 

Here we will try to show that AP in C. corallina internodal cells experiences similarity to AP in 

those animal cells (heart, brain) where the ‘‘biochemical AP’’ is known to exist in addition to 

HH AP. 

 The HH type model is based purely on the kinetics of plasma membrane channels and the 

electrical properties of membrane but does not account for changes in [Ca2+]c. This factor, 

however, requires consideration in the context of this study because alterations in [Ca2+]c were 

observed experimentally under the influence of light/dark transitions [24] and are in qualitative 

agreement with our model prediction. We have used an extended model of Othmer [20], which 

describes the dynamics of [Ca2+]c in the context of a second messenger system. In that model, 

the AP in Chara is successfully described by an electrically stimulated release of Ca2+ from 

internal stores. The resulting changes in membrane conductance are the direct consequence of 

this dynamic change in [Ca2+]c. In this extended model, the thresholdlike dependence of Ca2+ 

mobilization on electrical stimulation can be simulated by combining the following two 

processes: 

 i. The voltage-dependent synthesis/breakdown of the second messenger inositol 1,4,5-

trisphosphate (IP3). 

 ii. The concerted action of IP3 and Ca2+ on the gating of the receptor channels, which 

conduct Ca2+ release from internal stores. 
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The model has been proved suitable to simulate a range of experimental results in the context of 

the AP in Chara, including a complex behavior of Ca2+ mobilization under periodic stimulation 

with higher-order phase locking and irregular responses upon increased stimulation frequency. 

This demonstrates that the all-or-none type activation of the action potential is only the 

consequence of the preceding all or- none type mobilization of Ca2+ from internal stores. The 

dependency of the gating of the receptor channel on [Ca2+]c suggests that the Ca2+ concentration 

before stimulation of the AP has an influence on the following excitation kinetics. 

 To examine the effect of variable [Ca2+]c on the kinetics of the electrically stimulated 

changes in Ca2+, we modified the model as follows: Cells move excess Ca2+ from the cytoplasm 

back into internal stores by an endogenous Ca2+ pump system (e.g., [37]). In the model, this 

process is accounted for by a Hill function: 

 4
2

4

4
1)(

pC
CpCg
+

=  (9.1) 

In this equation, 1p and 2p  are the Hill coefficients, and C is the cytosolic Ca2+ concentration. 

For more details, see Othmer [23]. To achieve different [Ca2+]c under resting conditions, which 

are known to occur during light/dark transitions [24,25], we varied the Hill factor 2p  in Eq. 1. 

This procedure is only an indirect approach, since the chloroplasts from which the Ca2+ 

originates during light/dark transitions [24] are not considered as extra Ca2+ pool in the model for 

[Ca2+]c dynamics. Nonetheless, this simple manipulation of the model should be sufficient to 

provide basic insight into the dependency of Ca2+ mobilization on [Ca2+]c. 

 Fig. 9.8 illustrates the results of this simulation. As a consequence of reduced Ca2+ pump 

activity, the resting [Ca2+]c increases over the physiological range from ~ 20 nM to 200 nM. This 

roughly covers the changes in [Ca2+]c of 50–250 nM found in response to light/dark transitions 
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in Chara [24,25]. The simulation further shows that an elevation of [Ca2+]c before the 

stimulation results in a progressive shortening of the delay time between stimulation and the 

rapid phase of [Ca2+]c rise. The dependence of this delay time on the resting [Ca2+]c 

concentration is plotted in the inset of Fig. 9.8. 

 On the assumption that the change in membrane voltage during the AP is only the 

consequence of an activation of [Ca2+]c -sensitive Cl- channels [11,38], the model simulation 

compares well with the experimental data. The assumed progressive decrease in [Ca2+]c of  ~ 

150 nM after the transition from dark to light results in an increasing delay time between the 

electrical stimulus and the rapid phase of [Ca2+]c rise, or the activation of the Cl- channels, 

respectively.  

 

 

Figure 9.8: Simulated [Ca2+]c transients in response to a single electrical stimulation (100 ms/5 
µA). Data were calculated with model parameters reported in Wacke et al. (2003) [20]. Different 
curves are obtained by changing the Hill coefficients 2p  in the model term, which describes the 
buffering of [Ca2+]c. An increase in 2p  over a range of 0.065 µM–0.5 µM results in reduced 
Ca2+ buffering and a consequent increase in the resting [Ca2+]c. In the simulation, pulses were 
started after 90 s in which the system was allowed to equilibrate. (Inset) Delay time between 
stimulus and maximal slope of [Ca2+]c increase as a function of resting [Ca2+]c before 
stimulation. 
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9.5.  Analysis and discussion 

 The results of our measurements and subsequent model studies demonstrate the potential 

of using noninvasive magnetic measurements as a way to obtain information about the axial 

intracellular action currents associated with depolarization and repolarization of the membrane 

potential during AP propagation [27]. This current reflects the summed contribution of all 

transmembrane ionic currents as well as electrogenic transport and other secondary transport 

processes in intracellular compartments. The SQUID microscope with its high spatial resolution 

will be a convenient instrument in studying these events in details. In those cases where different 

transmembrane ionic currents can be observed as transiently separable events, the analysis and 

the interpretation of the data can be undertaken. This is possible, for example, in the case of the 

influence of light on the kinetics of ionic currents during the AP. 

 The main observation in this work was that a transfer of cells from the light into the dark 

resulted in an appreciable and reversible change in the kinetics of the action potential. 

Predominantly, the first part of the AC/AP temporal evolution, i.e., the slow depolarization part, 

increased progressively with time of light exposure; the rapid part of the AP, including 

depolarization and repolarization, was on the other hand only marginally affected. These 

observed changes in the kinetics of the Chara AP could in principle be modeled by a classical 

HH approach by adding a variable delay factor. However, there is no mechanistic motivation for 

such a delay factor, and it is difficult to envisage how a first-order voltage dependent process 

could produce such a long and variable delay. 

 The experimental observations are, on the other hand, fully consistent with the view that 

the AP in Chara is of a ‘‘chemical’’ nature, i.e., based on a quasi all-or-none type liberation of 

Ca2+ from internal stores [17,20]. The model for the Chara AP [20] predicts that a decrease of 
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the resting [Ca2+]c by ~ 250 nM, as is expected to occur in response to a dark/light transition 

[24,39], causes a delay in the onset of the rapid rise in [Ca2+]c during excitation. Assuming that 

the activation of the Cl- channels, which cause the depolarization, is the direct consequence of 

the change in [Ca2+]c, the measured data nicely match the model prediction, even on a 

quantitative basis. The model further predicts that a modulation of the resting [Ca2+]c has no big 

effect on the kinetics of the bulk changes of [Ca2+]c. Again, this prediction is met by the present 

data because the features in the temporal evolution of the AC/AP were basically unchanged. 

 Previous measurements have assessed the changes in [Ca2+]c after light/dark transitions 

indirectly by recording the velocity of cytoplasmic streaming, because this velocity is 

proportional to [Ca2+]c [40]. In long-term recordings, Plieth and co-workers [41] found that it 

took ~ 30 min to achieve a steady streaming velocity after transferring plants from dark to light. 

A slow time course for the change in Ca2+ in a similar order of magnitude can also be deduced 

from direct recordings of [Ca2+]c in Chara. The usual rise in [Ca2+]c after light/dark transitions 

was even after 5 min in the dark not yet fully saturated [39]. Hence, the time course in Ca2+ 

changes after light/dark transitions are of the same order of magnitude as the one we found in our 

measurements within experimental errors. Therefore, the entire observation of the change in the 

AP kinetics found under light/dark transition can be quantitatively explained by a slow 

progressing change in the resting [Ca2+]c and a consequent modulation of this parameter on the 

release of Ca2+ from internal stores. 

 

9.6. Conclusion 

 We performed electric measurements of the AP in parallel with noninvasive magnetic 

measurements of the associated action current and found an excellent correspondence. The 
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temporal evolution of electric and magnetic signals and the modeling study enabled us to 

associate the altered depolarization of illuminated Chara corallina internodal cells with changes 

in the cytoplasmic concentration of Ca2+ ions in combination with a second messenger cascade. 

This is consistent with the view of a biochemical nature of electrically elicited AP and AC in 

these cells.  

 Our experimental results demonstrate the potential of SQUID microscope imaging for 

noninvasive magnetic measurements of axial intracellular current in electrically stimulated single 

internodal cells of Chara corallina under the influence of light. This kind of measurement 

provides a valuable technique to complement the longer existing electrophysiological methods in 

studies of plant cells. 
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CHAPTER X 

 

SUMMARY AND FUTURE WORK 

 

10.1. Summary 

 The objectives of this research were the development and utilization of monolithic thin-

film low-critical-temperature (Tc) superconducting quantum interference device (SQUID) 

sensors to measure and image magnetic fields with an unprecedented combination of high spatial 

resolution and field sensitivity. 

 The review of high resolution imaging of magnetic fields and scanning SQUID 

microscopy in Chapter 2 demonstrated the magnitude and importance of developing new 

techniques capable of combining high sensitivity measurements with high spatial resolution 

imaging. This goal was achieved through the innovative design of monolithic low-Tc SQUID 

sensors optimized to measure the magnetic field of specific magnetic source configurations. 

Chapter 3 presented a review of the methodology to optimize, design and characterize SQUID 

sensors.  

Chapter 4 presented the development of two monolithic sensors,  the bare SQUID and the 

multiloop SQUID, as well as their incorporation into the microscope system. The first sensor was 

optimized to measure magnetic dipolar sources, which are typically encountered in rock 

magnetism. The second one was designed to measure axial current or sheet current sources 

typically found in bioelectric phenomena. The system was used to image the magnetic field 

distributions of geological thin sections and isolated rabbit hearts.  
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The improvement on spatial resolution and sensitivity are key elements in the advance of 

rock magnetism and cardiac electrophysiology. The new SQUID microscope enabled rock-

magnetic and paleomagnetic experiments on individual grains in standard petrographic thin 

sections, allowing for matching the magnetic features with the minerals composition.  

The sensitivity achieved by using monolithic multiloop SQUID sensors, in combination 

with optical transmembrane potential imaging, allows comprehensive studies of the relationship 

between extracellular potentials, transmembrane potentials and action currents in cardiac tissue.  

 Details of the design and optimization of the monolithic bare SQUID sensors were 

presented in Chapter 5. Three sensor configurations were designed, fabricated, characterized and 

tested. The best sensor proved to be the 40-µm hole and 40-µm washer bare SQUID, which 

achieved a field resolution of 1.4 pT/Hz1/2 with a corresponding flux noise of 5 µΦo/Hz1/2. The 

system was used to scan and image the magnetic field of a thin section of the Martian meteorite, 

attaining a spatial resolution of 120 µm, which was comparable to the sensor-to-sample 

separation.  

 In Chapter 6, details of the design and optimization of the monolithic multiloop SQUID 

sensor were presented, as well as high-resolution images of cardiac biomagnetic fields. A 

magnetic field resolution of  450 fT/Hz1/2 with a equivalent flux noise of  1.7 µΦo/Hz1/2 was 

accomplished using a 5-spoke, 250 µm diameter multiloop SQUID. The sensor was used to 

measure the magnetic field generated from planar excitation waves in a whole heart preparation 

at a sensor-to-sample distance of about 100 µm. In agreement with the predictions of the 

bidomain model, a current component parallel to the wave front was found, providing supportive 

evidence of the adequacy of the such model for forward calculations of the MCG.   
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 Of great theoretical and practical importance is the study the Martian magnetic field. 

Scientists have not yet been able to find an answer to the actual strong magnetization crust of the 

planet. Evidences of the ancient Martian magnetic field were found in the ALH84001 Martian 

meteorite. Standard paleomagnetic techniques estimate a lower limit for the magnetization of this 

meteorite, and therefore do not provide precise information about the Martian magnetic field at 

the time of the meteorite formation. These techniques do not have the sensitivity and resolution 

to explore the meteorite internal magnetic heterogeneities. Chapter 7 shows the first evidence of 

an intense magnetic field in Mars 4 billion years ago. Using the new SQUID microscope system 

with a bare SQUID sensor, high resolution scans of a 30-µm thin section of the Martian 

meteorite were obtained. This study demonstrated the ability of our system to perform 

measurements not achievable with any other technique available.  

 In addition, our high sensitivity system was used to successfully detect and identify single 

magnetic microparticles by combing microfluidic devices and low-Tc SQUID microscopy. 

Chapter 8 presented the detection and identification of 6-µm single magnetic particles confined 

inside a microfluidic channel. These results open new possibilities of magnetically tagging cells 

and subsequently discriminating them according to their magnetic moment. The practical 

relevance of this measurement lies on the possibility of creating high-content magnetic flow 

cytometry and magnetic cell sorting devices.  

 Finally, Chapter 9 showed the results of our experiments in plant electrophysiology. The 

goal of the project was to explore the influence of light in the intracellular axial currents in Chara 

corallina single cells, by parallel and noninvasive electric and magnetic measurements of the 

action potential and action currents. The temporal evolution of electric and magnetic signals and 

the appropriate modeling enabled us to associate the altered depolarization with changes in the 
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cytoplasmic concentration of Ca2+ ions and its correspondent influence in Ca2+-sensitive Cl- 

channels. Our instrument proved to be a valuable tool for biological noninvasive magnetic 

experiments and could provide complementary information on single ion channel microelectric 

measurements. 

 

10.2. Future work 

 RT- sample Low-Tc SQUID microscopy is an emerging technique and there is a lot of 

space for new developments. Recently, Hypres, the company that manufactures our chips, has 

improved its fabrication process, allowing us to have tighter optimization constraints and, 

therefore, improving the noise characteristics of our sensors. With this in mind, we have 

designed a new set of bare and multiloop SQUID sensors. Tables 10.1 (a) and (b) show the 

expected noise performances and field sensitivities of the latest generation of SQUID sensors.  

 As part of the continuing effort to improve our SQUID characterization techniques, we 

have teamed up with the German national metrology institute, Physikalisch-Technische 

Bundesanstalt (PTB). They have characterized a set of our latest multiloop SQUID sensors, 

which achieved excellent noise performance. Table 10.2 shows a summary of these results. We 

believe that part of this noise characterization improvement originates from the use of an 

innovative set of SQUID electronics with a low noise integrated current source [1]. We are 

currently testing the same set of SQUID electronics and expect to reproduce such results in our 

lab. 

 One of the key factors that will improve RT-sample low-Tc SQUID microscopy is our 

ability to get even closer to the sample. As shown in Chapter 4, the spatial resolution and field 

sensitivity to image magnetic dipolar sources will drastically improve by placing smaller sensors 
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closer to the sample. In order to achieve such small distances, one ought to reduce the vacuum 

window thickness and make sure that the surface of the sensor is parallel to the surface of the 

window. Lee et al.[2] reported (on one occasion) a sample-to-sensor distance of 15 µm using a 

3-µm thick silicon nitride vacuum window. A realistic goal is to reduce our current sample-to-

sensor distance by at least a factor of two (that is, to 50 µm), improving the spatial resolution by 

the same factor and the moment sensitivity of our system by a factor of eight.  

 

Table 10.1 (a) and (b):  Expected flux noise and field sensitivity of the new set of optimized 
bare and multiloop SQUID designs, respectively.   

 
 
 
 
Table 10.2: PTB flux noise measurements of new set of multiloop SQUIDs and corresponding 
expected field sensitivity at 1KHz.  
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 Following the efforts by Ketchen and Kirtley et al.[3], a major step in instrument 

development will be the possibility of measuring the other two components of the magnetic field 

and, in this way, build the next generation of SQUID microscopes: the Vector Scanning SQUID 

microscope. Dr. Franz Baudenbacher’s group in collaboration with Dr. Benjamin Weiss at MIT 

are planning to develop this pioneering instrument which will bring to the table a whole new 

variety of magnetic information. It is not difficult to foresee the significant impact that this new 

generation of SQUID microscopes will have in the development of the rock-magnetic and 

biomagnetic field sciences. I am looking forward to seeing it!  
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APPENDIX A 

 

THEORETICAL CONSIDERATIONS FOR IDENTIFICATION OF MAGNETIC 
MICROPARTICLES  

 
 

A.1. SQUID identification of a single magnetic dipole 

The magnetic field of a magnetic dipole is given by: 
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In our experimental setup, the SQUID system detects the vertical (z) component of the magnetic 

field. Assuming an arbitrary dipole moment zmymxmm zyx ˆˆˆ ++=
r  moving along a generic 

parameterized path in R3, ( ){ }0 1( ), ( ),0 :x t y t t t tγ = ≤ ≤ , and that the SQUID sensor is positioned 

at a distance h  above the trajectory plane, we get 
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where xs and ys stand for the x and y coordinates of the SQUID sensor. Rearranging (A.2) gives 
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 The SQUID sensor is generally not blind to any of the three components of the magnetic 

moment. Changing mx, my or mz will change the output voltage of a SQUID sensor. The only 

way to be insensitive to mx or my is to have a very particular straight trajectory and the SQUID 

perfectly aligned over it so that ( ) constant sx t x= =  (or, equivalently, ( ) constant sy t y= = ). As 
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for mz, the bead has to travel along a circle of radius 2h  and the SQUID has to be positioned 

right above the center of the circle in order to be insensitive to the z component of the moment.  

We have used a serpentine path, in which x, y and 2 2x yρ = +  vary, and such theoretical 

conditions are never met. 

 

A.2. Solution uniqueness analysis for fixed path 

 The path is fixed by the geometry of the microfluidic serpentine channel. To address the 

uniqueness of the solution for a fixed path, we first analyze the simpler case represented by 

(A.3), where the moment is not changing direction as the particle moves. Here it is convenient to 

use some tools of functional analysis.  

 Equation (A.3) shows that the z-component of the magnetic field is a linear combination 

of three functions (vectors) in the Hilbert Space L2(R): 
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 Since the denominators are never zero, as h > 0, and the parameterized path is smooth 

and has finite length, it is easy to verify that those three functions are square integrable on R. 

Hence, to show that the solution is unique is equivalent to show that the three vectors f1, f2 and f3 

are linearly independent, constituting a basis for a subspace of L2(R). In such case, the 

decomposition of ( , )zB m tr  into f1(t),  f2(t) and f3(t) is unique and there is only one set of 
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coefficients (mx, my, mz) associated with it. Since the functions f1, f2 and f3 have the same 

denominator, it is sufficient to verify that the condition holds for the numerators. That is, 
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 Therefore, to ensure uniqueness, one should choose the functions ( )x ⋅  and ( )y ⋅ so that the 

only solution to (A.5) is the trivial solution 1 2 3 0λ λ λ= = = . It is worth noticing that the three 

aforementioned specific paths that lead to insensitivity to one component of the magnetic 

moment are embedded in (A.5), as they clearly imply non-unique solutions. 

At this point, for the sake of avoiding lengthy and cumbersome calculations, we will suppose a 

slightly different geometry for our serpentine channel. Instead of the actual piecewise path, 

easier to fabricate and comprised of straight line segments and semicircles, we assume that the 

channel has the shape of a sine function. However, all the analysis that follows can be applied to 

the actual geometry. 

 The serpentine channel can be described by  

 0( )  , ( ) sin( ) , for  , and ( ) ( ) 0 otherwisefx t t y t t t t t x t y t= = ≤ ≤ = = . (A.6) 

Substituting (A.6) in (A.5) gives 

 ( ) ( ) ( ) ( )2 22
1 2 33 3 sin( ) 2 sin( ) 0,s s s sh x t h y t h x t y t t Iλ λ λ  − + − + − − − − = ∀ ∈ 

, (A.7) 

where I is the interval [t0 , tf]. Clearly, there is no other combination, besides 1 2 3 0λ λ λ= = = , 

that satisfies the equation over the whole interval. Thus, the solution is unique. 

Now consider the more complex case where the bead rotates around the z-axis due to 

asymmetries in the velocity profile, as detailed in the paper. In this case, the moment changes its 

direction with respect to the fixed coordinate system x-y-z. We assume that the z-component of 
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the magnetic moment does not change along the path. Consequently, mr  is now a function of t: 

ˆ ˆ ˆ( ) ( ) ( )x y zm t m t x m t y m z= + +
r . In order to derive the equations for mx(t) and my(t), it is first 

necessary to calculate the tangent vector with respect to the trajectory: 
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Let 0 0 0 0ˆ ˆ ˆx y zm m x m y m z= + +
r  denote the magnetic moment at t0, 0θ  denote the angle between 

ˆ(0) and ˆ xτ , and ( )tθ denote the angle between ˆ( ) and ˆ t xτ . Then 

 0 0cos( ) 1 2 sin( ) 1 2ˆ ˆ ˆ ˆ(0)   ,  (0)x yθ θτ τ= =⋅ = ⋅ =  (A.9a) 
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To calculate ( )m tr  we need to rotate 0mr  counterclockwise about the z-axis by 0( )tθ θ− : 
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Substituting (A.9a) and (A.9b) in (A.10) yields 
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0 02

0 02

0

1( ) 1 cos( ) 1 cos( )
2 1 cos ( )

1( ) cos( ) 1 1 cos( )  .
2 1 cos ( )

x x y

y x y

z z

m t t m t m
t

m t t m t m
t

m m

 = + + − 
 + 

 = − + + 
 + 

=

 (A.11) 

Substituting (A.11) in (A.4) yields 
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( ) ( )

( ) ( )

0 0 0 12

0 0 2 0 32

1( , ) 1 cos( ) 1 cos( ) ( )
2 1 cos ( )

1              cos( ) 1 1 cos( )  ( ) ( ) .
2 1 cos ( )

z x y

x y z

B m t t m t m f t
t

t m t m f t m f t
t

 = + + − + 
 + 

 + − + + + 
 + 

r

 (A.12) 

After some manipulation, we get 

 0 0 1 0 2 0 3( , ) ( ) ( ) ( ) ,z x y zB m t m g t m g t m g t= + +
r  (A.13) 

where 

 

( )( ) ( )( )

( ) ( )

( )( ) ( )( )

( ) ( )

0
1 5/ 22 22 2

0
2 5/ 22 22 2

3 1 cos( ) sin( ) cos( ) 11( )  ,
4 2 1 cos ( ) sin( )

3 1 cos( ) sin( ) 1 cos( )1( )  and
4 2 1 cos ( ) sin( )

s s

s s

s s

s s

h x t t y t t
g t

t x t y t h

h x t t y t t
g t

t x t y t h

µ
π

µ
π

 
 − + + − −  =  

  +  − + − +    

 
 − − + − +  =  

  +  − + − +    

( ) ( )
( ) ( )

2 22
0

3 3 5/ 22 2 2

2 sin( )
( ) ( ) .

4 sin( )

s s

s s

h x t y t
g t f t

x t y t h

µ
π

− − − −
= =

 − + − + 

 (A.14) 

 Finally, substituting (A.14) in (A.5) and rearranging terms, we get 

( )( ) ( )( )

( )( ) ( )( ) ( ) ( )

1 1 2 2 3 3 1

2 22 2
2 3

0 3 1 cos( ) sin( ) cos( ) 1

3 1 cos( ) sin( ) 1 cos( ) 2 sin( ) 2 1 cos ( )

0,  

s s

s s s s

g g g h x t t y t t

h x t t y t t h x t y t t

t I

λ λ λ λ

λ λ

 + + = ⇒ − + + − − + 

    − − + − + + − − − − + =    

= ∀ ∈

 (A.15) 

By inspecting (A.15), we conclude that only the trivial solution satisfies the equation for all 

values of t, demonstrating that the decomposition is also unique in the more general case. 

Even though the actual serpentine path has several properties similar to the sinusoidal path, the 

analysis above doesn’t constitute a formal mathematical proof that the decomposition is unique 

in that case. However, one can see from (A.5) and (A.15) that very few non-pathological 

functions can lead to linear dependence and, consequently, to non-uniqueness. A strong evidence 
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that uniqueness also holds in the actual serpentine comes from the fact that the cost function 

(error) used in the optimization procedure always presented a clear global minimum. If multiple 

solutions were possible, then a global minimum could not exist. The rationale for using a 

serpentine channel is precisely to modulate the direction of the moment, therefore breaking 

symmetries that could eventually lead to an unsuccessful detection of one component of the 

magnetic moment. 

 

A.3. Minimum distance between consecutive particles for successful identification 

 The peak-to-peak noise is about 0.05 times the p-p value of the signal. From figure A.1, 

which shows the normalized minimum sensor-to-bead distance versus serpentine segment 

number, we notice that roughly four segments are required for the signal to be comparable to the 

noise. Therefore, in the worst case, if one bead is leaving the serpentine, past the 4th segment 

from the center, a second bead should be, at least, at the same distance from the sensor. Thus, 8 

segments is the minimum distance between beads so as to avoid interferences. Now, each 

segment is comprised of a straight part and a semicircular part, with a total length of 480 µm. 

The minimum safe distance between consecutive beads along the serpentine is, then, 3.9 mm.  

 

A.4. Noise incorporation in simulated signals 

 We simulated the SQUID output signal, which is the actual signal recorded during the 

experiments. SQUIDs do not sense magnetic fields directly, but magnetic fluxes instead. The 

integration over the effective area was also implemented in the model. Noise is always present in 

the measurements (it is both generated and picked up by the SQUID sensor), and the noise 

spectrum is an important way to characterize a SQUID design. Noise introduces distortions in 
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the shape of the traces and therefore it should be present in the simulated signals for a faithful 

visual comparison between experimental and simulated data (Fig. 8.2 and Fig. 8.3). It seems to 

us that it would be unrealistic and academic, in this case, to just simulate an ideal magnetic field 

and try to compare it with an actual experimental trace, as the signal-to-noise ratio is not very 

large. In addition, it allows for a good estimate of this figure. 

 
 
 

 

(D0 / Dk)3
 x k 

Figure A.1: Normalized minimum sensor-to-bead distance versus serpentine segment number. 
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