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Chapter 1 

  

 Introduction 

 

Gallium arsenide and other III-V materials are well known for 

their excellent optical and electronic properties and have led to 

the development of high-performance photovoltaic cells1,2, 

photoelectrochemical water splitting3,4, and light emitting diodes 

(LEDs)5. Several combinations of III-V semiconductors are now being 

considered as potentially attractive alternatives to silicon for 

these applications. However, further development requires 

fundamental understanding of processes that govern light-matter 

interactions. Specifically, surface strain and ultrafast dynamics 

are of great interest to the optoelectronic industry.  

 

Strained semiconductor surfaces dominate the design of 

optoelectronics and III-V semiconductor-based LEDs. Currently, the 

structures of strained surfaces are well characterized with x-ray 

diffraction (XRD)6 and electron crystallography7–9. However, 

optically-induced electronic behavior at these interfaces are not 

fully understood. This has the been one of the stimulants for the 

research in this dissertation. To further explore optically-

induced electronic behavior at strained interfaces, I have asked 

the following questions: 

 

1. How does static optoelectronic behavior change as a 

function of strain?  

2. How does surface symmetry and electronic motion change 
with respect to strain? 

3. How do atomic bonds change as a function of strain? 

 

Another main research goal of this work is to understand 

ultrafast subpicosecond processes after pulsed laser excitation. 

The knowledge of ultrafast processes dominates the design of 

devices in industries that require high temporal and spectral 

resolution. Ultrafast atomic motion has been the major focus of 

subpicosecond structural dynamics. Currently, these dynamics upon 

photoexcitation are well characterized with experimental methods 

such as ultrafast x-ray diffraction (U-XRD), ultrafast electron 

diffraction (UED), and ultrafast electron crystallography (UEC). 

However, ultrafast atomic motion does not occur alone. The bonds 

connecting these moving atoms are also affected during this 

process. The correlation between structural and electronic 

dynamics is not well understood.  
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To further explore correlated structural and electronic 

behavior upon ultrafast laser excitation, I have asked the 

following questions:  

 

1. How does subpicosecond optoelectronic behavior change as 
a function of time after femtosecond pulse 

photoexcitation?  

2. How does subpicosecond surface symmetry and electronic 
motion change with respect to time after femtosecond pulse 

photoexcitation? 

3. How do atomic bonds change as a function of time after 
femtosecond pulse photoexcitation? 

To address these questions, I used experimental methods 

sensitive to both atomic motions and electronic responses: 

polarization-resolved second harmonic generation (PRSHG) and time-

resolved, polarization-resolved second harmonic generation (TR-

PRSHG). The dissertation covers application of these techniques to 

III-V semiconductors: gallium arsenide (GaAs), gallium antimonide 

(GaSb), and aluminum gallium arsenide (AlGaAs). 

 

This dissertation is organized as follows. Chapter 2 presents 

the background of electronic band structures, ultrafast relaxation 

processes, and the origin of nonlinear optics from the perspectives 

of classical and quantum mechanics. It thus provides a framework 

for the static and transient nonlinear optical processes observed 

in III-V semiconductors under ultrafast pulse excitation.  

 

Next, Chapter 3 motivates the use of the experimental and 

analytical methods as applied to the experimental and theoretical 

studies outlined in Chapters 4 and 5. Chapter 4 is devoted to the 

understanding of polarization-resolved second-order nonlinear 

optical responses of various strained III-V semiconductor 

heterostructures resulting from defect-conducive growth 

conditions. Simplified phenomenological expressions for the 

polarization-resolved second harmonic generation (PRSHG) are first 

derived using tensor analysis. Afterwards, these expressions are 

used to fit experimental data. The developed formalism is tested 

under different conditions to gauge the fit robustness and 

sensitivity to mechanical and electronic changes in strained III-

V semiconductors.  

 

Along that same vein, Chapter 5 extends this analytical fit 

to describe ultrafast PRSHG responses of GaAs (100) as a function 

of transient changes in the interatomic potential within the first 

picosecond after photoexcitation. Finally, the dissertation 

concludes with Chapter 6 addressing possible directions for future 
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work. The chapter begins with a description of studies to further 

test the sensitivity and robustness of the PRSHG phenomenological 

fit and how it can be used to characterize more classes of 

materials.  
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Chapter 2 

 

 Background 

 

In this dissertation, my goal was to further understand 

correlated structural and electronic behaviors upon ultrafast 

laser excitation. In this chapter, I provide a framework for 

describing static and transient nonlinear optical responses 

observed in III-V semiconductors by presenting a background of 

electronic band structures, ultrafast relaxation processes, and 

the origin of nonlinear optics from the perspectives of classical 

and quantum mechanics. These topics are related in that they 

involve linear and nonlinear subpicosecond optical responses in 

III-V semiconductors excited undergoing excitation above the band 

gap. The characteristics of nonlinear optics described briefly in 

the following section provide an introduction to the theory behind 

the experimental methods and analyses used in the research in this 

dissertation. 

 

2.1.  Nonlinear Optics Overview 
 

What is nonlinear optical behavior? 

 

In materials, the incident optical field has a profound effect 

on the resultant linear or nonlinear optical response. The linear 

optical response is linearly proportional to the incident electric 

field, whereas, the nonlinear optical response is not. The 

nonlinear response can have quadratic, cubic, or higher order 

dependencies on the incident optical electric field. Thus, the 

term ‘nonlinear’ involves a wide variety of optical responses. 

 

Factors influencing nonlinearities are directly related to 

the nature of an anharmonic interatomic potential or dipole moment 

and subsequently induced polarization in a combination of optical 

fields. Such factors can be described mathematically. First, let 

us consider a material with a dipole moment per volume (?) that 

undergoes an induced linear polarization: 

 

 

where 𝜖𝑜 is the permittivity of free space (8.85418782 × 10-12 m-3 

kg-1 s4 A2) and 𝜒(1) is the linear optical susceptibility 

(dimensionless).  

 

However, in the case of nonlinearity, the induced 

polarization is not linearly proportional to the incident electric 

 𝑃(𝑡) = 𝜖𝑜𝜒
(1)𝐸(𝑡) (1) 
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field. As stated above, it can have a quadratic, cubic, or higher 

order proportionality. Mathematically, this dependence on the 

incident electric field can be expanded as a power series 

 

 

where 𝜒(2) and 𝜒(3)are the second- and third-order nonlinear optical 
susceptibilities (m/V and m2/V2), respectively.  

 

Such nonlinear responses can be classified by order. For 

instance, induced polarizations with a quadratic dependence on the 

incident electric field are known as second order and those with 

cubic dependence are known as third order. In this dissertation, 

I focus on second order nonlinearities since they are sensitive to 

crystalline order and thus have been used as reliable optical 

characterization methods of the crystal symmetries of solids.  

 

Second order nonlinear optical processes can be further 

organized by the input and output optical electric field 

frequencies as mathematically shown below:  

 

• Second harmonic generation (SHG). 

o 𝑃(2𝜔1) = 𝜖𝑜𝜒
(2)𝐸1

2 

 

• Sum frequency generation (SFG). 

o 𝑃(𝜔1 + 𝜔2) = 2𝜖𝑜𝜒
(2)𝐸1𝐸2 

 

• Difference frequency generation (DFG). 

o 𝑃(𝜔1 − 𝜔2) = 2𝜖𝑜𝜒
(2)𝐸1𝐸2 

 

• Optical rectification(OR). 

o 𝑃(0) = 2𝜖𝑜𝜒
(2)(𝐸1𝐸1 + 𝐸2𝐸2) 

 

Either of these processes can be used to characterize the 

crystal symmetry in solids. The most straightforward method is to 

second harmonic generation (SHG), since it is the only one that 

can be performed with a single input frequency. The other three 

require two input frequencies. Therefore, the SHG was chosen as a 

main tool to study material properties under consideration in this 

dissertation because of its ease of implementation.  

 

The remainder of this chapter covers background topics 

relevant to SHG. First, I review the current understanding of the 

macroscopic physical origin of SHG. Particularly, the physical 

origin can be understood microscopically as either bond charge 

movement or macroscopically as centrosymmetry. To approximate the 

 𝑃(𝑡) = 𝜖𝑜𝜒
(1)𝐸(𝑡) + 𝜖𝑜𝜒

(2)𝐸2(𝑡) + 𝜖𝑜𝜒
(3)𝐸3(𝑡) +⋯ (2) 
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nonlinear response to macroscopic quantities, formalisms are 

incredibly helpful. There are two major formalisms that can 

describe 2nd order nonlinear behavior: classical and quantum 

mechanical. Finally, I review the classical and quantum mechanical 

formalisms of second order nonlinear behavior, paying special 

attention to 𝜒𝑖𝑗𝑘
(2)
.  

 

Second Harmonic Generation 

 

Second order nonlinear optics (2nd order NLO) covers diverse 

topics. Studies of second order optical nonlinearities are 

necessary for the characterization of noncentrosymmetric crystals. 

Depending on experimental conditions, characterization methods can 

involve one or more types of 2nd order NLO described in the previous 

section. Of the above types, we turn our attention to second 

harmonic generation (SHG). It is also referred to as frequency 

doubling of an input fundamental frequency ω1 to the second 

harmonic 2ω1 (or ω2). In this section, I review classical and 

quantum descriptions of second order nonlinear optics. 

 

As can be understood from the name, second harmonic generation 

occurs when the power at incident frequency (ω) converts to power 

at frequency at the second harmonic frequency (2ω). As shown in 

Figure 2.1, two photons of frequency omega are converted into a 

single photon of frequency 2ω through a quantum-mechanical process 

involving a virtual level (dashed line) and ground state (solid 

line).  However, this isn’t the only contribution to the reflected 

beam. It is a combination of three contributions: a zero frequency 

(a constant), incident frequency (ω), and the second harmonic 

frequency (2ω) contributions as shown below.  

 

 

 

 

Figure 2.1: (a) Geometry of second harmonic generation. (b) Energy-level diagram 

describing second harmonic generation13. 
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From around the late 1960s, there was a growing awareness 

that nonlinear optical (NLO) properties can be modeled in a more 

practical way than quantum mechanical statistics. This led to the 

birth of a much simpler approach of understanding NLO properties. 

This approach is called the bond-charge model. It considers NLO 

properties as a natural consequence of the localized movement of 

an atom’s bound outer valence electrons. The bond charge model 

developed by Levine10,11 relates linear and higher-order 

polarizabilities to bonds interacting with applied electric 

fields. Simply put, NLO properties of a material can be described 

by the unequal movement of an electron between two dissimilar 

elements with the bond-charge model. 

 

The first stage in this model is the definition of a bond 

connecting A and B atoms of different elements. The bond is defined 

as a single point charge q between A and B with a bond length d 

described as the addition of the covalent radii rA and rB, 

respectively. This configuration in shown in Figure 2.2. The NLO 

behavior is the calculation of the movement of point charge q 

between atoms A and B with expected coupling of an applied electric 

field E in a given bond polarization.  

 

 

Classical formulation of 𝜒𝑖𝑗𝑘
(2)
 : Nonlinear susceptibility as a 

classical anharmonic oscillator 

 

Modeling optical responses as oscillators works for 

visualizing electronic motion in an optical field. In this 

Figure 2.2: The bond-charge model applied to a chemical bond between elements A and B. 

Parts (b) and (c) show how the charge moves in response to applied electric fields. 

Source: Boyd13 
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oscillator model, the electronic motion is dominated by the 

restoring force exerted on the electron undergoing this field. The 

idea that the nonlinear optical response can be modeled as a 

harmonic or anharmonic oscillator is an accurately simple one. In 

fact, the electron-nucleus interaction can be accurately compared 

to a spring. It is generally agreed that the spring mirrors Coulomb 

forces dominating the interplay between binding electron 

attraction and repulsion from the nearest neighbor nuclei. 

Conceptually, the case of an oscillator driven by an outside force 

is similar to the case of a bound electron driven by an applied 

electric field. Another term for this interplay of forces is the 

interatomic potential. Any nonlinearities developed during this 

external driving of the interatomic potential are due to uneven 

stretching and/or compression of this “spring”. In terms of 

electronic motion, this means that unequal motion along the bond 

caused by uneven Coulomb forces or uneven interatomic potentials 

produce a nonlinear optical response.  

 

As stated above, two related but different oscillators are 

associated with nonlinear optics, namely the driven harmonic 

oscillator and the driven anharmonic oscillator. The harmonic 

oscillator model applies when the Coulomb forces imparted on the 

electron residing between bonded atoms are equal. Thus, the 

interatomic potential is considered even and harmonic.  Materials 

with harmonic potentials are referred to as centrosymmetric. 

Usually, centrosymmetric semiconductors are composed of a single 

chemical element, such as germanium or silicon. Another thing to 

consider is that due to this even interatomic potential, second-

order nonlinearities are not observed but third-, fifth-, seventh- 

and higher odd-order ones are.  

 

In 2nd order NLO, nonlinearity can be approximately simulated 

using a classical anharmonic oscillator. In fact, the approach of 

a particle moving in a classical anharmonic oscillator is adequate 

for describing uneven electronic motion in a noncentrosymmetric 

material. This inequality can be quantified as a measure of 

anharmonicity. Materials exhibiting this anharmonicity are 

conventionally referred to as noncentrosymmetric. Consider a 

material with an anharmonic potential shown in Figure 2.3. This 

interatomic potential energy, energy density, and motion produces 

nonlinear polarization that couples to the incoming optical field 

and produces second-order electromagnetic radiation.  Although the 

conclusions of this model do not yield quantitative parameters, 

the qualitative understanding is physically and intuitively sound.  

 

As described above, second order nonlinear optical behavior 

is absent in centrosymmetric materials. As centrosymmetry has such 



9 

 

a significant influence on second order nonlinear behavior, it 

indirectly relates to the symmetry of second order nonlinear 

optical susceptibility (𝜒𝑖𝑗𝑘
(2)
) tensor described in Equation 2. This 

uneven electronic motion produces a net lattice polarization, 

which profoundly influences the optical response. Factors 

influencing this lattice polarization are the type and nature of 

electronic motion.  

 

  
Figure 2.3: Anharmonic potential energy function for a noncentrosymmetric medium. Source: 

Boyd12 

 

Quantum Mechanical Formalism of 𝜒𝑖𝑗𝑘
(2)
 : Nonlinear optical 

susceptibility as dipole transition populations  

 

Second order NLO can also be described with a quantum 

mechanical formalism. Specifically, it can be described as the 

product of an electronic transition process undergoing a three-

photon exchange involving real and virtual levels. To obtain an 

appropriate description of 2nd order NLO with dipole populations 

between real and virtual levels, suitable context is necessary. 

The idea that 2nd order NLO can be described as electronic 

transitions between levels is a considerable idealization. This 

section reviews the description of second order nonlinear optical 

properties as an electronic transition. The ways of estimating 

electronic dipole contributions to nonlinear behaviors are 

outlined.  

 

As mentioned in Section 2.1, 2nd order NLO in a material 

depends on the second order nonlinear optical susceptibility 

tensor (𝜒𝑖𝑗𝑘
(2)

). The subscript ijk refers to Cartesian directions x, 

y, and z and the superscript (2) denotes second order nonlinearity 
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for electric fields and induced polarization. It can be thought of 

as a measure of the nonlinearity in all directions resulting 

primarily from anharmonicity of the electronic motion in the 

presence of an optical field. This susceptibility is conveniently 

expressed as dipole populations along the j and k directions 

producing a resultant 2nd order NLO response in the i direction. 

Such optical behavior is evaluated through studies of two main 

components: real levels and virtual levels.  As shown in Figure 

2.1, two photons of frequency ω are converted into a single photon 

of frequency 2ω through a quantum-mechanical process involving a 

virtual level (dashed line) and a real level ground state (solid 

line). These two components are complementary, and for the best 

understanding should be described together.  

 

Explicit descriptions of dipole population behavior during 

SHG involves the consideration of three major factors: atomic 

energy levels, internal symmetries of the susceptibility, and the 

dipole transition moments. These three factors are required for 

the preparation of a functional form of the dipole moment 

populations as they relate to specific nonlinear susceptibility 

tensor elements. It can involve one or more of the following 

topics: 

• Existence and contribution of real and virtual levels to 

nonlinear optical behavior, 

• Resonant dipole transitions between real and virtual levels, 

and 

• Relaxation processes between real and virtual energy levels 

contributing to transient nonlinear optical behavior. 

 

Since the focus of this dissertation is SHG, the following 

description of dipole populations along j and k is considered along 

equally spaced real and virtual levels n, m, and g shown in Figure 

2.4. For a given material, the second order susceptibility tensor 

can be expressed as dipole transitions between excited states n, 

m, and g, by the following equation 

 

   

 

 

where N is the number of dipoles undergoing the transition, 𝜖𝑜 is 
the permittivity of free space, PF is the permutation operator 

summed over all permutations of input frequencies 𝜔𝑝 and 𝜔𝑞 and 

 

𝜒𝑖𝑗𝑘
(2)
(𝜔𝜎 , 𝜔𝑞 , 𝜔𝑝) =

𝑁

𝜖𝑜ℏ2
𝑃𝐹∑

𝜇𝑔𝑛
𝑖 𝜇𝑛𝑚

𝑗
𝜇𝑚𝑔
𝑘

(𝜔𝑛𝑔 − 𝜔𝜎)(𝜔𝑚𝑔 − 𝜔𝑝)𝑚𝑛

, 
(3) 
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output frequency 𝜔𝑜, 𝜇𝑔𝑛
𝑖  is the electric dipole transition moment 

in the i direction between levels g and n, 𝜇𝑛𝑚
𝑗
 is the electric 

dipole transition moment in the j direction between levels m and 

n, 𝜇𝑚𝑔
𝑘  is the electric dipole transition moment in the k direction 

between levels g and m, 𝜔𝑛𝑔 is the transition frequency between 

levels n and g, and 𝜔𝑚𝑔 is the transition frequency between levels 

m and g. The term 𝜔𝑛𝑔 is defined as 𝜔𝑛𝑔 =
𝐸𝑛−𝐸𝑔

ℏ
−
𝑖Γ𝑛

2
 where Γ𝑛 is the 

population decay rate of level n. Along the same line, the term 

𝜔𝑚𝑔 is defined as 𝜔𝑚𝑔 =
𝐸𝑚−𝐸𝑔

ℏ
−
𝑖Γ𝑚

2
 where Γ𝑚 is the population decay 

rate of level m. 

 

 
Figure 2.4: The quantum resonances in the second order susceptibility 𝜒𝑖𝑗𝑘

(2)
 Source: Boyd13 

 

Thus, the value of the second order nonlinear susceptibility 

tensor is linearly related to the sum of the excited dipole 

transition populations within a given volume. This way of 

calculating χijk
(2)
 is better at estimating the rate of transition for 

materials with sharp atomic levels like atomic vapors and molecular 

compounds and not broadened levels as with solids. However, it 

does give a qualitative comparison of the relative 𝜒𝑖𝑗𝑘
(2)
 tensor 

elements with respect to each other in terms of dipole populations 

along the i, j, and k directions.  
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In Figure 2.4, it is seen that there are three possible 

mechanisms for generating second order nonlinear optics. All three 

mechanisms are considered in the calculation of the second order 

nonlinear optical susceptibility (𝜒𝑖𝑗𝑘
(2)
) tensor elements. To 

estimate the dominant mechanism, the degree of contribution 

between these three mechanisms are described by the relationships 

between the real and virtual levels and the incoming and outgoing 

frequencies. In semiconductors that have a band gap, the dominant 

mechanism depends heavily on the incident light frequency and 

resonant frequencies (local conduction band minima) of the 

material. 

 

For SHG analyses in Chapters 4 and 5, the responses are 

described in terms of the second order nonlinear optical 

susceptibility tensor elements and their relevant dipole 

populations along j and k directions. These are adequate for 

describing the structural responses of III-V semiconductors under 

various conditions. In fact, this analysis is warranted for 

detailed investigation of transient dipolar behaviors as well. 

 

2.2.  Electronic Band Structures of Semiconductors 
 

In semiconductors, discussion of electronic behavior should 

obviously include a review about the periodic nature of the lattice 

and its environment that will allow adequate evaluation of the 

electronic band structure. The scope of this review includes the 

description of band theory. To obtain the maximum benefit from any 

analytical method of ultrafast or static nonlinear optical 

response, an understanding of the physical origins of the band 

structure is essential and are reviewed here. An overview of the 

characteristics of electronic band structures provide an 

introduction to photoexcitation dynamics, which are described in 

the Section 2.3. 

 

What is a semiconductor? 
 

Semiconductors comprise many electronic and optoelectronic 

devices useful to the computer and solar cell industries. In 

semiconductors, the electronic band structure has a profound 

influence on the optical response. Factors influencing the optical 

response are the geometry of the band structures and laser 

wavelength. Thus, the study of laser-induced behaviors in 

semiconductors involve excited electronic generation and decay 

populations as well as their associated optical responses. For 

most purposes, it is necessary to have quantitative measures for 

defining semiconductors. This is conveniently done in terms of 

carrier density n, conductivity σ, and energy gap Eg. The gap is 
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defined as the energy difference between occupied and empty states. 

In semiconductors, the conduction band (CB) and valence band (VB) 

should ideally be analyzed as an electronic continuum. Although in 

practice, each part of the band structure should be considered as 

part of the whole when considering light-matter interactions. The 

characteristics of band structures are numerous and some of the 

more important ones are reviewed below. 

 

The electronic band structures of semiconductors can be 

classified into two categories: direct and indirect band gap. 

Indirect band gap materials have their conduction band minimum 

(conduction band edge) and the valence band maximum (valence band 

edge) at the different points in the Brillouin zone. Appropriate 

examples of an indirect band gap material would be Group IV 

semiconductors, such as silicon or germanium. Direct band gap 

materials have their conduction band minimum (conduction band 

edge) and the valence band maximum (valence band edge) at the same 

point in the Brillouin zone. Relevant examples of a direct band 

gap material would be group III-V semiconductors, such as gallium 

arsenide (GaAs) and gallium antimonide (GaSb). Figure 2.5 displays 

examples of an indirect band gap material (silicon) and a direct 

band gap material (GaAs) for comparison. For the rest of this 

section, I limit the discussion to III-V semiconductors, as it is 

relevant to the studies in this dissertation. 

 

 

  
Figure 2.5: The band structures of (a) direct-band gap GaAs and(b)indirect-band gap Si. 

Source: Ioffe Institute. 

 

Energy gap characteristics are directly connected to the type 

of atomic bonding. In covalently bonded materials where the 

electrons are shared between atoms, such as silicon or gallium 

arsenide, the energy gaps are small and wide enough to produce a 

moderate carrier density (< 1017 cm-3) and conductivity (10-9 cm-1 - 

102 cm-1). In materials where the bonds are highly ionic, 
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manifestations of small band gaps characteristics do not occur. 

Instead, these situations produce fairly low carrier densities (<< 

1 cm-3) and conductivities (< 10-9 cm-1), where not many electrons 

transition between the valence and conduction bands. However, some 

insulators that become semiconductors at high temperature, or wide 

band gap materials, have been of great interest as of late.  

 

Optical absorption and emission in semiconductors 

In semiconductors, laser wavelength has a profound effect on 

carrier generation and scattering, thermal equilibration, 

recombination, and thermal diffusion rates. At energies far below 

the band gap, light is not absorbed and no electron-hole pairs are 

created. However, at laser wavelengths above the band gap (hν > 

Eg), optical absorption transitions in semiconductors can be either 

direct or indirect, depending on their band structures. 

 

To quantify the influence of absorption on semiconductors for 

optoelectronic applications, it is necessary to identify the 

patterns in electronic band structures, energetic transitions, and 

radiative lifetimes. Understanding the forces involved in 

absorption and identifying the electronic band features in a 

semiconductor enable the formulation of relationships between 

incident electromagnetic radiation and resultant optical 

responses. These relationships involve the careful mapping of 

electron-radiation interactions within an electronic band, and the 

correlation of these interactions with models of optical 

transitions. Aspects of this are further discussed in Section 2.3. 

 

2.3.  Relaxation Processes of Photoexcited Semiconductors  
 

Femtosecond lasers have proven to be useful in illuminating 

scattering dynamics of nonequilibrium photoexcited carriers in 

semiconductors. The interest in these carrier dynamics arises 

mainly from the needs of the microelectronic and photonic 

industries. Dynamics of band structure, scattering events, carrier 

diffusion, and other effects are vital in understanding 

semiconductor transport theory and carrier dynamics. A working 

knowledge of these topics is essential for optimal designs of 

future optoelectronic devices. Semiconductor physics tells us 

about the electronic and optical response upon photoexcitation, 

which may differ greatly depending on incident wavelength and pulse 

width. While the concepts of this section apply to all 

semiconductors regardless of band structure, any discussion of 

photoexcitation is generally confined to events seen in direct 

band gap materials. While semiconductor transport applies to all 

excitations regardless of generation method, any discussion of 
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excitations in this work is generally confined to events derived 

from femtosecond photoexcitation.  

 

The goal of this section is not to review all transport 

topics, but instead to provide an introductory overview of carrier 

and phonon dynamics of moderately excited (< 1018 cm-3) 

semiconductors. In this regard, I will focus on the case of polar 

semiconductors, specifically GaAs. In the following discussion, 

emphasis is placed more on processes that can be directly observed 

with ~50 fs laser resolution than on exhaustive descriptions for 

all interactions. As has been stressed in Chapter 1, there is a 

great need for understanding how carrier interactions before 

thermal equilibrium correlate to subpicosecond optical responses 

in the subject of scattering in semiconductor dynamics. 

 

Scattering arises mainly from interactions between the 

lattice and excited electrons and holes. In some materials, these 

events occur on the subpicosecond timescale, making femtosecond 

measurements useful for probing the effects these events have on 

optical properties of the material. These scattering events can be 

seen to follow clearly defined processes which form a temporal 

evolution of energy and momentum decay called relaxation.  
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To analyze ultrafast nonlinear optical spectroscopy, it is 

essential to review the current understanding of temporal regimes 

of relaxation processes in polar semiconductors related to 

nonequilibrium carrier transport after photoexcitation in polar 

semiconductors. We thus need to review the four ultrafast physical 

Figure 2.6: Time scale for different stages of relaxation phenomena in photoexcited 

experiments. Source: Stanton80 
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processes that happen during relaxation of a semiconductor 

photoexcited with an ultrashort pulse. These regimes are generally 

classified by changes in both carrier and lattice temperatures, 

which produce unique optical responses. To fully account for the 

changes in carrier and lattice temperature, not only the energetic 

and momentum relaxation processes have to be considered, but also 

associated excited dynamics such as scattering, decoherence, and 

recombination. 

 

In the initial stages of relaxation, the photoexcited 

electron and hole share the same energy and momentum, meaning that 

they are coherent. This state is described with semiconductor Bloch 

equations and retains this behavior for about 10 fs.  These 

coherent carriers collide with each other, modifying the energy 

distribution through a process known as dephasing. Dephasing 

modifies the carrier distributions from one that can be described 

with semiconductor Bloch equations to those that are more readily 

described with either Fermi-Dirac or Maxwell-Boltzmann 

distribution functions. This change is described through the 

Boltzmann transport equation. Once the carrier distributions have 

reached either a Fermi-Dirac or Maxwell-Boltzmann distribution 

function, this event is known as thermalization, where the 

electrons can be described as having the same effective 

temperature. 

 

 The progressive decrease in effective electron temperature 

causes a related increase in effective lattice temperature through 

a process known as carrier cooling. This transfer of temperature 

or energy can be described by the effective temperature 

approximation and signals thermal equilibrium when the lattice and 

electron temperature are equal. Once the excited carriers and the 

lattice reach thermal equilibrium, this leads to an accumulation 

of carriers at the conduction band edge until they are relieved by 

a longer event called electron-hole recombination. Depending on 

the semiconductor, recombination can occur from hundreds of 

picoseconds until hundreds of nanoseconds. Recombination ends when 

the all electrons have recombined with holes.  

 

To review, ultrafast relaxation behaviors in the following 

order: 

● Coherent regime (< 200 fs), 

● Nonthermal regime (< 2 ps), 

● Hot carrier regime (1 - 100 ps), and 

● Isothermal regime (> 100 ps). 
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Another step in relating ultrafast transient optical 

responses to dynamic carrier phenomena is to identify all the 

contributing factors as discussed below. 

 

Coherent Regime (< 200 fs) 
 

In the above temporal classification, the coherent regime is 

defined in terms of phase coherence of the carriers with incident 

optical polarization, also known as the electric field of the 

incident pulse. This coherence is lost usually within 200 fs after 

excitation.  

 

Nonthermal regime (< 2 ps) 
 

By the term nonthermal, it is generally understood that this 

is before the carriers reach a common temperature. Processes that 

happen in the nonthermal regime are of major interest to the 

optoelectronics and high-speed electronic industries. For these 

applications, nonthermal processes are studied extensively by 

those looking to create faster and more energy-efficient device 

designs. The dominant contributions to the transient optical 

responses are directly related to the loss of coherence of the 

excited carriers to the incident electric field / optical 

polarization discussed earlier. Different materials have different 

decoherence timescales, sometimes for the same incident energies.  

 

The major outcomes of decoherence are twofold. The first 

outcome is to allow electrons and holes to reach the same energetic 

distribution with themselves, which takes a few hundred 

femtoseconds. The second outcome is to allow the excited electrons 

and holes to reach the same carrier energetic distribution with 

each other, which can take up to several picoseconds. This is 

achieved through carrier-carrier scattering.   

 

Hot carrier regime (1-100 ps) 
 

In this regime, the carriers can be considered to have a 

common carrier temperature and are no longer considered 

nonthermal. The dynamics of excited electrons and holes in the hot 

carrier regime deals with similar relaxation processes in 

principle as are faced in macroscopic thermal transport. However, 

the timescale of nanoscopic thermal transport are considerably 

shorter than macroscopic transport because of the much shorter 

path lengths involved. These differences are magnified by rapidly 

changing interconnected electronic processes (especially with 

higher carrier densities), phonon-influenced changes in the band 

structure, surface states, and the presence of surface electronic 
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fields. Carrier cooling, the dominant feature in this regime, 

happens when the common excited carrier temperature heats the 

lattice temperature until they reach equilibrium. 

 

There are many processes for excited carriers at a common 

temperature to release energy to the lattice, which may be divided 

into two types: electron-phonon scattering and phonon-phonon 

scattering. These scattering events allow excited carriers to 

relax into energetically broad thermal distributions. While 

phonon-related processes are the major contributor to thermal 

equilibrium between the carriers and the lattice, the timescales 

vary depending on the material rather than the phonon processes 

themselves.  

 

Isothermal regime (> 100 ps) 
 

The isothermal regime is the name often given to the period 

after the lattice and carriers reach the same temperature, 

conventionally known thermal equilibrium. At this stage in the 

relaxation, the excited carriers then decay through two types of 

recombination: radiative and nonradiative recombination. Depending 

on the material and excitation parameters, recombination can range 

from around 100 picoseconds to nanoseconds.   

 

 Summary 
 

This chapter aimed to introduce the theory behind the 

experimental methods and analysis used in the research performed 

in this dissertation. Specifically, I reviewed the current 

understanding of the correlation between structural and electronic 

behavior upon ultrafast laser excitation. Three main areas were 

covered: nonlinear optics with a focus on second harmonic 

generation, electronic band structures of direct band gap 

semiconductors, and relaxation processes of photoexcited 

semiconductors. These topics are related in that they involve 

linear and nonlinear subpicosecond optical responses in III-V 

semiconductors excited above the band gap. These underlying 

physical processes contribute heavily to answering the research 

questions reviewed in Chapter 1. In the following chapter, I 

present the motivations as well as the experimental and analytical 

methods for the research performed in Chapters 4 and 5. 
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Chapter 3 

 

 Previous Work and Study Justification 

 

In this dissertation, my goal was to further understand 

correlated structural and electronic behavior upon ultrafast laser 

excitation. The underlying physical processes described in the 

previous chapter contribute heavily to answering the research 

questions from Chapter 1. In this chapter, I provide an experiment-

specific framework for characterizing the static and transient 

nonlinear optical behaviors observed in III-V semiconductors.  
 

This chapter is organized as follows. Section 3.1 presents a 

project summary and a statement of broader impact. It thus provides 

an overview of the research performed in this dissertation and 

motivates the research into static and transient nonlinear optical 

responses in III-V semiconductors. Next, Section 3.2 reviews the 

relevant literature in three areas: SHG from unstrained surfaces, 

SHG from strained semiconductors, and transient SHG spectroscopy 

of photoexcited semiconductors. This review relates the 

dissertation project to the state of the field. 

 

 Sections 3.3 and 3.4 summarize the objectives and aims as 

well as the experimental methods used in this dissertation project. 

Section 3.3 is devoted to outlining Study 1, the study of 

polarization-resolved second-order nonlinear optical responses of 

various III-V semiconductor architectures resulting from strain, 

defect-conducive growth conditions, and substrate choice. Along 

that same vein, Section 3.4 highlights the methods and objectives 

of Study 2, which relates the ultrafast PRSHG response of GaAs 

(100) as a function of transient interatomic potentials within the 

first picosecond after photoexcitation. Finally, the chapter 

concludes with a summary of research questions in Section 3.5.  

 

 Overview 
 

Project Summary 
 

There is a large body of materials research on the connection 

between second order nonlinear optical responses of semiconductors 

and lattice behavior. The research on second harmonic generation 

(SHG) on semiconductors largely ignores an important factor 

related to experimental analysis: input polarization angle. The 

existing research on the factors influencing SHG in crystalline 

semiconductors suggest that analyses of SHG spectra are largely 

driven by the assumption concerning which nonlinear optical 

susceptibility tensor elements contribute the most to the 
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resultant SHG. Previous analyses of crystalline materials have 

previously assumed that the same susceptibility tensor elements 

contribute to the SHG no matter what the input polarization angle. 

However, in bulk crystalline materials, this assumption cannot be 

kept.  

 

It is possible that for the surface of crystalline materials, 

different tensor elements contribute separately to output SHG 

intensity depending on input polarization angle. However, it is 

unclear whether this dependence on polarization angle is sensitive 

to optically-induced variations on a crystalline surface after 

photoexcitation. Tensor analysis relates the influence of 

polarization angle on SH intensity while demonstrating an apparent 

change in amplitude is, in fact, a change in symmetry.  

 

In addition, surfaces under various conditions (i.e., strain, 

band bending) may have different SHG responses depending on input 

polarization angle and therefore display differing symmetries. 

Thus, it is unclear how variations in semiconductor surfaces 

influence the nonlinear optical responses at various input 

polarizations. Also, it is not known how subpicosecond lattice 

symmetry changes transient nonlinear optical responses, such as 

transient SHG.  

 

The research in this dissertation attempts to determine the 

specific factors that influence SHG in crystalline semiconductors. 

Study 1 investigates whether lattice distortions can accurately be 

modeled by changes in the nonlinear optical susceptibility tensor 

components. Several variables related to lattice distortion 

include strain and interfacial band bending. The results of this 

study help determine which tensor elements, interatomic 

potentials, and dipole populations are sensitive to different 

types of lattice distortions. Study 2 investigates the light-

matter interactions undergoing femtosecond excitation. This study 

extracts transient changes in the susceptibility tensor elements 

and relates them to their respective dipole populations and 

interatomic potentials.  

 

Broader Impact 
 

The research of this dissertation represents an initial 

exploration of the factors influencing nonlinear optical 

responses on semiconductor surfaces. The results of this research 

have the potential to inform the field of nonlinear optics about 

which lattice behaviors are most likely to contribute to static 

and transient SHG. This information may allow for future work to 

focus on the connection between SHG, dipole contributions, and 
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interatomic potentials in semiconductors under different 

conditions. This research also provides information about whether 

strain, resonances, and subpicosecond lattice behaviors can be 

fit with a simple analytical solution. Since the results of this 

research reveal that an analytical fit of polarization-resolved 

SHG is sensitive to interatomic potential and dipole variations 

in all three dimensions simultaneously, this may suggest the need 

for improved fitting for other semiconductors as well as the need 

for increased study of other materials. 

 

3.2 Relation of Dissertation Project to the State of the Field 

 

Nonlinear optical spectroscopy has been used to characterize 

order at crystalline surfaces. Currently, both transient and 

static second harmonic generation (SHG) spectroscopy techniques 

are becoming increasingly common tools in describing surface 

order. While reviewing the literature of SHG from crystalline 

surfaces, I found there to be limited research into difficulties 

in describing surface bond interatomic potential and dipole 

population contributions to resultant SHG intensities from III-V 

semiconductors. The purpose of this literature review is to report 

the state of the field and provide context related to the research 

presented in this dissertation. The following three main 

challenges to quantifying surface bond contribution to SHG emerged 

from the literature: SHG from unstrained III-V surfaces, SHG from 

strained III-V semiconductors, and transient SHG from III-V 

semiconductors.  

Overall, it is evident that the characterization of surface 

interatomic potentials’ contributions to nonlinear optical 

responses can be a challenge. In fact, providing quantitative 

understanding of transient nonlinear contributions can be 

problematic when implementing current phenomenological models of 

transient SHG. As a result, it is evident that a complete 

analytical fit is pertinent to overcome the challenges presented 

by both transient and static SHG characterization of III-V 

semiconductor surfaces.  

 

SHG from unstrained surfaces  

 

The analysis of SHG spectra from semiconductors can pose a 

significant challenge to researchers. While microscopic crystal 

structures can be deduced from rotational azimuthal SHG (RA-SHG) 

measurements, little has been understood about which interatomic 

potentials dominate nonlinear responses. Consequently, extracting 

these contributions from SHG data motivated the development of 

several bond and field models. In this section, I review the major 
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developments in this area and provide context for the analysis 

derived in this dissertation.  

 

In 1987, Sipe et al14 developed a phenomenological model for 

silicon to extract macroscopic field information from SHG 

measurements. The model includes contributions from electric 

dipoles, electric quadrupoles, and magnetic dipoles at the surface 

and bulk. This was the first study that employed the analytical 

use of input-output polarization experimental parameters to 

separate surface and bulk contributions from each other. The study 

found that as a result of restricting input and output SHG 

polarizations, one could quantify possible contributions related 

to relevant geometry arguments. These contributions were directly 

relatable to easily fitted Fourier coefficients. With this, it is 

possible to infer physical insight into the origins of the 

nonlinear optical responses in silicon.  

 

However, this approach does not generalize well to other 

materials and had significant limitations. For instance, only the 

contributions from a centrosymmetric material were considered. For 

noncentrosymmetric materials like III-V semiconductors, an 

entirely new method would need to be created. While the model was 

found to correlate well with silicon surfaces, it was unable to 

include microscopic variations such as vicinal surfaces and a new 

model to include this was developed.15   

 

Similar to Sipe et al14, Powell et al16 produced an analytical 

model to describe dipole radiation contributions to SHG. The aim 

of the study was to directly connect the observed macroscopic 

nonlinear responses to microscopic bond charge behaviors. The 

researchers sought to achieve this by condensing all fields to 

only 4 bonds, or a simplified bond hyperpolarizability model 

(SBHM). While it provided an accurate and simpler physical 

understanding, this model had significant limitations. For 

instance, a perfect bulk crystal could easily be described with 

only 4 repeating bonds. However, surfaces, dangling bonds, vicinal 

surfaces and strained surfaces cannot. In fact, an incredible 

amount of numerical computations considering a variety of defects 

would be required in order to do so. This study also shares the 

silicon specificity of the Sipe et al14 phenomenological study. In 

order to expand the simplified bond model for other materials, one 

would need to return to first principles.  

 

Interestingly, Germer et al17 developed a phenomenological 

model for GaAs relating SHG to the depletion electric field. This 

model consisted of three terms: dipole bulk contributions as well 

as first- and second-order depletion field contributions. This 
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model was compared to experimental RA-SHG of doped GaAs(100) 

surfaces for a range of input energies. Of the three contributions, 

the first-order depletion field was the greatest contribution to 

SHG in GaAs. The fit from this model correlated significantly to 

the experimental data. However, due to only considering three 

polarization combinations (pin/pout, pin/sout, and sin/pout) in the 

model, various effective 𝜒𝑖𝑗𝑘
(2)
 tensor elements were ignored. 

Therefore, a limitation of the study is that it does not produce 

a complete picture of interatomic potential or dipole behavior 

that would be engaged with other polarization combinations. 

Nonetheless, a strength of this study is that a significant gap in 

the literature was identified; the contribution of depletion field 

to nonlinear optical responses. 

 

In order to address these limitations, Park, Tolk et al18 

developed a polarization-resolved phenomenological model to 

extract macroscopic field information from SHG measurements of 

silicon. This was the first study that employed a tensor formalism 

to extract 𝜒𝑖𝑗𝑘
(2)
 tensor elements from PRSHG experimental data. The 

study found that it was possible to quantify (what contributions?) 

contributions with relevant geometry arguments. With this, they 

inferred physical insight into the origins of the nonlinear optical 

response in cubic centrosymmetric crystals like silicon. While the 

model assumed only a dipole radiation contribution to the PRSHG, 

it was found to closely fit the experimental data.   

 

In summary, the literature suggests that an analytical model 

relating polarization-resolved nonlinear optical responses and 

electric fields is pertinent in the characterization of 

semiconductors. However, no model has been shown in the literature 

that can relate most of the 27 𝜒𝑖𝑗𝑘
(2)
 tensor elements to the SHG data 

in III-V semiconductors like GaAs. Consequently, it is imperative 

that such model can be demonstrated and aim to characterize this 

and other types of crystalline materials. 

 

SHG from strained semiconductors 

 

Currently, there is a growing use of nonlinear spectroscopic 

techniques such as SHG to non-destructively characterize strained 

semiconductors for optoelectronic applications. While it is a 

widely-researched topic, I found there to be limited research on 

surface electric field behavior of semiconductors under strained 

conditions. Consequently, the purpose of this section is to explore 

the current state of the field and outline the challenges related 

to the surface (electric) field determination of strained 

semiconductors.  
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In a theoretical study, Lyubchanskii et al 19 identified two 

types of strain that influence SHG of a strained semiconductor 

film. Specifically, they developed a phenomenological model that 

relates lattice misfit strain and misfit dislocation strain to a 

material’s 𝜒𝑖𝑗𝑘
(2)
 effective tensor components. Lattice misfit strain 

is a lateral strain defined as the ratio of a difference in lattice 

constants of a film (af) and substrate (as) to the lattice constant 

of the substrate (as). This misfit can be calculated by the 

following relation: 

𝑓 = (𝑎𝑓 − 𝑎𝑠)/𝑎𝑠 
 

However, misfit dislocation strain cannot be as easily 

related to the lattice constant. Instead this type of strain 

depends on the thickness of the strained film as well. For films 

less than a material specific parameter known as the critical 

thickness, there are almost no dislocations. However, for films 

greater than the critical thickness, there is dislocation strain 

both along and normal to the surface. For GaAs, the critical 

thickness is around 30 nm.  

 

Both types of strain contribute to the SHG of a strained film. 

To distinguish between the different contributions, the 

Lyubchanskii group postulated that these two types of strain can 

be separated by polarization analysis of the scattered light (i.e. 

by using specific probe output polarization angles). The effective 

𝜒𝑖𝑗𝑘
(2)
 tensor elements most sensitive to a dislocation strain can be 

observed with s-output SHG. On the other hand, p-output SHG was 

calculated to be sensitive to both dislocation and misfit strain 

types.  

 

Further evidence to support this approach to strained 

materials was experimentally verified by Jeong et al20. This study 

measured SHG from a strained piezoelectric film. The aim of the 

study was to identify and separate the lattice mismatch strain 

contribution to SHG from electric polarization in the strained 

piezoelectric film. The study highlighted the extraction of 3 𝜒𝑖𝑗𝑘
(2)
 

tensor components and photoelastic tensor elements from the RA-

SHG data. This study, however, did have some limitations. Due to 

the small number of tensor elements, one cannot generalize the 

findings to the entire 𝜒𝑖𝑗𝑘
(2)
 tensor. But the study did identify a 

gap in understanding and suggested further studies that are 

necessary to consider the association of strain and SHG intensities 

along different input polarization angles. 
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Similar to Jeong et al20, Sun et al21 and Tahini et al22 

discussed the importance of developing a theoretical picture for 

strain effects in crystalline semiconductors. Specifically, this 

study focused on three different semiconductors of particular 

importance to the CMOS industry: Si, Ge, and GaAs. The aim of the 

study was to provide a detailed investigation of strain altered 

band structures. This study highlighted that strain affects the 

band structures with deformation potentials in the conduction and 

valence band valleys. Consequently, such band distortions 

drastically affected carrier mobilities. For instance, GaAs was 

shown to have lower electron mobility and enhanced hole mobility 

by a factor of 10. These two factors affect carrier screening of 

the surface. This study, however, did have some limitations. 

Namely, the changes in the band structure did not translate 

directly to changes in nonlinear optical responses such as SHG. 

Nevertheless, this study did identify how strained III-V 

semiconductors change electronically which could possibly be 

exploited with resonant SHG measurements near the deformed band 

edges of strained materials.  

  

Similar to Lyubchanskii et al19,23 and Jeong et al20, Schriver 

et al24 discuss the importance of SHG in characterizing strained 

semiconductor thin films in their review article. Specifically, 

the review describes a potential for effectively characterizing 

different types of strain in silicon. The review suggests that any 

analytical model that can characterize the surface field behavior 

might apply to understanding the structural symmetry of strained 

silicon. The review found that relating material behavior to 

nonlinear optical responses could potentially lead to expanding 

the capabilities of strained silicon.  

 

In summary, the literature suggests that an analytical fit 

relating nonlinear optical and electric field behavior is 

pertinent in the characterization of strained semiconductors. 

However, no model has been shown in the literature that can relate 

most of the 27 𝜒𝑖𝑗𝑘
(2)
 tensor elements to the SHG data in strained 

semiconductors. Consequently, it is imperative that such a model 

can be demonstrated.  

 

Transient SHG spectroscopy of photoexcited semiconductors 

 

The analysis of transient SHG spectra from semiconductors can 

pose a significant challenge to researchers studying ultrafast 

photoinduced changes. While microscopic crystal structures can be 

deduced from transient SHG measurements, little has been 

understood about which field and bond contributions dominate such 

nonlinear responses. Consequently, extracting contributions from 
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SHG motivated the development of several transient SHG experiments 

and analyses.  

  

Understanding lattice dynamics with femtosecond time-resolved 

SHG can pose another significant challenge. Namely, changes in the 

linear dielectric function and the electron temperature after 

excitation are evident in transient SHG responses25,9,26 in metals 

after 2 ps. Consequently, semiconducting materials have slower 

heating timescales, which slows SHG contribution from the photo-

induced changes in the linear dielectric function. In this section, 

I review the major developments in transient SHG in semiconductors 

and provide context for the work in this dissertation. 

 

In a quantitative study, Nelson et al27 identified 

difficulties in characterizing ultrafast interfacial charge 

transfer at semiconductor interfaces. Time-resolved SH rotational 

anisotropy spectra for GaAs interfaces were performed at various 

temperatures. The study did not produce a direct model relating 

bond polarization, interatomic potentials, or dipole populations, 

but it did reveal a change in symmetry around SH wavelength of 410 

nm. The study suggests that for effective probing of charge carrier 

dynamics of III-V semiconductor surfaces, forming an experimental-

theoretical relationship between SH and ultrafast charge dynamics 

is imperative. This study further suggests that transient SH phase 

can be of great importance and incorporation in an analytical fit, 

thereby allowing characterization of long-lived surface fields. 

However, the study found that competing frequency-domain 

interferometric SH (FDISH) and electric field induced second 

harmonic (EFISH) intensities also contribute strongly to transient 

rotational azimuthal (RA-SHG) intensities. As a result, there was 

no determination of transient changes of surface bond 

polarizations, interatomic potentials, or dipole contributions 

after photoexcitation. 

 

 Further evidence to support the relevance of ultrafast SHG 

spectroscopy to characterize surface dynamics of III-V 

semiconductors was identified by Chang et al28. The aim of this 

study was to provide an experimentally verified general theory 

that describes how pump-induced displacements of surface atoms (or 

phonons) can be accurately detected with time-resolved SHG. This 

study highlighted that up to four pump-induced phonon mechanisms 

are responsible for changes in transient SHG. In the first 

mechanism, the pump pulse increases carrier density and the atoms 

are excited into new equilibrium positions. The newly-displaced 

atoms modify interatomic potential which is sensitive to SHG 

spectroscopy. A second mechanism is that excited carriers screen 

the built-in surface electric field, which in turn induces atomic 
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displacement. The third mechanism is sensitive to the crystal 

orientation and the pump polarization. It is related to the 

coherent vibrations in free molecules and molecular crystals. The 

fourth mechanism is the atomic displacement caused by rapid 

electronic excitation and de-excitation, in which the atoms 

accelerate when electrically excited. 

 

In summary, the authors observed an ultrafast increase in the 

SHG intensity for the GaAs (100) surface after photoexcitation and 

attributed this to rapid carrier-induced screening in the 

depletion field. The phonon driving mechanisms described earlier 

contributed to the oscillations found in the transient SHG spectra. 

Fourier transforms then delineated the periods of these 

oscillations and highlighted several THz phonon frequencies 

corresponding to interfacial and bulk phonons28.  

 

However, without knowledge of the surface construction, 

assigning bond behavior to transient SH response proves difficult. 

All vicinal surfaces in this study produced different transient SH 

spectra. If one were given a material to characterize without 

knowing the structural information beforehand, it would be 

difficult to assign SH response to specific atomic behaviors. 

Moreover, it is not possible generalize the findings to any 

crystalline material with this model. However, the study did 

identify a gap in correlating SH and lattice displacement which 

suggests that further studies should be carried out to consider 

the association between the two phenomena. 

 

 Similar to Chang et al28, Wilcox et al29 discussed the 

relevance of using time-resolved SHG measurements to characterize 

photoinduced charge transfer. The aim of the study was to resolve 

the direction of picosecond charge transfer after excitation. They 

measured TRSHG intensity and phase as a function of time after 

pump excitation. This study identified the challenges of reducing 

stray light and enhancing sensitivity. The method they used was a 

heterodyne detection scheme which has the advantage of reduced 

noise and detector dark current. In such a measurement, the phase 

of a transient signal of one wavelength is compared to the phase 

of a reference beam of another wavelength. The phase offset 

provides information about transient changes in the sample 

material.  

 

However, this type of measurement has several limitations. 

Phase-based heterodyned measurements cannot be used to extract 𝜒𝑖𝑗𝑘
(2)
 

tensor components without polarization rotation resolution. 

Another limitation becomes more evident in birefringent materials, 

which may have different ordinary and extraordinary refractive 
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indices depending on the wavelength. This restricts the 

application of this method to materials that do not display large 

wavelength dependences on refractive indices. Finally, this type 

of measurement requires comparing phase changes, which may be small 

in reflective transient SHG measurements. Nonetheless, a strength 

of this study is that a significant gap was highlighted relating 

changes in transient SHG to ultrafast interfacial processes.  

  

Interestingly, Park et al30 extended transient SHG measurement 

and analysis to probe organic semiconductor thin films. The aim of 

this study was to observe photoinduced charge separation dynamics 

in organic semiconductor thin films. The researchers sought to 

achieve this by observing time-resolved SHG responses. They found 

that the transient electric field perpendicular to the film surface 

interacts with the already existing surface space charge field 

present before irradiation. In addition to providing an accurate 

and simple physical understanding of photoexcited polymers, this 

model further demonstrated the versatility of a time-resolved 

nonlinear optical spectroscopy method to characterize surface 

dynamics. 

 

In summary, the literature suggests that an analytical fit 

relating time-resolved nonlinear optical responses and transient 

electric field behavior is pertinent in the characterization of 

semiconductors. However, a model has not been shown in the 

literature that can relate more than 3 𝜒𝑖𝑗𝑘
(2)
 tensor elements to the 

subpicosecond transient SHG response. Consequently, it is 

imperative that such a model can be demonstrated and aim to 

characterize III-V semiconductors as well as other types of 

crystalline materials. 

 

 Study One: Influence of static lattice distortions on 
polarization resolved SHG 
 

Objectives and Specific Aims 

 

The goal of Study 1 was to assess static surface fields in 

semiconductors undergoing various types of distortions. One key 

piece of this assessment is the relationship between distorted 

surface fields and static nonlinear optical responses. In previous 

studies, this relationship has been interpreted as either changes 

in the lattice symmetry through only one bulk 𝜒𝑖𝑗𝑘
(2)
  tensor 

component. However, existing experimental and analytical methods 

do not provide sufficient means of quantifying interrelated 

contributions to SHG. Nor do these methods quantify how lattice 

symmetry and 𝜒𝑖𝑗𝑘
(2)
 elements change with respect to static lattice 
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distortions. Study 1 aims to fill this gap in knowledge by 

isolating the 𝜒𝑖𝑗𝑘
(2)
 tensor components that contribute to the static 

SHG response and symmetries resulting from different lattice 

distortions. 

 

The major hypothesis to be tested is that different types of 

static lattice distortions affect lattice symmetry as well as 

interatomic potentials on the surface of crystalline materials. 

This hypothesis depends on the extraction of 𝜒𝑖𝑗𝑘
(2)
 tensor elements 

from static SHG measurements as a function of input polarization 

angle. While such extraction has been performed for undistorted 

free surface crystalline materials previously in the Tolk group18, 

it has not been operationalized in previous research. This study 

introduces an analytical approach that aims to isolate lateral and 

normal interatomic potential contributions to SHG from their 

respective 𝜒𝑖𝑗𝑘
(2)
 elements for distorted crystalline materials. This 

strategy focuses on the following three objectives: 

 

1. SHG symmetry response as a function of incident 

polarization angle. The first objective is to extend the 

characterization method developed in previous studies of 

Group IV semiconductors that focuses on the observation 

of polarization-dependent surface symmetry change as a 

function of incident polarization angle18. This extension 

includes surface contributions of III-V semiconductors.  

2. Changes in surface symmetries as a function of distortion 
type. The second objective is to observe changes in 

lattice surface symmetries of experimental PRSHG data 

through distortions like strain and band bending. 

3. Changes in lateral and normal electric surface fields as 
a function of distortion type. The final objective is to 

describe these fields due to strain and band bending.  

 

Experimental Methods 

 

The polarization-resolved SHG spectroscopy used in this work 

has been described elsewhere18 and the setup is shown in Figure 3.1 

below. The excitation light source is a tunable (750 nm – 900 nm) 

76 MHz Ti:sapphire laser delivering 120 fs pulses with an average 

power of 1200 mW. The experiments as explained in this dissertation 

are performed at 800 nm that induces a second harmonic frequency 

of 400 nm.  

 

The linear polarization of the incident probe beam is 

continuously rotated by a half-wave plate which is mounted on a 
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step rotation motor. For each value of φ (the polarization angle 

relative to the collision plane), a SHG intensity is recorded for 

a total of 61 angles between 0o and 360o. The SH wavelength of 400 

nm was chosen to observe surface behavior, since the escape depth 

of 400 nm in GaAs is 15 nm. The 400 nm SHG reflected beam is 

separated from the fundamental (800nm) reflection by a band-pass 

filter and directed into a photomultiplier tube (PMT) that is 

connected to photon counter (PC). The SHG intensity is then counted 

with a photon counter for at least 10 seconds to assure steady-

state SHG response. After 10 s collection at a polarization angle, 

the half waveplate is rotated to a new polarization angle and the 

process repeats. The SHG relative intensity values used in this 

study to calculate steady-state surface fields can be considered 

valid. 

 

 
Figure 3.1: Schematic of the setup (a) and sample configuration (b). Probe beam is 

incident on the sample surface at an incident angle of 45o. Polarization of the probe 

beam rotates from p-polarization (0o with respect to the collision plane) and s-

polarization (90o with respect to the collision plane) 

 

 Study Two: Influence of photoexcitation on time-resolved, 
polarization-resolved SHG 

 

Objectives and Specific Aims 

 

The goal of Study 2 was to assess the levels of subpicosecond 

interatomic potential behavior in semiconductors undergoing 

photoexcitation. One key piece of this assessment is the 

relationship between ultrafast excitation and changes in the 
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effective second order nonlinear susceptibility (𝜒𝑖𝑗𝑘
(2)
) tensor 

elements and second harmonic generation (SHG). The relationship 

has been interpreted as evidence of a sole transient electric field 

perpendicular to the film surface. However, existing research does 

not provide sufficient means of quantifying pump-induced changes 

in SHG due to multiple transient electric fields in several 

directions simultaneously.  

 

Study 2 aims to fill this gap in knowledge by isolating the 

𝜒𝑖𝑗𝑘
(2)
 tensor components that contribute to multi-directional pump-

induced electric fields and transient SHG symmetries. The major 

hypothesis to be tested is that pump-induced transient electric 

fields affect variations in transient SHG with respect to input 

polarization angle. This hypothesis depends on the extraction of 

𝜒𝑖𝑗𝑘
(2)
 tensor elements from transient SHG due to changing incident 

optical fields as a function of input polarization angle. This 

extraction of transient SHG based on input polarization has not 

been operationalized in previous research. This study introduces 

an analytical approach that aims to isolate transient fields in 

the x, y, and z directions from their respective 𝜒𝑖𝑗𝑘
(2)
 elements. 

This strategy focuses on the following three objectives: 

 

1. Pump-induced symmetry change as a function of time. The 
first objective is to extend the characterization method 

developed in Study 1 that focuses on the observation of 

polarization-dependent surface symmetry change as a 

function of time. 

2. Change in fields as a function of time. The second 

objective is to apply the analytical model developed in 

Study 1 in order to describe the transient field behaviors 

both lateral and normal to the free surface.  

3. Decay of transient fields. The final objective is to 

characterize the decay of lateral and normal transient 

fields to see if they are anisotropic or isotropic. 

 

Experimental Methods 

 

The transient PRSHG (TR-PRSHG) setup used in this work is 

similar to the PRSHG setup has been described in the Experimental 

Methods of Study 1 (Section 3.3). The excitation light source is 

a tunable 76 MHz Ti:sapphire laser delivering 120 fs pulses with 

an average power of 1200 mW. This source is split into a pump beam 

and a probe beam with a 50/50 beam splitter. A retroreflector 

mounted to a translation stage for the pump beam line delays the 

time between pump and probe pulses, allowing control of ultrafast 
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observations. For each value of Δt (the time delay between pump 

and probe beam pulses) and each value of φ (the probe polarization 

angle relative to the collision plane), a SHG intensity measurement 

is recorded for a total of 61 angles between 0o and 360o at 41 time 

points between -800 fs to 1200 fs.  

 

The 400 nm SHG probe is separated from the 800 nm reflected 

probe by a band-pass filter and directed into a photomultiplier 

tube. The total intensity is collected with a lock-in amplifier 

set to the frequency of the pump beam chopper. The linear 

polarization of the incident probe beam is continuously rotated in 

the collision plane by a half-wave plate mounted on a step rotation 

motor before the sample surface. The linear polarization of the 

pump beam remains horizontally polarized (p-polarized) throughout 

the measurement. Finally, the PMT voltage and lock-in settings 

were adjusted to separate nonlinear optical response to the level 

of dark current from the PMT and noise level of the lock-in 

amplifier. The SHG relative intensity values used in this study to 

calculate steady-state field dynamics can be considered valid. 

 

 
Figure 3.2: Schematic of the setup (a) and sample configuration (b). Probe beam is 

incident on the sample surface at an incident angle of 45o. Polarization of the probe 

beam rotates from p-polarization (0o with respect to the collision plane) and s-

polarization (90o with respect to the collision plane) 

 

 Summary 
 

Group III-V semiconductors such as gallium arsenide (GaAs) 

and gallium antimonide (GaSb) as well as the III-V alloy (AlxGa1-

xAs) were tested due to their strong nonlinear optical responses, 
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yielding any distinct SHG changes to be clearly seen. The studies 

utilize a polarization-dependent design. Polarization dependent 

SHG measurements allow the researcher to explore the main effects 

of dipole responses with varying the direction of the input optical 

fields.18,31 Polarization-dependent or polarization-resolved SHG 

measurements require fewer alignment changes than the more common 

rotational azimuthal SHG.  
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Chapter 4 

  

 Polarization-resolved Second Harmonic Generation from 

Strained and Unstrained III-V Interfaces: Phenomenological 

Theory and Experiments 

 

 Introduction 
 

Nonlinear optical spectroscopy serves as a valuable 

characterization method for materials vital to the semiconductor, 

photovoltaic, and biological sensing industries. One of the most 

common nonlinear optical characterization methods is second 

harmonic generation (SHG). This method is particularly sensitive 

to material symmetries, which are directly related to the 

electronic structure of materials. 

The most common experimental method for SHG characterization 

is rotational azimuthal SHG (RA-SHG), in which the sample is 

rotated and the SH intensity is collected as a function of sample 

azimuthal angle. For years, RA-SHG was successfully employed to 

characterize Group IV32,33, Group III-V34, magnetic35,36, and 

strained23,37,38 semiconductors. In 1987, Sipe, Moss, and van Driel14 

developed a phenomenological model to relate the SHG intensity as 

a function of sample azimuthal angle to the electric dipole, 

electric quadrupole, and magnetic quadrupole contributions. 

Subsequently, this breakthrough became the subject of intensive 

research in not only centrosymmetric semiconductors32,39,40, but also 

nonmagnetic noncentrosymmetric semiconductors41,42, as well as 

magnetic35,42–44 and antiferromagnetic crystals42,44,45. For the 

evaluation in centrosymmetric and noncentrosymmetric materials, 

the combination of rotational-azimuthal SHG (RA-SHG) and sample-

rotation-based phenomenological modeling14,15,46 has been applied 

effectively as an indicator of changes in some of the second order 

nonlinear optical susceptibility tensor elements14,23,46,47.  

 

However, there is a major limitation intrinsically connected 

to RA-SHG measurements and associated models. Specifically, the 

results obtained from these models are only applicable to specific 

crystal classes. Generally, a separate model is required for each 

material system. In the cases of strained heterostructures with 

deformed lattice structures, the model deviates even more from the 

data and a new model is necessary for each strained configuration. 

Therefore, such complex system cannot be accurately modeled with 

a RA-sensitive model. Therefore, it is of great interest to develop 

experimental and analytical techniques to probe strained 

semiconductors that are easily extendable to complex systems. 
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One possible solution is to employ an experimental technique 

currently used in other contexts. Structural information in 

biological samples48–53, nanocrystals54–56, polymers57–59, 

dichalcogenides60, and noncentrosymmetric surfaces of 

semiconductors18,61 can be uncovered by studying the polarization 

dependence of second harmonic generation (SHG) intensities while 

keeping the sample stationary. Analytical methods allow the 

extraction of second-order nonlinear tensor elements from SHG 

intensities as a function of polarization angle. 

 

This polarization-resolved SHG (PRSHG) experimental method 

can be exploited to understand steady-state lattice deformation 

and its effects on associated surface fields, interatomic 

potentials, and dipole populations of bare and strained 

semiconductors. In a similar way, PRSHG in combination with a new 

polarization-resolved phenomenological fit can be used to 

interpret multilayers as a single effective medium. With this 

interpretation, it is possible to calculate the relative effective 

second order nonlinear optical susceptibility tensor elements 𝜒𝑖𝑗𝑘
(2)  

and probe strain-induced lattice and field modifications. 

Specifically, a polarization-resolved phenomenological fit can 

relate contributions of electronic dipole populations and 

interatomic potentials to PRSHG intensities from specific 𝜒𝑖𝑗𝑘
(2)
 

tensor elements. In this way, the anharmonic potentials 

contributing to the surface lattice polarization can clearly be 

visualized without additional sample movement, and so are free 

from artifacts caused by variations in alignment during rotation. 

 

In this chapter, I use a generalization of second order 

nonlinear theory along with polarization-resolved experimental 

techniques to study steady-state lattice polarization on native-

oxide covered gallium arsenide (GaAs), low-temperature grown GaAs 

(LT-GaAs), gallium antimonide (GaSb)/gallium arsenide (GaAs) 

heterostructures, and gallium antimonide (GaSb)/aluminum gallium 

arsenide (AlxGa1-xAs) heterostructures. By using a polarization-

resolved phenomenological fit, I show that it is possible to 

retrieve the distribution of the static surface electric field, 

interatomic potentials, and dipole populations from the relative 

amplitudes of second-order nonlinear optical susceptibility tensor 

elements. This method uncovers steady-state surface field 

behaviors that are not visible with conventional rotation 

azimuthal measurements and related models. 

 

The chapter is organized as follows. Section 4.2 reviews the 

setup used in this study to obtain p-out and s-out second harmonic 

intensities as a function of input polarization angle. Also, 
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included in this section is a description of each sample used in 

this study. Section 4.3 presents the derivation of the 

polarization-resolved phenomenological fits which relate PRSHG 

intensities to specific second order nonlinear optical 

susceptibility tensor elements. As discussed in Chapter 2, these 

tensor elements relate directly to interatomic potentials and 

dipole populations, which give information about the surface 

lattice polarization. Section 4.4 presents experimental data from 

the several III-V heterostructures structures along with their 

respective fits developed in Section 4.3. The major focus of this 

section is to test the robustness and sensitivity of this fit to 

various structural configurations of III-V semiconductor 

interfaces. Finally, the chapter concludes with Section 4.6, which 

reviews the robustness of this fit and possible applications for 

further research. 

 

4.2  Methods 
 

Experimental Setup  
 

The polarization-resolved SHG spectroscope used in this work 

has been described elsewhere18 and the setup is shown in Figure 3.1 

below. The excitation light source is a tunable 76 MHz Ti:sapphire 

laser delivering 120 fs pulses with an average power of 1200 mW. 

The incident wavelength is set at 800 nm to generate 400 nm SHG. 

  

The linear polarization of the incident probe beam is then 

continuously rotated by a half-wave plate that is mounted on a 

step rotation motor. For each value of φ (the polarization angle 

relative to the collision plane), a SHG intensity measurement is 

recorded for a total of 61 angles between 0o and 360o. This SH 

wavelength was chosen to observe surface behavior, since the escape 

depth of 400 nm in GaAs is 15 nm. The 400 nm SHG reflected beam is 

separated from the 800nm reflection by a band-pass filter and 

directed into a photomultiplier tube (PMT) and photon counter (PC). 

The SHG intensity is then counted with a photon counter for at 

least 10 seconds to assure steady-state SHG response. After 10 s 

collection at a polarization angle, the half waveplate is rotated 

to a new polarization angle and the process repeats. The SHG 

relative intensity values used in this study to calculate steady-

state surface fields can be considered valid. 
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Figure 4.1: Schematic of the setup (a) and sample configuration (b). Probe beam is 

incident on the sample surface at an incident angle of 45o. Polarization of the probe 

beam rotates from p-polarization (0o with respect to the collision plane) and s-

polarization (90o with respect to the collision plane) 

 

Samples 
 

All samples other than bare GaAs were grown with molecular 

beam epitaxy (MBE). For these samples, the preparation procedures 

are described elsewhere62. The growth rates and conditions for the 

various thin films are reviewed below. 

 

20 nm GaSb on GaAs substrate. A 20 nm GaSb film was grown at 

a growth rate of 800 nm/h on top of a 100 nm undoped GaAs buffer 

layer. This GaAs buffer layer was first grown on a semi-insulating 

GaAs (100) substrate at a rate of 750 nm/h.  

 

20 nm GaSb/AlxGa1-xAs. A 20 nm GaSb film was grown by MBE with 

a growth rate of 800 nm/h on top of a 800 nm AlxGa1-xAs (x = 0.27) 

buffer layer. This AlGaAs layer was grown on a 100 nm undoped GaAs 

buffer layer at a rate of 800 nm/hr. The GaAs buffer layer was 

first grown on a semi-insulating GaAs (100) substrate at a rate of 

750 nm/h.  

 

400 nm GaSb/GaAs. A 400 nm GaSb film was grown at a substrate 

temperature of Ts = 490oC at a growth rate of 800 nm/h on top of a 

100 nm undoped GaAs buffer layer. This GaAs buffer layer was first 

grown on a semi-insulating GaAs (100) substrate at a rate of 750 

nm/h. 
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400 nm (low-temperature) LT-GaSb/GaAs. A 400 nm GaSb film was 

grown at a substrate temperature of Ts = 275oC at a growth rate of 

800 nm/h on top of a 100 nm undoped GaAs buffer layer. This GaAs 

buffer layer was first grown on a semi-insulating GaAs (100) 

substrate at a rate of 750 nm/h. 

 

4.3 Comprehensive SHG Phenomenological Model 
 

One of the basic concepts in nonlinear optics is to describe 

contributions to the nonlinear polarization of a material system 

as a function of the strength of an applied optical field.  For 

second-order nonlinear optical polarization, the analytical 

procedure is rather straightforward. Typical amplitudes of the 

second order response are several orders of magnitude smaller than 

the first order polarization. 

 

Strictly speaking, this enables the applicability of using a 

power series to describe the superposition of linear and nonlinear 

contributions to the resultant material’s polarization. 

Furthermore, it makes sense to apply Maxwell’s equations to 

generate an expression for the resultant nonlinear response. It is 

stipulated by the fact that in the material the nonlinear optical 

response is a direct result of the unequal charge acceleration in 

the material. This uneven electronic movement between atoms 

generates a time-varying polarization which couples to the applied 

electric field. From this, an analytical solution for fitting 

polarization-resolved SHG experimental data can be obtained in a 

straightforward way. 

 

The theoretical development for nonlinear optical response is 

described in Chapter 2. However, the following point is discussed 

here in some detail. Let us consider the circumstance in which the 

applied laser electric field incident upon a nonlinear optical 

medium. Specifically, the incident laser electric field with 

frequency 𝜔 is described by 
 

 𝐸(𝑡) = 𝐸𝑒−𝑖𝜔𝑡 + 𝑐. 𝑐. (4) 

 

The oscillating second order nonlinear polarization 𝑃(2)(𝑡) has the 
form 

The time-varying portion of that second order nonlinearity has a 

radiation of wavelength of 2ω1, or twice the incident wavelength 

ω1.  It is convenient to describe this time-varying polarization as  

 
𝑃(2)(𝑡) =∑𝑃(𝜔𝑛)𝑒

−𝑖𝜔𝑛𝑡 

n

 

 

(5) 
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The second order nonlinear polarization in a Cartesian direction 

i may be written as a function of the product field amplitudes in 

the following manner: 

 

with 
 

where 𝜒𝑖𝑗𝑘
(2) is the second-order susceptibility tensor and ijk are 

Cartesian field components.  

 

Since the focus of this study is on crystalline materials, 

symmetry conditions and Kleinman contracted notation (𝑑𝑖𝑗𝑘) can 
further simplify the above expression. Additionally, the SHG 

response further simplifies the 𝜒𝑖𝑗𝑘
(2) tensor since the input fields 

in the j and k directions are of the same wavelength ω1, making 

the two indices interchangeable.  Thus, Kleinman symmetry 

condition simplifies j and k into a combined l direction shown in 

the table below, where 1, 2, and 3 are x, y, and z Cartesian 

directions, respectively. 

jk: 11 22 33 23,32 31,13 12,21 

l: 1 2 3 4 5 6 
 

Such notation contracts the third rank 𝜒𝑖𝑗𝑘
(2)
 tensor into the 

following two-dimensional matrix dil  

 

  

 
𝑃2(𝑡) =∑𝑃(𝜔𝑛)𝑒

−𝑖𝜔𝑛𝑡 

n

= 𝜖0𝜒
(2)𝐸2(𝑡) 

 

(6) 

 
𝑃𝑖(𝜔3) = 𝜖0∑𝜒𝑖𝑗𝑘

(2)(𝜔3, 𝜔1, 𝜔1)𝐸𝑗(𝜔1)𝐸𝑘(𝜔1)

𝑗𝑘

 

 

(7) 

 
𝑑𝑖𝑙 =

1

2
𝜒𝑖𝑗𝑘
(2)   

 

(8) 

 

𝑑𝑖𝑙 = (

𝑑11 𝑑12 𝑑13 𝑑14 𝑑15 𝑑16
𝑑21 𝑑22 𝑑23 𝑑24 𝑑25 𝑑26
𝑑31 𝑑32 𝑑33 𝑑34 𝑑35 𝑑36

 ) 

(9) 
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Therefore, the total second order polarization in the x, y, and z 

directions can be expressed as the matrix equation below 

 

A crystal’s symmetry can also further simplify the 

polarization matrix, PNL. The periodic order in crystalline 

materials ensures that the interaction of the three electric fields 

(two incident fields and one resultant field) cancel each other, 

rendering certain dil matrix elements zero. This topic will be 

reviewed in Sections 4.3.1 and 4.3.2. Below is a table which 

denotes the nonzero tensor elements for each of the 32 crystal 

classes.  

 

𝑃(2𝜔1) = (

𝑃𝑥
𝑃𝑦
𝑃𝑧

) = 2𝜖𝑜 (

𝑑11 𝑑12 𝑑13 𝑑14 𝑑15 𝑑16
𝑑21 𝑑22 𝑑23 𝑑24 𝑑25 𝑑26
𝑑31 𝑑32 𝑑33 𝑑34 𝑑35 𝑑36

 )

(

 
 
 
 

𝐸𝑥𝑥
𝐸𝑦𝑦
𝐸𝑧𝑧
2𝐸𝑦𝐸𝑧
2𝐸𝑥𝐸𝑧
2𝐸𝑥𝐸𝑦)

 
 
 
 

 

= 2𝜖𝑜 (

𝑑11𝐸𝑥𝑥 + 𝑑12𝐸𝑦𝑦 + 𝑑13𝐸𝑧𝑧 + 2𝑑14𝐸𝑦𝐸𝑧 + 2𝑑15𝐸𝑥𝐸𝑧 + 2𝑑16𝐸𝑥𝐸𝑦
𝑑21𝐸𝑥𝑥 + 𝑑22𝐸𝑦𝑦 + 𝑑23𝐸𝑧𝑧 + 2𝑑24𝐸𝑦𝐸𝑧 + 2𝑑25𝐸𝑥𝐸𝑧 + 2𝑑26𝐸𝑥𝐸𝑦
𝑑31𝐸𝑥𝑥 + 𝑑32𝐸𝑦𝑦 + 𝑑33𝐸𝑧𝑧 + 2𝑑34𝐸𝑦𝐸𝑧 + 2𝑑35𝐸𝑥𝐸𝑧 + 2𝑑36𝐸𝑥𝐸𝑦

). 

 

(10) 
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Table 4.1: Form of the second-order susceptibility for each of the 32 crystal classes. 

Each element is denoted by its Cartesian indices. Source: Boyd13 
 

Moving to the experimental configuration, the electric field 

components Ex, Ey, and Ez for a laser with an incident angle θ are  
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where E is the amplitude of the electric field and ψ is the laser 

polarization with the convention that the polarization 

horizontally-oriented with respect to the collision plane is p-

polarized (0o) and vertically-oriented is s-polarized (90o) as 

shown in Figure 3.1. 

  

The dependence of the PRSHG intensity is general and can be 

expanded to any incident angle, any output PRSHG polarization, and 

any crystal structure.  In this case, the effect of input 

polarization angle on the generated harmonic intensities can be 

deduced with setting the incident angle and the collected 

polarization output angle collected by the PMT.  

 

In this study, I separately collect in two configurations: p-

out (0o) and s-out (90o). The contributions to the SHG outputs in 

p- and s-polarization outputs arise from different second-order 

nonlinear optical susceptibility tensor elements. The 

contributions of the tensor elements differ in their expressions 

because of their geometries. For both the p- and s-polarization 

outputs, the macroscopic PRSHG intensity as a function of input 

polarization angle (ψ) can be written in terms of the contracted 

Kleinman matrix elements.  

 

Of the two collected polarizations, I first turn the reader’s 

attention to p-polarization or 0o output. The resulting 

phenomenological models are then evaluated against experimental 

data of GaAs (100), strained GaSb/GaAs (100), and strained 

GaSb/AlGaAs. These measurements are complementary and are 

discussed together. 

 

Output p-polarization 
 

Considering an incident angle θ of 45o, the incident electric field 

components Ex, Ey, and Ez can be expressed as  

 

 

𝐸(𝜓) = (

𝐸𝑥
𝐸𝑦
𝐸𝑧

) = (

𝐸 cos 𝜃 cos𝜓
𝐸 sin𝜓

𝐸 sin 𝜃 cos𝜓
) 

 

(11) 

 

𝐸(𝜓) = (

𝐸𝑥
𝐸𝑦
𝐸𝑧

) =

(

  
 

1

√2
𝐸 cos𝜓

𝐸 sin𝜓
1

√2
𝐸 cos𝜓

)

  
 
. 

(12) 
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For the output p-polarization, only the nonlinear fields in 

the x and z directions are collected, leading to 

 

 

where E(2ω)ψ→p is the amplitude of the p-polarized output SH 

resultant electric field generated from the fundamental input 

polarization angle (ψ). From Equations (7) and (10), the electric 

field expression for the SH p-output yields 

 

 

for any crystal class. With the electric field matrix Eq.(9), the 

above equation becomes 

 

 

 Since the intensity of an electromagnetic field is the square of 

the electric field, the intensity can be described as 

 

where 

 

For the GaAs (100) surface, which has mm2 symmetry, only d15, d24, 

d31, d32, and d33 are nonzero elements. In bulk GaAs (100), which has 

symmetry of 43m, the tensor elements, d14, d25, and d36 are equal and 

nonzero. Together, these simplify the B, C, and D coefficients to  

 𝐸(2𝜔)𝜓→𝑝 = 𝐴𝑥𝑃𝑥 + 𝐴𝑧𝑃𝑧 (13) 

 𝐸(2𝜔)𝜓→𝑝 = 𝐴𝑥𝐸
2(𝑑11𝐸𝑥𝑥 + 𝑑12𝐸𝑦𝑦 + 𝑑13𝐸𝑧𝑧 + 2𝑑14𝐸𝑦𝐸𝑧 + 2𝑑15𝐸𝑥𝐸𝑧

+ 2𝑑16𝐸𝑥𝐸𝑦) + 𝐴𝑧𝐸
2(𝑑31𝐸𝑥𝑥 + 𝑑32𝐸𝑦𝑦 + 𝑑33𝐸𝑧𝑧 + 2𝑑34𝐸𝑦𝐸𝑧

+ 2𝑑35𝐸𝑥𝐸𝑧 + 2𝑑36𝐸𝑥𝐸𝑦) 

(14) 

 
𝐸(2𝜔)𝜓→𝑝 = 𝐴𝑥𝐸

2 (
1

2
𝑑11 cos

2 𝜓 + 𝑑12 sin
2𝜓 +

1

2
𝑑13 cos

2𝜓

+ √2𝑑14 cos𝜓 sin𝜓 + 𝑑15 cos
2𝜓 + √2𝑑16 cos𝜓 sin𝜓)

+ 𝐴𝑧𝐸
2(
1

2
𝑑31 cos

2𝜓 + 𝑑32 sin
2𝜓 +

1

2
𝑑33 cos

2 𝜓

+ √2𝑑34 cos𝜓 sin𝜓 + 𝑑35 cos
2𝜓 + √2𝑑36 cos𝜓 sin𝜓) 

(15) 

 𝐼(2𝜔)𝜓→𝑝 = |𝐸𝜓→𝑝(2𝜔)|
2 = |𝐵𝑝 cos

2𝜓 + 𝐶𝑝 cos𝜓 sin𝜓 + 𝐷𝑝 sin
2𝜓|

2
  (16) 

 
𝐵𝑝 =

1

2
(𝑑11 + 𝑑13 + 𝑑31 + 𝑑33) + 𝑑15 + 𝑑35 

𝐶𝑝 = √2 (𝑑14 + 𝑑16 + 𝑑34 + 𝑑36) 
𝐷𝑝 = 𝑑12 + 𝑑32 

 

(17) 

 
𝐵𝑝 =

1

2
(𝑑31 + 𝑑33) + 𝑑15 

(18) 
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To allow for fit tolerances, the above expression was expanded 

which increased the number of fit coefficients to five, yielding 

 

 

where  

 

Output s-polarization 
 

Following the same scheme, it is possible to derive expressions 

for the s-polarization output. Equation 10 is modified to describe 

the s-polarization electric field as  

 

where E(2ω)ψ→s is the amplitude of the resultant SH s-out 

polarization electric field generated by any ψ fundamental input 

polarization angle. From this equation, the s-out electric field 

as a function of input fundamental electric field yields 

 

 

for any crystal class. With the input electric field matrix 

Eq.(10), the output s-polarized SHG intensity as a function of 

input fundamental polarization angle is 

 

 

𝐶𝑝 = √2 (d14 + 𝑑36) 
𝐷𝑝 = 𝑑32 

 

 𝐼(2𝜔)𝜓→𝑝 =  𝐻 cos
4 𝜓 + 𝐽 cos3𝜓 sin𝜓 + 𝐾 cos2𝜓 sin2𝜓 +  𝐿 cos𝜓 sin3𝜓

+𝑀 sin4𝜓 

(19) 

 𝐻𝑝 = 𝐵𝑝
2 

𝐽𝑝 = 2𝐵𝑝𝐶𝑝 

𝐾𝑝 = 2𝐵𝑝 𝐷𝑝 + 𝐶𝑝
2 

𝐿𝑝 = 2𝐶𝑝𝐷𝑝 

𝑀𝑝 = 𝐷𝑝
2 

 

(20) 

 𝐸(2𝜔)𝜓→𝑠 = 𝐴𝑦𝑃𝑦 
 

(21) 

 𝐸(2𝜔)𝜓→𝑠 = 𝐴𝑦𝐸
2(𝑑21𝐸𝑥𝑥 + 𝑑22𝐸𝑦𝑦 + 𝑑23𝐸𝑧𝑧 + 2𝑑24𝐸𝑦𝐸𝑧 + 2𝑑25𝐸𝑥𝐸𝑧

+ 2𝑑26𝐸𝑥𝐸𝑦 

(22) 

   

 
𝐸(2𝜔)𝜓→𝑠 = 𝐴𝑦𝐸

2(
1

2
𝑑21 cos

2𝜓 + 𝑑22 sin
2𝜓 +

1

2
𝑑23 cos

2𝜓

+ √2𝑑24 cos𝜓 sin𝜓 + 𝑑25 cos
2𝜓 + √2𝑑26 cos𝜓 sin𝜓) 

 

(23) 
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which yields an intensity of the form 

 

where 

 

For the GaAs (100) surface, which has mm2 symmetry, only d15, 

d24, d31, d32, and d33 are nonzero. The bulk of GaAs has 43m symmetry 

which has only d14 = d25 = d36 as nonzero. Together, these 

contributions simplify the B, C, and D coefficients to  

 

 

To allow for fit tolerances, the above expression was expanded 

which increased the number of fit coefficients to five, yielding 

 

where 

 

For SHG measurements involving a photomultiplier tube and 

photon counter combination, an inherent dark current contributes 

to the SH background signal count. To account for this background 

count in the model, an extra term 𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑(2𝜔) is included in the 
fitting equation below 

 

 

 𝐼(2𝜔)𝜓→𝑠 = |𝐸𝜓→𝑠(2𝜔)|
2 = |𝐵𝑠 cos

2𝜓 + 𝐶𝑠 cos𝜓 sin𝜓 + 𝐷𝑠 sin
2𝜓|2  

 

(24) 

 
𝐵𝑠 =

1

2
(𝑑21 + 𝑑23) + 𝑑25 

𝐶𝑠 = √2 (𝑑24 + 𝑑26) 
𝐷𝑠 = 𝑑22 

 

(25) 

 𝐵𝑠 = 𝑑25 

𝐶𝑠 = √2 (𝑑24 + 𝑑26) 
𝐷𝑠 = 0. 

 

(26) 

 𝐼(2𝜔)𝜓→𝑠 = 𝐻𝑠 cos
4𝜓 + 𝐽𝑠 cos

3𝜓 sin𝜓 + 𝐾𝑠 cos
2𝜓 sin2𝜓 + 𝐿𝑠 cos𝜓 sin

3𝜓

+𝑀𝑠 sin
4𝜓 

 

(27) 

 𝐻𝑠 = 𝐵𝑠
2 

𝐽𝑠 = 2𝐵𝑠𝐶𝑠 
𝐾𝑠 = 2𝐵𝑠𝐷𝑠 + 𝐶𝑠

2 

𝐿𝑠 = 2𝐶𝑠𝐷𝑠 
𝑀𝑠 = 𝐷𝑠

2 

 

(28) 

 𝐼(2𝜔)𝜓→𝑝,𝑠 = 𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 + 𝐼(2𝜔)𝜓→𝑝,𝑠 (29) 
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In the case for both p-out and s-out PRSHG responses, the fit 

coefficients Bp/s, Cp/s, and D p/s can be obtained with the following 

relations: 

 

 

which can yield nonphysical complex values. To avoid this, I 

limit the arguments H and M to be greater than or equal to zero. 

With this limit, the values for B, C, D, and subsequently the 𝑋𝑖𝑗𝑘
(2)
 

tensor elements are physical.   

 

The tensor element contributions can then be extracted from 

the p-out and s-out PRSHG data and fit coefficients through Eq. 

(14), (22), and (27) to produce the relationships in Table 4.2 

below. 

𝑿𝒊𝒋𝒌
(𝟐)
 Calculated from Fit Coefficients 

1

2
(𝑋𝑥𝑥𝑥

(2) + 𝑋𝑧𝑧𝑧
(2) + 𝑋𝑧𝑥𝑥

(2) + 𝑋𝑧𝑧𝑧
(2)) + 𝑋𝑥𝑥𝑧

(2) + 𝑋𝑧𝑥𝑧
(2)
 

2𝐵𝑝 

𝑋𝑥𝑦𝑧
(2)
+ 𝑋𝑥𝑥𝑦

(2)
+ 𝑋𝑧𝑦𝑧

(2)
+ 𝑋𝑧𝑥𝑦

(2)
 √2𝐶𝑃 

𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 2𝐷𝑝 

1

2
(𝑋𝑦𝑥𝑥

(2) + 𝑋𝑦𝑧𝑧
(2) ) + 𝑋𝑦𝑦𝑥

(2)
 

2𝐵𝑠 

𝑋𝑦𝑦𝑧
(2) + 𝑋𝑦𝑦𝑥

(2)
 √2𝐶𝑠 

𝑋𝑦𝑦𝑦
(2)

 2𝐷𝑠 

Table 4.2: Second order nonlinear optical susceptibility tensor elements calculated from 

fit coefficients 

 

 Results and Discussion 
 

In this work, I implemented polarization-resolved SHG 

experimental methods and to probe the orientation of the surface 

lattice polarization on various III-V interfaces. In the following 

sections, I present the results of the phenomenological fit to the 

experimental data for III-V free surfaces, defect-heavy thin 

films, and heterostructures. In this way, relative nonlinear 

optical susceptibility tensor elements can be effectively modeled 

with great sensitivity to structure, defects, and strain. However, 

I ignore resonant nonlinear responses near the band gap. In this 

 |𝐵𝑝,𝑠|  = √𝐻𝑝,𝑠  

|𝐷𝑝,𝑠| = √𝑀𝑝,𝑠 

|𝐶𝐽| =
𝐽

2|𝐵𝑝,𝑠|
 

|𝐶𝐿| =
𝐿

2|𝐷𝑝,𝑠|
 

(30) 
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section, I present the applications of this model to four specific 

samples: (100) GaAs, low-temperature GaAs (100), and GaSb/GaAs and 

GaSb/AlGaAs heterostructures. The structural parameters of 

noncentrosymmetric surfaces are often expressed in terms of 27 

second-order nonlinear optical susceptibility tensor elements, 

which relate the SH intensities to specific dominant lattice 

polarizations. All fits in this study were performed in OriginPro 

9.0. 

 

PRSHG of native-oxide GaAs (100)  

 

The p- and s-polarized output PRSHG responses from native-

oxide GaAs (100) are presented in Figure 4.2. This figure shows 

the single beam PRSHG spectra as a function of incident probe 

polarization angle with 0o (p-polarized) defined as parallel to 

the collision plane between pump and probe and 90o (s-polarized) 

defined as perpendicular to the collision plane. For both 

measurements, the SH intensities were recorded for 61 incident 

polarization angles between 0o and 360o.  

 

To compare the trends in the p-out and s-out PRSHG data, each 

data set was normalized to its maximum to remove variation between 

the spectra during collection. The solid red lines indicate the 

previously mentioned fits derived in Section 4.3. From this figure, 

it is clearly seen that the fits (red lines) match closely to both 

sets of polarization-resolved SHG data.  

 

 
Figure 4.2: PRSHG obtained for native-oxide GaAs (100). The data are shown for p-

polarized (0o) output (a) as well as s-polarized (90o) output (b). 

 

From comparing the experimental results of both 

configurations, it is evident that the material responses are well 

reproduced by the polarization-resolved phenomenological fit 

equations (26) and (27) to obtain the fitting coefficients I, Bp, 

Cp, Dp, Bs, Cs, and Ds given in Equations (16), (24), and (26). 
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These coefficients for GaAs (100) are shown in Table 4.3. From the 

fit coefficients in Table 4.3 for GaAs under no external strain, 

I obtain the 𝜒𝑖𝑗𝑘
(2)
 tensor elements shown in Table 4.4.  

 

GaAs (100) 

 p-out s-out 

Fit from 

Eq. (26) 

Hp 0.004 Hs 0.302 

Jp -0.115 Js -0.024 

Kp 0.402 Ks 0.596 

Lp 0.639 Ls -0.064 

Mp 0.359 Ms 0.365 

I 0.497 I 0.608 

Calculated 

from Eq. 

(27) 

Bp 0.066 Bs 0.549 

Dp 0.599 Ds 0.605 

CJ 0.870 CJ 0.022 

CL 0.533 CL 0.053 
Table 4.3: Fit coefficients from Equations 26 and 27 for normalized PRSHG s-out and p-

out data on (100) GaAs 

 

 

The polarization-resolved fit of second order nonlinear 

optical properties are in good agreement with previous bond-charge 

and RA-SHG models. The results from the polarization-resolved 

phenomenological fits to the data reveal that several prominent 

features of the nonlinear optical responses arise from the 

combinations of specific tensor elements, and that the effects in 

the observed SH intensities are small perturbations of these tensor 

elements. When the 𝑋𝑖𝑗𝑘
(2)
 tensor elements from this model are compared 

to previous work done by others, it is evident that the ones that 

contribute the most to the PRSHG intensities match those found in 

the Sipe RA-SHG model for noncentrosymmetric cubic semiconductors. 

This indicates that, to a good approximation, the extraction of 

relative 𝑋𝑖𝑗𝑘
(2)
 tensor elements are indeed transferable to new 

geometries and materials.  
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Calculated from Fit 

Coefficients 
𝑿𝒊𝒋𝒌
(𝟐)
 

2𝐵𝑝 0.132 1

2
(𝑋𝑥𝑥𝑥

(2) + 𝑋𝑧𝑥𝑧
(2) + 𝑋𝑧𝑥𝑥

(2) + 𝑋𝑧𝑧𝑧
(2)) + 𝑋𝑥𝑥𝑧

(2) + 𝑋𝑧𝑥𝑧
(2)
 

√2𝐶𝑃 0.992 𝑋𝑥𝑦𝑧
(2) + 𝑋𝑥𝑥𝑦

(2) + 𝑋𝑧𝑦𝑧
(2) + 𝑋𝑧𝑥𝑦

(2)
 

2𝐷𝑝 1.198 𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 

2𝐵𝑠 1.098 1

2
(𝑋𝑦𝑥𝑥

(2) + 𝑋𝑦𝑧𝑧
(2) ) + 𝑋𝑦𝑦𝑥

(2)
 

√2𝐶𝑠 0.0375 𝑋𝑦𝑦𝑧
(2) + 𝑋𝑦𝑦𝑥

(2)
 

2𝐷𝑠 1.210 𝑋𝑦𝑦𝑦
(2)

 

Table 4.4: Normalized second order nonlinear optical susceptibility tensor elements 

for (100) native-oxide GaAs PRSHG s-out and p-out data  

 

PRSHG of low-temperature GaSb on GaAs 

 

In this work, I also utilized the same procedure to probe the 

orientation of the depletion-field lattice polarization on high-

defect low-temperature grown III-V heterostructures, specifically 

GaSb thin films grown on GaAs substrates. In principle, one should 

be able to use this method to characterize surface defects caused 

by growth conditions of semiconductors. Here, I will focus on the 

consequences that low-temperature growth defects have on PRSHG 

spectra. The comparison between low-temperature grown GaSb (LT-

GaSb) and normally grown GaSb films is illustrated in Figure 4.3. 

To compare the trends in PRSHG data between the two samples, each 

data set was normalized to its maximum. This removes sources of 

alignment variation between SH spectra during collection.  
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Figure 4.3: PRSHG obtained for (100) 400 nm low-temperature-grown LT-GaSb on GaAs and 

400 nm GaSb on GaAs substrate. The data are shown for p-polarized (0o) output (a), (b) 

as well as s-polarized (90o) output (c),(d). 

 

For 400 nm GaSb and 400 nm low-temperature GaSb films grown 

on GaAs substrates, Figure 4.3 shows the p-out and s-out PRSHG 

spectra as well as the phenomenological fits (red lines) to the p-

out and s-out PRSHG data for 400 nm LT GaSb/GaAs (a), 400 nm 

GaSb/GaAs (100) (b) and p-out PRSHG data for 400 nm LT GaSb/GaAs 

(c), 400 nm GaSb/GaAs(100) (d). The red lines are the fits 

discussed in Section 4.3 as a function of incident probe 

polarization angle. To my knowledge, this is the first discussion 

of all 27 tensor elements from SHG spectra. From this figure, it 

is evident that there is considerable agreement between the fit 

and PRSHG responses in all four cases. The fitting coefficients 

from the model are displayed below in Table 4.5.  

 

LT-GaSb/GaAs Heterostructures 

p-out 

 400 nm GaSb/GaAs 400 nm LT-GaSb/GaAs 

Fit from  

Eq. (26) 

Hp 0.420 0.093 
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 Jp -0.626 3.092e-4 

 Kp 0.142 0.375 

 Lp -0.153 0.597 

 Mp 0.213 0.317 

 I 0.419 0.524 

Calculated 

from Eq. 

(27) 

Bp 0.648 0.305 

 Dp 0.462 0.563 

 CJ 0.483 -- 

 CL 0.166 0.530 

s-out 

Fit from  

Eq. (26) 

Hs 0.042 0.014 

 Js -0.434 -0.007 

 Ks 1.224 1.569 

 Ls -1.052 -1.485 

 Ms 0.237 0.395 

 I 0.165 0.064 

Calculated 

from Eq. 

(27) 

Bs 0.205 0.120 

 Ds 0.486 0.629 

 CJ 1.058 0.030 

 CL 1.081 1.181 
Table 4.5: Fit coefficients from Equations 26 and 27 for normalized PRSHG s-out and p-

out data on 400 nm LT-GaSb/GaAs and 400 nm GaSb/GaAs heterostructures 

 

In order on include defect-induced lattice polarization in 

the model described earlier, the model includes the defect 

concentrations as effective 𝜒𝑖𝑗𝑘
(2)
 tensor elements. Since changes in 

SHG intensity are proportional to defect density as discussed in 

previous studies63,64, one possibly could relate variations in 

effective 𝜒𝑖𝑗𝑘
(2)
 tensor elements directly to interatomic potentials 

and dipole populations affected by defect densities. These results 

indicate that this experimental and analytical method is well 

optimized for a description of growth-mediated defects as well as 

bare surfaces and buried heterointerfaces.  

 

400 nm GaSb/As and LT-GaSb/GaAs Heterostructures 

Normalized Effective 𝑋𝑖𝑗𝑘
(2)
 400 nm 

GaSb/GaAs 

400 nm LT-

GaSb/GaAs 

1

2
(𝑋𝑥𝑥𝑥

(2) + 𝑋𝑧𝑥𝑧
(2) + 𝑋𝑧𝑥𝑥

(2) + 𝑋𝑧𝑧𝑧
(2))

+ 𝑋𝑥𝑥𝑧
(2) + 𝑋𝑧𝑥𝑧

(2)
 

1.296 

 

0.610 
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𝑋𝑥𝑦𝑧
(2)
+ 𝑋𝑥𝑥𝑦

(2)
+ 𝑋𝑧𝑦𝑧

(2)
+ 𝑋𝑧𝑥𝑦

(2)
 0.459 0.750 

𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 0.924 1.126 

1

2
(𝑋𝑦𝑥𝑥

(2) + 𝑋𝑦𝑧𝑧
(2) ) + 𝑋𝑦𝑦𝑥

(2)
 

0.410 0.240 

𝑋𝑦𝑦𝑧
(2) + 𝑋𝑦𝑦𝑥

(2)
 1.070 1.670 

𝑋𝑦𝑦𝑦
(2)

 0.972 1.258 

Table 4.6: Normalized second order nonlinear optical susceptibility tensor elements for 

PRSHG s-out and p-out data on 400 nm LT-GaSb/GaAs and 400 nm GaSb/GaAs heterostructures 

 

The tensor elements display defect-sensitive responses not 

only in the p-out PRSHG response but also in the s-output PRSHG 

response at 3.1 eV. Although the normalized 𝑋𝑦𝑦𝑦
(2)

 and 𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 

tensor elements increase for the low-temperature grown sample, 

this is counterbalanced by the drastic decrease of the 
1

2
(𝑋𝑥𝑥𝑥

(2) + 𝑋𝑧𝑥𝑧
(2) +

𝑋𝑧𝑥𝑥
(2) + 𝑋𝑧𝑧𝑧

(2)) + 𝑋𝑥𝑥𝑧
(2) + 𝑋𝑧𝑥𝑧

(2)
 element group, resulting in marked changes in 

the PRSHG responses.  

 

For the LT-GaSb film, the s-out PRSHG displays distinct peaks 

at 30o and 210o that are noticeably absent from the normally grown 

GaSb film. Therefore, the low-temperature defects cause an 

enhancement from the normalized 𝑋𝑦𝑦𝑦
(2)

 and 𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 tensor elements. 

This varied response could be understood within the context of 

defect-dependence on low-temperature grown III-V semiconductors. 

In previous work, such growth conditions were credited to the 

creation of native point defects, specifically antisite AsGa and 

gallium vacancies (VGa) defects. Antisite AsGa and VGa defect 

distortions relieve the strain in the low-temperature GaSb65,66. The 

relief of this strain normal to the surface is compensated by 

lateral strain in the x and y directions. Such compensation 

increases the value of the y-based tensor elements which manifests 

in the s-out PRSHG response. 
 

This enhancement is not only observed in the s-out PRSHG. For 

instance, the p-out PRSHG response displays a noticeable 

suppression of the peaks at 160o and 340o. The only set of tensor 

elements undergoing a decrease is 
1

2
(𝑋𝑥𝑥𝑥

(2) + 𝑋𝑧𝑥𝑧
(2) + 𝑋𝑧𝑥𝑥

(2) + 𝑋𝑧𝑧𝑧
(2)) + 𝑋𝑥𝑥𝑧

(2) + 𝑋𝑧𝑥𝑧
(2)
, 

by about half. This set of tensor elements dominates the p-out 

PRSHG response of as-grown GaSb whereas it is the smallest 

contribution for the low-temperature grown GaSb. This varied SH 

response could be understood within the context of defect-

sensitivity mentioned earlier with s-out PRSHG. The same antisite 

AsGa and VGa defect distortions relieve perpendicular strain in the 

low-temperature GaSb65,66. The relief of this strain normal to the 

surface is compensated in lateral strain in the y direction. Such 
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compensation increases the value of the 𝑋𝑥𝑦𝑧
(2)
+ 𝑋𝑥𝑥𝑦

(2)
+ 𝑋𝑧𝑦𝑧

(2)
+ 𝑋𝑧𝑥𝑦

(2)
 and 

𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 to a much greater extent. The model developed in this 

study appears to be rather sensitive to such defects at fundamental 

wavelengths above the band gaps of both III-V semiconductors.  

 

PRSHG of GaSb/GaAs and GaSb/AlGaAs heterostructures 

 

Since previous SHG measurements and models have not 

effectively distinguished resonant electronic contributions in 

strained semiconductors, I placed special emphasis on obtaining at 

least one case of band gap distortion in strained III-V 

semiconductors. To this effect, I implemented polarization-

resolved SHG spectroscopy to probe the orientation of the 

depletion-field lattice polarization on strained III-V 

heterostructures, specifically GaSb/GaAs and GaSb/AlGaAs bilayers. 

This is the first discussion of all 27 tensor elements from SHG 

spectra originating from the surface of buried III-V 

heterointerfaces. 

 

To test the effect band gap distortion has on nonlinear 

optical responses, I excited SHG with a fundamental frequency (1.5 

eV) between the band gaps of the GaSb film (0.73 eV) and AlGaAs 

substrate (1.76 eV). If intermediate band structures exist near 

1.5 eV, a resonance contribution to the SHG intensity is likely to 

at the GaSb/AlGaAs heterointerface. Within this context, I find 

that the dominant interaction of the surface PRSHG response is due 

to resonant electron contribution from the AlGaAs (27% Al) 

substrate. To compare the trends in the data between the two 

samples, each data set was normalized to its maximum. This should 

remove sources of alignment variation between SH spectra during 
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collection.

 

 
Figure 4.4 PRSHG obtained for (100) 20 nm GaSb on GaAs (a),(c) and 20 nm GaSb on AlGaAs 

substrate (b),(d). The data are shown for p-polarized (0o) output (a), (b) as well as s-

polarized (90o) output (c),(d). 

 

Figure 4.4 shows the result of the phenomenological fit (red 

lines) to 20 nm GaSb/GaAs s-out (a)and p-out (c) PRSHG data as 

well as the 20 nm GaSb/AlGaAs s-out (b)and p-out (d) PRSHG data. 

The fit closely matches spectra structures, of all but Figure 4d. 

These relate to resonant electronic contributions compounded by 

effect that strain has have on the band structure. The nonlinear 

response may be increased in regions of strain and suppressed in 

regions without strain as shown in the previous sections. To 

determine which tensor elements are affected, I employ the 

macroscopic polarization-resolved fit mentioned in the previous 

sections. These fit coefficients from the normalized PRSHG data of 

the 20 nm GaSb/GaAs and 20 nm GaSb/AlxGa1-xAs heterostructures are 

summarized in Table 4.7 below. 
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20 nm GaSb/GaAs and 20 nm GaSb/Al0.27Ga0.73As Heterostructures 

p-out 

 20 nm GaSb/GaAs 20 nm GaSb/Al0.27Ga0.73As 

Fit from  

Eq. (26) 

Hp 0.303 0.057 

Jp -0.636 -0.134 

Kp 1.479 2.368 

Lp -0.248 -0.368 

Mp 0.000 0.669 

I 0.270 0.058 

Calculated 

from Eq. 

(27) 

Bp 0.550 0.239 

 Dp 0.000 0.818 

 CJ 0.578 0.280 

 CL -- 0.225 

s-out 

Fit from  

Eq. (26) 

Hs 0.042 -- 

 Js -0.434 0.183 

 Ks 1.224 2.512 

 Ls -1.052 -0.235 

 Ms 0.237 -- 

 I 0.165 -- 

Calculated 

from Eq. 

(27) 

Bs 0.205 -- 

 Ds 0.486 -- 

 CJ 1.058 
Ck  1.585 

 CL 1.081 
Table 4.7: Fit coefficients from Equations 26 and 27 for normalized PRSHG s-out and p-

out data on 20 nm GaSb/GaAs and 20 nm GaSb/Al0.27Ga0.73As heterostructures 

 

From the fit coefficients in Table 4.7 and the relations in 

Table 4.2, it is possible to determine the 27 second order 

nonlinear optical susceptibility tensor elements for 20 nm 

GaSb/GaAs and 20 nm GaSb/AlGaAs heterostructures. These elements 

are given in Table 4.8 below. 
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 20 nm GaSb/As and GaSb/AlGaAs Heterostructures 

 Xijk
(2)
 20 nm 

GaSb/GaAs 

20 nm 

GaSb/Al0.27Ga0.73As 

p-out 

1

2
(Xxxx
(2) + Xzxz

(2) + Xzxx
(2) + Xzzz

(2) )

+ Xxxz
(2) + Xzxz

(2)
 

1.100 0.478 

Xxyz
(2) + Xxxy

(2) + Xzyz
(2) + Xzxy

(2)
 0.817 0.357 

Xxyy
(2) + Xzyy

(2)
 -- 1.636 

s-out 

1

2
(Xyxx
(2) + Xyzz

(2) ) + Xyyx
(2)

 
0.084 -- 

Xyyz
(2) + Xyyx

(2)
 1.512 2.242 

Xyyy
(2)

 0.972 -- 

Table 4.8: Normalized second order nonlinear optical susceptibility tensor elements for 

PRSHG s-out and p-out data on 20 nm GaSb/GaAs and 20 nm GaSb/Al0.27Ga0.73As heterostructures 

 

From Table 4.8, it is clear that  

the factors 
1

2
(𝑋𝑥𝑥𝑥

(2) + 𝑋𝑧𝑥𝑧
(2) + 𝑋𝑧𝑥𝑥

(2) + 𝑋𝑧𝑧𝑧
(2)) + 𝑋𝑥𝑥𝑧

(2) + 𝑋𝑧𝑥𝑧
(2)
 and  

Xxyz
(2) + Xxxy

(2) + Xzyz
(2) + Xzxy

(2)   are responsible for the p-out PRSHG  signal at 
3.1 eV for the 20 nm GaSb/GaAs. The last  

𝑋𝑖𝑗𝑘
(2)
 relation does not contribute significantly to the PRSHG spectra 

for this sample. For the s-out PRSHG signal, the 𝑋𝑦𝑦𝑧
(2) + 𝑋𝑦𝑦𝑥

(2)
 

contribution is dominant. From these observations, it is clear 

that the GaSb layer at the interface is considerably strained 

normal to the interface. 

  

This behavior is in good agreement with RA-SHG experiments on 

various thicknesses of strained III-V multilayers. For film 

thicknesses below the critical thickness, it is reported that the 

distortion caused by the difference in lattice constants creates  

strains  which affect SHG intensities19,20,23. Furthermore, other 

studies have postulated that the strained films form an estimated 

defect density, which produces increased SHG intensity63,64. It is 

reasonable to speculate that the strained film produces distorted 

interatomic potentials in the depletion field which is sensitive 

to PRSHG spectroscopy. 

 

For the 20 nm GaSb/AlGaAs heterostruture, the factor 𝑋𝑥𝑦𝑦
(2) +

𝑋𝑧𝑦𝑦
(2)

 factor contributes the most to the p-out PRSHG intensity as 

shown in Table 4.8. From this information, one could surmise that 

the GaSb film is more strained by the AlGaAs substrate than by the 

GaAs substrate. However, that is not the case. Both 20 nm GaSb 

films have similar levels of increased strain due to the 
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differences in lattice constants between GaAs (a = 5.65325 Å), 

GaSb (a = 6.09593 Å) and Al0.27Ga0.73As (5.65541 Å). Therefore, this 

lattice mismatch between GaSb and Al0.27Ga0.73As is about the same 

as the mismatch between GaSb and GaAs, so the strain is not much 

different between the two heterostructures and would not explain 

the observed differences between the PRSHG responses. 

 

One explanation for the varied PRSHG responses is resonance 

behavior.  From the discussion in Chapter 2, resonance second 

harmonic response can be generated when either the fundamental 

excitation or harmonic response is the same frequency as a level 

in the band structure. In the case of the GaSb/GaAs 

heterostructure, the fundamental beam of 1.55 eV is larger than 

the GaSb band gap (0.726 eV) and the GaAs band gap (1.424 eV). 

However, the fundamental beam of 1.55 eV falls within the 

intermediate bands of the strained GaSb/AlGaAs heterostructure. 

This effect is illustrated below in Figure 4.5. Therefore, this 

data for the AlGaAs substrate does confirms the statement that the 

resonant electronic contribution from the subsurface could 

dominate the nonlinear optical response. In fact, it may have a 

larger contribution than the interfacial strain.  

         
Figure 4.5: Simplified band diagram of interfacial band distortion in III-V semiconductor 

heterostructures  

 

The model developed in this study cannot readily determine 

the resonant contributions to nonlinear optical responses. 

However, based on trends found in this study, I offer suggestions 

for future work that isolate resonant contributions to PRSHG 

spectra. For example, one could vary the input fundamental probe 

frequency to quantitatively study the resonance-related increase 

of the 𝑋𝑦𝑦𝑧
(2) + 𝑋𝑦𝑦𝑥

(2)
 and  

𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 tensor elements to understand how the distorted band 

structure of the GaAs/AlGaAs system contribute to the nonlinear 
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optical behavior of III-V heterostructures. However, that is 

beyond the scope of this study but serves as a starting point for 

future experiments. To summarize, the results clearly show that 

PRSHG is sensitive not only to strain and vacancy defects but also 

to the resonant SHG responses of buried III-V semiconductor alloy 

interfaces. 

 

 Conclusions 
 

In summary, I have applied a polarization-resolved model to 

study the surface lattice polarizations of free and buried 

interfaces of III-V semiconductors in three cases. The 

phenomenological fit developed in this study has been shown to 

qualitatively reproduce most of the experimental features of the 

PRSHG spectra from free interfaces, growth-mediated defects, and 

strained thin films. By fitting the coefficients of this model to 

the data, it is possible to relate SH intensities to specific 

interatomic potential changes in the depletion region caused by 

strain from the relationships between all 27 𝜒𝑖𝑗𝑘
(2)
 tensor elements.  

 

However, the model does not account for resonant electronic 

behavior from the mid-gap GaSb/AlGaAs heterostructure. This 

suggests that resonant electronic contributions to the PRSHG 

spectra may not be as easily fit with this method. The sensitivity 

shown by this model is such that one can refine PRSHG response by 

varying experimental parameters such as wavelength to induce 

resonant PRSHG responses. To understand interatomic potentials 

without the influence of such resonances, the GaAs/AlGaAs sample 

should be studied at various wavelengths away from the band gap of 

AlGaAs. However, this is beyond the scope of this chapter. Although 

the model is not accurate for determining which tensor elements 

contribute to resonant PRSHG intensities, it provides an 

appropriate starting point for more detailed models of the PRSHG 

spectra. More importantly, the primary advantage of this approach 

is its applicability to both surface and bulk polarizations. In 

conclusion, such work leads the way to structural quantitative 

characterization of crystalline materials. 
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Chapter 5 

 

 Characterization of Depletion-Field Dynamics in GaAs by Time- 

and Polarization-resolved Second Harmonic Generation 

 

5.1 Introduction 

 

Structural field dynamics are key parameters in a large 

variety of ultrafast optoelectronic phenomena. Polarization-

sensitive imaging has been exploited in biology to image in vivo67 

and in vitro 3D molecular orientation distributions of collagen 

fibrils51,68,69, skeletal muscles70, microtubles53, and thick tissues71 

among others. Deducing 3D structural information in semiconductors 

using polarization-resolved second harmonic generation data is the 

next logical step.  

 

Since the introduction of second harmonic generation (SHG) 

microscopy in semiconductor imaging, it has been widely used to 

image disorder from free-surface, buried-surface, micro- and 

nanopatterned, and ion-implanted57,72 semiconductors. Coherent SHG 

occurring naturally at noncentrosymmetric surfaces is currently 

exploited as a functional opportunity for the development of 

ultrafast surface optoelectronics. In addition to monitoring 

atomic distortions native to the material, SHG can also 

characterize the controllable active distortions of lattice 

polarizations caused by photoexcitation from a femtosecond laser 

pulse. 

  

Previously, semiconductors have been imaged through 

rotational azimuthal second harmonic generation (RA-SHG) based on 

the use of a phenomenological model dependent on the rotation of 

the probed sample. Such measurements and models applied to III-V 

semiconductors, specifically gallium arsenide (GaAs), have shown 

that the GaAs structure can be reduced to an equivalent material 

with only 4 tetrahedrally-bonded atoms73,74. Many works have 

developed this bonded model to quantify atomic order in III-V 

semiconductors from experimental data.  

 

In complex environments, however, such as pump-induced 

variations in surfaces of III-V semiconductors, more complex 

behavior is expected. It is imperative to create a model for this 

behavior. Tentative analyses have been performed in this direction 

by collecting transient SHG data at one polarization angle.75 

However, these models are incomplete because adding a single 

ultrafast parameter to the analysis of the nonlinear optical 

susceptibility tensor elements leads to ambiguous and incomplete 
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determinations. In addition, these parameters remain dependent on 

extreme lattice disordering only available through nonthermal and 

thermal melting at high laser fluences (> 1kJ/m2).  

 

Finally, the estimation quality of the second order nonlinear 

optical susceptibility tensor elements strongly depends on the 

reliability of the SHG measurements, which can be difficult to 

maintain while rotating the sample during RA-SHG collection. For 

RA-SHG measurements, incorporating a time-resolved component in 

addition to sample rotation drastically increases the difficulty 

of the measurements as well as the noise level of the data. Through 

the interpretation of transient RA-SHG responses, the connection 

of an analytical bond-based model to the phenomenological sample 

rotational azimuthal model ultimately fails to provide a reliable 

picture of transient interatomic potentials, dipole populations, 

and fields. 

 

Here, I propose a novel phenomenological fit and an 

experimental method to encompass all available orientational 

transient behaviors without the need to rely on a bond-based model 

or an inherently noisy experimental method. Along the same lines 

as what has been previously developed for polarization analyses in 

biological samples, I base this approach on a tensor analysis of 

the second order nonlinear optical susceptibility tensor elements 

with respect to the incident optical fields as a function of input 

polarization angles. This fit includes 23 possible second order 

nonlinear optical susceptibility tensor elements, which were not 

accessible in the RA-SHG phenomenological models. From these 

tensor elements, one can extract general information on the 

transient interatomic potentials and lattice polarizations after 

photoexcitation. I develop this model with a three-dimensional 

(3D) approach adapted for the TR-PRSHG geometry and apply it to 

the changes in spatiotemporal interatomic potentials and lattice 

polarization after femtosecond photoexcitation. 

 

The purpose of the present study is to extract contributions 

to the polarization-dependent ultrafast SH intensities of a 

noncentrosymmetric surface in terms of 𝜒𝑖𝑗𝑘
(2)
 tensor elements. This 

nonlinear optical behavior is characterized by subpicosecond 

ultrafast dipole behavior, which interpolates across the depletion 

field. In this work, I investigate an experimental method able to 

extract information on the pump-induced surface in III-V 

semiconductors from transient polarized second harmonic generation 

(TR-PRSHG). The subpicosecond behaviors of this surface are 

estimated by monitoring SHG intensity as a function of polarization 

angle and time delay between pump and probe beams. We introduce a 

three-dimensional spatiotemporal approach allowing the retrieval 
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of information not available in traditional azimuthal-oriented 

methods. 

 

5.2 Experimental Methods 

 

The transient PRSHG (TR-PRSHG) setup used in this work is 

similar to the PRSHG setup has been described in Chapter 4. The 

excitation light source is a tunable 76 MHz Ti:sapphire laser 

delivering 120 fs pulses with an average power of 1200 mW. This 

source is split into a pump beam and a probe beam with a 50/50 

beam splitter. A retroreflector mounted to a translation stage on 

the pump beam line delays the time between pump and probe pulses, 

allowing control of ultrafast observations. For each value of Δt 

(the time delay between pump and probe beam pulses) and each value 

of φ (the probe polarization angle relative to the collision 

plane), a SHG intensity measurement is recorded for a total of 61 

angles between 0o and 360o at 41 time points between -800 fs to 

1200 fs.  

The 400 nm SHG probe is separated from the 800nm reflected 

probe by a band-pass filter and directed into a photomultiplier 

tube. The total intensity is collected with a lock-in amplifier 

set to the frequency of the pump beam chopper. The linear 

polarization of the incident probe beam is continuously rotated in 

the collision plane by a half-wave plate mounted on a step rotation 

motor before the sample surface. The linear polarization of the 

pump beam remains horizontally polarized (p-polarized) throughout 

the measurement. Finally, the PMT voltage and lock-in settings 

were adjusted to separate nonlinear optical response to the level 

of dark current from the PMT and noise level of the lock-in 

amplifier. The SHG relative intensity values used in this study to 

calculate steady-state field dynamics can be considered valid. All 

fits in this study were performed in OriginPro 9.0. 
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Figure 5.1: Schematic of the setup (a) and sample configuration (b). Probe beam is 

incident on the sample surface at an incident angle of 45o. Polarization of the probe 

beam rotates from p-polarization (0o with respect to the collision plane) and s-

polarization (90o with respect to the collision plane) 

 

5.3 Model 

 

The second order nonlinear polarization in a Cartesian 

direction i may be written as a function of the product field 

amplitudes in the following manner: 

 

with 

 

where 𝜒𝑖𝑗𝑘
(2) is the second-order susceptibility tensor and ijk are 

Cartesian field components.  

Since the focus of this study is on crystalline materials, 

symmetry conditions and Kleinman contracted notation (𝑑𝑖𝑗𝑘) can 
further simplify the above expression. Additionally, the SHG 

response further simplifies the tensor since the input fields in 

the j and k directions are of the same wavelength ω1, making the 

two indices interchangeable.  Thus, through this Kleinman symmetry 

condition simplifies j and k can be into a combined l direction 

 
𝑃𝑖(𝜔3) = 𝜖0∑𝜒𝑖𝑗𝑘

(2)(𝜔3, 𝜔1, 𝜔1)𝐸𝑗(𝜔1)𝐸𝑘(𝜔1)

𝑗𝑘

 

 

(31) 

 
𝑑𝑖𝑗𝑘 =

1

2
𝜒𝑖𝑗𝑘
(2)   

 

(32) 
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shown in the table below, where 1, 2, and 3 are x, y, and z, 

respectively. 

 

Moving to the experimental configuration used in this study, 

the electric field components Ex, Ey, and Ez for a laser with an 

incident angle θ I use  

 

where E is the amplitude of the electric field and ψ is the laser 

polarization with the convention that 0o is p-polarized and 90o is 

s-polarized. Since the intensity of an electromagnetic field is 

the square of the electric field and considering an incident angle 

θ of 45o, the intensity can be described as 

 

where 

 

 

To allow for fit tolerances, the above expression was expanded 

which increased the number of fit coefficients to five yielding 

 

 

where  

 

 

In the case for the p-out TR-PRSHG responses, these 

coefficients can be obtained from Eq. (4.27), which can yield 

nonphysical complex values. To avoid this, I limit the arguments 

 

𝐸(𝜓) = (

𝐸𝑥
𝐸𝑦
𝐸𝑧

) = (

𝐸 cos 𝜃 cos𝜓
𝐸 sin𝜓

𝐸 sin 𝜃 cos𝜓
) 

 

(33) 

 𝐼(2𝜔)𝜓→𝑝 = |𝐸𝜓→𝑝(2𝜔)|
2 = |𝐵𝑝 cos

2𝜓 + 𝐶𝑝 cos𝜓 sin𝜓 + 𝐷𝑝 sin
2𝜓|

2
  (34) 

 
𝐵𝑝 =

1

2
(𝑑11 + 𝑑13 + 𝑑31 + 𝑑33) + 𝑑15 + 𝑑35 

𝐶𝑝 = √2 (𝑑14 + 𝑑16 + 𝑑34 + 𝑑36) 
𝐷𝑝 = 𝑑12 + 𝑑32 

 

(35) 

 𝐼(2𝜔)𝜓→𝑝 =  𝐻 cos
4 𝜓 + 𝐽 cos3𝜓 sin𝜓 + 𝐾 cos2𝜓 sin2𝜓 +  𝐿 cos𝜓 sin3𝜓

+𝑀 sin4𝜓 

(36) 

 𝐻𝑝 = 𝐵𝑝
2 

𝐽𝑝 = 2𝐵𝑝𝐶𝑝 

𝐾𝑝 = 2𝐵𝑝 𝐷𝑝 + 𝐶𝑝
2 

𝐿𝑝 = 2𝐶𝑝𝐷𝑝 

𝑀𝑝 = 𝐷𝑝
2 

 

(37) 
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H and M to be greater than or equal to zero. With this limit, the 

values for B, C, D, and subsequently the 𝑋𝑖𝑗𝑘
(2)
 tensor elements are 

physical. The tensor element contributions can then be extracted 

from the p-out and s-out PRSHG data with Eqs. (4.14), (4.22), and 

(4.27) to produce the relationships in Table 4.2 below. 

 

 

𝑿𝒊𝒋𝒌
(𝟐)
 Calculated from Fit Coefficients 

1

2
(𝑋𝑥𝑥𝑥

(2) + 𝑋𝑧𝑥𝑧
(2) + 𝑋𝑧𝑥𝑥

(2) + 𝑋𝑧𝑧𝑧
(2)) + 𝑋𝑥𝑥𝑧

(2) + 𝑋𝑧𝑥𝑧
(2)
 

2𝐵𝑝 

𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 2𝐷𝑝 

Table 5.1: Second order transient nonlinear optical susceptibility tensor elements 

calculated from fit coefficients 

 

5.4 Results and Discussion 

 

TR-PRSHG as a function of time 

  

 

 
Figure 5.2: (a)Progression of TR-PRSHG data from -800 fs to 1.20 ps for native-oxide 

GaAs. The peak at 200 fs is highlighted (red line). (b) Progression of select TR-PRSHG 

data. (c)  

Figure 5.2 displays the smooth progression of the TR-PRSHG 

response for 8 time points between -800 fs and 1200 fs as a function 

of input polarization angle. Around 50 fs after pump and probe 

pulse coincidence, the TR-PRSHG response begins to increase until 
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a peak is achieved at 200fs. Afterwards, the signal begins to 

decrease towards equilibrium. The progression at this timescale 

suggests that different subpicosecond processes contribute to 

transient changes in interatomic potential, which in turn affects 

the symmetries and amplitudes of the TR-PRSHG response after 

photoexcitation.  

 

 
Figure 5.3: TR-PRSHG data of -0.05 ps (a), 0.1 ps (b) and 0.2 ps (c) along with thermal 

contribution (red lines) and electronic screening contribution (green lines). (d) Angle 

shift and SHG intensity of the major peak observed in TR-PRSHG data 

 

Within the framework of nonthermal material changes, the 

total SH response can be written as a unique combination of 

separate thermal and electronic lattice polarizations. The basis 

for this assumption is the fact that the lattice does not heat and 

the atoms do not move from their equilibrium positions until 

acoustic phonon propagation starts at 4 ps76,77. Therefore, the 

system remains ‘nonthermal’. By making the simplification that 

this thermal equilibrium SH response is constant, observed 

subpicosecond SH intensity within the first picosecond can be 

reasonably approximated by the linear superposition of the thermal 
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equilibrium response and the ultrafast electronic response while 

the lattice is still cold. These ideas have been developed in 

linear optical characterization for nonthermal melting phenomena77–

79. 

The thermal background transient PRSHG curve has noticeable 

local maxima at probe polarizations of 54o, 135o, 240o, 325o. 

Conversely, the photoexcited electronic transient PRSHG curve has 

local maxima at 24o and 206o. This difference in polarization 

behavior implies that the driving force of the pump excitation has 

a different spectral “fingerprint” than background pump-induced 

changes in interatomic potentials already on the GaAs (100) 

surface. The cross-section of data in Figure 5.3 shows an overlay 

of probe input polarizations that are thermally sensitive and which 

polarizations are electronically sensitive during photoexcitation. 

The combination of these 2 contributions create an apparent shift 

of about 22o observed in the major peak in the TR-PRSHG data shown 

in Figure 5.3d. This illustrates the angle shift and peak TR-PRSHG 

intensities as a function of time with blue and black markers, 

respectively. The largest shift is observed around 200 fs after 

pump excitation. A maximum at 200 fs in both angle shift and TR-

PRSHG intensity are observed, 22.5o and 0.021, respectively. 

Afterwards, they decay similarly until around 800 fs.  

 

At early time delays, the electronic contribution is smaller 

than or equal to the thermal contribution until pump and probe 

pulse coincidence at 0 ps. Around 50 fs after coincidence, the TR-

PRSHG amplitudes begin to increase until a peak is achieved at 

200fs. The difference between the thermal background PRSHG (red) 

observed -0.8 ps pre-coincidence and the PRSHG at 50 fs yielded 

what could be considered the photoexcited electronic contribution 

(green) to the transient PRSHG signal. At 200 fs, this difference 

in polarization behavior implies that the driving force of the 

excitation has a larger influence on the TR-PRSHG spectrum than 

the background pump-induced interatomic potential already on the 

GaAs (100) surface. Around 200 fs in Figure 5.3,  the thermal 

contribution is dwarfed by the electronic contribution. 

Afterwards, the trend reverses and the signal begins to decrease 

towards equilibrium behavior for the rest of the experimental time 

window. 

The subpicosecond changes in the TR-PRSHG spectra can be 

directly related to well-known excitation scattering events 

covered in depth in Chapter 2. These events and timescales for 

GaAs are discussed here in some detail. In the first 10 fs, the 

excited electrons and holes are considered coherent, meaning that 

they are still polarized along excitation optical field. In the 
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first 50 fs, the carriers are depolarized through optical phonons 

but still have not reached a common temperature. That doesn’t 

happen until around 200 fs. At that time, carriers lose energy 

with each other through carrier-carrier scattering until they 

reach an effective electronic temperature. Once they reach a common 

temperature around 4 ps, the carriers cool to the now-increasing 

lattice temperature (which has remained cool until this point) 

with the energy transfer through acoustic phonons. After 4 ps, the 

now-hot lattice and electrons cool to equilibrium together with 

acoustic phonon decay. The electrons and holes then recombine 

within 100 ps after photoexcitation. The lattice then continues to 

cool until the next pump pulse 13 ns later80. 

With this information, it is straightforward to designate the 

physical origins of the interatomic potential changes that 

affected the observed TR-PRSHG data. Based on known scattering 

processes, suggestions can be made. The following processes can be 

distinguished in the shift shown in Figure 5.2c: 

 

• 0-200 fs: The increase of the angle shift and max TR-

PRSHG happens at the same time as carrier 

thermalization. The largest change in lattice 

polarization happens here. 

• 200 fs – 1200 fs: The pump-induced changes in interatomic 

potentials and lattice polarization decrease during 

optical phonon generation. Carriers lose energy through 

the generation of optical phonons, but the lattice is 

still cold.  

• -800 fs (13 ns after the previous pump pulse) - 0 fs: 

The lattice has reached an equilibrium temperature and 

the pump-induced interatomic potential and lattice 

polarization has returned to equilibrium levels. 

 

Another important feature to note in Figure 5.2c is that the 

angle shift and peak TR-PRSHG intensities appear to deviate around 

800 fs. The angle shift starts to increase while the TR-PRSHG 

intensity continues to decrease. The red dashed line is the average 

pre-coincidence value for both the angle shift and max TR-PRSHG 

intensities. Here, neither the angle shift nor the max SHG 

intensity returns to equilibrium levels with the greatest 

variation around 1.2 ps. This deviation suggests that the max peak 

shift returns to equilibrium while the TR-PRSHG intensity 

continues to decrease. The comparison of the PRSHG at two times 

are shown in Figure 5.4 below. 
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Figure 5.4: TR-PRSHG data of -0.05 ps (black squares) precoincidence and 1.20 ps (red 

circles) renormalization. 

Figure 5.4 presents the TR-PRSHG data in the thermal 

precoincidence regime (-0.05 ps) as well as the renormalization 

(1.2 fs) regime. A preliminary analysis of the data has revealed 

several very interesting observations. Although the symmetries 

(relative local maxima and minima) remain the same, a difference 

in absolute amplitudes between the two is observed. A lattice 

polarization recovery can explain this dramatic return to its 

initial directional symmetry; however, the lattice polarization at 

1.2 ps does not have the same amplitude as the precoincidence 

thermal regime. To understand which directions of the lattice 

polarization are sensitive to this phenomenon, one must extract 

the 𝑋𝑖𝑗𝑘
(2)
 tensor elements. 

 

Extraction of 𝑋𝑖𝑗𝑘
(2)
 tensor elements from TR-PRSHG data 

As the TR-PRSHG spectra, and to a lesser extent the lattice 

polarization contributions, vary widely as a function of time, it 

is necessary to extract the major tensor elements to understand 

pump-induced lattice deformations to the interatomic potentials. 
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Fortunately, the fit derived in Chapter 4 and reviewed in Section 

5.2 enable the extraction of these tensor elements. This section 

provides the tensor elements required to describe the dynamic 

response analysis of the lattice after excitation. 

 

 

 
Figure 5.5. TR-PRSHG of native-oxide GaAs (100) -800 fs(a) before coincidence and 200 

fs (b) after coincidence with fits. (c) The fit coefficients H (black squares) and M 

(red circles) as a function of time delay from TR-PRSHG data. (d) The tensor elements 

from Table 5.1. The lines serve as guides to the eye for their respective curves. 

 

Figure 5.5a and 5b show the input probe polarization 

dependence of the TR-PRSHG p-out intensity at -800 fs (thermal 

regime) and 200 fs, respectively. The black markers in both graphs 

are the TR-PRSHG data collected at each polarization angle (φ). At 

negative time delays, the curves have typical behavior of stable 

ultrafast optical responses of semiconductors. The steady level 

responses of the coefficients reflect the unchanging pump-induced 

thermal equilibrium. The red lines are the fits from Equations 

4.16 for TR-PRSHG intensities as a function of incident probe 

polarization angle. Due to the closeness of fit for both cases, 
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the fit coefficients and second order tensor elements can be 

considered valid. With this fit, the local maxima and minima are 

of similar amplitudes at their respective input polarization 

angles for both cases.  

 In the following discussion, emphasis is placed on the 

temporal variation in fit coefficients, second order nonlinear 

susceptibility tensor element groups, and induced lattice 

polarization after ultrafast excitation. Figure 5.5c shows the 

time dependence of the H and M coefficients from Equation 4.26.  

For the other two coefficients, there are three major regimes which 

have different responses. The basic nonlinear response can be split 

into three characteristic time periods considered below: 

• M dominant before 50 fs 

• H dominant between 50 and 500 fs 

• M dominant after 500 fs 

Within statistical fluctuations, both the 
1

2
(𝑋𝑥𝑥𝑥

(2) + 𝑋𝑧𝑥𝑧
(2) + 𝑋𝑧𝑥𝑥

(2) +

𝑋𝑧𝑧𝑧
(2)) + 𝑋𝑥𝑥𝑧

(2) + 𝑋𝑧𝑥𝑧
(2)
 and the 𝑋𝑥𝑦𝑦

(2) + 𝑋𝑧𝑦𝑦
(2)

 tensor element groups show 

significant dependence on the time delay after excitation. As has 

been stressed previously, the tensor elements can be calculated 

from the fit coefficients H and M. From these, one can relate the 

change in intensity dominance to three characteristic tensor 

element dominance regimes as shown in Figure 5.5d.  

• Y-dipole 𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 dominance before 50 fs 

• X-dipole 
1

2
(𝑋𝑥𝑥𝑥

(2) + 𝑋𝑧𝑥𝑧
(2) + 𝑋𝑧𝑥𝑥

(2) + 𝑋𝑧𝑧𝑧
(2)) + 𝑋𝑥𝑥𝑧

(2) + 𝑋𝑧𝑥𝑧
(2)
 dominance 

between 50 and 500 fs 

• Y-dipole 𝑋𝑥𝑦𝑦
(2) + 𝑋𝑧𝑦𝑦

(2)
 dominance returns after 500 fs 

According to the quantum-mechanical formalism of the second 

order nonlinear optical susceptibility tensor discussed in Chapter 

2, the last two indices of a tensor element are defined as the 

directions of the dipole transition populations contributing to 

SHG. From Figure 5.5d, the dominant dipole populations transition 

change from the y-based 𝑋𝑥𝑦𝑦
(2)
+ 𝑋𝑧𝑦𝑦

(2)
  to the x and z-based 

1

2
(𝑋𝑥𝑥𝑥

(2)
+

𝑋𝑧𝑥𝑧
(2) + 𝑋𝑧𝑥𝑥

(2) + 𝑋𝑧𝑧𝑧
(2)) + 𝑋𝑥𝑥𝑧

(2) + 𝑋𝑧𝑥𝑧
(2)
 and back again. Clearly, the dominant 

dipole transition populations are connected to the transport of 

surface lattice polarization in the depletion region after 

photoexcitation as well as transient changes in the surface 

interatomic potentials. Specifically, this can be interpreted as 

an indication that transient screening of the depletion field 
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affects dipole populations and interatomic anharmonic potentials 

smoothly but inhomogeneously. 

 

As can be seen, the x/z tensor element group exhibits a smooth 

return to equilibrium within the first picosecond. In addition, 

two drastically different decay behaviors can be observed. The x/z 

dipole populations rise until a peak at 200 fs and then decay 

smoothly back to near equilibrium. The y dipole populations have 

a small bump after excitation around 200 fs followed by a sharp 

drop which persists beyond 1.2 ps. While it fully recovers by 13 

ns, the y dipole population recovery would need to be directly 

observed with a longer time window than 1.2 ps. 

  

By separating the y from the x/z tensor components, one can 

extract the decay lifetimes of these ultrafast dipole populations 

and the ultrafast changes in interatomic potentials. In Figure 

5.5d, the y dipole populations are longer lived than the x/z dipole 

populations. However, to compare the subpicosecond behavior of the 

y and x/z dipoles, each was fitted to a single-exponential decay 

equation. Within the first picosecond after excitation, the y 

dipoles have a lifetime of 𝜏𝑦1 = 0.06882 ps-1 and the x/z dipoles have 

a lifetime of 𝜏𝑥𝑧 = 0.23114 ps-1.   

In this way, I have demonstrated that one can correlate 

subpicosecond nonlinear behaviors to ultrafast material behaviors 

in polar semiconductors with TR-PRSHG data and a polarization-

resolved fit. This has not been demonstrated with traditional 

transient SHG experiments with their phenomenological fits. In 

previous studies, change in ultrafast second harmonic intensities 

were mostly attributed to a change in a single 𝜒𝑖𝑗𝑘
(2)
 element25. 

However, that is not reflected in this study.  

 

5.5 Conclusions 

 

In this chapter, I have introduced a phenomenological 

approach for the analysis of transient polarization-dependent SHG 

(TR-PRSHG) microscopy measurements applied to the GaAs (100) 

surface. This approach is based on a 3D tensor analysis of 

polarization-resolved second harmonic generated intensities to the 

second order nonlinear optical susceptibility tensor elements as 

a function of time. The obtained tensor element relationships are 

shown to contain richer information than either previous models. 

With a polarization-resolved and time-resolved measurement and 

fit, it is possible to illustrate 3D dynamics of interatomic 

potentials and dipole transition populations of III-V 

semiconductors upon photoexcitation.   
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Chapter 6 

 

Dissertation Summary and Future Work 

 

This chapter summarizes the dissertation, discusses findings, 

reviews limitations of the current work, and outlines 

opportunities for future work. The application of an analytical 

fit on static and transient PRSHG dependencies has been 

demonstrated to be a means of understanding macroscopic 

interatomic potentials and bond polarizations in III-V 

semiconductors. However, extensions of this research into other 

semiconductors and crystalline materials deserve further 

consideration. 

 

 This chapter is divided into five sections. Section 6.1 is 

a summary of the dissertation. Section 6.2 reviews the motivations 

and objectives of the work done in this dissertation. Section 6.3 

summarizes the major discussions. Section 6.4 reviews the 

limitations of the fits derived in this work. Finally, Section 6.5 

brings the dissertation to a close with a review of possible future 

research directions. 

 

6.1 Summary of Dissertation 

 

This dissertation was organized as follows. Chapter 2 

presented a background to the fields of semiconductor physics, 

electronic band structures, and the origin of nonlinear optics 

from the perspectives of both classical and quantum mechanics. It 

thus provided a framework for describing the static and transient 

nonlinear optical behaviors observed in this work. These topics 

are related in that they involve linear and nonlinear subpicosecond 

optical responses in III-V semiconductors undergoing excitation 

above the band gap.  

 

Next, Chapter 3 motivated the experimental and analytical 

methods for the studies outlined in Chapters 4 and 5. Chapters 4 

and 5 dealt with the experimental and theoretical studies of this 

dissertation project. Chapter 4 was devoted to the study of 

polarization-resolved second-order nonlinear optical responses of 

various III-V semiconductor architectures resulting from strain, 

defect-conducive growth conditions, and substrate choices. 

Simplified phenomenological fits for the polarization-dependent 

second harmonic generation (PRSHG) were first derived with tensor 

analysis, and then these were fit to the experimental data. The 

formalism was tested under different conditions to gauge the fit 

robustness and sensitivity for both mechanical and electronic 
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changes in III-V semiconductors. Along that same vein, Chapter 5 

extended this analytical fit to describe ultrafast PRSHG responses 

of GaAs (100) as a function of transient lateral and normal 

interatomic potential behaviors within the first picosecond after 

photoexcitation.  

 

6.2 Objectives of Dissertation Work 

 

The goal of the work done in Chapter 4 (Study 1) was to assess 

static surface fields, interatomic potentials, and dipole 

populations in semiconductors undergoing various distortions. One 

key piece of this assessment is the relationship between distorted 

surface fields and static nonlinear optical responses. In previous 

studies, this relationship had been interpreted as changes in 

lattice symmetry through only one bulk 𝜒𝑥𝑦𝑧
(2)

  tensor component. 

However, existing experimental and analytical methods do not 

provide sufficient means of quantifying only one contribution to 

SHG. Nor do these methods quantify how lattice symmetry and static 

𝜒𝑖𝑗𝑘
(2)
 elements change with respect to various types of static lattice 

distortions. Study 1 sought to fill this gap in knowledge by 

isolating the 𝜒𝑖𝑗𝑘
(2)
 tensor components that contribute to the static 

SHG response and symmetry resulting from these distortions. 

 

The major hypothesis to be tested was that different types of 

distortions affect lattice symmetry as well as interatomic 

potentials on the surface of III-V semiconductors. This hypothesis 

depended on the extraction of 𝜒𝑖𝑗𝑘
(2)
 tensor elements from static SHG 

measurements as a function of input polarization angle. While such 

extractions had been performed previously in the Tolk group for 

silicon18, it had not yet been operationalized in other 

semiconductors. This study introduced an analytical approach that 

aimed to isolate lateral and normal interatomic potential 

contributions to SHG from their respective 𝜒𝑖𝑗𝑘
(2)
 elements for 

distorted crystalline materials. This strategy focused on the 

following three objectives: 

 

1. SHG symmetry response as a function of incident 

polarization angle. The first objective was to extend the 

characterization method developed in previous studies of 

silicon that focused on the observation of polarization-

dependent surface symmetry changes as a function of 

incident polarization angle. This extension included 

surface contributions of III-V semiconductors.  

2. Changes in surface symmetries as a function of distortion 
type. The second objective was to observe changes in 
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lattice surface symmetries of experimental PRSHG data 

through distortions like strain and band bending. 

3. Change in lateral and normal interatomic potentials as a 
function of distortion type. The final objective was to 

describe these potentials due to strain and band bending.  

 

The goal of Chapter 5 (Study 2) was to assess the changes in 

interatomic potentials and dipole populations in GaAs during the 

first picosecond after photoexcitation. One key piece of this 

assessment is the relationship between ultrafast excitation and 

changes in the effective second order nonlinear susceptibility 

(𝜒𝑖𝑗𝑘
(2)
)tensor elements as it related to time-resolved, polarization-

resolved second harmonic generation (TR-PRSHG). Previous research 

has not provided sufficient means of quantifying pump-induced 

changes in SHG due to transient electric fields in several 

directions simultaneously. Study 2 aimed to fill this gap in 

knowledge by isolating the 𝜒𝑖𝑗𝑘
(2)
 tensor components that contribute 

to the pump-induced electric fields, interatomic potentials, and 

transient SHG symmetries. 

 

The major hypothesis to be tested was that pump-induced 

transient electric fields affect variations in transient SHG with 

respect to input polarization angle. This hypothesis depended on 

the extraction of 𝜒𝑖𝑗𝑘
(2)
 tensor elements from transient SHG due to 

changing incident optical fields as a function of input 

polarization angle. This extraction of transient SHG based on input 

polarization had not yet been operationalized in previous 

research. This study introduced an analytical approach that aimed 

to isolate transient fields in the x, y, and z directions from 

their respective 𝜒𝑖𝑗𝑘
(2)
 elements. This strategy focused on the 

following three objectives: 

 

1. Pump-induced symmetry change as a function of time. The 
first objective was to extend the characterization method 

developed in Study 1 that focused on the observation of 

polarization-dependent surface symmetry change as a 

function of time. 

2. Change in the interatomic potentials and dipole 

populations as a function of time. The second objective 

was to apply the analytical model developed in Study 1 to 

describe the transient behaviors both lateral and normal 

to the free surface.  

3. Decay of transient fields. The final objective was to 
characterize the decay of lateral and normal transient 
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fields and potentials to see if they were anisotropic or 

isotropic. 

 

6.3 Discussion 

 

In Chapter 4, I implemented polarization-resolved SHG 

spectroscopy and phenomenological fits to probe the orientation of 

the surface interatomic potentials on high-defect low-temperature 

grown III-V heterostructures as well as bare III-V semiconductors. 

In principle, one should be able to use the polarization-resolved 

nonlinear optical responses to characterize surface defects caused 

by growth and structural conditions of semiconductors. 

Specifically, I have applied a polarization-resolved model to 

study the surface lattice polarizations of free and buried 

interfaces of III-V semiconductors in three cases. The 

phenomenological fit developed in Chapter 4 has been shown to 

qualitatively reproduce most of the experimental features of the 

PRSHG spectra from free interfaces, growth-mediated defects, and 

strained thin films. By fitting this to the data, it was possible 

to relate SH intensities to specific polarization changes in the 

depletion region caused by defects, surface strain, and surface 

band structure from the relationships between all 27 𝜒𝑖𝑗𝑘
(2)
 tensor 

elements.  

 

In Chapter 5, I introduced a phenomenological fit for the 

analysis transient polarization-dependent SHG (TR-PRSHG) 

measurements applied to the GaAs (100) surface. This approach is 

based on a 3D derivation of polarization-resolved second harmonic 

generated intensities to the second order nonlinear optical 

susceptibility tensor elements. This angular decomposition of the 

SHG polarization responses showed an anisotropic dependence as a 

function of time. The obtained tensor element relationships were 

shown to contain richer information than previous models. With a 

polarization-resolved, time-resolved measurement and fitting 

approach, it is possible to illustrate 3D dynamics of interatomic 

potentials and dipole transition populations of semiconductors 

upon photoexcitation.   

 

In this way, I demonstrated that one can correlate 

subpicosecond nonlinear responses to ultrafast behavior in polar 

semiconductors with TR-PRSHG data and a polarization-resolved fit. 

This had not been demonstrated with traditional transient SHG 

experiments or phenomenological fits. In previous studies, changes 

in ultrafast second harmonic intensities were mostly attributed to 
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a change in a single 𝜒𝑖𝑗𝑘
(2)
 tensor element. However, that is not 

reflected in this data or fit.  

 

6.4 Limitations 

 

A crucial limitation of the polarization-resolved analytical 

model of SHG is that it only considers interatomic potentials and 

dipole populations caused by structural changes while ignoring 

electronic resonances. Specifically, the model does not account 

for resonant s-output PRSHG from the GaSb/AlGaAs system as shown 

in Chapter 4. This suggests that the resonant electronic 

contributions to the PRSHG spectra may not be as easily modeled 

with this method. The sensitivity shown by this fit is such that 

one can refine PRSHG response by varying experimental parameters 

such as wavelength to induce resonant PRSHG responses. To 

understand this further, the GaAs/AlGaAs sample should be studied 

at various wavelengths away from the band gap of AlGaAs.   

 

Another limitation of this model is the inability to determine 

which specific bond movements contribute to the PRSHG or TR-PRSHG 

intensities. Currently, the fit used in this dissertation 

perceives SHG as a function of 3 Cartesian directions with respect 

to the sample surface. However, this perception does not translate 

well to a microscopic bond picture. Specifically, the microscopic 

theoretical bond charge model condenses all material behavior to 

four tetragonal bonds. For strained III-V semiconductors used in 

this dissertation, only four bonds could not reproduce the misfits 

and dislocations. Consequently, I could not make determinations on 

movements of charges along specific deformed bonds that would 

contribute to PRSHG and TR-PRSHG measurements through the 

analytical fit developed in this dissertation. 

 

6.5 Future Work 

 

Although the fit developed in this dissertation is not 

accurate for determining which tensor elements contribute to 

resonant PRSHG intensities, it does provide an appropriate 

starting point for more detailed models of the PRSHG spectra. More 

importantly, the primary advantage of this approach is its 

applicability to both surface and bulk polarizations. In 

conclusion, such work leads the way to structural quantitative 

characterization of all types of crystalline materials. In this 

section, I review several opportunities for extending the 

direction and scope of this research. 
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The first extension of this work is to explore the parameter 

space for the experiments performed in this dissertation. For 

instance, one could vary wavelength to observe changes in the 

static and transient interatomic potentials. By changing the 

incident wavelengths, it is possible to engage different energy 

levels and resonances. Another parameter would be the pump 

polarization. For all transient experiments performed in this 

dissertation, the incident pump polarization remained horizontally 

polarized (0o). The anisotropic decay behavior of the bond dipoles 

may be sensitive to the incident pump polarization. In order to 

test this, the pump polarization can be changed to circular or 

elliptical polarization. 

 

Another extension of this work is to test and analyze static 

and transient interatomic potential profiles in silicon and other 

Group IV semiconductors. Ideally, studying behaviors at excitation 

energies around the indirect band gaps of these materials could 

easily identify any resonant bond behaviors. Since the SHG 

responses from these materials are so weak due to bulk 

centrosymmetry, a more sensitive detector like a cooled PMT would 

be required to perform these experiments. The resulting 

fundamental research from these experiments would directly apply 

to both photonic and CMOS devices. 

 

Other materials sensitive to the optoelectronic industry 

lends itself easily studied with these experimental techniques and 

analysis. Two dimensional materials such as graphene, molybdenum 

disulfide, and dichalcogenides would have great surface 

sensitivities with any given substrate which could then be 

characterized with polarization-resolved nonlinear optical 

techniques. 

  

 Conclusions 
 

This dissertation lays the foundation for a new approach to 

surface interatomic potential characterization of interfaces. 

Analysis of nonlinear optical responses enable the understanding 

of interfaces. This approach is not intended to be used as a 

substitute for diffraction-based structural characterization 

methods. Nonetheless, it would be a useful complement to existing 

transient and static structural characterization techniques. 
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