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CHAPTER I

INTRODUCTION

Our object of study is Yu’s Property A. It was introduced in [58] as a non-equivariant counterpart

of amenability and turned out to be a useful tool in large-scale geometry of metric spaces and finitely

generated groups.

The starting point for the work presented below is an averaging theorem for Property A. It turns

out that over amenable groups Property A, even though it a priori expected to be much more flexible,

in one aspect behaves exactly like amenability. This allows us to reduce some problems about the

geometry of an amenable group to the equivariant setting, which is much easier to handle. We

present three different applications of the averaging principle.

The first application is a construction of a metric space which does not have Property A but does

admit a coarse embedding into a Hilbert space. The existence of such spaces was not settled since

[58], where Property A was shown to imply coarse embeddability into the Hilbert space and the

question left open was whether one can reverse this implication. The examples given here are the

only known at present with the above properties. They also disprove a conjecture of Dranishnikov

that Property A is equivalent to coarse embeddability into`1.

The second application is to a quasi-isometry invariant AX related to Property A which we

introduce in the fifth chapter. The definition is based on the study of the asymptotic geometry of sets

arising in the definition of Property A and the averaging principle allows to reduce this geometry to

the geometry of Følner sets used to define amenability. This yields a bound on our invariant in terms

of isoperimetric profiles, a classical invariant studied in differential geometry and geometric group

theory. On the other hand we obtain a different bound in terms of type of asymptotic dimension,

which is a fine invariant related to asymptotic dimension, both were introduced by Gromov in [28].

We apply these results to reprove some estimates on isoperimetric profiles of certain amenable

groups and, more importantly, construct finitely generated groups with finite asymptotic dimension

which cannot have linear type. The question whether such groups exist was posed by Roe.

Our last result concerns the spectrum of the Laplace-Beltrami operator. We use coarse index

theory and the averaging principle now applied to show that certain factor groups inherit Property
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A from the original group. This allows to use Yu’s theorem on the coarse Baum-Connes Conjecture

to show that the spectrum of the Laplace-Beltrami operator acting on square-integrablep-forms on

a certain Galois coverings of compact manifolds contains zero for somep. For universal covers this

follows directly from Yu’s theorem, however in our case it is important to consider covers which

have a non-trivial, amenable fundamental group. This together with an assumption of macroscopical

largeness yields the required theorem.

The material presented below is the subject of the articles [42, 41, 43].
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CHAPTER II

PRELIMINARIES

Coarse geometry

Coarse geometry originates from Mostow’s celebrated rigidity theorem and was later popular-

ized by Gromov in the context of finitely generated groups, mainly through his proof of Milnor’s

conjecture that groups with polynomial growth are exactly the ones which are virtually nilpotent.

Consider an unbounded metric space (X,d) with the metric topology. Every such space carries

another metric̃d which induces the same topology and such that (X, d̃) is bounded - take for example

d̃ = min(1,d). In other words, topology concentrates on local, infinitesimal phenomena, neglecting

the global properties of the metric. It is however natural to expect that some of the geometric

properties of a unbounded metric space should take place globally and should not depend on any

local data. The idea behind coarse geometry is to formalize these intuitions.

Imagine that we’re given a discrete metric space and that we start moving away from it with

some speed. Because of perspective, the further away we move the closer to each other the points

look. As we move away to infinity from our space, the object we observe looks more and more

”dense”, ”continuous” - think of the integers becoming a real line when viewed from infinity or of

a bounded space looking like a single point when viewed from a sufficiently large distance.

This intuition was formalized by Gromov [26, 28] and then extended by van den Dries and

Wilkie [18]. It is done by taking an appropriate limit of a sequence of metric spacesXn = (X, 1
sn

d)

which are just given by the original spaceX with metric divided by elements of an increasing

sequencesn (which governs the speed with which we’re moving away fromX). See also [49] for

details.

Spaces and maps

All metric spaces will be assumed to beproper, by which we mean that every closed ball of

finite radius is compact. A metric space will be calleddiscreteif there exists a constantC > 0 such
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thatd(x, y) ≥ C for all x, y ∈ X. A discrete metric space will be called locally finite if every ball of

finite radius is finite, and will be said to be of bounded geometry if for everyR > 0 there exists a

numberN(R) such that #B(x,R) ≤ N(R) for everyx ∈ X. Bounded geometry clearly implies local

finiteness. Also note that any locally finite metric space must be at most countable.

As explained earlier, we would like to identify spaces which look the same from infinity. Below

we give the appropriate notions of morphisms and equivalences implementing the ideas of coarse

geometry.

Definition 2.1. Let X, Y be metric spaces. A map f: X→ Y is called a coarse map if

(1) f is proper i.e. the preimage of a compact set is compact

(2) there exists a non-decreasing functionρ+ : [0,∞)→ [0,∞) such that

dY( f (x), f (y)) ≤ ρ+(dX(x, y)).

The map f is called large-scale Lipschitz ifρ+ can be chosen to be an affine function.

Note that we do not impose any behavior off on small distances, in particularf can be discon-

tinuous - in that case the constantC only controls the size of discontinuities.

Definition 2.2. Two maps f,g : X→ Y are close if there exists a constant C> 0 such that

dY( f (x),g(x)) ≤ C

for every x∈ X.

The following notion of a coarse embedding describes a controlled inclusion in large-scale ge-

ometry. It was introduced by Gromov in [28] and is of great importance for applications [58].

Definition 2.3. A coarse map f: X → Y is a coarse embedding if there exists a nondecreasing

functionρ− : [0,∞)→ [0,∞) such that

ρ−(dX(x, y)) ≤ dY( f (x), f (y))
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and limt→∞ ρ−(t) = ∞. We say that f is a quasi-isometric embedding if bothρ+ and ρ− can be

chosen to be affine. We call f a coarse equivalence (quasi-isometry) if it is a coarse embedding

(quasi-isometric embedding) and there is a constant C< ∞ such that the image f(X) is a C-net in

Y.

Equivalentlyf : X→ Y is a coarse equivalence (quasi-isometric equivalence) if there is a coarse

map (large-scale Lipschitz map)g : Y→ X such thatf ◦ g andg ◦ f are close to identity maps IdY

and IdX respectively.

We will additionally that the metric space we deal with are quasi-geodesic.

Definition 2.4. A metric space is uniformly quasi-geodesic if there exist constants C, L > 0 such

that for any x, y ∈ X there exists a sequence x= x1, x2 . . . , xn−1, xn = y of points in X such that n

depends only on d(x, y) and
∞∑

i=1

d(xi , xi+1) ≤ Cd(x, y)

where x1 = x, xn = y and d(xi , xi+1) ≤ L.

Groups as geometric objects

One particular class of examples of bounded geometry metric spaces arises naturally in group

theory. LetG = 〈Σ | R 〉 be a finitely generated group, whereΣ = Σ−1 is the generating set. Then

every elementg ∈ G can be written as a word inΣ. By |g| we denote the length of the shortest word

representingg and we call it thelength of g. This length function can be thought of as a norm on

the groupG, and just as one defines the metric on normed spaces we define the word length metric

by setting

dG(g,h) = |g−1h|

for all g,h ∈ G. This metric is invariant under left translations, i.e.dG(γg, γh) = dG(g,h) is satisfied

for anyγ,g,h ∈ G.

Example 2.5. Take the group of integersZ = 〈 {−1,1} | ∅ 〉. Then the word length ofn ∈ Z is just

the absolute value|n| and the word length metric isdZ(m,n) = |m− n|.

A natural question to ask is whether this metric depends on the choice of the generating set,
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and it is not hard to notice it does: just compare the above example withZ = 〈 {−2,−1,1,2} | ∅ 〉.

However it turns out that two metrics arising from different generating sets give coarsely equivalent

metric spaces. This shows that a finitely generated group carries an intrinsic coarse geometry and

every coarse-geometric invariant is in fact an invariant of the group.

The combinatorial model

We will also use a combinatorial model for our discrete metric spaces, it will become important

in the last chapter in coarsening of homology. This model is known as the Rips complex and it is a

certain simplicial approximation of our discrete metric spaceX.

Definition 2.6. Let X be a discrete metric space. The Rips complex of X , denoted Pd(X), is the

polyhedron constructed in the following way: the set of vertices is the set X and points x1, ..., xn

span a simplex if d(xi , x j) ≤ d.

In other wordsPd(X) is the nerve of the covering{B(x,d)}x∈X. We metrize the Rips complex by

giving each simplex the metric that it inherits from the sphere under the projection of the standard

simplex inRn ontoSn−1. Note that ford = 1 we get simply the Cayley graph of the groupG.

The Rips complexPd encodes the process of”killing the local topology on scale d”, by

”squeezing” everything of diameter less thand, into a single simplex. Asd grows to infinity this

is exactly what we are looking for in the coarse geometric setting. An example of a very intuitive

observation is Rips’ theorem that ifΓ is a hyperbolic group then the complexPd(Γ) is contractible

for all sufficiently larged.

Amenability

In what follows wheneverA is a set, #A will denote its cardinality. LetG be a finitely generated

group with a word length metric. The boundary∂F of a setF ⊂ G is defined as

∂F = {x ∈ G \ F | d(x, F) = 1}.
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Denote

`1(X) =

 f : X→ R |
∑
x∈X

| f (x)| < ∞

 ,
with the usual norm

‖ f ‖`1(X) =
∑
x∈X

| f (x)|

and

`1(X)1,+ = { f ∈ `1(X) | ‖ f ‖1 = 1, f ≥ 0 } .

In other words,̀ 1(X)1,+ is the space of positive probability measures onX. If Γ is a finitely generated

group,γ ∈ Γ and f ∈ `1(Γ)1,+ then byγ · f we denote the translation off by elementγ, i.e.

(γ · f )(g) = f (γ−1g).

Definition 2.7. A finitely generated groupΓ is amenable if any of the following equivalent condi-

tions is satisfied:

(1) (Invariant Mean Condition)There exists a left invariant mean on`∞(Γ), i.e. a positive, linear

functional
∫
· dg on`∞(Γ) such that

∫
1G dg= 1 and

∫
γ · f dg=

∫
f dg for anyγ ∈ Γ;

(2) (Følner condition)For everyε > 0 there exists a finite set F⊂ G such that

#∂F
#F
≤ ε.

(3) (Hulanicki-Reiter condition)For everyε > 0 and R< ∞ there exists a function f∈ `1(Γ)1,+

such that

‖ f − γ · f ‖`1(X) ≤ ε

for all |γ| ≤ R and# suppf < ∞.

Amenability was introduced by von Neumann in his study of the Banach-Tarski paradox. It

has many different equivalent definitions and a large number of application in different branches of

mathematics. Standard references on amenability include [6, 24, 45].
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Examples of amenable groups include finite groups, abelian groups and any group that can be

obtained from these by taking extensions, subgroups or quotients. Also groups with subexponential

volume growth are amenable. It is easy to show on the other hand that free groups are not amenable.

Thus also any group that contains a free subgroup is not amenable.

Property A as metric amenability

Property A was introduced by Yu in [58] as a metric, ”non-equivariant” version of amenability.

Definition 2.8 ([58]). A discrete metric space X has Property A if for every R> 0 andε > 0 there

is a collection{Ax}x∈X of finite subsets of X× N and S> 0 such that

(1)
#Ax4Ay

#Ax ∩Ay
≤ ε when d(x, y) ≤ R;

(2) Ax ⊂ B(x,S) × N

The class of finitely generated groups possessing Property A is quite large, at present the only

groups known not to have Property A are Gromov’s groups which contain expanders in their Cayley

graphs. There are also groups for which it is not yet known whether they have Property A, e.g.

Thompson’s groupF.

It was also shown by Guentner, Kaminker and Ozawa that a finitely generated group has Prop-

erty A if and only if the reduced groupC∗-algebraC∗r (Γ) is exact, see [31, 44], while Higson and

Roe [33] proved that Property A forG is equivalent to the existence of a topologically amenable

action ofG on some compact space.

We recall the characterization of Property A in terms of finitely supported functions in the unit

sphere of the Banach space`1. This characterization, modeled after the Hulanicki-Reiter condition,

was proved in [33].

Proposition 2.9 ([33]). Let X be a discrete metric space with bounded geometry. The following

conditions are equivalent:

(1) X has property A;

(2) For every R> 0 andε > 0 there exists a mapξ : X→ `1(X)1,+, (x 7→ ξx) and S> 0 such that
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(a) ‖ξx − ξy‖1 ≤ ε whenever d(x, y) ≤ R

(b) suppξx ⊆ B(x,S) for every x∈ X.

Property A was introduced as a condition sufficient to coarsely embed a metric space into a

Hilbert space.

Theorem 2.10([58]). Let X be a discrete metric space with Property A. Then X admits a coarse

embedding into the Hilbert space.

This on the other hand, via coarse index theory has application to problems such as the Novikov

Conjecture, positive scalar curvature problem, zero-in-the-spectrum problem. These applications

follow from a remarkable theorem of Yu.

Theorem 2.11([58]). Let X be a bounded geometry metric space which admits a coarse embedding

into the Hilbert space. Then the Coarse Baum-Connes Conjecture holds for X.

One of the main features of Property A is that it is satisfied by a class of groups incomparably

larger than that of amenable groups. In fact the only examples of groups known not to have Property

A are random groups containing expanders in their Cayley graphs constructed by Gromov [29, 30].
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CHAPTER III

AN AVERAGING THEOREM FOR PROPERTY A

In this chapter we prove the theorem which will be our main tool. Our further results are derived

using this theorem. In order to present it we first need to introduce some definitions which quantify

Property A and amenability.

Definition 3.1. Let X be a discrete metric space.

(1) For a mapξ : X→ `1(X)1,+ satisfying condition (2) in Proposition 2.9 withε > 0 and R> 0

denote

SX (ξ,R, ε) = inf S,

SX (ξ,R, ε) ∈ N∪ {∞}, where the infimum is taken over all S> 0 satisfyingsuppξx ⊆ B(x,S)

for every x∈ X.

(2) Define

radX(R, ε) = inf SX (ξ,R, ε),

rad(R, ε) ∈ N ∪ {∞}, where the infimum is taken over all maps satisfying the conditions in (1)

above for R andε.

(3) If Γ is a finitely generated group then given R> 0, ε > 0 by radeqv
Γ

(R, ε) ∈ N ∪ {∞} we denote

the smallest S for which there exists a function f∈ `1(Γ)1,+ with suppf ⊆ B(S) satisfying

condition (3) in Definition 2.7 for allγ ∈ Γ such that|γ| ≤ R.

In other words, radeqv
Γ

is the notion resulting from restricting (1) and (2) to considering only

functionsξ : Γ → `1(Γ)1,+ given by translates of a single functionf ∈ `1(Γ)1,+, i.e. ξγ = γ · f for

everyγ ∈ Γ and for some fixedf ∈ `1(X)1,+.

Theorem 3.2(Averaging theorem for Property A, [42]). Let Γ be finitely generated amenable
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group.Then for anyε > 0 and R> 0 the following equality holds,

radΓ(R, ε) = radeqv
Γ

(R, ε) .

Proof. To show the inequality radΓ(R, ε) ≤ radeqv
Γ

(R, ε), given a finitely supported functionf ∈

`1(Γ)1,+ satisfying condition (3) from Definition 2.7 forR > 0 andε > 0 and allγ ∈ Γ such that

|g| ≤ R, consider the mapξ : Γ→ `1(Γ)1,+ defined byξγ = γ · f .

To prove the other inequality assume thatΓ satisfies condition (2) of Proposition 2.9 forR> 0,

ε > 0 with S > 0 realized by the functionξ : Γ→ `1(Γ)1,+. For everyγ ∈ Γ define

f (γ) =
∫
Γ

ξg(γ−1g) dg.

This gives a well-defined functionf : Γ → R, ξg(γ−1g) as a function ofg belongs tò ∞(Γ) since

ξg(γ) ≤ 1 for all γ,g ∈ Γ.

First observe that if|γ| > S thenξg(γ−1g) = 0 for all g ∈ Γ, thus f (γ) = 0 whenever|γ| > S.

Consequently,

‖ f ‖`1(Γ) =
∑
γ∈B(S)

f (γ) =
∑
γ∈B(S)

∫
Γ

ξg(γ−1g) dg

=

∫
Γ

 ∑
γ∈B(S)

ξg(γ−1g)

 dg =
∫
Γ

1 dg = 1.

Thus f is an element of̀1(Γ)1,+. If λ ∈ Γ is such that|λ| ≤ R then

‖ f − λ · f ‖`1(Γ) =
∑
γ∈Γ

| f (γ) − f (λ−1γ)|

=
∑

γ∈B(S)∪λB(S)

|

∫
Γ

ξg(γ−1g) dg−
∫
Γ

ξg((λ−1γ)−1g) dg |

11



=
∑

γ∈B(S)∪λB(S)

|

∫
Γ

ξg(γ−1g) dg−
∫
Γ

ξλ−1g(γ−1g) dg |

=
∑

γ∈B(S)∪λB(S)

|

∫
Γ

(ξg(γ−1g) − ξλ−1g(γ−1g)) dg |

≤

∫
Γ

 ∑
γ∈B(S)∪λB(S)

|ξg(γ−1g) − ξλ−1g(γ−1g)|

 dg

≤

∫
Γ

ε dg = ε,

since

∫
Γ

ξg((λ−1γ)g) dg =

∫
Γ

λ ·
(
ξg((λ−1γ)−1g)

)
dg

=

∫
Γ

ξλ−1g(γ−1g) dg,

this is a consequence of the invariance of the mean.

Thus for the previously chosenR andε we have constructed a functionf ∈ `1(Γ)1,+ satisfying

‖ f − γ · f ‖`1(Γ) ≤ ε whenever 1≤ |γ| ≤ Rand suppf ⊆ B(S) for the sameS as forξ. This proves the

second inequality. �
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CHAPTER IV

PROPERTY A IS NOT EQUIVALENT TO EMBEDDABILITY INTO`2

In this chapter we present the first application of the averaging theorem. As mentioned earlier

the original motivation to introduce Property A in [58] was that it was a sufficient condition to

embed coarsely a metric space into the Hilbert space. Since then it was an open problem whether

the converse implication holds, i.e. whether Property A is equivalent to coarse embeddability into

the Hilbert space. Below we present the first and at present the only known construction of a

metric space which does not have Property A but does embed coarsely into any`p-space, 1≤ p ≤

∞, including the Hilbert space. Our construction also gives counterexamples to a conjecture by

A.N. Dranishnikov, that for discrete metric spaces Property A is equivalent to coarse embeddability

into `1.

Behavior of Følner sets in high-dimensional products

Let (X1,dX1), (X2,dX2) be metric spaces. We will consider the cartesian productX1 × X2 with

the`1-metric, i.e.

dX1×X2(x, y) = dX1(x1, y1) + d(x2, y2),

for x = (x1, x2), y = (y1, y2), both inX1 × X2. If Γ1, Γ2 are finitely generated groups such metric on

Γ1 × Γ2 is left-invariant if and only if the metrics on the factors are. In particular, if the metric on

the factors is the word length metric then the`1-metric on the direct product gives the word length

metric associated to the standard set generators arising from the generators on the factors.

In this section we study how does the number radΓ behave for cartesian powers of a fixed finitely

generated amenable groupΓ. Theorem 3.2 will be our main tool, allowing us to reduce questions

about radΓn to questions about radeqv
Γn . Note that ifX andY are discrete metric spaces, and for every

R> 0 andε > 0 there are mapsξ : X→ `1(X) andζ : Y→ `1(Y) realizing Property A forX andY

respectively, then the mapsξ ⊗ ζ : X × Y→ `1(X × Y) of the form

ξ ⊗ ζ(x,y) = ξx ζy,
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give Property A forX × Y in the sense of Proposition 2.9 and in the particular case whenY = X the

diameter of the supports increases (the reader can extract precise estimates from [14]). The main

result of this section shows that this is always the case.

The next theorem is the key ingredient in the construction of spaces without Property A.

Theorem 4.1. LetΓ be a finitely generated amenable group. Then for any0 < ε < 2,

lim inf
n→∞

radeqv
Γn (1, ε) = ∞.

Proof. Assume the contrary. Then there exists anS ∈ N such that for infinitely manyn ∈ N there is

a function fn ∈ `1(Γn)1,+ satisfying

‖ fn − γ · fn‖1 ≤ ε,

suppfn ⊂ BΓn(S) for all γ ∈ Γ such that|Γ| = 1. Fix δ ≤ 2−ε
2S andm ∈ N and for anyn ∈ N for which

fn as above exists consider the decomposition

Γn = Γm× Γm× ... × Γm× Γr

where 0≤ r < m. Fork = 1, ... , n−r
m denote by∂k fn the restriction offn to the set

{g ∈ suppfn : |g| = S, g(i) , e⇔ (k− 1)m+ 1 ≤ i ≤ mk},

of those elements of suppfn whose length in thisk-th factorΓm is exactlyS, and extend it with 0

to a function on the wholeΓn; we denote byg(i) the i-th coordinate ofg ∈ Γn as an element of the

cartesian product.

Since fork , l, wherekm+ r ≤ n andlm+ r ≤ n, we have

supp∂k fn ∩ supp∂l fn = ∅

and
n−r
m∑

k=1

‖∂k fn‖1 ≤ ‖ fn‖1 = 1,
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we can conclude that for every ˆε > 0, which we now choose to satisfyε+2ε̂
1−ε̂ ≤ ε + δ, there exists a

sufficiently largen ∈ N andi ∈ N such that

‖∂i fn‖1 ≤ ε̂.

Denote

ϕ =
fn − ∂i fn
‖ fn − ∂i fn‖1

∈ `1(X)1,+ .

We have

‖ϕ − γ · ϕ‖1 =
‖( fn − γ · fn) + (γ · ∂i fn − ∂i fn)‖1

‖ fn − ∂i fn‖1

≤
ε + 2ε̂
1− ε̂

≤ ε + δ,

by the previous choice of ˆε. Now consider the decompositionΓn = Γm × Γn−m whereΓm is the

i-th factor in which we performed the previous operations onfn. For everyg ∈ Γm define (we’re

recycling the letterf here, the ”old” f ’s don’t appear in the proof anymore)

f (g) =
∑

h∈Γn−m

ϕ(gh),

whereh ∈ Γn−m. Then f ∈ `1(Γm)1,+ and suppf ⊆ BΓm(S − 1). Moreover, for an elementγ ∈ Γm of

length 1,

‖ f − γ · f ‖1 =
∑
g∈Γm

| f (g) − f (γ−1g)|

=
∑
g∈Γm

∣∣∣∣ ∑
h∈Γn−m

ϕ(gh) − ϕ(γ−1gh)
∣∣∣∣
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≤
∑
g∈Γm

∑
h∈Γn−m

|ϕ(gh) − ϕ(γ−1gh)|

=
∑
g∈Γn

|ϕ(g) − ϕ(γ−1g)| = ‖ϕ − γ · ϕ‖1 ≤ ε + δ.

Sincem ∈ N was arbitrary we can obtain a family{ fm}m∈N of functions fm ∈ `1(Γm)1,+ satisfying

‖ fm− γ · fm‖1 ≤ ε + δ

and suppfm ⊆ BΓm(S − 1) whereδ is independent ofm. If we apply the procedure described above

to this family we can again reduce the diameter of the supports of the functionsfm and obtain yet

another new family{ fm}m∈N of functions fm ∈ `1(Γm)1,+ such that

‖ fm− γ · fm‖1 ≤ ε + 2δ

and suppfm ⊆ BΓm(S − 2).

After repeating this procedureS times we obtain a family{ fm}m∈N such thatf ∈ `1(Γm)1,+ and

‖ fm− γ · fm‖1 ≤ ε + Sδ

≤ ε + S
2− ε
2S

< 2,

sinceδ ≤ 2−ε
2S . However, for everym ∈ N

fm(g) =


1 wheng = e,

0 otherwise.

and

‖ fm− γ · fm‖ = 2

for everym ∈ N and everyγ ∈ Γm, which gives a contradiction. �

Remark 4.2. In the proofs in this section we have reduced the study Property A to studying
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amenability, however we expect that the above considerations can be carried out as well in a more

general setting for the price of complicating the arguments and estimates.

Constructing coarsely embeddable metric spaces without Property A

In this section we construct metric spaces which do not have Property A, but which do admit a

coarse embedding into the Hilbert space.

First observe that the exact values of both rad and radeqv depend on the metric, in particular in

the case of a word length on the group, on the choice of the generating set. What is independent

of such choices is whether rad and radeqv are finite or infinite. The following is a straight-forward

consequence of Definition 3.1 and the Proposition 2.9.

Proposition 4.3. (1a) If a discrete metric space X has Property A thenrad(R, ε) < ∞ for every

R> 0 andε > 0.

(1b) A discrete metric space X with bounded geometry has Property A if and only ifrad(R, ε) < ∞

for every R> 0 andε > 0.

(2) A finitely generated group is amenable if and only ifradeqv
Γ

(R, ε) < ∞ for every R> 0 andε > 0.

The idea for our construction is natural: take a disjoint union of bounded, locally finite metric

spaces, for which it is known that they satisfy Property A with diameters growing to infinity, so that

we violate the condition from Proposition 4.3.

On the other hand the condition rad(R, ε) = ∞ for anyR> 0 andε > 0 does not rule out coarse

embeddability into the Hilbert space, which is characterized by the existence of ac0-type functions

in the sphere of̀1. This was proved by Dadarlat and Guentner [14], see also [40] for discussion and

applications.

Given a sequence{(Xn,dn)}∞n=1 we will make the disjoint sumX =
∐

Xn into a metric space by

giving it a metricdX such that

1. dX restricted toXn is dn,

2. dX(Xn,Xn+1) ≥ n+ 1,

3. if n ≤ m we havedX(Xn,Xm) =
∑m−1

k=n dX(Xk,Xk+1).
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Theorem 4.4. Let Γ be a finite, group. The (locally finite) metric spaceXΓ =
∐∞

n=1 Γ
n has the

following properties:

(1) XΓ does not have Property A

(2) XΓ embeds coarsely intòp for any1 ≤ p ≤ ∞.

Proof. To prove 1) observe that by 4.3 ifXΓ would satisfy Property A then radXΓ(1, ε) would be

finite for every 0< ε < 2, which in turn would imply that the restriction of mapsξ realizing Property

A for everyε andR= 1 to eachΓn ⊆ XΓ gives Property A with diameter bounded uniformly inn,

sup
n∈N

radΓn(1, ε ) < ∞,

sinceBXΓ(x,R) = BΓn(x,R) for all sufficiently largen and allx ∈ Γn ⊂ XΓ. However by theorems

4.1 and 3.2,

radeqv
Γn (1, ε ) = radΓn(1, ε )

and

radeqv
Γn (1, ε) −→ ∞

asn→ ∞.

To prove 2), note that sinceΓ is a finite metric space any one-to-one map fromΓ into the space

`1 is biLipschitz. Denote the biLipschitz constant byL. Then the product map

f n = f × f × ... × f︸           ︷︷           ︸
n times

: Γn→

 n∑
i=1

`1


1

is also a biLipschitz map with the same constantL, where
(∑n

i=1 `1

)
1

denotes a direct sum ofn

copies of̀ 1 with a `1-metric, which is of course isometrically isomorphic to`1. It is clear that this

suffices to embedXΓ into `1 coarsely.

In [40] the author proved that the Hilbert space embeds coarsely into any`p, 1 ≤ p ≤ ∞ and

that the properties of coarse embeddability into`p for 1 ≤ p ≤ 2 are all equivalent. ThusXΓ embeds

coarsely into the Banach space`p for any 1≤ p ≤ ∞. �

Note that in the simplest caseG = Z2, the spaceXZ2 is a disjoint union of discrete cubes of
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increasing dimensions, with the`1-metric. Acube complexis a metric polyhedral complex in which

each cell is isometric to the Euclidean cube [0,1]n, and the gluing maps are isometries. For instance

the planeR2 is a cube complex with cubes given by [n,n+ 1] × [k, k+ 1], k,n ∈ N.

Corollary 4.5. An infinite-dimensional cube complex does not have Property A

On the other hand it is also not hard to construct an infinite-dimensional cube complex which

embeds coarsely into any`p, giving a different realization of examples discussed above.

We finally mention a conjecture formulated by Dranishnikov [15, Conjecture 4.4] that a discrete

metric spaceX has Property A if and only ifX embeds coarsely into the space`1. The examples

discussed in this section are in particular counterexamples to Dranishnikov’s conjecture.

19



CHAPTER V

ISOPERIMETRY AND ASYMPTOTIC DIMENSION

In this chapter we introduce and study a quasi-isometry invariant related to Property A and

we develop some techniques to estimate it. In particular we show how to estimate it using: 1)

the isoperimetric profile of a group, 2) type of asymptotic dimension. These methods allow to

answer a question of Roe, who asked if there exist groups of finite asymptotic dimension but of non-

linear type. We show a construction of such groups for any given prescribed value of asymptotic

dimension.

Definition of the A-profile

We introduce the following function associated to any metric space with Property A.

Definition 5.1 (Isodiametric profile of a metric space). Let X be a metric space with Property A.

Define the functionAX : N→ N by the formula

AX (n) = radX

(
1,

1
n

)
.

Clearly the function AX is well-defined and non-decreasing. We will be interested in estimating

the asymptotic behavior of AX, i.e. in the rate of divergence of AX. We consider the following

relation. We writef � g if there exist constantsC,K > 0 such thatf (n) ≤ Cg(Kn) for all n ∈ N and

we write f ' g if f � g andg � f .

The asymptotic behavior of AX does not depend on the choice ofR = 1 and the sequence1n up

to constants, the argument will be given further in this section.

Example 5.2. Let X be a bounded metric space. Then AX ' const. In fact, AX(n) = diamX
2 for all n

large enough.

Example 5.3. Let T be any locally finite tree. Then AT � n. Indeed, recall from [58] that for a

fixed R > 0 andε > 0 Property A for the tree is constructed by fixing a pointω on the boundary
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of T and taking normalized characteristic functions of the geodesic segments of length2R
ε on the

geodesic ray starting fromx in the direction ofω.

Example 5.4. Let Γ be a finitely generated group with polynomial growth. Then AΓ � n. In this

case the normalized characteristic functions of balls of radiusn give the required estimate.

Basic properties

We now move on to prove the most natural properties - estimate for subspaces, direct products

and invariance under quasi-isometries. For the first one, we will use the fact that Property A is

hereditary [54].

Proposition 5.5. Let Y have Property A and X⊆ Y. Then X has Property A and for any R> 0,

ε > 0

radX(R, ε) ≤ 3 radY(R, ε)

Proof. For everyy ∈ Y let p(y) ∈ X be a point such thatd(y, p(y)) ≤ 2d(y,X). Define an isometry

I : `1(Y)→ `1(X × Y) by the formula

I f (x, y) =


f (y) if x = p(y)

0 otherwise

Let ε > 0 andR > 0. By definition of Property A there exist a numberS < ∞ and a map

ξ : Y → `1(Y) such that‖ξy − ξy′‖`1(Y) ≤ ε if d(y, y′) ≤ R and suppξy ⊆ B(y,S) for everyy ∈ Y.

Defineξ̃ : X→ `1(X)1,+ by the formula

ξ̃x(z) =
∑
y∈Y

Iξx(z, y).

Then it is easy to check that

‖̃ξx − ξ̃x′‖`1(X) ≤ ε

wheneverd(x, x′) ≤ Rand

suppξx ⊆ B(x,3S).
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A direct consequence is the following.

Proposition 5.6. Let X⊆ Y be a subspace. ThenAX � AY.

Direct products

We consider direct products with the`1-metric, as explained in an earlier section.

Proposition 5.7. Let X1, X2 be countable discrete metric spaces with property A. Then

A X1×X2 ' max
(
AX1,AX2

)
.

Proof. Let R= 1, ε > 0 and let the mapsξ : X→ `1(X)1,+, η : Y→ `1(Y)1,+ realize Property A for

R = 1 andε, for X andY and respectively, with diameters of the supportsSX andSY respectively.

Then the mapξ ⊗ η : X × Y→ `1(X × Y)1,+ defined by

ξ ⊗ η(x,y)(z,w) = ξx(z) ηy(w),

satisfies

supp
(
ξ ⊗ η(x,y)

)
⊆ B

(
(x, y),SX + SY

)
⊆ B

(
(x, y),2 max(SX,SY)

)
.

For R= 1 we also have the following estimate:

‖ξ ⊗ η(x,y) − ξ ⊗ η(x′,y′)‖`1(X×Y) =
∑

z∈X,w∈Y

|ξx(z)ηy(w) − ξx′(z)ηy′(w)|

≤
∑

z∈X,w∈Y

|ξx(z)ηy(w) − ξx(z)ηy′(w)|

+
∑

z∈X,w∈Y

|ξx(z)ηy′(w) − ξx′(z)ηy′(w)|

≤ ‖ξx − ξx′‖`1(X) + ‖ηy − ηy′‖`1(Y) ≤ ε.
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The last inequality follows from the fact that sinced((x, y)(x′, y′)) = R = 1 then eitherx = x′ or

y = y′. This proves AX1×X2 � max
(
AX1,AX2

)
. The estimate ”�” follows from Proposition 5.6. �

Permanence properties of groups with Property A have been extensively studied in connection

to the Novikov Conjecture, see e.g. [3], [14], [11], [54], so estimates of this sort are possible also

for e.g. free products, extensions, some direct limits, groups acting on metric spaces and more.

Invariance under quasi-isometries

We devote the rest of this section to proving large-scale invariance of the asymptotics of AX,

we will in particular estimate how does the isodiametric function behave under coarse equivalences

that are not necessarily quasi-isometries. Strictly for that purpose forκ,R ∈ N define the function

Aκ,R
X (n) = radX(R, κn). With this definition AX = A1,1

X .

Lemma 5.8. For a fixed R> 0 andκ ∈ N we have

A1,R
X ' Aκ,R

X . �

Lemma 5.9. Let X have Property A. Then for any R,R′ ∈ N we have

A1,R
X ' A1,R′

X .

Proof. If R ≤ R′ then obviously radX(R, ε) ≤ radX(R′, ε) for anyε and the inequality ”�” follows.

Conversely, assume thatR′ ≤ R. If d(x, y) ≤ Rand that we’re given the functionξ from the definition

of Property A forR′ andε. Then by the uniform quasi-geodesic condition onX (Definition 2.4) with

κ equal to the largest integer smaller thanR/R′, we have

‖ξx − ξy‖`1(X) ≤

κ−1∑
i=0

‖ξxi − ξxi+1‖`1(X) ≤ κεn,

where thex = x0, x1, ..., xk−1, xκ = y are such thatd(x, y) ≤
∑κ

i=0 d(xi , xi+1) andd(xi , xi+1) ≤ R′.

This gives the inequalitySX(ξ,R′, ε) ≤ SX(ξ,R, κε), and consequently

radX(R′, ε) ≤ radX(R, κε).
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This together with the previous lemma proves the assertion. �

Having proved that the asymptotics of Aκ,RX depend neither onR nor onκ, as a consequence we

get the desired statement on large-scale behavior of AX.

Theorem 5.10. Let X,Y be metric spaces and let Y have Property A. Let f: X → Y be a coarse

embedding. Then X has Property A and

AX � ϕ
−1
− ◦ AY .

In particular, if X and Y are quasi-isometric thenAX ' AY.

Proof. Let f : X → Y be the coarse embedding with Lipschitz constantL and distortionϕ−. Since

we’re only interested in the asymptotic behavior, we may assume that for larget ∈ R, ϕ−(t) is strictly

increasing. Also by Proposition 5.5 without loss of generality we may assume thatf is onto.

For every pointy ∈ Y choose a unique pointxy in the preimagef −1(y). This gives an inclusion

`1(Y)1,+ ⊆ `1(X)1,+. SinceY has Property A, for everyε > 0 andR < 0 there exists a map

ξ : Y → `1(Y)1,+ and a numberS > 0 satisfying conditions from Proposition 2.9. ChooseR large

enough so thatϕ−(R) ≥ 1 and define a mapη : X→ `1(Y)1,+ ⊆ `1(X)1,+ setting

ηx(z) =


ξ f (x)(y) if z= xy,

0 otherwise.

It is easy to check thatϕ satisfies the required conditions and that

SX(R, ε, η) ≤ ϕ−1
−

(
SY(LR, ε, ξ)

)
.

This, with Lemma 5.8 gives

AX ' A1,R
X � ϕ−1

− ◦ A1,LR
Y ' ϕ−1

− ◦ AY .

�

Relation to isoperimetric profiles
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The Følner function measures the volume of the support of a function and radeqv measures the

radius of the smallest ball in which such support is contained. Since the Følner function is defined

using the number rad and the numbers rad and radeqv are equal on an amenable groups by the

averaging theorem, we have

Theorem 5.11.LetΓ be a finitely generated amenable group. Then

ρΓ ◦ A Γ ≥ Føl.

Proof. Since AG(n) = rad(1, 1
n) = radeqv(1, 1

n), the numberρΓ(AΓ(n)) is the volume of the ball

containing suppf , where f minimizes radeqv(1, 1
n). Thus

ρΓ(AΓ(n)) ≥ # suppf ≥ Føl(n),

since Føl(n) minimizes the volume of suppf for ε = 1
n. �

It follows that the function AΓ in the case of amenable groups can have nontrivial behavior, as

we now explain. Given two finitely generated groupsΓ1 andΓ2 one defines their wreath product

Γ1 o Γ2 =
(
⊕γ∈Γ1 Γ2

)
o Γ2,

where the action ofΓ2 on (⊕γ∈Γ1Γ2) is by a coordinate shift. Since the wreath product preserves

amenability, one can wonder how does the function FølΓ1oΓ2 depend on the functions FølΓ1 and

FølΓ2. This was studied in [55], [46], [25] and a complete answer was given by A. Erschler in [19],

where it was proved that

FølΓ1oΓ2 '
(
FølΓ1

) FølΓ2 , (1)

provided that the following condition holds: (?) for any C> 0 there is a K> 0 such that for any

n > 0, FølΓ2(Kn) > C FølΓ2(n). This last assumption will be automatically fulfilled in the cases we

will consider, note however that it does not allowΓ2 to be finite.

Now, using Theorem 5.11, we can apply this to the isodiametric function.
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Proposition 5.12. LetΓ1, Γ2 be discrete amenable groups and letFølΓ2 satisfy condition(?). Then

A Γ1oΓ2 � FølΓ2

(
ln FølΓ1

)
.

The proof amounts to recalling the fact that growth of a finitely generated group is at most

exponential. Consequently, since forGk = Z o (. . . (Z o (Z o Z) . . . )︸                      ︷︷                      ︸
k times

the Følner function satisfies

FølGk ' nn .
. .

n︸︷︷︸
k times

,

we obtain

Corollary 5.13. Let Gn be as above. Then

A Gk � nn .
. .

n︸︷︷︸
k−1 times

ln n.

Another example in [19] is one of a groupΓ with Føl growing faster than any of the above

iterated exponents. This of course gives the same conclusion for the function AΓ.

Recall also that it is not known whether Property A is satisfied for Thompson’s groupF. Thomp-

son’s groupF is defined by the presentation

〈a,b | [ab−1,a−1ba] = [ab−1,a−2ba2] = e〉

or

〈xi , i ∈ N | x
−1
j xi x j = xi+1 for i > j〉.

On the other hand it is known that the iterated wreath product

Wk = (. . . (Z o Z) o Z) o . . . ) o Z︸                        ︷︷                        ︸
k times

is a quasi-isometrically embedded subgroup ofF for everyk ∈ N, this was shown by S. Cleary [12],

and Theorem 5.10 leads to the following statement:
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Corollary 5.14. If Thompson’s group F has Property A then

AF � nk

for every k∈ N.

Asymptotic dimension and the A-profile

In this section we will show another method to estimate AX, it is based on the connection

between Property A and asymptotic dimension. In particular we show a large class of spaces for

which AX ' n. These spaces will arise as spaces with finite asymptotic dimension oflinear type,

i.e. where the diameter of the elements of the covers depends linearly on disjointness.

A family U of subsets of a metric space will be calledδ-bounded if diamU ≤ δ for every

U ∈ U. Two familiesU1,U2 areR-disjoint if d(U1,U2) ≥ R for anyU1 ∈ U1, U2 ∈ U2.

Definition 5.15 ([28]). We say that a metric space X has asymptotic dimension less than k∈ N,

denotedasdimX ≤ k, if for every R> 0 one can find a numberδ < ∞ and k+ 1 R-disjoint families

U0, ...,Uk of subsets of X such that

X = U0 ∪ ... ∪Uk

and everyUi is δ-bounded

Asymptotic dimension is a large-scale version of the classical covering dimension in topology.

It is a coarse invariant and a fundamental notion for [57], where the Novikov Conjecture for groups

with finite asymptotic dimension is proved. Because of this result asymptotic dimension of groups

has become a very actively studied notion, we refer the reader to the articles [4], [5] and to [49]

and the references there for more on asymptotic dimension of finitely generated groups. Let us just

mention here that examples of groups with finite asdim include free, hyperbolic, Coxeter groups,

free products and extensions of groups with finite asdim. On the other hand it is easy to see that

there are finitely generated groups which don’t have finite asymptotic dimension - just takeZ o Z or

Thompson’s groupF, each of which containsZk as a subgroup for everyk and since such inclusion

is always a coarse embedding and asdimZn = n, it pushes asymptotic dimension off to infinity.
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The following finer invariant associated to a space with finite asymptotic dimension was also

introduced by Gromov [28, p. 29], see also [49, Chapter 9], [17, Section 4]

Definition 5.16. Let X be a metric space satisfyingasdimX ≤ k. Define the type functionτk,X :

N → N in the following way:τk,X(n) is the smallestδ ∈ N for which X can be covered by k+ 1

familiesU0, ...,Uk which are all n-disjoint andδ-bounded.

The type function is also known asdimension functionand its linearity is often referred to as

Higson propertyor finite Assouad-Nagata dimension, see the discussion later in this chapter. The

proof of our next statement adapts an argument of Higson and Roe [33], who showed that finite

asymptotic dimension implies Property A.

Theorem 5.17.Let X be a metric space satisfyingasdimX ≤ k. Then

AX � τk,X .

Proof. By assumption, for everyn ∈ N, X admits a cover byk + 1, τk,X(n)-bounded,n-disjoint

familiesUi , as in definition 5.15. LetU be a cover ofX consisting of all the sets from all the

familiesUi . There exists a partition of unity{ψV}V∈U and a constantCk depending only onk such

that:

(1) eachψ is Lipschitz with constant 2/n;

(2) sup diam(suppψ) ≤ τk,X(n) + 4n ≤ Ckτk,X(n);

(3) for everyx ∈ X no more thank+ 1 of the valuesψ(x) are non-zero.

For everyψ choose a unique pointxψ in the set suppψ and define

ξn
x =

∑
ψ

ψ(x) δxψ .

Then ifd(x, y) ≤ 1 we see that

‖ξn
x − ξ

n
y‖`1(X) =

∑
ψ

|ψ(x) − ψ(y)| ≤
2
n

C′k,
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whereC′k is another constant depending onk only and

supp ξn
x ⊆ B

(
x,Ckτk,X(C′kn)

)
.

Once again by Lemma 5.8 we are done. �

Thus spaces and groups of finite asymptotic dimension of linear type have AX linear. The

simplest examples of such are Euclidean spaces and trees, and their finite cartesian products, by an

argument similar to the one in Proposition 5.7. It is also well-known thatδ-hyperbolic groups are in

this class, one can quickly deduce this fact either directly from [50] or from a theorem of Buyalo and

Schroeder [10], which states that every hyperbolic group admits a quasi-isometric embedding into

a product of a finite number of trees. In fact, Dranishnikov and Zarichnyi showed that every metric

space with finite asymptotic dimension is equivalent to a subset of a product of a finite number of

trees [17], however this equivalence is in general just coarse and not quasi-isometric, we will give

examples illustrating this below.

The main estimate

As a corollary of the results presented in the two previous sections we get our main application,

a direct relation between two of the considered large-scale invariants: Vershik’s Følner function and

Gromov’s type of asymptotic dimension.

Theorem 5.18. Let Γ be a finitely generated amenable group satisfyingasdimΓ ≤ k. Then there

exists a constant C depending only on k such that

Føl� ρΓ ◦C τk,Γ.

Proof. The estimate follows from Theorem 5.11 and Theorem 5.17. �

A general conclusion coming from this result is that several asymptotic invariants considered

in the literature, namely: decay of the heat kernel, isoperimetric profiles, Følner functions, type

function of asymptotic dimension, our function AΓ and distortion of coarse embeddings, in the case
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of amenable groups all carry very similar information. We will show below how to use this fact to

obtain results in various directions.

Remark 5.19. The constantC in the above formula is a technical consequence of the estimates in

the proof of Theorem 5.17 and it doesn’t seem that we can get rid of it a priori. We can however

omit it once we know for example thatτ satisfies condition (?) from Section 4: for everyC there

exists a numberK such thatCτk,X(n) ≤ τk,X(Kn) for all n. This is a very mild condition, in particular

it holds for all common asymptotics. Another situation when the constantC does not play a role is

when the upper estimate on the growthρΓ is known. For the purposes of applications in Sections 7

and 8 we will be interested only in groups with exponential growth and we will omit the constantC

from now on.

Estimates of isoperimetric profiles

We will use our main theorem and asymptotic dimension to get precise estimates of the func-

tion Føl for some groups. Although these estimates are known (see e.g. [46]), our purpose is to

show that even though in Theorem 5.18 we, loosely speaking, pass between the volume of a set and

the volume of the ball which contains it, which one can expect will cause some loss of informa-

tion in the exponential growth case, we can in fact obtain sharp estimates on Føl. In other words,

asymptotically Følner sets behave like balls. We will use the following consequence of Theorem

5.18.

Corollary 5.20. If Γ is an amenable group with exponential growth and finite asymptotic dimension

of linear type then

Føl' en .

The statement follows from Theorem 5.18 and a theorem of Coulhon and Saloff-Coste [13],

stating that for groups of exponential growth the function Føl grows at least exponentially.

It should be also pointed out that the question of existence of amenable groups with exponential

growth and at most exponential Følner function was first asked by Kaimanovich and Vershik in [36].

Example 5.21.The first example we consider are groupsSA = Z
2oAZ, whereA ∈ SL2(Z) satisfies
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| trace(A)| > 2, usually one takes just

A =

 2 1

1 1

 .
The groupSA has exponential growth and it is a discrete, quasi-isometrically embedded lattice in

the group Sol used by Thurston to describe one of the geometries in his geometrization conjecture.

The group Sol is quasi-isometric to a undistorted horosphere inH2×H2, a product of two hyperbolic

planes. The latter has finite asymptotic dimension of linear type, this can be seen directly or from

the fact that the hyperbolic plane embeds quasi-isometrically into a product of trees ([9]), and so we

recover (see e.g. [46, Section 3]) the estimate

FølSA ' en.

The same strategy works for polycyclic groups which are lattices in solvable Lie groups of dimen-

sion at least 3.

Example 5.22.The solvable Baumslag-Solitar groups,

BS(1, k) = 〈 a,b : aba−1 = bk 〉,

wherek > 1, constitute our second example. These groups are metabelian but not polycyclic and

they act properly, cocompactly by isometries on a warped productXk = R × Tk, whereTk is an

infinite, oriented,k + 1-regular tree. For every vertexv in this tree we have 1 incoming edge andk

edges going out ofv, and we orient the incoming edge towards the vertexv. Metrically, the setR× r

wherer is an infinite, coherently oriented line, is an isometric copy of the hyperbolic plane, see [20]

for a detailed construction of the spaceXk. Since both the tree and the hyperbolic plane have finite

asymptotic dimension of linear type, it is easy to check by a direct construction of coverings or of

a quasi-isometric embedding into an appropriately chosen space thatXk also has finite asymptotic

dimension of linear type. Thus, since by the Milnor-Švarc Lemma BS(1, k) is quasi-isometric toXk,

we get (see [46, Theorem 3.5])

FølBS(1,k) ' en.

Example 5.23.Assume we are given two finitely generated amenable groupsG andH and an exact
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sequence

0 −→ K −→ Γ −→ H −→ 0, (2)

i.e. Γ is an extension ofK by H. Assume also thatK is undistorted inΓ (recall that a subgroupH

is undistortedin the ambient groupΓ if the embedding ofH as a subgroup is quasi-isometric) and

that bothK andH have finite asymptotic dimension of linear type. Under these assumptions, in

[7] a Hurewicz-type theorem for asymptotic dimension of linear type is proved, which in particular

implies thatΓ also has finite asymptotic dimension of linear type. In our situation this yields the

following

Corollary 5.24. Let K,Γ,H be finitely generated amenable groups, sequence (2) be exact. Assume

that K is undistorted inΓ and that the latter has exponential growth. If H and K have finite asymp-

totic dimension of linear type then

Føl' en.

Note however that this does not apply to the groupSA considered above. In that example the

fiberZ2 is well-known to be exponentially distorted in the ambient extension.

The above of course raises the question, which amenable groups with exponential growth have

finite asymptotic dimension of linear type. The next section is devoted to building examples which

fail this condition.

Applications to dimension theory

There are two questions concerning asymptotic dimension and its type function:

(Q.1) How to build natural examples of finitely generated groups withτk,Γ growing faster than

linearly for some k?Most of the known examples of groups with finite asymptotic dimension

have linear type and to the author’s best knowledge no examples of groups with other behavior

of the type function were known.

(Q.2) Assume we have an example like in (Q.1), withasdimΓ ≤ k andτk,Γ � n. Can we find k′ > k

such thatτk′,Γ will be linear?
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These questions, although quite natural, become even more relevant if one identifies after Dran-

ishnikov and Zarichnyi [17, Section 4] asdim with linear type as the large-scale analog of the

Assouad-Nagata dimension [1], [37], which is an invariant in the Lipschitz category of metric

spaces. The precise definition in our setting is simply the following:a metric space X has Assouad-

Nagata dimension≤ k if it satisfiesasdimX ≤ k andτk,X � n. The above questions can be then

rephrased in the following way: (Q.1)How to build finitely generated groups with Assouad-Nagata

dimension strictly greater than asymptotic dimension?(Q.2) Does finite asymptotic dimension im-

ply finite Assouad-Nagata dimension?

We will use Theorem 5.18 to answer both questions and build some interesting examples of

groups with finite asymptotic dimension. For any non-trivial finite groupH and fork = 1,2,3, . . .

consider the groupΓ(1)
k = H oZk. In the simplest caseH = Z/2Z the groupΓk is a lamplighter group

(see e.g. [25], [51]).

We have asdimΓ(1)
k = k. We will only sketch the proof. To see asdimΓ(1)

k ≤ k one needs to

appeal to recent work of Dranishnikov and Smith [16], in which they extend the notion of asymp-

totic dimension to allcountablegroups. And so observe that by [16, Theorem 2.1], the infinitely

generated countable group⊕z∈ZkH (equipped with a proper length function inherited fromΓ(1)
k ) has

asymptotic dimension zero, since every of its finitely generated subgroups is finite. SinceZk has

asymptotic dimensionk, the semi-direct product
(
⊕z∈Zk H

)
o Zk is of asymptotic dimension at most

k, by the Hurewicz-type theorem in [16]. Then the inclusion ofZk in Γ(1)
k as a subgroup gives

asdimΓ(1)
k � k− 1.

Now, by equation (1) used earlier in this chapter we have

Føl
Γ

(1)
k
'

(
FølH

)Føl
Zk ' e(nk).

For anyk′ ≥ k, Theorem 5.18 gives

e(nk) � ρ
Γ

(1)
k
◦ τk′,Γ(1)

k
,
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but this implies

nk � τk′,Γ(1)
k
,

since the growth ofΓ(1)
k is exponential.

Now take the groupΓ(2)
k = H o Γ(1)

k . By the same argument as before asdimΓ(2)
k = k, and again

by Theorem 5.18 for anyk′ we get

e

(
e(nk)

)
� ρ

Γ
(2)
k
◦ τk′,Γ(2)

k
,

which gives

e(nk) � τk′,Γ(2)
k
.

Iterating this construction we get for a fixedk and i = 1,2, . . . infinitely many (depending on

different choices ofH) finitely generated groupsΓ(i)
k with asdim equal exactlyk and type function

growing at least as fast as the iterated exponential function

exp exp. . . exp︸             ︷︷             ︸
i−1 times

nk.

This gives the examples postulated by (Q.1) and answers (Q.2) negatively, since in particular all

estimates are independent ofk′.

Two comments are in order.

Remark 5.25. In the case of asymptotic dimension 1, the construction above is optimal in the

following sense. Januszkiewicz andŚwia̧tkowski [35] and independently Gentimis [22] proved that

if a finitely presented groupG has asymptotic dimension 1 then it is virtually free, and it follows that

it satisfiesτ1,G � n. So the groupsΓ(i)
1 for i ≥ 2 are examples showing that results of Januszkiewicz-

Świa̧tkowski and Gentimis will not be true if one drops the requirement of finite presentation. It

also follows that one cannot obtain examples with properties likeΓ
(i)
1 and which would be finitely

presented.

Remark 5.26. By [17] all the groups considered in this section embed coarsely into a product of

finitely many trees. It might be interesting to note that by arguments similar to those in Theorem
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5.10, any such embedding must be strongly distorting, i.e. forΓ
(i)
k it must satisfy

ϕ− � n
1
k for i = 1

and

ϕ− �
(
ln ln . . . ln︸      ︷︷      ︸

i−1 times

n
) 1

k for i = 2,3, . . .

This contrasts again to the case of hyperbolic groups, which, as mentioned previously, embed quasi-

isometrically into an appropriately chosen product of finitely many trees [9].
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CHAPTER VI

COARSE INDEX THEORY AND THE ZERO-IN-THE-SPECTRUM CONJECTURE

The zero-in-the-spectrum problem

The zero-in-the-spectrum conjecture was first formulated by Gromov [27, 28] and asks if the

spectrum Laplace-Beltrami operator acting on the square-integrablep-forms on the universal cover

of a closed aspherical manifold contains zero. This fact is implied by the Strong Novikov Con-

jecture and thus the interest in finding a counterexample. A more general zero-in-the-spectrum

conjecture on open complete manifolds was stated by Lott and it is true if there is a positive answer

to the following question:does the spectrum of the Laplace-Beltrami operator∆p acting on square-

integrable p-forms of a complete manifoldM contain zero for some p= 0,1, . . .? The answer is

negative in general: Farber and Weinberger [21] showed that for everyn ≥ 6 there exists a manifold

N such that zero is not in the spectrum of∆p for anyp ∈ 0,1 . . . acting on the universal cover ofN .

Later Higson, Roe and Schick [34] extended this result and gave a complete description of groups

which can appear as fundamental groups of manifolds whose universal covers don’t have zero in

the spectrum of the Laplacian.

Because of the origins of the problem, various covering spaces are a natural environment for

considering zero-in-the-spectrum questions. An early result of this type is a theorem of Brooks

[8] stating that given a regular coverM of a compact manifoldN , 0 is in the spectrum of∆0 on

M if and only if the group of deck transformations is amenable. The articles [38, 39] provide a

comprehensive survey of this topic.

The Laplace-Beltrami operator

The Laplace-Beltrami operator and the Laplace-de Rham operator are generalizations of the

usual Laplace operator fromRn to a Riemannian manifoldM. Its action on a functionf : M → R
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can be expressed by the formula

∆ f = div ·∇ f =
1

√
det(G)

∂i

( √
|g|gi j∂ j f

)
.

where:G = JT J = {gi j } is the metric tensor (J denotes the Jacobian),G−1 = {gi j } is the inverse of

G.

More generally we consider a complete Riemannian manifold andΛp(M), the space of square-

integrablep-forms onM. ThusΛp(M) is a Hilbert space. Because of completeness ofM we can

integrate by parts onM: ∫
M

dω ∧ η = (−1)degω+1
∫

M
ω ∧ dη

whereω,dω, η,dη are smooth, square-integrable forms onM (see [38, Lemma 1] for a proof).

Considerd∗, the adjoint operator tod. We construct a self-adjoint operator∆ : Λ∗(M)→ Λ∗(M) by

setting

∆ = dd∗ + d∗d.

Then, by restricting∆ to Λp(M) we obtain∆p. The spectrum of∆p is contained in [0,∞). The

zero-in-the-spectrum question asks if 0 belongs to the spectrum of∆p for somep.

Index theory via the coarse assembly map

One way of showing that zerois in the spectrum of the Laplace-Beltrami operator is to use index

theory. We first need to briefly recall the construction of the coarse index.

Let X be a discrete metric space. AnX-moduleHX = (H , ρ) is a pair consisting of a separable

Hilbert spaceH and a∗-representationρ : C0(X) → B(H) of the algebra of complex-valued

functions vanishing at infinity. We will say that anX-module isnon-degenrateif the representation

ρ is non-trivial, and we will call itstandardif no compact operators are in the image ofρ, except

ρ(0) of course.

Definition 6.1. Let X, Y be discrete metric space andHX, HY the corresponding modules. The

support of a bounded operatorT : HX → HY is denotedsuppT and is defined to be the complement

in X × Y of the set of all points(x, y) ∈ X × Y for which there exist functions f,g ∈ C0(X) such that
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gT f = 0 and f(x) , 0 , g(y).

Definition 6.2. Let X andHX be as above and let T be a bounded operator onHX. Then

(1) Thepropagationof T is the numbersup(x,y)∈suppT d(x, y).

(2) T is said to be locally compact if for any f∈ C0(X) the operators f T and T f are compact.

The following definition introduces the Roe algebra

Definition 6.3. LetHX be a standard, non-degenerate X-module. The Roe algebra C∗(X) is the

C∗-algebra closure of all locally compact operators onHX which have finite propagation.

The algebraC∗(X) does not depend on the choices we made along the way, namely on the choice

of theX-module as long as it is standard and non-degenerate.

Take nowd ∈ N and a cycle (H , ρ, F) in the K-homologyK∗(Pd(X)) = KK∗(C0(Pd(X)),C)

such thatH equipped withρ is a standard, non-degeneratePd(X)-module. ChooseU = {U} be a

locally finite, uniformly bounded open cover ofPd(X) and{ϕU} be a continuous partition of unity

subordinate to the coverU. We define an operator

F̃ =
∑
U

ρ(ϕU)1/2F ρ(ϕU)1/2,

where the infinite sum converges in the strong topology because the covering is locally finite.

Lemma 6.4([57]). For F, F̃ as above we have

(1) F̃ has finite propagation

(2) ‖F̃‖ ≤ 4‖F‖.

Note that (H, ρ, F̃) is equivalent to (H, ρ, F) in the groupK0(Pd(X)). This is so because the

operatorρ( f )(F − F̃) is compact for anyf ∈ C0(Pd(X))

We will now construct an element ofK-theory of the Roe algebra that will be the ”index at scale

d” of the cycle above. In the description ofK-theory we’re using, the elements of the group are

Kasparov modules over the pair (C,C∗(Pd(X))). TakeE = C∗(Pd(X)) as a module over itself, and

the representationψ : C→ B(E) is given by the assignment 17→ IdE.
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The last element we need in the triple is an operator onE. It will be given by F̃ acting as a

multiplier onC∗(Pd(X)). All we need is to observe that̃F2 − 1 ∈ C∗(Pd(X)), and that is so because

both F̃2 and 1 have finite propagation. Thus we can construct a Kasparov module

(C∗(Pd(X)), ψ, F̃). (3)

With the above notation, the coarse index at scaled is the map Indexd : K0(Pd(X))→ K0(C∗(Pd(X)))

defined by the formula

Indexd( [(H, ρ, F)] ) = [(C∗(Pd(X)), ψ, F̃)].

Coarse index

There is a natural inclusionid : Pd(X) → Pd+1(X) given simply by the fact that the cover

{B(x,d)}x∈X is inscribed in the cover{B(x,d + 1)}x∈X. Combining this with the index maps for

d = 1,2, . . . we get the following diagram:

K0(P1(X))
i1

−−−−−→ K0(P2(X)) −−−−−→
...

K0(Pd(X))
id

−−−−−→ . . .yIndex1

yIndex2

yIndexd

K0(C∗(P1(X)))
≈

−−−−−→ K0(C∗(P2(X))) −−−−−→
...

K0(C∗(Pd(X)))
≈

−−−−−→ . . .

Note that

lim
d→∞

K0(C∗(Pd(X)) = K0(C∗(X)).

Definition 6.5. We define the coarse index map

µc : lim
d→∞

K0(Pd(X))→ K0(C∗(X))

as the direct limit of the mapsIndexd.

The strategy for showing that 0 is not in the spectrum of the Laplace-Beltrami operator relies on

the following statement.

Proposition 6.6([47]). LetM be a complete Riemannian manifold andD be the de Rham operator.
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If µc([D]) , 0 in K∗(C∗(M)) then the spectrum of the Laplace-Beltrami operator acting on the

square-integrable forms onM contains zero.

We refer [38, 47] for the arguments.

Group quotients with Property A

As mentioned earlier, Property A resembles amenability and enjoys a number of the same prop-

erties as amenability e.g. inheritance by subgroups and extensions. Unlike amenability however,

Property A is preserved by free products [11] and, more importantly, is not preserved under sur-

jective homomorphisms. The latter is a consequence of Gromov’s construction [30] of finitely

presented groups which do not coarsely embed into the Hilbert space together with exactness of

free groups. Thus we are interested in general conditions guaranteeing that in the exact sequence

1 −→ H −→ G −→ G/H −→ 1 (4)

G/H has Property A provided thatG has it. If we exclude the trivial case and assume thatG/H is

infinite there are two other cases in which such a statement is obviously true:

(1) If H is a finite group thenG andG/H are quasi-isometric, soG is exact if and only ifG/H is

exact.

(2) If the exact sequence (4) splits then thenG/H is embedded inG, and inherits exactness from

the ambient group.

Our first step in proving Theorem 6.11 is the following

Theorem 6.7. Let G be a finitely generated group satisfying Property A and let H be an amenable

subgroup of G. Then the quotient G/H has Property A.

This condition is sharp: as soon as we drop the amenability condition onH, we can takeG in

(4) to be a free group and get all finitely generated groups as quotients. We will treat the cosets of

H as orbits of its action onG and denote the orbit ofx ∈ G by Hx. The quotientG/H is a metric

space with the metric

d(Hx,Hy) = min
h,h′∈H

d(hx,h′y).
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This in particular means that the quotient mapG→ G/H is a contraction.

The next statement is a version of the averaging theorem for Property A, only now we average

over the subgroup instead of the whole group and we are not interested in quantitative statement.

Proposition 6.8. Let G be a group with Property A and let H be an amenable subgroup of G. Then

for everyε > 0 Property A can be realized by a mapξ : G → `1(G)1,+ such thatξ is equivariant

under the action of H, i.e.,

ξhx = h · ξx (5)

for every h∈ H and x∈ G.

Proof. Assume thatG satisfies conditions of Definition 2.9 forR < ∞, ε > 0 with S > 0 realized

by a functionζ : G→ `1(G)1,+. For everyx ∈ G define

ξx(y) =
∫

H
ζhx(hy) dh.

Since 0 ≤ ζx(y) ≤ 1 for all x, y ∈ G we get a well-defined functionξx : G → R satisfying

0 ≤ ξx(y) ≤ 1 for all x, y ∈ G. Observe that ifd(x, y) > S thenζx(y) = 0. SinceH acts by isometries,

d(hx,hy) = d(x, y) and it follows thatξx(y) = 0 if d(x, y) > S. This allows to compute the norm of

ξx:

‖ξx‖`1(G) =
∑

y∈B(x,S)

ξx(y) =
∑

y∈B(x,S)

∫
H
ζhx(hy) dh

=

∫
H

 ∑
y∈B(x,S)

ζhx(hy)

 dh =
∫

H
1 dh

= 1,

which shows thatξx is an element of̀1(G)1,+ for everyx ∈ G.

Let nowx1, x2 ∈ G satisfyd(x1, x2) = 1. Then
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‖ξx1 − ξx2‖`1(G) =
∑
y∈G

∣∣∣ ξx1(y) − ξx2(y)
∣∣∣ (6)

=
∑
y∈G

∣∣∣∣∣∫
H
ζhx1(hy) dh−

∫
H
ζhx2(hy) dh

∣∣∣∣∣
≤

∫
H

∑
y∈X

∣∣∣ζhx1(hy) − ζhx2(hy)
∣∣∣ dh

≤

∫
H
ε dh = ε,

since the sum is in fact finite and the metric is left-invariant.

Finally we need to show that (5) holds. Indeed, ifγ ∈ H andx ∈ G then by the invariance of the

mean onH we obtain

ξγx(y) =
∫

H
ζhγx(hy) dh

=

∫
H
ζh̃x(h̃γ

−1y) dh̃ = ξx(γ
−1y)

= γ · ξx(y),

after substituting̃h = hγ. This ends the proof. �

Theorem 6.9. Let G be a group with Property A and let H be an amenable subgroup of G. Then

the quotient G/H has Property A.

Proof. By Proposition 6.8, the functionξ : G→ `1(G) can be chosen to be equivariant on cosets of

H. We define the mapη : G/H → `1(G/H)1,+ by

ηHx(Hy) =
∑
h∈H

ξx(hy).
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We need to show thatη is well defined. So letHx = Hx′ andHy = Hy′ as elements ofG/H. Then

there are elementsγ,g ∈ H such thatγx = x′ andgy= y′.

ηHx′(Hy′) =
∑
h∈H

ξx′(hy′) =
∑
h∈H

ξγx(hgy)

=
∑
h∈H

ξx(γ
−1hgy) =

∑
h∈H

ξx(hy)

= ηHx(Hy),

after using Proposition 6.8 and substitutingγ−1hg for g.

Now note that since the quotient mapG→ G/H is a contraction, if the elementsHx andHy are

more than distanceS away from each other,ξx vanishes on the cosetHy and we have

ηHx(Hy) =
∑
h∈H

ξx(hy) = 0,

thus suppηHx ⊆ B(Hx,S) and we also have

‖ηHx‖`1(G/H) =
∑

Hy∈G/H

ηHx(Hy)

=
∑

Hy∈G/H

∑
h∈H

ξx(hy)

= ‖ξh‖`1(G/H) = 1.

Suppose now that elementsHx andHx′ are distance 1 from each other. This means that the elements
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x andx′ can be assumed to satisfyd(x, x′) ≤ 1. Thus

‖ηHx − ηHx′‖`1(G/H) =
∑

Hy∈G/H

∣∣∣ ηHx(Hy) − ηHx′(Hy)
∣∣∣

=
∑

Hy∈G/H

∣∣∣∣∣∣∣ ∑h∈H ξx(hy) −
∑
h∈H

ξx′(hy)

∣∣∣∣∣∣∣
≤

∑
Hy∈G/H

∑
h∈H

|ξx(hy) − ξx′(hy) |

= ‖ξx − ξx′‖`1(G) ≤ ε.

�

Large Riemannian manifolds

There are several notions of largeness of open manifolds, see e.g. [27]. One of them is uniform

contractibility, which means that for everyR > 0 there exists anSR > 0 such that for any point

x ∈ M the ballB(x,R) is contractible insideB(x,SR). We will need a less restrictive criterion.

Let X be a metric space. An anti-Čech system is a sequence{Uk}k∈N of covers such that:

(1) there exist numbersRk, k = 1,2, . . . , such that diam(U) ≤ Rk for everyU ∈ Uk;

(2) the Lebesque numbersλk of Uk satisfyλk ≥ Rk−1;

(3) λk → ∞ ask→ ∞.

Let Hl f
∗ be the locally finite homology theory. The coarse homologyHX∗(X) [47] is defined by

setting

HX∗(X) = lim
k→∞

Hl f
∗ (|Uk|)

where{Uk} is an anti-̌Cech system forX and|Uk| denotes the nerve space of the coverUk; see also

[32]. There is a character mapc∗ : Hl f
∗ (X) → HX∗(X) induced by the mapc : X→ |U1| defined by

the formula

c(x) =
∑

U∈U1

ϕU(x)[U],
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where{ϕU}U1 is a partition of unity subordinate to the coverU1. The character mapc∗ is an isomor-

phism provided thatX is uniformly contractible [47], see also [32].

Definition 6.10 ([23]). LetM be a complete, oriented n-dimensional manifold. Let[M] ∈ Hl f
n (M)

be the fundamental class ofM. We callM macroscopically large if

c∗([M]) , 0.

Note that the notion of macroscopical largeness for equivalent metrics depends only on the

quasi-isometry class of these metrics. More precisely, take a manifoldM which is equipped with

two equivalent, quasi-isometric metrics,d1 andd2 and the corresponding character maps byc1
∗ and

c2
∗ respectively. Then for anyn the diagram

Hl f
n (M)

HXn((M,d1))

c1
∗

<
−−−−−−−−−−→

id∗ �
HXn((M,d2))

c2
∗

>

is commutative, so in particular (M,d1) is large if and only if (M,d2) is.

Index of the de Rham operator

Let (M,dM) be an open complete Riemannian manifold and letG be a group acting freely,

properly onM by isometries with a compact quotientN = M/G. We have the following exact

sequence:

1 −→ π1(M) −→ π1(N) −→ G −→ 1.

In the above setting we will say thatM is aco-amenable coverif π1(M) is amenable (M is often

called an amenable cover whenG is amenable). Obviously ifπ1(M) is non-trivial, the manifoldM

is not uniformly contractible.

Theorem 6.11. Let (N ,dN ) be a closed Riemannian manifold such thatπ1(N) is C∗-exact. Let

(M,dM) be a co-amenable cover ofN which is large and has bounded geometry (i.e. bounded

sectional curvature and positive injectivity radius). Then the zero-in-the-spectrum conjecture holds
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forM with any bounded geometry metric which is quasi-isometric and topologically equivalent to

dM.

Proof. LetM,N andG be as above. By assumptions and Theorem 6.7 we have thatG has Property

A. By the Švarc-Milnor lemma,G andM are quasi-isometric due to the fact thatN = M/G is

compact. SinceG has Property A and Property A is a coarse invariant,M equipped with any metric

in the quasi-isometry class ofdM has Property A. We take the following composition

K∗(M ) −−−−−−→c∗
KX∗(M ) −−−−−−→

µc K∗(C
∗(M )).

LetD be the de Rham operator onM. SinceM is large, we have that [c∗(D)] , 0 in the coarse

K-homology groupKX∗(M). By Theorems 2.2 and 1.1 in [58], Property A forM implies that

the Coarse Baum-Connes Conjecture is true forM, i.e. µc is an isomorphism and consequently

µc[c∗(D)] , 0 in K∗(C∗(M)). By Proposition 6.6 this ends the proof. �

In the caseπ1(M) = {1} (i.e. the cover is universal), Theorem 6.11 is due to Yu [58]. The

assumption of largeness cannot be dropped as the example of Farber and Weinberger [21] shows

(see also [34]), since in their construction the fundamental group of the manifoldN is a direct

product of free groups, which is exact.
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[35] T. J, J. Ś̧, Filling invariants in systolic complexes and groups,
preprint.

48



[36] V.A. K, A.M. V, Random walks on discrete groups: Boundary and en-
tropy, Ann. Probab. 11 (1983), 457-490.

[37] U. L, T. S, Nagata dimension, quasisymmetric embeddings, and Lipschitz
extensions, Int. Math. Res. Not. 2005, no.58, 3625–3655.

[38] J. L, The zero-in-the-spectrum question.Enseign. Math. (2) 42 (1996), no. 3-4, 341–376.

[39] W. L̈, L2-invariants of regular coverings of compact manifolds and CW-complexes,
Handbook of geometric topology, 735–817, North-Holland, Amsterdam, 2002.

[40] P.W. N, On coarse embeddability intòp-spaces and a conjecture of Dranishnikov,
Fund. Math. 189 (2006), 111-116.

[41] P.W. N, On exactness and isoperimetric profiles of discrete groups, J. Funct. Anal. 243
(2007), no. 1, 323-344.

[42] P.W. N, Coarsely embeddable metric spaces without Property A, J. Funct. Anal., 252
(2007), no.1, 126-136

[43] P.W. N, Zero-in-the-spectrum conjecture on regular covers of compact manifolds,
Comment. Math. Helv., to appear

[44] N. O, Amenable actions and exactness for discrete groups, C. R. Acad. Sci. Paris Ser.
I Math., 330 (2000), 691–695.

[45] J.-P. P, Amenable locally compact groups, A Wiley-Interscience Publication, 1984.

[46] C. P, L. S-C, Amenable groups, isoperimetric profiles and random walks, In:
J. Cossey et al. (eds.), Geometric Group Theory Down Under (Canberra, Australia, July
14-19, 1996), de Gruyter, Berlin, 1999, 293-316.

[47] J. R, Coarse cohomology and index theory on complete Riemannian manifolds, Mem.
Amer. Math. Soc. 104 (1993), no. 497.

[48] J. R, Index theory, coarse geometry, and topology of manifolds, CBMS Regional Confer-
ence Series in Mathematics, 90. Published for the Conference Board of the Mathematical
Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1996.

[49] J. R, Lectures on coarse geometry, University Lecture Series, 31. American Mathemati-
cal Society, Providence, RI, 2003.

[50] J. R, Hyperbolic groups have finite asymptotic dimension, Proc. Amer. Math. Soc. 133
(2005), no. 9, 2489–2490.

[51] L. S-C, Probability on Groups: Random Walks and Invariant Diffusion, Notices
Amer. Math. Soc. 48 (2001), no. 9, 968–977.

[52] L. S-C, Analysis on Riemannian co-compact covers, Surveys in differential ge-
ometry. Vol. IX, 351–384, Surv. Differ. Geom., IX, Int. Press, Somerville, MA, 2004.

[53] D.W. S, An introduction to Markov processes, Graduate Texts in Mathematics, 230.
Springer-Verlag, Berlin, 2005.

49



[54] J.L. T, Remarks on Yu’s ”Property A” for discrete metrics spaces and groups, Bull. Soc.
Math. France 129(1), 2001, 115-139.

[55] A.M. V, Amenability and approximation of infinite groups, Selected translations.
Selecta Math. Soviet. 2 (1982), no. 4, 311–330.

[56] R. W, Some notes on Property A, arXiv:math/0612492v1.

[57] G. Y, The Novikov conjecture for groups with finite asymptotic dimension, Ann. of Math.
(2) 147 (1998), no. 2, 325–355.

[58] G. Y, The coarse Baum-Connes conjecture for spaces which admit a uniform embedding
into Hilbert space, Invent. Math. (1) 139 (2000), 201-240.

[59] R.J. Z, Amenable ergodic actions, hyperfinite factors, and Poincaré flowsBull. Amer.
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