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SUMMARY

Theprincipal focus of this dissertation was to interrogate how structural flexibility influencesmutational
tolerance and promotes sites of vulnerability within viral glycoproteins. As discussed in chapter I on
page 1, bioinformatic and epitope mapping approaches have been successful, but are reactive, in deter-
mining the mutation preferences and commonly targeted B-cell epitopes of viral fusion proteins. The
primary motivation of this thesis is to describe methods, particularly computational methods, that are
proactive in predicting mutational tolerances and B-cell epitopes by assuming that the conformational
rearrangements viral fusion glycoproteins undergo are one of the major fitness selection pressures that
drive the evolution, especially the conservation, of viral fusion glycoproteins.

Chapter I on page 1 provides a summary of the different class types of fusion proteins and the
underlying physical laws that govern the entropy-driven process of viral fusion. Since the body of this
work seeks to improve upon current methods to determine mutation preferences and conformational
epitopes, chapter I on page 1 also provides an overview of the most commonly used techniques used
to either screen mutational preferences or determine the biophysical properties of antibody-antigen
interactions, including computational methods such as protein design. Chapter II on page 16 describes
a benchmark in which the mutation preferences of eight highly flexible proteins were determined by
performing either RECON multi-state design or single-state design on a set of discrete conformations
of each protein to estimate the local physicochemical changes needed to assume multiple, low-energy
conformations. This chapter focused on two topics — first, the similarity between the designed muta-
tion preferences and natural homologs’ sequence diversity, and second, the relationship of sequence
conservation and stability to different aspects of protein flexibility. To address the latter topic, a new
conformational dissimilarity metric was introduced, termed contact proximity deviation, which quan-
tified the relative changes in neighboring contacts of each residue experienced within an ensemble.
Although this chapter did not specifically address the prediction of viral mutation preferences, the
benchmark included two Class I fusion proteins, influenza HA2 and RSV F protein, and one Class II
fusion protein, dengue virus Envelope (DV E) protein to demonstrate that the combined inclusion of
at least the pre-fusion and post-fusion protein backbone during design limited mutation tolerances
particularly for residues that substantially alter their proximity to neighboring residues. Chapter III
on page 42 discusses how the contact proximity deviation metric introduced in chapter II on page 16
and residue relative free energy score might be used as predictors of conformational B-cell epitopes,
given that sites of vulnerability often overlap with sites of local conformational change that occur
during viral fusion. This chapter focuses primarily on Fab-mediated neutralization and/or protection.
Lastly, chapter IV on page 50 discusses the outcome and limitations of the computational methods
used in this dissertation to evaluate the dependency of mutational tolerance and epitope locations
on the conformational rearrangments necessary to propel attachment and fusion. This chapter also
discusses potential future directions that addresses the limitations of the methods discussed in earlier
chapters that may be useful in determining how viral fusion glycoprotein flexibility constrains sequence
tolerance which in turn gives rise to conserved sites of vulnerability that may be more readily targeted
by antibodies.
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CHAPTER I

INTRODUCTION

Enveloped viruses — such as influenza, respiratory syncitial virus (RSV), dengue, Ebola, and human
immunodeficiency virus (HIV) — commence host infection and subsequent rounds through the
attachment and then penetration of a target host cell, known as cell fusion. Cell fusion is mediated
by one or more viral surface glycoproteins coating the the mature viral capsid envelop. Although the
sequence and three-dimensional structure of the folded viral glycoprotein is incredibly varied among
enveloped viruses, all glycoproteins share the common mechanism of coercing two membranes to fuse
together. Prevention of viral infection is often mediated by the detection of viral glycoproteins through
antibody binding to the surface on the viral glycoprotein, known as an epitope. Recurrent recognition
of an epitope through antibody binding requires that the binding surface of the viral antigen remain
relatively the same — viral fitness relies on the selection of acquired neutral or beneficial mutations that
promote evasion of antibody detection while preserving virion infectivity during successive rounds of
infection. In the case of viral glycoprotein fitness, the initiation of infection is dependent on the surface
glycoproteins’ ability to attach to and fuse a host cell, requiring a substantial conformational change
to facilitate the mechanical opening of the host cell. The conservation of physicochemical properties
necessary for successful fusion places constraints on viral sequence mutation preferences to conserve
aspects of its sequence and/or structure. Thus, the fusion-dependent mutation preferences possibly
enhance the likelihood of a common epitope for antibody recognition.

Identification of common epitopes constrained by viral fusion glycoprotein conformational rear-
rangments requires describing the underlying physical relationship between sequence conservation
and protein flexibility. This thesis describes the means to interrogate the dependency of sequence and
structural flexibility, which can be applied in the identification of conformation-specific epitopes. In the
introduction, a brief review of viral fusion glycoproteins is include to describe the current understanding
of the mechanisms of viral fusion and sequence conservation, as well as the experimental methods used
to identify common epitopes. Additionally, a more comprehensive review is provided describing the
current technologies and underlying principles used to model mutation preferences and conformational
flexibility.

I.1. Overview of viral fusion glycoproteins

Viral fusion occurs with the forceful merging of two separate lipid bilayers through the process of
hemifusion, where a small region of the outer lipid bilayer is amalgamated to form a single layer while
the inner lipid bilayers of each original bilayer remain intact, creating a “hemifusion intermediate”
that is widened to form a narrow fusion pore through which the viral genetic components can be
delivered into the host cell for infection. In general, viral fusion proteins facilitate the formation of
the hemifusion intermediate through assuming a pre-fusion conformation on the exposed virion
surface, then following attachment and uptake into the endoplasmic reticulum (ER), some “priming”
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and/or “triggering” event releases a newly-exposed hydrophobic “fusion peptide” that inserts into the
host cell as a transmembrane anchor.1 As the virion is transported through the ER and trans-Golgi
network (TGN), acidification of the ER and TGN lumen promotes the irreversable conformatinonal
rearrangment of the fusogenic domain of the viral glycoprotein to its post-fusion conformation. Despite
the shared mechanism of forming a hemifusion intermediate, the mechanochemical processes that
drive hemifusion employed by viral fusion glycoproteins are currently classified into three distinct
groups, which are defined by the priming or triggering event(s) that expose the fusion peptide and the
general conformational rearrangments necessary to transition from the pre- to post-fusion state.2

I.1.1. Class I viral fusion glycoproteins

The first class of viral fusion glycoproteins contains several well characterized human pathogens,
including influenza, HIV-1, and RSV, which use a “hidden dagger” approach to penetrate the host cell
membrane. Class I fusion proteins are first expressed on the virion surface as an uncleaved precursor
trimer of monomers, such as the influenza HA0 , HIV-1 gp160 Envelop protein (Env), and the RSV
F0 proteins. Priming by proteolytic cleavage can occur either prior or after receptor binding, but is
necessary to cleave the precursor into its mature form as a trimer of dimers. In the case of influenza type
A HA, binding to sialyc acid precedes the furin cleavage of the HA0 into the receptor binding domain
HA1 and the fusogenic stem domain HA2 , which are linked by a covalent disulfide bond. Cleavage
releases the N-terminus of HA2 , priming the mature form of HA for fusion.3 For HIV-1 and the related
simian immunodeficiency virus (SIV), a furin-like protease must cleave the trimeric gp160 Env into the
receptor binding domain gp120 and the fusogenic domain gp41 to increase binding affinity to the CD4
receptor. Upon attachment to CD4, the gp120:gp41 trimer is primed for attachment to the co-receptor
CCR5 through a conformational rearrangment of the gp120 domain to expose the co-receptor binding
surface.4,5 Priming of RSV F0 is a bit more complicated; RSV F contains two furin-like basic cleavage
motifs, where the F0 precursor must be cleaved at both the F1 and F2 cleavage sites for the removal
of the p27 fusion peptide.6,7 However, the timing of cleavage of each site has been disputed, where it
was first proposed that F1 cleavage must occur for RSV F egress,8 although subsequent studies have
shown that F1 cleavage does not alter RSV F expression patterns but may confer more rapid cleavage
of the F2 site.9,10 Regardless of exact timing of cleavage, the removal of the fusion peptide primes the
RSV F trimer for fusion upon receptor binding. In general, priming by proteolytic cleavage of class I
fusion proteins facilitates a local conformational rearrangment within the receptor binding domain, or
N-terminal peptide fragment of the fusion precursor, to position the fusion protein for the subsequent
triggering step of the fusion process.

The term triggering is distinct from priming, in that some physicochemical interaction allows for the
fusogenic region, or C-terminal fragment of the precursor, to undergo a substantial conformational
rearrangement that draws for the N- and C-terminal regions of the fusogenic domain into close
proximity, thus forcing the viral and host cell membranes into close proximity for the completion of
hemifusion. During this triggering event, Class I fusion proteins form what is called a “trimer-of-
hairpins” intermediate conformation, whereby the N-terminus of each fusogenic domain rearranges
into a three-helix bundle, or hairpin, and inserts as a trimer-of-hairpins into the host membrane via
the exposed hydrophobic fusion peptide.11 For HA, the gradual accumulation of protons from the
acidic TGN lumen via negatively charged residues, aspartic acid (Asp) and glutamic acid (Glu) with
side chain pKa values of 3.9 and 4.3, respectively, reaches a critical charge to trigger the spontaneous
formation of the trimer-of-hairpins hemifusion intermediate.12,13 The HIV-1 and RSV F triggering
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event occurs upon (co-)receptor binding and does not require acidification. The fully-cleaved pre-fusion
RSV F conformation, once the attachment RSV G protein is bound to its host receptor, spontaneously
undergoes a large conformational rearrangment, where the fusogenic F2 domain rearranges into into an
extended six-helix bundle that embeds into the host target cell to spontaneously initiate hemifusion.14

HIV-1 binding to its co-receptor CCR5 triggers the formation of a six-helix bundlewithin theC-terminal
fusion peptide proximal region of gp41.15,16

Completion of hemifusion is a result of the irreversable stabilization of the folded-back trimer-of-
hairpins. Stabilization of the HA2 stem region requires that the C-terminal loop region S5 drag the
N-terminal HA2 B-loop region, which rearranges to form the hairpin helix, into the newly formed
fusion pore to force the fusion process to completion.1 Fusion pore formation by HIV-1 Env is thought
to occur following the change in relative angle of the hinge point connecting the membrane proximal
external region (MPER) and C-terminal transmembrane region of gp41, which forces completion of
hemifusion and the stabilization of the fusion peptide proximal region.16 The complete formation of
a nascent viral fusion pore of Class I fusion proteins is thought to occur when more than one fusion
proteins complete hemifusion in close proximity to each other.17

I.1.2. Class II viral fusion glycoproteins

The second class of viral fusion glycoproteins includes those of flavivirus and alphaviruses, with themost
well structurally characterized system being that of fusogenic DV E protein and its chaperone, dengue
virus Matrix (DV M) protein.1,18–20 Both flaviviruses and alphaviruses have symmetric icosahedral
coats consisting of the exposed fusion protein, designated E for flaviviruses and E1 for alphaviruses
with an underlying layer consisting of a chaperone protein, prM or pE2, respectively. Unique to Class
II fusion proteins, the fusion protein E or E1 forms a continuous polypeptide chain with its chaperone
protein, i.e. prM and pE2. The uncleaved polypeptide forms a dimer of either E:prM or E1:pE2, with
one monomer laying antiparallel to to the other, so that the dimer lays parallel with respect to the viral
membrane.18,21 Like Class I, Class II fusion proteins require both a priming and triggering event to
initiate fusion. However, Class II fusion proteins are distinguishable in that there are two cleavage
events of the protector chaperone, not the fusion protein itself. The first cleavage event occurs in
the TGN prior to egress which separates the polypeptide chain into a heterodimer consisting of the
fusion protein and its immature form of the chaperone. In the case of alphaviruses, the cleavage of
pE2 results in the formation of an E2:E3 dimer.21 Although the first cleavage event does not result in
a conformational change of the fusion E or E1 protein, it does allow for a substantial rearrangment
within the M or E2:E3 protein that results in the transformation of the virion surface from a spiky
appearance to a smooth appearance.22,23 For both flaviviruses and alphaviruses, this cleavage event
maintains stable shielding of the fusogenic loop region with E or E1, preventing premature fusion. After
exposure to the neutral extracellular environment, however, a second cleavage event occurs resulting in
either the dissociation of the flavivirus E:M dimer or the alphavirsus E3 subunit, priming the mature
viral capsid for hemifusion and destabilizing the protective shielding of the fusion loop region within E
or E1.20 This renders the virion as infectious.22 At least for DV E and the alphavirus Semliki Forest virus
E1, receptor binding occurs via the C-terminal Domain III, after which the virion is taken up by an
endosome.19,23,24 Upon acification of the endosome, the monomer undergoes a series of conformational
changes, so that an E or E1 homotrimer inserts each of its three fusion loop regions into the host cell
membrane, resulting in a perpendicular, permanent (re)orientation of the trimer relative to the viral
membrane. After complete acidification, the three fusion loop regions within a trimer is brought into
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close proximity to each of the three transmembrane regions. Finally, completion of hemifusion and
fusion pore formation is putatively thought to occur when the formation of a five-trimer cluster forms,
which creates a ring of embedded loop regions promote a rapid formation of the fusion pore.24

I.1.3. Class III viral fusion glycoproteins

The viral capsid coat of Class III fusion proteins form uniform distribution of protein homotrimers
covering the viral outer membrane, with each monomer consisting of nested domains.25,26 The class
III fusion mechanism has been associated with viruses within the Rhabdoviridae and Herpesviridae
families, where only the vesticular stomatitis virus (VSV) glycoprotein (G) has been structurally
characterized in its pre- and post-fusion states.27,28 VSV G does not require priming for activity; upon
receptor binding and uptake into an acidic endocytotic vesicle environment, the low pH triggers the
spontaneous conformational rearrangment of each VSV G monomer so that the fusion domain of
VSV G undergoes a 180° rotation.29 The lack of requirement of priming allows this conformational
rearrangment to be completely reversible, unlike a Class I or II fusion.30,31 The reversible fusion
mechanism is achieved solely with the acceptance or loss of a proton by five key acidic Asp and Glu
residues.30 The loss of negative charge within the amino acid side chain results in a destabilization of
the prefusion conformation and a stabilization of the post-fusion conformation, whereas the gain of
negative charge reverses the stability of each conformation. Even though the pre-fusion conformations
of other Class III proteins are not known, given the high conservation of both sequence and structure
of other Class III fusion proteins, including Epstein Barr virus Gb, Herpes simplex virus-1 Gb, and
Autographa californica multiple nucleopolyhedrovirus GP64, it can be inferred that other Class III
fusion proteins utilize a similar fusion mechanism as VSV G protein.

I.2. Glycoproteins are metastable facilitators of host cell entry

Like any physical system, the physical properties that define viral glycoproteins and their ability to
mechanically open a host cell via fusion complywith the laws of thermodynamics. A protein’s structure is
best described by the second law of thermodynamics— a physical systemwill tend to reach its minimum
Gibbs free energy as it reaches its thermodynamic equilibrium.32–34 As discussed in the previous
sections, viral glycoproteins are structurally dynamic during the fusion process. Depending on a viral
glycoprotein’s state, e.g. uncleaved, primed, triggered, or after completion of fusion, viral glycoproteins
must reach a thermodynamic equilibrium consistent with its physicochemical environment during
each phase of the fusion process.

For many Class I and Class II viral glycoproteins, the post-fusion conformation has been shown to be
its most stable state regardless of its physiologic pH.35–38 Based on Anfinsen’s dogma, the optimal three-
dimensional structure, or native state, of a protein is one that adopts its lowest Gibbs free energy from
its one dimensional amino acid sequence.34 Given that a viral glycoprotein does not alter its sequence
as it progresses through a single fusion event, a viral glycoprotein will tend to adopt its post-fusion
conformation to achieve its native state. However, viral fusion is dependent on its fusion machinery
to interact with the correct host cell receptor(s) and fuse its membrane with the host cell membrane
in a step-wise fashion. Therefore, viral glycoprotein function is dependent on its ability to limit its
rate of folding into the native, post-fusion conformation by folding into less stable, but functionally
relevant conformations, including its pre-fusion and intermediate conformations. Similarly, proteins
like serpins39 or 𝛼-lytic protease,40 are known to form metastable, active conformations that provide
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kinetic barriers to the formation of the native, inactive conformation, where the formation of metastable
conformations has been shown to be an effective general strategy to regulate function.41–43

Themechanism for preventing an unfolded viral glycoprotein to directly adopt its native conformation
is not well understood and has not been a subject of study for quite some time.35 However, given that
fusion proteins require a triggering, and often also a priming, step to convert its precursor andmetastable
pre-fusion conformations into its native, post-fusion form, it can be inferred that each conformation
presides in a relative Gibbs free energyminimum that is dependent on its physicochemical environment.
In other words, the likelihood of a certain conformation being observed within a population of fusion
proteins is is dependent upon its thermodynamic equilibrium relative to other energy minima. This can
be described by its relative Gibbs free energy, orΔ𝐺, defined asΔ𝐺 = Δ𝐻−𝑇Δ𝑆, whereΔ𝐻 is the relative
enthalpy, 𝑇 is the temperature, and Δ𝑆 is the relative entropy of the system. Assuming that each local
energy minimum represents a system at thermodynamic equilibrium where the thermal and chemical
potential are constant, the probability of a given conformation, 𝑝𝑖 , is proportional its contribution
to the mean energy of the system of all conformations within an ensemble, stated as the Boltzmann
relation in equation (I.1). Therefore, if the probability of a certain protein conformation being within
an ensemble is very high, the mean free energy of a local energy minimum approximates the free energy
of that conformation, i.e., that conformation is highly favored over the other conformations of the same
sequence for that particular thermodynamic equilibrium.

𝑝𝑖 =
1
𝑍
𝑒
𝜖𝑖
𝑘𝑇 = 𝑒

𝜖𝑖
𝑘𝑇

∑𝑁𝑖 𝑒
𝜖𝑗
𝑘𝑇

(I.1)

where:

𝑍 = partition function
𝑖 = state
𝜖 = energy of state 𝑖
𝑘 = Boltzmann’s constant
𝑇 = temperature of the system
𝑁 = total number of states within the system

Relating back to viral fusion protein function, in particular Class I and Class II function, viral glyco-
proteins first assume an uncleaved precursor conformation within the acidic endocytotic environment
of an infected cell. In the case of HA, RSV F, or DV E proteins, all are expressed and folded as a single
polypeptide. Folding of the nascent polypeptide chain into a stable, three-dimensional structure is
driven by the sum of intramolecular interactions, including hydrogen bond network, ionic, van der
Waals, and hydrophobic interactions, with hydrophobic interactions being the predominant driving
force for protein folding.32 This is because, although the conversion of the unfolded to folded state
results in Δ𝑆𝑝𝑟𝑜𝑡𝑒𝑖𝑛 < 0, the burial of hydrophobic residues increases the entropy of the solvent, so that
Δ𝐺𝑠𝑦𝑠𝑡𝑒𝑚 < 0 and protein folding is a favorable, or spontaneous, event. Indeed, pulse-chase analysis
of HA0 , DV E, and Zika E proteins revealed that the precursor monomers are translated, folded, and
self-assembled into trimers or dimers, respectively, independent of other structural protein expression
or pH,44,45 suggesting that the formation of precursor fusion proteins is an energetically favorable
process.

Egress of viral particles, as discussed earlier, may or may not require priming. However, in each case,
priming induces a conformational change by proteolytic cleavage. The release of either the N-terminus
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of the fusogenic domain from the C-terminus of the receptor domain, as in several Class I fusion
proteins, or the release of the chaperone in Class II fusion proteins increases the entropy of the system
due to the favorable increase in disorder order of the solvent, so that the conversion of the precursor to
pre-fusion conformation has a Δ𝐺𝑠𝑦𝑠𝑡𝑒𝑚 < 0 and is irreversible. The activation energy required for this
conformational change is typically achieved through proteolytic cleavage itself — molecular dynamics
(MD) simulations have shown that binding to furin, the most common enzyme involved in cleavage,
lowers the Δ𝐺 with respect to the unbound furin conformation due to ligand binding and histidine
(His) protonation and is sufficient to provide the activation energy required for cleavage.46,47

Once cleaved, however, the metastable pre-fusion conformation does not spontaneously rearrange
into its post-fusion form. As discussed earlier, Class I-III fusion proteins require a triggering event that
allows for the exposure of the hydrophobic fusogenic region and eventual conformational rearrangment
necessary for hemifusion. This occurs either through acidification of the solvent or by binding to
the proper host cell receptor. In the case of pH-dependent triggering, the increase in protonation of
the acidic residue carbonyl group (H3O+ + COO– H2O + COOH) or the 𝜏N of the imidazole
side chain in His (H3O+ + N H2O + NH+) results in Δ𝐺𝑟𝑥𝑛 < 0. This can be determined by the
relationship between Δ𝐺 and the relative population sizes of the amino acid side chain states under
acidic conditions, as shown in equation (I.2), where the relative increase in COOH and NH+ compared
to COO– and N population sizes decreases the reaction quotient 𝑄 so that the reaction is favorable.

Δ𝐺𝑟𝑥𝑛 = Δ𝐺0 + 𝑅𝑇𝑙𝑛𝑄 (I.2)

where:
Δ𝐺0 = free energy change of the reaction under standard conditions
𝑅 = gas constant
𝑇 = temperature of the reaction
𝑄 = [COOH][NH+]

[2 H3O+][COO–][N]

For the triggering event, whether due to acidification of the endocytotic vescicle lumen or due to
receptor binding, Δ𝐻 ≈ 0 while Δ𝐺 < 0, meaning that the triggering event predominantly increases the
entropy of the system. However, due to the exposure of the hydrophobic fusogenic region, the solvent
experiences a loss of entropy so that the entropy term −𝑇Δ𝑆𝑠𝑜𝑙𝑣𝑒𝑛𝑡 > 0. Burial of the hydrophobic
fusogenic region results in a more favorable Δ𝐺 to ensure the conformational rearrangment of the
pre-fusion to the post-fusion conformation. For Class I and Class II fusion proteins, burial of the
hydrophobic fusogenic region coupled with large structural rearrangments is thought to be the rate
limiting step to complete fusion, where the formation of either the folding over of trimer-of-hairpins
or the trimerization of Class II fusion proteins overcomes the “hydration-force barrier”48 as the viral
membrane comes into close proximity to the host cell membrane.1 However, for Class III proteins,
the structural rearrangment is reversible due to the reversibility of protonation states, and therefore,
the relative free energy of either the pre-fusion or post-fusion conformation in relation to the other
is dependent only the acidity of the local environment, and therefore the relative free energy change
necessary to drive fusion is solely dependent on the cumulative acidity of the fusion protein.

I.3. Conservation of glycoproteins among quasispecies is not uniform

Viral infection is thought to be initiated by not one, but a population of virions, all of which contain
similar but not identical genomes. Collectively, this population of similarly infectious virions is known
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as a quasispecies.49 The dynamic distribution of mutations within a quasispecies stems from the
mechanisms that replicate its mutable genome, which can consist of either deoxyribonucleic acid
(DNA) or ribonucleic acid (RNA). All viruses mentioned in this thesis are RNA viruses that lack a
DNA polymerase and instead use either an RNA-dependent RNA polymerase or reverse transcriptase
that lacks the same proofreading capabilities to maintain the fidelity of the viral genome.50 RNA viral
genomes also tend to be smaller and are replicated at faster rates, which highly correlate with higher
mutation rates. It is estimated that RNA viruses accumulate 10−2 to 10−5 RNA base substitutions per
site per year.51 Even though RNA viruses have a high mutation rate, not all mutations can be translated
into functional protein, i.e., not all mutations are tolerable. Of the tolerated mutations, most have
neutral effects on the fitness, or successful reproductive capabilities, of a viral sequence in relation to
the wild-type, or original, sequence. The first attempt to assign relative fitness values to mutations was
done using the VSV genome, which found that 90% of mutations resulted in reduced replicative fitness
as compared to wild-type, and of that, 40% of mutations were lethal.52 Subsequent mutational studies
on tobacco etch virus, influenza A/WSN/33/H1N1, and poliovirus also found similar rates of fitness
selection for tested mutations.53–55 However, of these studies, only the latter performed whole genome
deep-sequencing on serially-passaged poliovirus. By measuring successive selection of mutation fitness,
synonymous mutations, or mutations that translate into the wild-type amino acid, were found to be
significantly less likely to be lethal than non-synonymous mutations, especially for structural proteins.55

Therefore, it appears that, despite the high mutational rate of RNA viruses, fitness selection limits the
mutational tolerance of transmissable viruses.

The definition of a quasispecies is that they share a genome that is close, if not identical, to a consen-
sus sequence.50 The apparent high fitness penalty for assuming non-synonymous mutations within
a quasispecies can be related to Anfinsen’s dogma — if a virus’s functional actors, e.g. proteins, are
dependent on the translated genome sequence for the maintence of its fitness, then the acquisition of
new sequence mutations is more likely change viral fitness. However, are the selection pressures on
mutation tolerance uniform across the whole genome or not? Based on the whole-genome sequencing
of poliovirus, the structural proteins were significantly less likely to have fewer mutation variance as
compared to wild-type than the non-structural proteins.55 However, whole-genome sequence align-
ments of dengue strains 1 − 4, show that the mean conservation rates of DV E protein within each
strain are insignificantly lower than other strain-specific proteins, although certain sequences of DV E
are conserved 100% across all strains.56 This suggests that selection pressure for sequence conservation
acts on individual amino acids rather than different viral protein types.

Specifically regarding viral fusion glycoproteins, there have been several studies showing that selection
pressure to conserve amino acid identity is location specific. Deep mutational scanning of influenza
hemagglutinin from strains A/WSN/1933 (H1N1) and A/Perth/2009 (H3N2) after serial passages
showed that selection pressures to conserve amino acid sequence is posisition-specific for sites known
to form disulfide bridges, the receptor binding domain, the cleavage site, and the HA2 B and S5 regions
that undergo large local conformational rearrangements during fusion.57 Additionally, comparision
of average mutation rates between influenza H1 and H3 subtypes revealed independent mutation
tolerances of the H1 and H3 HA1 and HA2 domains as measured by Shannon entropy.58 For H1,
the fusogenic HA2 domain was much more likely to be conserved than the HA1 domain, whereas
the opposite was true for H3 — however, substantial shifts in mutation preferences were specific to a
limited few residues, where the greatest shift in preferences was found in residues with low conservation
(Spearman’s 𝑝 < 1 × 10−18) and that are known to be clade specific (Spearman’s 𝑝 < 1 × 10−12). A
similar deep mutational scanning approach was used to identify mutation tolerances of HIV Env of two
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CXCR4-tropic strains from clade A, including BG505.W6M.C2.T332N and BF520.W14M.C2.59 Again,
sequencing of serially-passages revealed that pressure for sequence conservation was specific to sites
known to form disulfide bonds as well as mediate CD4 or CCR5 binding. Moreover, limited mutation
tolerances were specific to regions known to undergo conformational rearrangments during fusion, and
yet distinct between strains. However, despite the distinct mutation preferences between strains, the
solvent accessibility and number of maintained contacts were nearly identical for each conformation
between strains.

Given the intensity in terms of time and cost of performing deep mutational scanning, mutation
tolerances unfortunately have been determined for only Class I fusion proteins. However, in both studies,
it was demonstrated that fitness selection of sequences is not uniform due to the relatively unequal
distribution of sequence conservation. However, both studies identified high sequence conservation
in regions critical for either the stability of a conformation — as indicated in the high cysteine (Cys)
conservation, stability of receptor-virus binding interface — as indicated by the conservation critical for
sialic acid or CD4/CCR5 receptor binding, or instability necessary to undergo a conformational change
— as indicated in regions known to rearrange during fusion. Therefore, it can be extrapolated from
these deep mutational scanning data that some portion of the fitness selection of mutational tolerances
is due to the energetic requirements necessary to facilitate fusion constrain specific positions necessary
to progress from one local energy minimum to another during fusion.

I.4. Fusion glycoproteins are common antigenic targets of broadly neutralizing
antibodies

Influenza and RSV infections alone have been shown to be the underlying cause of over 2 million
pneumonia deaths during an annual influenza season within just the United States (October - May).60

From a more global perspective, as of 2018, 39.7million people currently test positive for HIV infection
(UNAIDS.org, 2019). In order to prevent further disease burden of viral infections, substantial efforts
have been put into developing preventative therapies, including the development of vaccines. Many
effective current vaccines specifically elicit an immune response against the fusion glycoprotein by
means of antibody recognition of a specific sequence or structural motif, known as an epitope, on the
fusion protein surface. One of the primary challenges of developing a vaccine, however, is eliciting a
population-wide response for a long time period. As mentioned in Section 1.3, fusion glycoproteins
rapidly mutate, albeit non-uniformly, which prevents its detection by antibody recognition. Broadly-
neutralizing antibodiess (bnAbs) are less susceptible to fusion glycoprotein mutations in part due to
recognition of more highly conserved epitopes within a circulating strain or serotype.

For influenza type A and B HA, there are 26 known bnAbs, and of these, 21 target the more highly
conserved HA2 domain.61 Only one bnAb, CR9114, protects against both type A groups 1 and 2 as well
as type B, and binds to an HA2 epitope.62 The development of protective immunizations against HIV
have proven to bemore challenging, since the human antibody response toHIV infection predominantly
targets epitopes that are either shielded by diverse posttranslational glycan modifications or are within
hypervariable loop regions that are more easily accessable but offer limited long-term protection.63

However, 10% − 30% of HIV-infected individuals develop bnAbs responses64–67 against four sites of
vulnerability, or common epitopes, two of which are localized at themore highly conserved CD4 binding
site and the MPER, which are known to undergo conformational rearrangments during fusion.18 The
only current prophylactic treatment against RSV is palivizumab (SYNAGIS ®, AstraZeneca), which
targets a structural epitope on the RSV F protein that is conserved in both the RSV F pre- and post-
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fusion conformations. More recent characterizations of bnAbs against RSV F protein have found
that highly potent bnAbs specifically target the cleaved, pre-fusion conformation, which includes
D25, 5C4, AM14, and AM22, which target a structural epitope that surface-accessible only in the
pre-fusion conformation.68–70 Another strongly-neutralizing antibody RB1 against both RSV types
A and B was found to bind the pre- and post-fusion conformations, but preferentially bound to the
pre-fusion conformation, as its disassociation constant (𝐾𝐷) was much lower, with a 𝐾𝐷 of 22 pM
for the pre-fusion conformation versus its 𝐾𝐷 of 1.35 × 105 pM for the post-fusion conformation.
With the stabilization of the precursor, cleaved pre-fusion, and post-fusion conformations of RSV F as
nanoparticle vaccines, previously determined bnAbs against RSV F were similarly screened for binding
affinity to each RSV F conformation and were found to preferentially bind to the cleaved pre-fusion
conformation.6

Given their potential large impact on human health, bnAbs against influenza, HIV, and RSV fusion
proteins were discussed in the previous paragraph. However, recent emerging threats like Severe Acute
Respiratory Syndrome-Coronavirus (SARS-CoV), Middle East Respiratory Syndrome-Coronavirus
(MERS-CoV), Marburg, and Ebola have tested the response time necessary to identify and characterize
effective vaccines. Critical to developing vaccines is understanding which viral target, e.g. an antibody
epitope, most effectivly blocks infection and/or promotes an immune response necessary to clear
infection. As in the case of the previously discussed bnAbs, which are or may be tested as vaccine
candidates, a few common themes emerge — first, several antibodies that target fusion glycoproteins
exhibit conformational selection for binding, and second, sites of vulnerability often overlap with regions
that are bothmore highly conserved and are conformationally dynamic during fusion. By understanding
the underlying mechanisms that drive, or at least promote fitness selection of sequence conservation
within fusion glycoproteins, it may be possible to identify conserved sites of “most vulnerability” that
are not only sequence dependent, but also conformational dependent. However, to do so, it is necessary
to understand the basis of antigen recognition and the current methods used to determine antigen
recognition.

I.4.1. The basis of antigen recognition and antigenic memory

Theability of an antibody to bind to wide array of foreignmolecules, also known as antigens, is one of the
key events that leads to a humoral adaptive immune response against infectious diseases. An antibody
is a heterodimer of homodimers and is often cartoonishly represented as a ‘Y’ shape, with the top two
short branches representing two variable fragment (Fv) regions, and the bottom branch representing the
constant fragment (Fc) region. Each Fv and Fc region consists of a heavy and light chain, with each chain
consisting of two immunoglobulin folds.50 The N-terminal immunoglobulin fold of each Fv heavy and
light chain contains three loops of highly-variable sequence and length, which are termed heavy-chain
complementarity determining regions (HCDRs) and light-chain complementarity determining regions
(LCDRs) respectively. When the Fv heavy and light chain form a heterodimer, the HCDR and LCDR
come in close proximity to form the paratope, or region that forms the binding interface with an antigen.
Due to the high degree of both sequence and conformational diversity, paratopes provide the structural
basis for molecular recognition of a vast array of potential foreign antigens. This diversity arises due to
two processes termed somatic recombination and somatic hypermutation.

Somatic recombination of antibodies describes the combinatorial assembly of three gene segments
known as the variable (V), diversity (D), and joining (J) segments, otherwise known as V(D)J com-
bination.71 The heavy chain is encoded by one of each of the 43 V,72 27 D, and 6 J gene segments.73
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Encoding of the light chain occurs at either the 𝜅 or 𝜆 gene locus and includes only a constant, V, and
J gene — depending on the locus, there are 44𝜅 V genes and 38𝜆 V genes that provide the majority
of genetic variation within the light chain.74,75 V(D)J recombination allows for the creation of a very
large germline antibody repertoire, but of the theoretical 3 × 1011 combinations, some are removed
due to auto reactivity. With the introduction of junctional diversity by means of random insertion
or deletion of nucleotides at imprecisely matched gene segment ends,50 the genetic diversity of the
germline antibody repertoire is massive.

Somatic hypermutation occurs through the activation of a B cell via binding of a B cell receptor to an
antigen whereupon the expression of the enzyme, activation-induced cytidine deaminase, is upregulated
to promote high mutation rates during B cell replication,76 resulting in the genetic diversification of
produced antibodies. The induced mutations tend to be localized in complementarity determining
regions (CDRs),77 which lead to a change in binding affinity and avidity of the newly synthesized
antibodies’ paratopes. The repetition of B cell activation and induction of high mutation rates during
replication is termed affinity maturation, through which B cells are able to produce antibodies with
very high affinity to an exposed antigen.78

The purpose of introducing the concepts of somatic recombination and somatic hypermutation is to
give an appreciation of the breadth of molecular recognition antibody binding provides. However, the
expression of a unique antibody and its ability to bind to a foreign antigen is spatially and temporally
dependent — the right B cell must be present for antigen detection. The complex process of affinity
maturation promotes a clonal response, whereby the original activated B cell promotes the expansion
of memory B cells and antibody-secreting plasma cells to become clonal variants of the activated B
cell.50 This expansion increases the likelihood of antigen detection with a high affinity antibody during
an infecton. After the infection is cleared, however, the rate of affinity maturation drops off, as there is
no antigen left to promote further clonal expansion of plasma cells. Memory B cells, on the other hand,
have been shown to persist in a state of quiescence within human peripheral blood for decades, albeit
at very low concentrations,79–82 and in the case a similar antigen is presented to the memory B cell, the
memory B cell is activated to promote a rapid response to the re-emergence of the antigen. B cells can
recognize either linear peptide or discontinuous structural epitopes, although it is thought that almost
90% of all B cell epitopes are structural epitopes.83 Furthermore, B cell activation is dependent upon TH
cell linked recognition,50 whereby an antigen-specific B cell must effectively concentrate the presented
antigen on its cell surface for recognition by armed TH cells. Therefore, activation of a memory B
cell is dependent on antigen presentation that not only retains the same peptide sequence, but also
conformation of the antigen that originally promoted its expansion, so that it can efficiently recognize
and present a single antigen during linked recognition. Since the generation of vaccines is dependent on
the maintenance of antigenic memory, including memory B cells, identification of conserved structural
epitopes that promote memory B cell activation could be used as a strategy to design better vaccine
candidates.

I.4.2. Methods to map conserved epitopes for vaccine design

Epitope mapping techniques provide structural insights into antibody-antigen interactions and possi-
ble antibody-mediated mechanisms of neutralization and/or protection. To accurately characterize
an antibody-antigen interaction, epitope mapping must overcome several experimental challenges.
First, since the majority of antibody-antigen interactions are conformation dependent, a good epitope
mapping technique must be able to provide structural information of either a linear or discontinuous
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epitope. The epitope binding surface area is usually confined to a surface area containing roughly 20
contact residues, with typically only two to five amino acid “hotspots” that contribute to the majority of
the energetic contributions necessary for binding.84–86 Second, epitope targets like viral glycoproteins
are conformationally complex in that they typically include multiple domains and/or oligomers as
well as posttranslational modifications like glycans. To accurately map out all possible epitopes, the
technique used should be able to determine these conformational complexities.

Structure determination methods including X-ray crystallography, nuclear magnetic resonance
(NMR), and cryo-electron microscopy (EM) provide structurally detailed information of antibody-
antigen interactions. The most commonly used and sometimes deemed most “accurate” approach is
using X-ray crystallography, which provides atomic-resolution of the amino acid side chain configura-
tions of paratope-epitope interactions. However, as its name implies, X-ray crystallography requires
that the antibody-antigen complex is stable enough to form crystals. As mentioned in previously in
Section 2 and the opening of Section 3, a substantial portion of bnAbs target the metastable cleaved
pre-fusion conformation of Class I viral glycoproteins. Uses of X-ray crystallography for determining
antibody-antigen interactions typically circumvent this challenge by crystallizing only the Fab and stabi-
lized glycoprotein construct, which may include only subunites or monomers of the glycoprotein.87–92

In cases where the complete oligomeric state of the glycofusion in complex with an antibody has been
crystallized, either site-directed mutatagenesis was used to introduce disulfide bonds and/or antibody
binding was required for additional stabilization of the viral fusion protein to form crystals.68,93–97

These efforts to stabilize the full oligomeric form of fusion proteins is important for determining the
relative orientation of the bound antibody as well as the fusion protein conformational state. However,
stabilization of the RSV F protein in its pre-fusion exhibits up to 4.5 Å root mean square distance
(RMSD) structural difference between the pre- and post-fusion conformations,68,98 making it diffi-
cult to determine the structural heterogeneity induced by stabilizing mutations, antibody binding, or
intrinic flexibility of the pre-fusion conformations. NMR and EM methods allow for the structural
determination of proteins closer to their native state in solution, and therefore can be used to determine
antibody-antigen complexes whose structural heterogeneity is prohibitive for X-ray crystallography.
The disadvantage of NMR, however, is that NMR loses its sensitivity in measuring relaxation times for
proteins larger than 25 kDa to 35 kDa, and relies on determination of multimeric proteins or protein
complexes as separate subunits,99 which makes the method intractable for epitope mapping of most
fusion proteins. EM on the other hand, is well-suited for proteins and protein-complexes greater than
200 kDa and is increasingly used to determine antibody-antigen interactions by means of single particle
EM.100–103 Single particle EM does not require proteins to be deglycosylated or truncated, as opposed
to X-ray crystallography, and therefore can be used to determine antibody-antigen interactions in
their more native state.104 In particular, when purified antibody-antigen complexes, or particles, are
flash-frozen in vitreous ice, the particles are theoretically frozen in random orientations, providing a
thorough two-dimensional sampling of all surfaces. The drawback of cryo-EM is that the contrast of
an individual particle within vitreous ice is exceptionally low, and so during particle picking — the
process of discerning a particle from the fixing medium within a collected image — the probability of
filtering signal from noise is sometimes close to, or is, no better than picking random points within the
image. Moreover, the creation of vitreous ice is hard to reproduce, and depending on the thickness
of the ice, the vitreous ice can create imaging artifacts that distort the conformation of individual
particles. Therefore, an exceptionally large number of particles, e.g. more than 1 × 105 particles, must
be picked to prevent false positives during image reconstruction, but it can approach a high-resolution
determination of antibody-antigen complexes at less than 3.0 Å, similar to X-ray crystallography.105,106
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Negative-stain EM can be used in place of cryo-EM, but the use of uranyl acetate limits the resolution of
reconstructed negative stain images to around 20 Å.107 Nevertheless, this is still sufficient to determine
the general binding orientation of an antibody-antigen complex.108

Structural determination methods require a relatively large amount of expressed protein, which is not
tenable for all systems and are typically used as final validation of antibody-antigen complexes. Other
methods, such as shotgun mutatgenesis, hydrogen-dueteritium exchange (HDX), yeast or phage display,
and competition methods, do not provide structural insights to antibody-antigen complexes, but they
do provide higher-throughput platforms by which sequence-dependent binding mechanisms can be
interrogated. High-throughput shotgun mutagenesis was performed on DV E protein to determine
residues critical for function109 and mAb binding.110 The comprehensive site-specific mutagenesis is
very useful for determining interaction hotspots, but is difficult to extend to determining amino acid
interaction networks that are critical for stability, especially for conformation-specific stability. Display
methods, such as phage or yeast display, allow for a rapid generation of a large antibody repertoires
which can be screened for specific binding interactions against stabilized antigen constructs.111 HDX is
very useful in determining residues within discontinuous epitopes, as it quantifies changes in solvent-
accessible surface area (SASA) due to changes in binding surface area.112 The most commonly used
epitope mapping technique, the competition assay using surface plasmon resonance, assesses whether
or not an antibody whose epitope is not determined binds to a similar binding surface as an antibody
whose epitope is well-characterized.113 This approach is very useful for screening panels of antibodies
against stabilized constructs to determine commonly targeted sites of vulnerability as well as novel
epitopes.

I.4.3. Limitations of epitope mapping of broadly neutralizing antibodies

Prior to determining B cell epitopes, the antibody and antigen must be obtained seperately. Most mAb
are obtained, or isolated, via hybridoma screening, a process which typically takes 8 − 12months to
isolate a panel of neutralizing antibodies.114 In the case of isolating human mAbs against a circulating
virus, peripheral blood mononuclear cells (PBMCs) are isolated from donors following infection or
immunization and immortalized by transformation into lymphoblastoid cells, which are then selected
for survival and expansion. Afterwards, the transformed B cell cultures are screened for antigen-
specific interactions by enzyme-linked immunosorbent assay (ELISA) and then fused with myeloid
cells to generate hybridoma cells.82 The hybridoma screening process poses several bottlenecks for
selection of potential bnAbs. First, the efficiency of transformation is less than 50% even with improved
transformation methods.115 Second, ELISA screening of antibody-antigen complexes requires that
the antigen used for screening is stably expressed, e.g. does not exhibit conformational heterogeneity
during screening, or else the conformational epitope cannot be inferred from the ELISA screen. This
later limitation is pertinent to the screening against conformation-specific epitopes of metastable
conformations.

Advances in the understanding of the coformational dynamics of RSV F, HIV Env, and influenza
HA proteins have led to the recent development of engineered, stabilized pre-fusion conformations and
the isolation of highly-potent bnAbs and their high-resolution structural determination bound to novel
epitope interfaces.6,98,116–120 A common trait exhibited by these pre-fusion conformations is transient
fluctuation, or breathing, that temporarily exposes conserved sites of vulnerability. Additionally, in two
cases, binding of the bnAb to the temporarily exposed epitope induces a rapid disassociation of the
fusion trimer,98,120 suggesting that the mechanism of protection is in part due to the recognition of
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a discontinuous structural epitope of the fusion protein trimer. The screening of antibodies against
antigen-specific targets is generally limited to only one conformation of viral glycoproteins, which
negates the selection of alternative conformation-specific antibodies during the initial screening process.
Furthermore, antibody screening does not always include screening against the native oligomeric state
of each conformation, which may not fully screen for quarternary epitopes. These recent findings
of “cryptic” epitopes suggest that there may be additional sites of vulnerability that have not been
described yet, and that the antibody repertoire may contain other bnAbs that target transiently exposed
viral glycoprotein surfaces that cannot be shielded by glycans. Additionally, these transiently exposed
epitopes tend to be more highly conserved.121 As mentioned in the deep mutational scanning of HA,57

residues may be highly conserved within a specific subtype, but are distinct between between subtypes.
Current epitope mapping strategies are time intensive and often rely on a single or small set of antigens
with a limited number of sequences. Screening against the full scope of all possible mutations with a
clade, let alone across multiple clades, would be cost and time prohibitive for each and every antibody,
although would be useful in determining the breadth of antigen recognition and protection.

I.5. Predicting conserved epitopes requires knowledge of what drives sequence
and structural conservation

As discussed in previous sections, the search for a universal vaccine is limited to reactively identifying
common epitopes and is time-intensive. Experimental epitope mapping strategies cannot feasibly test
for the complete sequence and conformational heterogeneity a quasispecies may exhibit during a round
of infection. In the case of an outbreak of an emerging viral strain or pandemic that results in either
a change in viral sequence or structure, current methods of identifying conserved antigenic targets
struggle to provide a rapid response to help aid in the production of an effective vaccine. Computational
methods, on the other hand, may assist in narrowing down potential antigenic targets by modeling the
contraints that sequence and/or structural stability impose on viral glycoprotein fitness selection.

The body of this thesis discusses methods that assist in the prediction of viral glycoprotein mutation
tolerance and sites of vulnerability. The second chapter uses computational protein design, more
specifically multi-state protein design, to identify allowable mutations that maintain or improve the
stability of a protein backbone ensemble. Additionally, the first chapter describes which metrics used
to quantify protein flexibility also correlate with sequence conservation. The third chapter discusses
current computational B cell epitope prediction methods and introduces how the metric described
in Chapter 2, contact proximity deviation, can be used in conjunction with other previously known
predictors of sites of vulnerability to predict conformation-dependent epitopes. However, this chapter
is limited to predicting Fab-mediated antigen recognition, whereas the fourth chapter, provides a case
example where Fab recognition of the same RSV F epitope may or may not confer protection due to
the angle of the binding pose. Given that Chapter 2 and 3 rely on an understanding of computational
protein modeling, the following section provides an overview of computational methods used to predict
mutation tolerance and the limitations of these approaches.

I.5.1. An introduction to protein modeling and design approaches

The principle assumption of protein modeling is related to Anfinsen’s thermodynamic hypothesis in
that a protein’s optimal conformation exists at its lowest relative free energy state and is dictated by its
linear amino acid sequence.34 However, estimation of a protein’s native state is a non-trivial problem
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as first stated by Cyrus Levinthal — given that each peptide bond has an estimated 32 or 9 degrees
of freedom, i.e. conformations, the number of conformations a single polypeptide chain can adopt
quickly becomes astronomically large the longer the polypeptide chain, but must fold into a native state
at biologically relevant timescales.122 Computational protein modeling algorithms have tried replicate
the parameters which drive protein folding in silico by defining the molecular forces that drive the
rapid folding of a polypeptide chain into its native conformation.123,124 These molecular forces that
define the free energy of a conformation can be estimated by the sum of its hydrophobic, hydrogen
bond, van der Waals, and ionic bond interactions within itself and with its surrounding molecules.
The combined improvement in available computation power to tackle memory intensive problems and
protein energy functions to better estimate protein structure and dynamics112,125 has paved the way for
the development of a plethora of computational protein structure prediction and design methods that
address specific biological problems in finer detail.

Protein design specifically addresses the “inverse-folding problem” — provided a specific confor-
mation, which linear amino sequences can adopt that conformation? Computational protein design
methods typically employ either a de novo or template-based strategy. De novo strategies use a multiple
sequence alignment of a target protein to its homologous sequences, which are used to predict common
local secondary structure features, or fragments, that are then assembled into tertiary protein structural
models and ranked using an all-atom energy scoring function.126 The advantage of de novo protein
design approaches is their ability to search the available conformational space of natural homologues to
identify common structural similarities of diverse sequences.127 The major pitfalls of such an approach,
however, is that accurate fragment assembly relies on exhaustive sampling to assign accurate protein
folds and that all fragment backbone geometries are represented within the fragment library. For pro-
teins that adopt a single, native conformation, the use of fragment assembly has been shown to correctly
approximate a global fold.128 However, for proteins that adopt higher energy, metastable states of large
proteins (such as RSV F in its pre-fusion conformation), accurate assignment fragments necessary to
adopt the correct global fold are selected against during selection of sampled conformations unless
provided experimental constraints, which may be difficult given the difficulty of obtaining structural
data of metastable states.

Template-based protein design approaches also are limited by the availability of experimentally
determined conformations, but do not have to assess whether or not a protein fold assembled in silico
represents a protein in its native folded state. Instead, template-based protein design strategies assume
that an experimentally determined structure represents its natively folded state, and aremore commonly
used to assess mutation tolerance. During template-based design modeling, one or more residues
selected for design are evaluated by assigning an energy score using an energy scoring function, termed
as the native or reference score, and then are removed from the backbone. Next, a rotamer library
is used to randomly place an amino acid side chain configuration on the template backbone. Each
“mutation” is assigned a score using the same energy scoring function used to evaluate the native
residue, so that rotamers evaluated with a lower score than the reference score are selected as the
designed sequence. At the end of a template-based design simulation, all favorably scored residues
become the designed sequence correspondingwith the template backbone. Most template-based protein
design approaches consider the design of a single backbone template, which most likely underestimates
the conformational space a single sequence occupies. To diminish the underestimation of available
conformational flexibility of a single sequence, multi-state design approaches, such as REstrained
CONvergence (RECON) multi-state design129 as described in Chapter 2, use multiple discrete template
backbones to select sequences that improve the stability not only a single template, but an ensemble

14



of template backbones. Even so, the use of discrete, experimentally determined templates that depict
local energy minima do not consider the local energetic constraints that higher energy states, such as
transition states, place on the available sequence space of a backbone ensemble.

I.6. Significance and Innovation

As discussed in Sections I.4.2 and I.4.3, current structural methods have provided invalue models for
mechanisms of antibody-mediated protection and/or neutralization by targeting viral fusion glyco-
proteins. However, these methods are limited addressing how changes in amino acid sequence affect
antibody binding, at least on a scale equivalent to the number of mutations as quantified by deep
mutational scanning or sequencing of viral glycoproteins. However, given that both deep mutational
scanning and deep sequencing of viral glycoproteins have demonstrated that viral glycoproteins do
not undergo similar mutation rates at all positions, especially within regions known to undergo con-
formational rearrangments during attachment and fusion, it is likely that these regions have limited
mutational tolerances to maintain the similar changes in Δ𝐺, in particular Δ𝑆, to conserve the entropic
changes necessary to facilitate the conformational changes required to complete hemifusion with the
host target cell.

By assuming that viral glycoproteins must assume certain conformations during hemifusion, this
thesis shows how multi-state design, can be used as an in silico approximiation of natural sequence
variation, which is faster and much cheaper to perform than deep sequencing or deep mutational
scanning. Although applied more generally to proteins that require substantial conformational changes
necessary for function, Chapter 2 demonstrates that the simultaneous modeling of conformational and
sequence space can approximate the natural selection of mutation preferences required to maintain a
select conformational ensemble. Furthermore, Chapter 2 describes how local conformational flexibility,
in particular amino acid side chain rearrangments, limit mutation tolerances. By describing a protein
metric that is associated sequence convervaton and the relative free energy changes associated with
conformational changes, the estimation of sites of vulnerability can be related to the physical requirement
to conserve local sites of protein flexibility necessary to undergo the conformational changes necessary
to complete fusion. This is in stark contract to other predictors of sites of vulnerability, such as surface
accessibility or electrostatic potentials, which typically describe a single conformation.
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CHAPTER II

MULTI-STATE DESIGN OF FLEXIBLE PROTEINS PREDICTS SEQUENCES OPTIMAL FOR CONFORMATIONAL CHANGE

This chapter is based on the publication “Multi-state design of flexible proteins predicts sequences
optimal for conformational change”. Marion F. Sauer contributed to the development of the benchmark,
performance of experiments, analysis of the data, and writing the aritcle.

Computational protein design of an ensemble of conformations for one protein – i.e., multi-
state design – determines the side chain identity by optimizing the energetic contributions
of that side chain in each of the backbone conformations. Sampling the resulting large
sequence-structure search space limits the number of conformations and the size of proteins
in multi-state design algorithms. Here, we demonstrated that the REstrained CONvergence
(RECON) algorithm can simultaneously evaluate the sequence of large proteins that undergo
substantial conformational changes. Simultaneous optimization of side chain conformations
across all conformations increased sequence conservation when compared to single-state
designs in all cases. More importantly, the sampled sequence space of RECON designs
resembled the evolutionary sequence space of flexible proteins, particularly when confined to
predicting the mutational preferences of limited common ancestral descent, such as in the case
of influenza type A hemagglutinin. Additionally, we found that sequence positions which
require substantial changes in their local environment across an ensemble of conformations
are more likely to be conserved and whose conservation rates are better simulated by the
consideration of multiple local side chain environments during design. To quantify this
rewiring of contacts at a certain position in sequence and structure, we introduced a new
metric designated ‘contact proximity deviation’ that enumerates contact map changes. This
measure allows mapping of global conformational changes into local side chain proximity
adjustments, a property not captured by traditional global similarity metrics such as RMSD
or local similarity metrics such as changes in 𝜙 and 𝜓 angles.

II.1. Introduction

Computational protein design solves the so-called ‘inverse folding problem’ by identifying an amino
acid sequence that is compatible with a given protein structure, i.e., backbone conformation and
possibly interactions with partner biomolecules. This approach allows for the molecule to conduct its
function in this single state. Protein function, however, often relies on the transition between multiple
conformations – a protein must be thermodynamically stable in multiple conformations before it is
capable of achieving a defined function. Thus, for a protein to conserve its function, we hypothesized
that the conservation of protein flexibility limits the protein’s sequence space to be consistent with the
conformational changes needed for function. Determining functionally relevant sequence tolerance, or
rather, the set of amino acid sequences that are allowable given a protein’s function, therefore depends
on identifying the set of amino acid sequences that is stable in each of the conformations needed.
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Testing this hypothesis is complicated, as typically not all functionally relevant conformations have been
determined experimentally. The picture gets even more complicated if we look not only at functionally
relevant conformations that are by definition local free energy minima (i.e., thermodynamics) but
also include an analysis of the height of barriers connecting these states that determine the kinetics of
interconversion.

Humphris-Narayanan and colleagues demonstrated that prediction of mutation preferences of HIV-1
protease and HIV-1 reverse transcriptase was improved up to 25% when structural ensembles were
included during protein design, as opposed to design of a single conformation.131,132 The structural
ensembles used for this approach were generated by reverting all structural side chains to a consensus
sequence and using Rosetta Backrub to introduce small local rotation about the 𝐶𝛼 − 𝐶𝛼 axis of each
of three-residue segments while maintaining ideal bond length, angle, and the starting 𝜒1 angle133,134

at sites distributed throughout the protein known to acquire mutations. Next, protein design was
performed on each backbone within the ensemble to select for mutations sequence that contributed
to increased protein fold, dimer, and peptide stability. which was calculated as the lowest weighted
sum of energy scores. They found that the substitution frequency of the consensus sequence, or
profile, of the backbone ensemble better corresponded to the mutation frequencies observed within the
Stanford HIV-1 Database135 than the substitution frequencies obtained from design of an individual
conformation. Additionally, they showed that the sequence profiles acquired with their Backrub
ensembles were similar to the sequence profiles attained using an ensemble of experimentally-derived
structural models. With such results, this approach succeeded in showing that representation of
conformational plasticity during protein design better mimicked the mutational tolerances of HIV-1
protease and reverse transcriptase, which the authors attribute the requirement of small backbone
changes to accommodate mutations from the starting sequence.

For certain proteins, sub-Angstrom perturbations of the peptide backbone are not sufficient to
represent the conformational space consistent with their function. In the case of ubiquitin, Friedland
and colleagues also used Rosetta Backrub to generate ubiquitin ensembles, but unlike in the previously
mentioned method, they randomly inserted local rotations about the 𝐶𝛼 − 𝐶𝛼 axis of two to twelve
residues to diversify the conformational space of the generated ensembles, and then culled any generated
models which did not agree with NMR residual dipolar couplings (RDCs), thus generating ubiquitin
ensembles more similar to native-state solution dynamics.136 Using these RDC-constrained ensembles
for design, they demonstrated that the mutation profiles obtained from the collection of individually-
designed poses were more consistent with sequences within the ubiquitin family, which was calculated
from the sum of substitution costs of each designed pose from the aligned ubiquitin consensus sequence.
In combination with the aforementioned study, these approaches demonstrated that a requirement
for protein flexibility of a native-state ensemble substantially dictates the sequence space available for
evolution.

A limitation of these approaches, however, is the assumption that the tolerated sequence space for
a conformationally flexible protein can be determined by integrating over each SSD profile of each
conformationwithin an ensemble, i.e., enumerating themost energetically favorable amino acid for each
position and each conformation. However, the most energetically favorable amino acid, as determined
by the aforementioned methods, may be the most energetically favorable for a one or more single
conformations, but may not be energetically tolerable at the same position in another conformation.
For instance, in a certain conformation, the energetically most favorable amino acid might be the only
allowed amino acid, with all others prohibited (imagine a tiny space where only glycine fits). At the same
position in other conformations, there may be acceptable alternatives with more energetically favorable
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scores, but those residues could not be tolerated as an acceptable mutation in the aforementioned more
constrained position. Thus, we hypothesized that MSD over all conformations relevant for function
will yield a more accurate representation of the biologically relevant sequence space compatible with
function.

Using a pre-defined scoring function, positive-state MSD approaches rank the stability of a sequence
within an ensemble as the average stability when threaded over each state across an ensemble.137 For
most MSD approaches, replacement of the starting, or native, sequence occurs only if the designed
mutation is lower than the native average score, meaning that, although a sequence may not lower
the evaluated stability of a single conformation, it lowers the stability of an ensemble as a whole
from the native ensemble. The Best Max-Marginal First (BMMF) algorithm was used to demonstrate
that the MSD of 16 unique calmodulin-substrate complexes increased the similarity of the designed
calmodulin binding site to evolutionary sequence profiles by two-fold, and increased in native sequence
recovery from 52.5% for SSDs to 80% for the 16-state design scenario (8). Challenges for applying
MSD methods like the BMMF algorithm, however, are the efficiency of the search algorithm, large
memory requirements, and extended computational time needed. MSD methods up to now have been
limited to designing a small number of amino acid positions across all states, with the largest number
of simultaneously evaluated design positions being 27 designed positions across 60 states using the
MSD FASTER algorithm.129,138–140

We sought to study large proteins that undergo conformational rearrangements that include domain
or hinge displacements of greater than a few Å in RMSD. We expected that the tolerated sequence
space must be restricted in some regions to allow for substantial ‘rewiring’ of contact networks when
transitioning from one state to another. The tolerated sequence space of these types of conformational
changes is not limited to local regions, such as protein-protein interfaces, but instead distributed over
the entire amino acid sequence. Thus, an MSD approach that seeks to explore such sequence spaces
needs to include the entire protein. The RECON algorithm was used previously to estimate the sequence
tolerance within protein-protein interfaces. However, already at that time this approach proved to be
more computationally efficient than the generic Rosetta MSD algorithm.129 With the addition of
a message passage interface (MPI), RECON MSD can combine the SSD efficiency of evaluating the
sequence tolerance of a full-length protein with the MSD capability of evaluating the fitness function of
a sequence across multiple conformations.141

Highly flexible viral glycoproteins, such as the influenza A HA protein and its stem domain (HA2),
undergo conformational rearrangements of greater than 30 Å and have been shown to be conserved
in sequence greater than 90% percent across subtypes.142 For other highly flexible proteins, such as
calmodulin, kinases, and voltage-gated sensory channels, regions known to mediate conformational
change can be conserved up to 100% across phylogenies, suggesting that a limited set of sequences is
suitable for select conformation transitions.143–145 Here we use the Rosetta RECON MSD algorithm
to demonstrate that the sequence space consistent with all experimentally determined conformations
of a protein approximates sequence profiles observed in evolution.

II.2. Results

It is our aim to demonstrate that simultaneous evaluation of sequence space across an ensemble of
conformations improves the correspondence of the designed sequences to an evolutionary sequence
profile by considering the constraints that local and global protein flexibility impose on rotamer
placement. For this benchmark, we perform RECON MSD and compare the designed profiles to SSD
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Figure II.1.: Graphical representation of hypothesis and experimental design. (A) Schematic of sequence space
and the impact of flexibility on sequence tolerance. 𝑆1 and 𝑆2 represent two unique conformations of the same residue
length separated by some RMSD that populate two local energy minima. Black lines with end caps represent unique
sequences that are energetically most favorable for a single conformation. The dark shaded area encircles sequences
that are energetically favorable for both conformations. Here we illustrate that by using multiple conformations
during protein design, we identify sequences that are energetically suitable for conformational flexibility, yet are not
necessarily the most stable sequence for any given conformation. Additionally, the requirement to adopt multiple
conformations constrains the number of suitable sequences (B) Flow chart of benchmark design.

and PSI-BLAST profiles to quantify the similarity between designs and evolutionary sequence profiles
(figure II.1).

II.2.1. Compilation of a benchmark set of eight proteins

We selected proteins with multiple known conformations of identical sequence from the PDBFlex
database.146 The benchmark included eight proteins, requiring that each benchmark case have at
least two published conformations with an RMSD greater than 5 Å, and an identical sequence greater
than 100 amino acids in length (Table 1). We omitted duplicate conformations, which we define as
conformations with and RMSD of less than 0.5 Å, to avoid design bias towards similar conformations.
In addition, we used a resolution cutoff of 5 Å with the requirement that greater than 75% of the
included models within each design ensemble were determined at a resolution of better than 3 Å.
We also omitted any models with longer sequence gaps or missing densities. For structural models
with chain breaks that had missing density for only one or two consecutive residues (PDB IDs 1OK8,
3C5X, and 3C6E of the DV E protein monomer) we added the missing densities with the Rosetta loop
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modeling application.147 All structural models were gently relaxed with a restraint to start coordinates
to remove any energetic frustrations frequent in models derived from low-resolution experimental
structures.

II.2.2. Metrics to measure amplitudes of local and global conformational change

Quantification of protein flexibility commonly relies on the structural comparison of two structural
models, whether that be through the similarity of equivalent atoms in three-dimensional space, cal-
culated as RMSD, or by the similarity of equivalent 𝜙 and 𝜓 backbone dihedral angles, calculated as
dihedral angle root mean square deviation (RMSDda) of a 𝐶𝛼 atom..148 RMSD is used frequently as
a global metric used to describe the overall similarity of two conformations of the same protein and
has been a powerful metric to quantify overall structural similarity. RMSDda , on the other hand, is
used to describe local backbone displacements and is well-established, for example, to compare loop
conformations. The disadvantage of both metrics is that they do not capture whether or not a particular
residue is reconfigured in its interactions with neighboring amino acids. However, we hypothesize
that such a metric of local rewiring driven by a global conformational space will best correlate with
restrictions in sequence space introduced through conformational flexibility. Thus, we settled on three
metrics that capture the structural dissimilarity of a protein ensemble in terms of its maximum global
structural dissimilarity, local backbone dissimilarity, or contact map dissimilarity: 1) The maximum
pairwise RMSD of all atom coordinates of two superimposed structures within a set of 𝑛 superimposed
structures was used as a metric to describe the maximal global conformational change an ensemble
undergoes (Panel A in figure II.2 on page 22). To allow for comparison of RMSD values between
benchmark cases that involve proteins of different size, we used RMSD100, a RMSD value normalized
to protein of length 100 amino acids.149 2) Residue 𝜙 and 𝜓 RMSDda was used as a local metric of
similarity (Panel B in figure II.2 on page 22). This metric will directly identify hinge regions between
moving domains. 3) Lastly, we designed a metric that captures changes in the contact map computed
as 𝐶𝛽 − 𝐶𝛽 distance variation. This metric captures local changes in the environment of a residue
by including non-local tertiary contacts in the analysis. Thus, it is designed to capture the local and
global changes of the physicochemical environment of a residue and thus defines which amino acids
are tolerated in a certain position (Panels C and D in figure II.2 on page 22). For a complete description
of each metric, see section II.5 on page 37.

II.2.3. RECON MSD samples sequence profiles that are more similar to evolutionary observed sequence
profiles when compared to SSD

We first examined the correspondence of native sequence recovery determined by MSD versus SSD
designed sequences to conservation rates within natural homologues. To accomplish this goal, we
performed either RECON MSD or SSD on each set of protein conformations, allowing for the substitu-
tion of the native residue to all twenty amino acids and ignoring the presence of any disulfide bonds
present in the native model. Designed sequence profiles of each conformation were generated using
ten designed sequences, which were selected from either the ten lowest-scoring designed ensembles,
as in the case of RECON MSD, or conformations for SSD. The mean total score of all conformations
designed during the same RECON MSD run was used to sort and select the ten lowest-scoring designed
ensembles. From the ten mean lowest-scoring ensembles, the set of ten models of each conformation
was used for analysis. For SSD, each conformation was designed independently, and therefore the ten
lowest-scoring models of each conformation were used for analysis. Therefore, the distinction between
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PROTEIN

PDB ID OF
STATES USED
WITHIN EACH

ENSEMBLE

DETERMINATION
METHOD

DESIGNED
POSITIONS

AVERAGE PAIRWISE
RMSD OF

DESIGNED STATES

5’-NUCLEOTIDASE

1HPU
1O18

1IOD, chain A
1IOD, chain B

4WWL

X-ray
X-ray
X-ray
X-ray
X-ray

523 5.18 ± 1.12

ADENYLATE
KINASE

1AKE
4AKE

X-ray
X-ray 214 7.19

CAGL
3ZCJ
4CII

4YVM

X-ray
X-ray
X-ray

169 27.0 ± 22.2

CALMODULIN

1A29
1CFC
1CFD
1CFF
1CKK
1CLL
1CM1
1CM4
1G4Y
1LIN
1MUX
1NIW
1NWD
2F2P
2N8J
2WEL
3EWT
3EWV
4DJC
4HEX

X-ray
NMR
NMR
NMR
NMR
X-ray
X-ray
X-ray
X-ray
X-ray
NMR
X-ray
NMR
X-ray
NMR
X-ray
X-ray
X-ray
X-ray
X-ray

169 27.0 ± 22.2

DENGUE VIRUS
ENVELOPE
PROTEIN

(MONOMER)

1OAN
1OK8
3C5X
3C6E
3J27
3J2P

X-ray
X-ray
X-ray
X-ray

Cryo-EM
Cryo-EM

394 6.63 ± 2.89

GROEL
SUBUNIT

1AON, chain A
1AON, chain B

2C7E
3WVL
4AB3
4KI8

X-ray
X-ray

Cryo-EM
X-ray

Cryo-EM
X-ray

523 9.06 ± 1.13

INFLUENZA
HEMAGGLUTININ
STEM (TRIMER)

1QU1
1HTM
2HMG
3EYM

X-ray
X-ray
X-ray
X-ray

344 23.7 ± 17.4

RESPIRATORY
SYNCYTIAL

VIRUS FUSION
PROTEIN
(TRIMER)

3RKI
3RRR
4MMS
4ZYP

X-ray
X-ray
X-ray
X-ray

1252 29.9 ± 22.0

Table II.1.: Proteins used in conformation-dependent sequence tolerance benchmark. For a complete description
of Protein Data Bank (PDB) identification and sequence information included in the benchmark, see S1 Table.
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Figure II.2.: Metrics used to quantify large-scale, or global, conformational flexibility. Caption continued on next
page.
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Figure II.2.: Metrics used to quantify conformational flexibility. (A) Illustration of maximum RMSD100, the
metric used to quantify large-scale, or global, conformational flexibility. For simplicity, we only represent RMSD
on a two-dimensional plane, where the x and y axes represent the difference in distance of cartesian space if two
conformations were superimposed onto the same coordinate system. Each protein conformation of identical sequence
is represented as a circle, and is separated by some distance vector evaluated as the RMSD100 of two conformations.
The maximum RMSD100 describes the greatest pairwise RMSD100 within an ensemble. (B) Illustration of dihedral
angle 𝜙 and 𝜓 variation used to calculate dihedral angle RMSD (RMSDda). Orientation of atoms is color-coded and
corresponds to the diagram drawn at the bottom of the panel. RMSDda is illustrated as the range of dotted lines,
corresponding to the deviation in relative orientation of the third and fourth atoms. (C) Explanation of contact
proximity deviation. Two conformations of the same protein are depicted in the left, with two residues, outlined
in cyan or orange, shown in their respective positions. These two residues are magnified (top right) in their local
side chain environment in Conformation A on the top and Conformation B on the bottom. Contact residues in
Conformation A are colored yellow. If the same contacts are maintained in Conformation B, contact residues remain
colored yellow in the bottom two boxes. If new contacts are made, contact residues are colored in purple. Even though
the cyan residue changes slightly in its relative orientation between conformations, the same contacts are maintained
so that the degree of conformational flexibility is relatively low in comparison to the heptad trimer refolding, and
would have a low contact proximity deviation score. In contrast, the orange residue completely rearranges its local
side chain contacts between conformations as a result of the large conformational rearrangement, and would have a
high contact proximity deviation score. (D) Explanation of contact proximity deviation. We assigned a score to each
𝐶𝛽 − 𝐶𝛽 distance by applying a soft-bounded, continuously differentiable function that accounts for the proximity of
two side chains and approximates the likelihood of two side chains forming a contact, illustrated in the top left of
Panel D. We then calculated the deviation of each 𝐶𝛽 −𝐶𝛽 distance across an ensemble as shown in the matrix, with
low deviation scores in white and high scores in black. The contact proximity deviation score represents the sum
of all 𝐶𝛽 − 𝐶𝛽 proximity deviations a single residue undergoes within an ensemble, as shown in the bottom row
separated from the matrix.
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RECON MSD and SSD selected models rested in whether or not each of the ten selected models of each
conformation where evaluated for design collectively as an ensemble or not. To compare the designed
sequence profiles to that of the sequence diversity in natural homologues, the native sequence was used
as the PSI-BLAST query sequence to generate PSI-BLAST profiles for each protein. Native sequence
recovery was calculated as the mean percentage of conservation of the starting, or native, sequence
for all designed positions, and for consistency, we term the percentage of the query sequence used to
generate each PSI-BLAST profile as the percent native sequence recovery.

Simultaneously sampling across multiple conformations significantly restricted sequence sampling,
or in other words, was more likely to conserve the native sequence, where RECON MSD had total native
sequence recovery of 87.8 ± 4.5% versus SSD with 48.9 ± 11.1% native sequence recovery (figure II.3 on
the following pageA). In contrast, PSI-BLAST profiles had a native sequence recovery of 82.11 ± 11.2%.
Qualitatively, the PSI-BLAST profiles were much more similar to the predicted sequence tolerance of
RECON MSD compared to SSD, yet a Mann-Whitney U test150 indicated a significant difference of
mean native sequence recovery of either design protocol compared to PSI-BLAST sequence tolerances,
with a significance of 𝑝 = 0.0029 for RECON MSD and 𝑝 < 0.00001 for SSD. Total sequence recovery
is a coarse approximation of sequence similarity, and fails to determine if the designed sequence profiles
are sampling similar mutation preferences as observed in evolution. Therefore, we calculated an average
total deviation score of each observed position-specific mutation profile to the corresponding PSI-
BLAST profile of each protein (Panel B in figure II.3 on the next page and S1 Fig, which depicts the
root mean square deviation of all aligned positions’ profiles between a natural homologues’ mutational
preferences and those predicted by design. We found that in seven out of eight cases, a RECON MSD
mutation profile resembled its corresponding PSI-BLAST profile more closely than the SSD mutation
profile, as the root mean square deviation was lower for comparisons between PSI-BLAST profiles and
RECON MSD profiles than that of between SSD profiles.

II.2.4. RECON MSD underestimates amino acid exchangeability, but samples a more evolutionarily
relevant sequence space than SSD

Although RECON MSD more closely resembled PSI-BLAST sequence profiles on a per-case basis,
we wanted to identify trends in sequence sampling in relation to the PSI-BLAST profiles to highlight
design-sampling biases. This task was achieved by calculating the frequency an amino acid is conserved
or mutated to another residue, or, the mean amino acid substitution frequency. In general, RECON
MSD is more likely to conserve a native amino acid compared to a PSI-BLAST profile, whereas SSD is
much more likely to replace the native amino acid (Panel A in figure II.4 on page 27 and S2 Fig). We
examined amino acid exchangeability as the frequency of exchanging a native for a non-native amino
acid. On average, PSI-BLAST profiles exchanged a native for non-native amino acid 1.32 ± 0.03%
of the time, versus 0.77 ± 0.02% for RECON MSD and 2.45 ± 0.07% for SSD (Panel B in figure II.4
on page 27). Additionally, we compared the average difference of exchangeability for each residue as
observed in the PSI-BLAST profiles versus either RECON MSD or SSD and found that RECON MSD
average exchangeability rates of each residue are more similar to PSI-BLAST values than SSD (Panel
C in figure II.4 on page 27). With the exception of phenylalanine or tyrosine, the difference between
exchangeability rates for residues with larger side chains diminishes for RECON MSD, but becomes
more exaggerated for SSD, as compared to observed mutation rates in evolution. This finding suggests
that the inclusion of multiple conformations during design encourages better placement of bulky side
chains, albeit with conservative placement. However, when comparing the linear regression model of
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Figure II.3.: Design native sequence recovery andmutation profile variability comparisons to PSI-BLAST pro-
files.(A) Comparison of total native sequence recovery of relaxed and unminimized RECON MSD and SSD designs
to PSI-BLAST sequence profiles generated using the native sequence. For this figure and all subsequent boxplots,
shaded regions of each box plot denote values within the first and third quartiles (interquartile range, or 𝐼𝑄𝑅), with
the median indicated as a solid line and whiskers representing values ±1.5 × 𝐼𝑄𝑅. Outliers are represented as dots.
Asterisks indicate the significance of difference of means of each design in comparison to the PSI-BLAST profile,
with a 𝑧-test 𝑝 < 0.01 represented by one asterisk, and 𝑝 < 0.00001 by three asterisks. The p-value provided in
this figure and all subsequent figures represents a two-sided, 95% confidence interval. (B) Mutation frequency root
mean square deviations of designs in comparison to a PSI-BLAST profile, normalized by protein length. The y-axis
values represent the average variability of mutation profiles for each designed residue in relation to a PSI-BLAST
profile, represented as 𝑦 = √ 1𝑛 ∑

𝑛
𝑖=1 ∑
20
𝑗=1(𝑎𝑎𝑃𝑆𝐼−𝐵𝐿𝐴𝑆𝑇 − 𝑎𝑎𝑑𝑒𝑠𝑖𝑔𝑛)

2 where 𝑎𝑎𝑗 represents the frequency of an amino
acid observed at position 𝑖 for each of all twenty amino acids (𝑗), and 𝑦 is the sum of all 𝑖 differences for all amino
acids within a protein of length 𝑛 residues. A 𝑦-value of 0 would indicate that the design profile is identical to the
PSI-BLAST profile, and an increase in y-value indicates the average frequency variance of the sequence profile for
each residue is more dissimilar to a PSI-BLAST profile.
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individual exchangeability rates of either RECON MSD or SSD to PSI-BLAST rates, both designs were
roughly equally dissimilar to PSI-BLAST exchangeability rates, with RECON MSD having a correlation
coefficient of 𝑟 = 0.35 and SSD with 𝑟 = 0.64 (S3 Fig). Given that exchangeability rates were not
normally distributed, a Kendall 𝜏𝛽 rank correlation coefficient151 was computed to measure the ordinal
association of design and PSI-BLAST amino acid exchangeability rates, where a coefficient of 𝜏𝛽 = 0
would indicate that the amino acid exchangeability rates are identical. We found RECON MSD to
have a 𝜏𝛽 = 0.283, 𝑝 ≤ 2.22 × 10−16 versus 𝜏𝛽 = 0.372, 𝑝 ≤ 2.22 × 10−16 for SSD when measured
for its association to PSI-BLAST amino acid exchangeability rates. In addition, we compared the dif-
ference in exchangeability rates between design and PSI-BLAST by calculating the ratio of transformed
exchangeability rates (𝑒) as 𝑒𝑑𝑒𝑠𝑖𝑔𝑛+0.00001𝑒𝑃𝑆𝐼−𝐵𝐿𝐴𝑆𝑇+0.0001

to avoid division by zero, where an individual exchangeability
rate would be equivalent between design and PSI-BLAST if 𝑒𝑟𝑎𝑡𝑖𝑜 = 1. We found that for RECON
MSD the mean 𝑒𝑟𝑎𝑡𝑖𝑜 = 2.49 and for SSD the mean 𝑒𝑟𝑎𝑡𝑖𝑜 = 22.7. A Mann-Whitney U test of matched
individual ratios found a significant difference between RECON MSD and SSD exchangeability rate
ratios to PSI-BLAST exchangeability rates, with 𝑝 < 0.0001. Taken together, RECON MSD is sampling
individual mutation preferences significantly more closely to that observed in evolution than SSD.

II.2.5. RECON MSD prediction of mutation preferences matches mutation profiles of natural homologues

The application of RECON MSD is not only optimized to engineer a stable, flexible protein, which is
also readily accomplished by methods such as consensus sequence design.152 Rather, RECON MSD
explores the sequence space consistent with a protein’s flexibility. Thus, we hypothesized, that the
sequence space sampled by RECON MSD has similarity to the sequence space sampled in evolution.
However, RECON MSD might explore additional sequences which have not yet been explored by
natural selection. To answer this question, we compared calmodulin sequence profiles predicted by
RECON MSD and SSD to naturally selected calmodulin sequence variation within a curated dataset of
calmodulin representative of evolution across all eukaryotes.153 We also compared the mutation profiles
of influenza virus HA2 predicted by either design with mutation profiles obtained from the NCBI
Influenza Virus Resource (IVR).154 Given that the HA2 structural models used for this benchmark are
of the influenza AH3N2 subtype,155–158 we included all influenza virus type AHA2 sequences deposited
in the IVR to generate an HA2 profile. Briefly, in each case, we performed amultiple sequence alignment
of all sequences within each database to generate sequence profiles. From each profile, we measured the
root mean square deviation of mutation frequencies to corresponding mutation frequencies predicted
by RECON MSD or SSD. For a complete description of the generation of sequence profiles, please
consult section II.5 on page 37.

The calmodulin and influenza virus type A HA2 mutation frequencies had a root mean standard
deviation of 0.473 and 0.580 with respect to RECON MSD profiles and 0.632 and 0.799 to SSD profiles,
respectively (figure II.5 on page 29). Although RECON MSD profiles were more likely to match the
mutation tolerances observed within either multiple sequence alignment, the improvement was not
uniform for all residues. In general, RECON MSD was more likely to predict matching mutation
profiles for residues that undergo local conformational rearrangements, For calmodulin, RECON MSD
was more likely to improve the prediction of mutation tolerances within the calmodulin EF-hand at
conserved motif positions 3, 5, 9, and 12.159 Even though neither ligands nor water molecules were
included during protein design, sequence profiles for positions 9 and 12, which are known to provide a
bridged water or direct binding to Ca2+, respectively, were similar. Within HA2 RECON MSD profiles,
residues, charged residues within the B loop, which rearranges into an alpha helix in the post-fusion
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Figure II.4.: Comparison of exchangeability rates. (A) Average amino acid exchangeability of PSI-BLAST, RECON
MSD, and SSD sequence profiles. Single-letter amino acid codes were used for both 𝑥 and 𝑦 axes, with the 𝑥 axis
representing the original amino acid and the 𝑦 axis representing the average mutation frequency the original amino
acid to the indicated mutation. (B) Comparison of exchangeability rates between profiles, excluding rates of native
sequence conservation rates. The 𝑦 axis represents the mean frequency a native amino acid is replaced with a specific,
non-native amino acid, which we term as amino acid exchangeability. (C) Difference of mean amino acid-specific
exchangeability observed in a PSI-BLAST profile compared to a design profile. The 𝑥 axis represents each type of
amino acid present in the native sequence. The 𝑦 axis represents the difference in average exchangeability frequency of
each amino acid type, or rather, the average frequency a native amino acid type is replaced with any other non-native
amino acid. A positive value indicates the native amino acid is less likely to be exchanged for a non-native amino
acid during design, whereas a negative value indicates the native amino acid is more likely to be exchanged, as
compared to a PSI-BLAST profile.
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conformation, and the S5 loop region, which stabilizes the rearranged B loop alpha helix,89 were more
likely to have similar predicted mutational tolerances as observed in influenza type A mutation profiles.
However, in some cases, RECON MSD residue profiles either failed to improve or even worsened
in predicting mutation profile similarity to profiles obtained from multiple sequence alignments as
compared to SSD.This was particularly true for positions with small, non-polar residues thatmaintained
contacts within the loosely packed interior within the HA2 trimer, including S93, V100, S113, and I149.
Additionally, RECON MSD poorly predicted the conservation of charged residues whose side chains
faced the protein interior in at least one conformation of either calmodulin or HA2 trimer, including
calmodulin residues Q47, R84, D53, D90, Q132, and D126, and HA2 residue H106.

Because we used only H3N2 backbones to predict HA2 mutation profiles, we subdivided the HA2
profile obtained from all influenza type A multiple sequence alignment into different groups and
subtypes includingH1 andH2 from group 1 andH3, H4, H7, andH3N2 from group 2 to compare design
profile similarity to subtype-specific mutation tolerances (figure II.6 on page 31, S4 Fig). Separation
of HA2 sequences by subtype revealed a divergence in similarity according to related subtypes, with
RECON MSD sampling mutation profiles much closer to subtypes within the H3 clade, including H3
and H4. Even so, a Levene’s test for equality of variances160 comparing mutation frequency variance
within the H3N2 profile generated by RECON MSD to any influenza subtype A HA2 IVR profile
indicated no significant difference between mutation frequency variances within the RECON MSD
H3N2 profile and any HA2 IVR subtype profile. This suggests that RECON MSD samples similar
mutational tolerances found across naturally selected influenza subtype A mutation tolerances, despite
the diverging similarity to group 1 profiles. Given the high sequence profile similarity between RECON
MSDand IVRH3 clade profiles, we conclude that RECONMSD can be used to predict possible sequence
variation of closely related homologues from a single sequence. This might be particular useful in
the case of predicting common mutations that arise due to genetic drift or reassortment, given that
the HA2 profile modeled by RECON MSD was not significantly different from multiple HA2 subtype
profiles. In cases where RECON MSD substantially deviates from observed mutation frequencies,
particularly from the consensus sequence, such mutations warrant further experimental investigation
to examine whether these stabilizing mutations within the H3 clade are artifacts of the Rosetta energy
scoring function and/or RECON algorithm sampling, or that they indeed are evolutionary unexplored
stabilizing mutations.

II.2.6. Sequence conservation is dependent on its contact map as computed by 𝐶𝛽 − 𝐶𝛽 distance
deviations

To consider the effect of conformational flexibility on sequence conservation, we examined the de-
pendency of native sequence recovery on different aspects of conformational flexibility using the
aforementioned metrics, maximum RMSD100, RMSDda , and contact proximity deviation. We per-
formed a Kendall 𝜏𝛽 rank correlation test on each profile to test for the strength of dependency of
native sequence recovery on each metric (figure II.7 on page 32).151 Of the three metrics, the native
sequence recovery, or rather percent conservation, observed in PSI-BLAST profiles was only dependent
on contact proximity deviation 𝑧-score, with 𝑝 = 1.79 × 10−6 , versus 𝑝 ≤ 0.144 for all other tests.
RECON MSD and SSD native sequence recovery depended on both RMSDda and contact proximity
deviation 𝑧-score (𝑝 < 0.01). Native sequence recoveries of both designed profiles depended strongly
on RMSDda , with 𝑝 ≤ 2.22 × 10−16 , and had similar 𝜏𝛽 coefficients, with 𝜏𝛽 = 0.101 for RECON MSD
and 𝜏𝛽 = 0.0806 for SSD. This finding may suggest that the Rosetta scoring function employed by
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Figure II.5.: (Continued on the following page.)
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Figure II.5.: Comparison of mutation profiles predicted by protein design tomutation profiles observed within
calmodulin and influenza type A HA2 multiple sequence alignments. (A) Comparison of root mean square
deviation of mutation frequencies derived from calmodulin natural homologues to mutation profiles predicted by
RECON MSD or SSD. Calmodulin natural homologue mutation preferences were derived from the multiple sequence
alignment of calmodulin homologues. The root mean square deviation (RMSD) here represents the mean standard
deviation of an individual residue’s mutation profile, consisting as the mean sum of squared differences of all twenty
amino acid frequencies as determined by the multiple sequence alignment of calmodulin homologue sequences in
relation to either RECON MSD or SSD residue profile. (B) Residue profile standard deviations between calmodulin
multiple sequence alignment profiles and design profiles mapped onto the unbound conformation of calmodulin
(PDB ID 1CLL). Here, RMSD represents the mean sum of squared differences of all twenty amino acid frequencies
of each residue between homologue and design profiles. Residues whose sequence profiles were predicted to have
identical mutation profiles as that within the corresponding position with the multiple sequence alignment are colored
in white. The greater the dissimilarity between the homologue mutation profile and design profile, the greater the
saturation in red, with complete saturation indicating an RMSD of 1.0. Residues within all four of the conserved
EF-hand motifs are labeled, with the bidentate ligand at position 12 critical for Ca2+ binding labeled in boldface.
(C) Comparison of root mean square deviation of mutation frequencies derived from influenza type A sequence
alignments to mutation profiles predicted by RECON MSD or SSD. RMSD is calculated in a similar fashion as in
Panel A. (D) Residue profile standard deviations between HA2 multiple sequence alignment profiles and design
profiles mapped onto the pre-fusion conformation of the HA2 trimer (PDB ID 2HMG). RMSD is calculated and
labeled the same as in Panel B, but only one HA2 monomer is labeled with RMSD values of the influenza A IVR
residue profiles in relation to RECON MSD or SSD profiles. The N- and C-terminal residues of loop regions that
undergo large local conformational rearrangements in the post-fusion form are labeled. This includes the B loop that
rearranges into an alpha helix and the S5 domain, which stabilizes the alpha helical form of the B loop. Residues
within the CR8020 broadly neutralizing epitope (32), including N146 and E150, are also labeled.

both protein design algorithms is too restrictive in sampling for residues at hinge points, given that the
same dependency on RMSDda is not observed for PSI-BLAST sequence conservation. In contrast, both
PSI-BLAST and RECON MSD had similar 𝜏𝛽 coefficients predicted with the same confidence, with
𝜏𝛽 = 0.0639, 𝑝 = 1.79 × 10−6 and 𝜏𝛽 = 0.0787, 𝑝 = 1.19 × 10−7 respectively, for the dependence of
native sequence recovery on contact proximity deviation 𝑧-score, whereas SSD dis not exhibit the same
dependence. This observation suggests that there is an evolutionary constraint on residues that are
required to maintain a re-assortment of their local physicochemical environments necessary for a con-
formational change, and that RECON MSD closely models this evolutionary constraint by considering
the multiple local side-chain environments within a protein ensemble.

II.2.7. Sequences suitable for conformational plasticity are energetically frustrated

The encouraged sequence convergence employed by the RECON MSD algorithm identifies amino acid
sequences that have the lowest total energy across all states.129 To examine the energetic impact of
requiring a single amino acid sequence to adopt multiple states, we used a similar energy score term
described previously as the sum total energy score normalized by the number of designed positions (see
section II.5 on page 37). For RECON MSD designs, this approach would include lowest mean energy
score of the designed ensemble, whereas the SSD energy score would include the lowest energy scores
for each state. In all eight cases, RECON MSD selects sequences with a significantly higher energy score
than SSD with a paired student’s 𝑡-test,161 with 𝑝 < 1 × 10−4 (figure II.8 on page 33). We also compared
the design energy scores to the ten lowest-energy relaxed structures, which only included the native
sequences, and found that RECON MSD samples lower energy sequences relative the relaxed native
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Figure II.6.: Root mean square deviations of residue mutation frequencies of influenza A subtypes and HA2
profiles predicted by RECONMSD and SSD.(A) Dendrogram of root mean square deviations (RMSD) of influenza
A subtype HA2 profiles sorted by pairwise RMSD. The mutation frequencies derived from the multiple sequence
alignment profile of each influenza A subtype was compared to all other subtypes by calculating the mean standard
deviation of each aligned position’s mean sum of squared differences of all twenty amino acid frequencies with respect
to each other subtype profile. Pairwise RMSD values were sorted to form clades, with the height along the y axis
indicating the pairwise RMSD between each clade. (B) RMSD of each IVR subtype multiple sequence alignment
(MSA) profile with respect to RECON MSD and SSD. The x axis represents each IVR subtype profile sorted as in
Panel A. The y axis represents the RMSD, calculated in the same fashion as in Panel A, of each subtype profile in
relation to either RECON MSD or SSD.
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Figure II.8.: Average per-residue total energy score of the lowest ten percent scoring models for RECONMSD,
SSD, and starting relaxed (Native) models. One hundred simulations were performed for each group and the
lowest ten total energy scoring models were used for the comparison. The total scores were normalized so that the
calculated total score was divided by the number of residues within each model to obtain a mean residue score.
For RECON MSD models, the total calculated score also had to be normalized by the number of states within each
model. The violin plot width indicates the normalized energy score density of each group.

structures. Given that RECON MSD conserves, on average, 88% of native sequences, the few mutations
RECON MSD introduces to the native sequence are sufficient to sample a lower energy sequence space
than the native sequence. In comparison, SSD sequences are the most stable as SSD replaces the native
sequence at a much higher frequency, since SSD optimizes the sequence space for each conformation
and can identify much lower energy sequences tolerable for each individual conformation. Therefore,
given that RECON MSD is constrained in identifying sequences that are suitable to adopt multiple
conformations and that the sequence space identified by RECON MSD is, on average, higher in total
energy than the sequence space identified by SSD, it can be inferred that the sequence space available
for proteins that populate multiple energy minima is more likely to be energetically frustrated, or at
least not as energetically stable, than the sequence space available for a protein which populates a single
energy minimum.

II.2.8. Stability decreases for residues with larger 𝐶𝛽 − 𝐶𝛽 contact map deviations

We used a Kendall 𝜏𝛽 rank correlation test to analyze the dependency of the modeled sequence energy
score on global and local conformational changes. For the comparison with global conformational
changes, we compared the mean total score of the ten lowest-energy scoring design models, normal-
ized by the number of residues within each protein, to the maximum RMSD100 of an ensemble. We
found that there is a negative dependence of mean total score on the maximum RMSD100 for SSD
models (𝜏𝛽 = −0.143, 𝑝 = 1.16 × 10−5), but not so for RECON MSD models (𝜏𝛽 = 0.0177, 𝑝 = 0.586;
figure II.9 on the next page). Conversely, there was a small, but significant positive dependence of indi-
vidual residue scores on contact proximity deviation 𝑧-scores for RECON MSD models (𝜏𝛽 = 0.0356,

33



����� ���

[���
��
���
���

)

[���
��
���
���

)

[��
���
���
���

]

[���
��
���
���

)

[���
��
���
���

)

[��
���
���
���

]

���

���

���

���

��
	����������� (Å)

�
��
��
��

�	�
��
��
��
��
��
��
��

 (�
��

)
� ����� ���

[�
���
��
���
��

)

[�
���
���
���
� 

)

[���
��
 ��
���
��

]

[�
���
��
���
��

)

[�
���
���
���
� 

)

[���
��
 ��
���
��

]

���

���

���

���

�	����������������������� (���)
��

�	�
��
��
��
��
�(�

��
)

� ����� ���

[�
�� 
��
��
���
��

)

[�
���
��
���
���
��

)

[���
��
��
���
���
��

]

[�
�� 
��
��
���
��

)

[�
���
��
���
���
��

)

[���
��
��
���
���
��

]

���

���

���

���

�����������
	�	������	��	�� (Å)

��
�	�

��
��
��
��
�(�

��
)

�

τb =���������
��=������

τb�=���� ���
��=������×���

τb =���������
��=�������

τb =������ ��
��=������

τb�=���������
��=������� 

τb =����������
��=������

Figure II.9.: Comparison of conformational diversity and per-residue total scores. All panels are binned into
low, medium, and high 𝑥 values, with equal number of data points for each bin. A Kendall 𝜏𝛽 rank correlation test
was performed on each profile to measure the strength of dependence of native sequence recovery on the 𝑥 axis value,
indicated in each plot along with its associated 𝑝-value. (A) Comparison of maximum RMSD100 and mean total
energy score, normalized by the number of residues. (B) Comparison of normalized RMSDda 𝑧-score and mean total
energy score of each residue. (C) Comparison of normalized contact proximity deviation 𝑧-score and mean total
energy score of each residue.

𝑝 = 0.00584), but not so SSD models (𝜏𝛽 = −0.00538, 𝑝 = 0.677). There was no dependence of
individual residue scores on RMSDda for either design approach (figure II.9), which is surprising given
that both native sequence recoveries for RECON MSD and SSD were strongly dependent on RMSDda .

It should be noted that we found the metrices RMSDda and contact proximity deviation were not
independent variables, as we determined that contact proximity deviation is significantly, although not
strongly, negatively correlated with RMSDda (S5 Fig), meaning that residues with contact proximity
deviation values close to or at zero were also more likely to have a higher RMSDda values. In either
design case, residues with high RMSDda values tend to have lower scores, i.e. score favorably, suggesting
that the native contacts and/or hydrogen bonding formed at positions restricted in rearranging side
chain proximities for one or all states were more likely to score favorably, or at least more favorably
than non-native side chains, by the Rosetta scoring function.162 A favorable reference score would
prevent the native residue in being redesigned with non-native residues, hence the correlation of high
RMSDda values and higher native sequence recovery. Even so, the 𝜏𝛽 correlation of RMSDda and the
designed sequences energy was not significant in either design case, such that the degree of backbone
flexibility does not directly influence a residue’s stability. These data suggest that RMSDda is restricted
in optimizing the stability of residues that must rearrange their local side-chain environments, but not
to the same extent in optimizing local backbone flexibility. SSD, on the other hand, is not restricted in
optimizing side-chain placement within an ensemble, and therefore can select amino acid sequences
that are more stabilizing for individual conformations.
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II.3. Discussion

II.3.1. Contact proximity deviation captures local and global conformational rearrangements as a single
metric

Methods like Local-Global Alignment and contact area differences are useful in circumventing the over-
estimation of global structural dissimilarity by either emphasizing local backbone segment structure
similarity or by side chain placement similarity, respectively.163,164 In particular, contact area differences
between two homologues have been shown to be as accurate as RMSD, if not more, in comparing the
structural similarity of proteins with very high sequence similarity.165 However, contact area differences
are sensitive to errors in side chain atom placement within a structural model, so that accounting for
side chain mutations while measuring the relative position of equivalent residues is not feasible.

To overcome this limitation, we introduced the contact proximity deviation metric (see Methods
section). Contact proximity quantifies the relative placement of a residue within a structure and is
sensitive to a change in conformation without relying on side-chain contacts. To decide whether two
residues are in contact, we analyze the 𝐶𝛽 − 𝐶𝛽 distance. However, instead of a hard cutoff distance
we use a smooth transition function to avoid discontinuities when distances change by small margins.
Contact proximity deviation for a residue becomes the sum of changes in contact proximity when
comparing two structures. Therefore, contact proximity deviation quantifies the magnitude of local
rearrangements around a residue of interest inflicted by a global conformational change, independent
of side chain identity.

Thus, combining the contact proximity deviation metric with interaction network analysis166 could
provide a useful tool to investigate how conformational rearrangements alter residue networks. Addi-
tionally, in cases such as the design of protein switches or structural analysis of mutations where protein
flexibility, but not sequence, needs to be conserved, it is helpful to have a metric that highlights residues
that experience rearrangements in their contacts. Lastly, the measurement of local structural variability
by NMR RDC has shown that regions of high flexibility within ubiquitin ensembles align with multiple
protein-protein interfaces.167 Thus, contact proximity deviation provides a possible approach to study
protein-protein interaction interfaces.

II.3.2. Sampling functional mutation preferences requires evaluation of sequence stability as an ensemble.

MSD approaches use the energetic contributions of multiple conformations to steer sequence selection
and cull any sequences that do not improve the energy score of the designed ensemble as a whole.168

For most approaches, sequences that do not improve all or the majority of conformations within an
ensemble are culled, which is appropriate when the goal is to stabilize a protein ensemble within an
energy minimum. However, protein function may not select for sequences that are limited to a single
energy minimum. To better estimate the mutational preferences critical for function, it is necessary to
use an approach that models local side-chain environments within the context of an ensemble.

Within figure II.4 on page 27, we illustrated that, although RECON MSD failed to accurately predict
all amino acid exchangeability rates, the consideration of multiple local side chain environments
during protein design improved the prediction of sequence conservation and overall accuracy of amino
acid substitution frequencies as compared to modeling local side chain environments independently,
particularly when modeling bulky side chains. In combination with figure II.8 on page 33 and figure II.9
on the previous page, we demonstrated that the consideration of local side chain stability within the
context of an ensemble restricts stability optimization of the ensemble, especially for residues that require
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side-chain rearrangements during a conformational rearrangement. Taken together, we demonstrated
that selection of mutation profiles by RECON MSD is much more similar to mutation rates observed
in homologs if each mutation is evaluated across every conformation, or state, within an ensemble, and
then culled if the mutation is evaluated to be destabilizing for an individual state within an ensemble.
This approach does not necessarily select sequences that improve the stability of every state within an
ensemble, but rather places the importance of modeling an ideal conformation-specific, local side-chain
environment to prevent local side-chain destabilization within the context of an ensemble.

II.3.3. RECON MSD can be used to predict evolutionary sequence conservation of flexible proteins

Sequence similarity searches, such as PSI-BLAST, are fast and easy to use. Predicting mutation prefer-
ences from structure, especially if the sequence is known to form multiple conformations, remains to
be a challenge. Advances in structure-based evolution design methods rely on iterative approaches that
match sequence and structure similarities to predict sequence entropy.169 For proteins that undergo
conformational rearrangements, using this type of approach to search for structural similarity limits
the sequence search space to similar conformations, possibly preventing the identification of sequences
capable of adoptingmultiple conformations. Although otherMSDmethods have improved the selection
of more evolutionarily similar sequences, they are limited in their capacity to simultaneously sample
conformation and sequence space so that the relevance of conformational plasticity in evolutionary
dynamics have not been fully interrogated.

The caveat to using RECONMSD to predictmutation preferences is accounting for Rosetta sampling
biases. First, RECON MSD does not currently allow for the formation or destruction of disulfide
bonds, which is critical for conformation stability, and does not accurately model the frequency of
cysteine conservation. Consideration of alternate protonation states due changes in pH are also not
explicitly modeled, which we see from our amino acid exchangeability comparisons that RECON MSD
underrepresents exchangeability of polar residues and frequently mutates histidine to lysine or arginine,
which has a pKa much higher than histidine or which is not charged. Additionally, in figure II.7 on
page 32, we showed that RECON MSD is likely to overestimate sequence conservation of hinge regions
that have large dihedral angle RMSDs. Even though we used a gentle minimization prior to design,
minimization significantly increases the estimated stability of the native residue, making the replacement
of the native amino acid unfavorable, as shown in S1 Fig. Given that residues located at hinge points
within flexible loops are intrinsically disordered and typically contain less than ideal Ramachandran
dihedral angles, it is likely that minimization specifically overcorrects these bond angles to fit the energy
scoring function, preventing accurate sampling of rotamer placement. With the addition of explicit
disulfide bond formation, use of a pKa-dependent rotamer library, and improvement of minimization
prior to design, the RECON MSD algorithm could prove to be a valuable tool in predicting accurate
mutation profiles.

With that being said, we used RECONMSD to demonstrate that sequence conservation andmutation
preferences of a single sequence can be approximated using the evaluation of local residue physico-
chemical changes, provided that this one sequence folds into select, multiple conformations. In Fig
3, we showed that the estimated sequence conservation of RECON MSD designs differs by roughly
5% from the sequence conservation observed in PSI-BLAST profiles, with RECON MSD being more
conservative. More specifically, we demonstrated that RECON MSD samples a very similar sequence
space for hemagglutinin (HA2) compared to what has been observed in H3 clade influenza subtypes
(figure II.6 on page 31). Being able to predict the tolerated sequence space for viral antigens such
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as influenza HA has possible applications for antiviral drug design. It would have been preferred to
compare the design profiles to deep sequencing data, as the represented mutation frequencies within the
IVR database likely underestimate rare mutations. However, given the correspondence of the RECON
MSD predicted HA2 sequence profiles and IVR subtype-specific sequence profiles, it stands to reason
that RECON MSD can serve an in silico approximation for costly deep sequencing, or at least serves as
an initial screening for potential, more frequently observed mutations of drug targets, such as pathogens
or oncoproteins.

The computational time required for the RECON MSD design simulations within this benchmark
ranged from 2 h to 36 h. Compared to experimental approaches that have tested for functionally
toleratedmutations in either dengue virus envelope protein or influenza hemagglutinin protein,132,170,171

RECON MSD is much faster and less costly in identifying biologically relevant mutations. Additionally,
RECON MSD is not limited to sampling mutations singly, pairwise, or as limited networks, but rather
can sample mutations as an interaction network of each local side-chain environment. Traditional
intra-protein co-evolution methods, such as direct coupling analysis,172 mutual information,173–175 or
McLachlan-based substitution correlation methods,176,177 are not reliable in detecting co-variation or
correlation of mutation frequencies of highly conserved sequences,178 and so they fail to detect contact
dependencies of sequences with low sequence variation. In the case of this benchmark, we see that
flexible sequences tend to be more highly conserved, especially when residues need to maintain distinct
contacts between conformations. Therefore, current co-evolution methods cannot be used to detect
residue contact dependencies of flexible, highly conserved sequences, whereas this benchmark suggests
that RECON MSD is well-suited to identifying the evolutionary potential of a flexible sequence.

II.4. Conclusions

We demonstrated that RECON MSD significantly improves the similarity to evolutionary mutation
preferences from SSD selectedmutation profiles by selecting sequences which are energetically favorable
for an ensemble of local side-chain interactions. Specifically, in instances where the goal of protein
design is to preserve an ensemble of conformations for functionality, we suggest a greater emphasis
on designing local physicochemical environments for each and all conformations within an ensemble,
and to place less of an emphasis of finding sequences representing the most thermostabilizing for
either each state individually or as an average of all states. Furthermore, the new conformational
diversity metric contact proximity deviation we describe in this paper allows for the comparison of
protein ensembles, assuming they are of similar length but not sequence, by quantifying position-
specific relocation due to one or more conformational changes. Therefore, in conjunction with contact
proximity deviation, RECON MSD warrants further use as a bioinformatic tool to estimate mutation
preferences of homologous proteins, especially for proteins known to undergo similar domain or fold
reorganization between conformations.

II.5. Methods

II.5.1. Selection and preparation of benchmark datasets

Our criteria for benchmark datasets included proteins that had at least two published conformations
with greater than 5 Å RMSD and at least one peptide chain greater than 100 residues in length. To
identify these proteins, we performed a BLAST search to identify proteins with 100% sequence identity
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and with gaps of three or less residues in length. Structures with similar backbone conformations
of less than 0.5 Å RMSD were excluded from design so that the structure with the longest matching
consecutive sequence was kept as the template structure.

Structures were downloaded from the Protein Data Bank (PDB; www.rcsb.org) and processed manu-
ally to remove all atoms other than the residue atoms intended for design. Any residues that did not
align or positions that were not present in all template structures were not considered for design and
were removed from the template. For a detailed description of which residues were included for design,
see S1 Table. Native structures were subject to minimization and repacking in Rosetta using FastRelax
constrained to start coordinates with the talaris2013 score function placing a backbone movement
constraint on all 𝐶𝛼 atoms of 0.5 Å standard deviations to prevent substantial movement away from the
native structure.162,179 The lowest total energy score model was selected from the 100 relaxed models
for design. For comparisons using un-relaxed models, the native structure was used instead of the
relaxed model.

II.5.2. RECON multi-state and single-state design

Benchmarking using RECON MSD design was performed using four rounds of fixed backbone design
and a convergence step using the greedy selection algorithm, as previously described (12, 13), with the
exception that only repacking, and not backbone minimization was allowed following the convergence
step to prevent over-optimization of the energy score following design. For parallelized production
runs of multistate design, each state within an ensemble was handled on its own processor, requiring up
to 32GB of RAM per node for the largest design case, RSV F trimer. Similarly, single-state design was
performed using four rounds of fixed backbone rotamer optimization followed by repacking using the
identical designable residues as specified for RECON MSD designs. The talaris2013 scoring function
was used for both RECON MSD and SSDs.160 One hundred designs were generated for each benchmark
structure using either RECON MSD or SSD.

II.5.3. Generation of sequence profiles

The lowest ten out of a hundred scoring models were used for quantification of sequence tolerance.
In the case of SSD, the ten lowest total scoring models were used from the design simulation of each
PDB structure and then were grouped by protein to form an ensemble containing 10 × 𝑁 models,
with N being the number of conformations within an ensemble. For RECON MSD, the total score
of each model designed within an ensemble design run was averaged with all other conformations
modeled during the same RECON MSD run to create a fitness score, which then was sorted to identify
the ten designed ensembles with the lowest fitness score, again containing 10 × 𝑁 models for each
ensemble. A Shannon entropy bitscore58 was calculated using WebLogo for each designed position
within an ensemble as 𝐼𝑖 = 𝑝𝑖 × 𝑙𝑜𝑔2 (20 × 𝑝𝑖), with 𝑖 as the amino acid and 𝑝𝑖 as the frequency of that
amino acid. Here, the calculated amino acid frequency includes the frequency at the same position
within the ten lowest-scoring models of all designed states, whether designed independently by SSD or
designed simultaneously by RECON MSD, such that an amino acid represented a 100% of the time at a
particular position in all states has a bitscore of 4.32.180 The frequency of each possible mutation, i.e. all
twenty amino acid frequencies recovered from design at each position, was calculated from bitscores of
each position to generate a 20 × 𝑛matrix, with 𝑛 being the number of designed residues within each
ensemble.
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PSI-BLAST profiles were obtained by querying a non-redundant protein database using default
parameters, increasing the number of iterations to ten iterations, as well as querying the database with
𝑒-value thresholds ranging from 1 × 10−5 to 1 × 102 . We reported only PSI-BLAST profiles generated
using default parameters, which includes two iterations and an e-value of 0.005. PSI-BLAST profiles
using non-default parameters were qualitatively identical to the PSI-BLAST profiles generated using
the default parameters, and were therefore not reported. We omitted any sequences within the queried
sequence profiles which were not included for design to generate a 20 × 𝑛matrix corresponding to each
benchmark case containing the amino acid frequencies obtained from the position specific-scoring
matrix (PSSM) as described in the previous paragraph.

II.5.4. Methods for comparison of sequence profiles

We compared the PSSM generated from the PSI-BLAST query to the PSSM generated by either RECON
MSD or SSD by calculating the percentage of native sequence recovery, which was determined as the
sum of the bitscores of the native amino acids at each position divided by the sum of the information
bitscore of all amino acids at all positions.181 Additionally, we calculated the average total variance in
designed position mutation frequencies obtained from the bitscores of each position with the PSSM, as
described in figure II.3 on page 25:

𝑦 = √
∑𝑛𝑖=1 ∑

20
𝑗=1(𝑎𝑎𝑃𝑆𝐼−𝐵𝐿𝐴𝑆𝑇−𝑎𝑎𝑑𝑒𝑠𝑖𝑔𝑛)

2

𝑛

where 𝑎𝑎𝑗 represents the frequency of an amino acid observed at position 𝑖 for each of all twenty amino
acids (𝑗), and 𝑦 is the sum of all 𝑖 differences for all amino acids within a protein with a length of 𝑛
residues.182 Average amino acid substitution rates were determined as the mean cumulative substitution
frequency of each amino acid 𝑖 to amino acid 𝑗, where

𝑎𝑎𝑖𝑗 =
[[[

[

1
𝑎𝑎𝑖
∑𝑎𝑎11 …

1
𝑎𝑎1𝑗
∑𝑎𝑎1𝑗

⋮ ⋱ ⋮
1
𝑎𝑎𝑖1
∑𝑎𝑎𝑖1 …

1
𝑎𝑎𝑖𝑗
∑𝑎𝑎𝑖𝑗

]]]

]

We define amino acid exchangeability as the subset of average amino acid substation rates that exclude
the substitution rates of 𝑖 → 𝑗, where 𝑗 is identical to 𝑖, or in other words, all substitution rates that
include the average conservation frequencies of the native amino acid.183 The mean amino acid ex-
changeability rates, as shown in Panel C in figure II.4 on page 27, were calculated as

𝑎𝑎𝑖𝑗 =
1
19 ∑
19
𝑗=1
1
𝑎𝑎𝑖
∑𝑎𝑎𝑖,𝑗

where the mean exchangeability rate of each amino acid 𝑖 is the mean of all exchangeability rates
of amino acid 𝑖 to amino acid 𝑗, excluding the conservation rate of amino acid 𝑖. Kendall 𝜏𝛽 rank
comparison tests, linear regression, Wilcox comparison of means, and student t tests were performed
in R. Levene’s test for equality of variance was performed using Python 3.7 using the scipy.stats package
using the median as the center.
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II.5.5. Preparation of calmodulin and influenza type A HA2 mutation profiles and consensus sequences

The entire influenza type A HA sequences were obtained from the IVR using the following parameters
– type: A, Host: any, Country/Region: any, Protein: HA, Subtype H: any, Subtype N: any. Subdivision
of the entire influenza type A HA sequences were obtained by changing the parameter Subtype H to 1,
2, 3, 4, or 7 with Subtype N as any, or for the H3N2 subtype, Subtype H: 3 and Subtype N:2. The number
sequences obtained from each query are listed in Table 2. Sequences within the calmodulin dataset
containing non-redundant calmodulin sequences across eukaryotes obtained from the Supplementary
Material153 or influenza type A full-length HA sequences obtained from the Influenza Virus Resource
(25)were aligned using a locally installedClustalOmega version 1.2.4.184,185 Given the limited number of
sequence gaps and high sequence conservation, we believe the multiple sequence alignments performed
on either dataset were accurate. The consensus sequence was determined from the multiple sequence
alignment using a locally installed EMBOSS 6.4.0.0 package cons using default parameters. The
frequency of each amino acid type at each aligned position was determined using WebLogo180 using
the following parameters – sequence-type: protein, format: logodata, composition: none.

II.5.6. Description of conformational metrics used in this benchmark

We use the maximum RMSD within an ensemble to represent the largest amplitude of dissimilarity
within an ensemble, defined as:

𝑅𝑀𝑆𝐷𝑚𝑎𝑥 = 𝑚𝑎𝑥𝑠√
1
𝑛 ∑
𝑛
𝑖=1 ‖𝑣𝑖 − 𝑤𝑖‖

2

where 𝑛 represents the number of residues, 𝑠 represents the number of structures within an ensemble,
and√ 1𝑛 ∑

𝑛
𝑖=1 ‖𝑣𝑖 − 𝑤𝑖‖

2 represents each pairwise RMSD within an ensemble (Panel A in figure II.2 on
page 22).148 For the local backbone dissimilarity metric, we use dihedral angle RMSD to describe the
deviation of each equivalent dihedral angle, or pair 𝜙 and 𝜓 angles, within an ensemble containing 𝑠
structures, as

𝑅𝑀𝑆𝐷𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 = √
1
𝑠 ∑
𝑠
𝑖=1 ‖𝜙𝑠 − ̅𝜙‖

2 + 1𝑠 ∑
𝑠
𝑖=1 ‖𝜓𝑠 − �̅�‖

2

where ̅𝜙 and �̅� represent the mean 𝜙 and𝜓 angle of each equivalent residue. The contact map dissimilar-
itymetric we introduce here is based off the neighbor count weightmetric,186 which scores the likelihood
of a neighboring contact by assigning each𝐶𝛽 −𝐶𝛽 distance a score, which we term contact proximity as

𝑐𝑝 =
{{{
{{{
{

1 if 𝑑 ≤ 𝑏𝑜𝑢𝑛𝑑𝑙𝑜𝑤
1
2 cos

𝑑−𝑏𝑜𝑢𝑛𝑑𝑙𝑜𝑤
𝑏𝑜𝑢𝑛𝑑ℎ𝑖𝑔ℎ−𝑏𝑜𝑢𝑛𝑑𝑙𝑜𝑤

if 𝑏𝑜𝑢𝑛𝑑𝑙𝑜𝑤 < 𝑑 < 𝑏𝑜𝑢𝑛𝑑ℎ𝑖𝑔ℎ
0 if 𝑑 ≥ 𝑏𝑜𝑢𝑛𝑑ℎ𝑖𝑔ℎ

For glycines, a pseudo-𝐶𝛽 atom is defined using the amide𝑁, 𝐶𝛼 , and carboxyl 𝐶 atom coordinates
in the PDBtools package (github.com/harmslab/pdbtools) before calculating 𝐶𝛽 − 𝐶𝛽 distances. The
lower and upper bounds represent thresholds where a 𝐶𝛽 − 𝐶𝛽 distance certainly does and does not
contain any side-chain atoms that are in contact with another residue’s side-chain atom. We define
the lower bound, 𝑏𝑜𝑢𝑛𝑑𝑙𝑜𝑤 , as 4.0 Å and the upper bound, 𝑏𝑜𝑢𝑛𝑑ℎ𝑖𝑔ℎ 12.8 Å, where the lower bound

40



was determined to be a reliable threshold to define solvent-inaccessible side-chains due to side-chain
contacts, or in other words, a 𝐶𝛽 − 𝐶𝛽 distance less than the lower bound is very likely to form at least
one side chain interaction.186 The upper bound was determined by the maximum 𝐶𝛽 − 𝐶𝛽 distance
where at least one atom from each side chain formed an interaction.187 Finally, the contact proximity
deviation for each residue was calculated as the sum of all 𝐶𝛽 − 𝐶𝛽 contact proximity score deviations
for that residue (Panel D in figure II.2 on page 22). With this metric, we can quantify the changes in
side chain local environments that are not due to local hinge-points, but instead, show local side chain
environment changes that are due to larger conformational rearrangements.
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CHAPTER III

PREDICTING SITES OF VULNERABILITYWITH LOCAL SITES OF CONFORMATIONAL CHANGE

This chapter is based on unpublished work. Marion F. Sauer conducted the initial experiments, analysis,
and writing the article.

Conformational B-cell epitope prediction methods traditionally use amino acid properties, such as
hydrophobicity or solvent-accessible surface area, to describe propensities of residues to be located within
an epitope. For meta-stable viral fusion glycoproteins, sites of vulnerability often overlap with sites of
conformational rearrangements. Provided that viral fusion is entropy-driven and requires changes in
stability to propogate the large-scale conformational changes necessary for membrane fusion, one possible
mechanism to block viral fusion protein function by targeting residues that must undergo local changes
in stability and conformation to overcome the entropy barriers blocking these large-scale conformational
rearrangements. This chapter provides preliminary work using the residue descriptors contact proximity
deviation, introduced in chapter II on page 16, and total Rosetta energy score as predictors of conforma-
tional B-cell epitopes. Moreover, traditional conformational epitope prediction methods do not attempt to
classify the predicted epitope residues into distinct clusters, or rather specific minimal epitopes, whereas the
latter part of this chapter discusses one potential method to achieve this goal and the potential shortcomings
of defining minimal epitopes.

III.1. Introduction

When a specific protein surface of an invading pathogen, or antigenic determinant, is recognized via
secreted antibodies or B-cell receptors to elicit a humoral immune response, this antigenic determinant
is termed a B-cell epitope. Although B cell epitopes can consist of either a linear peptide sequence or a
three-dimensional protein surface, recognition of 90% of B-cell epitopes are thought to be conformation-
specific.52 Therefore, B-cell epitopes are typically defined by a discrete cluster of amino acids with a
surface area of 600Å to 1000Å that form a binding interface with the paratope (Sela-Culang2013).
Correct identification of conformational B-cell epitopes within an antigenic protein is paramount
for the design of molecules, such as subunit vaccines, that imitate the binding surface of antigenic
determinants to raise specific antibodies and can be used as prophylatic or therapeutic vaccines. Existing
epitope mapping methods, such as X-ray crystallography, cryo-EM, HDX, and competition assays
have provided detailed biophysical descriptions of commonly targeted epitopes, but are time-intensive,
laborious, and expensive. Given the intrinsic mutability of re-emerging infectious diseases due to
sequence mutations and possible structural variation, experimental determination of B-cell epitopes
are slow in responding to changes in mechanisms of epitope recognition.

Computational methods for the prediction of what defines a B-cell epitope could provide a useful
starting point for further experimental validation to accelerate the discovery of either commonly
conserved or novel epitope targets. The earliest efforts to predict conformational epitopes relied on
using amino acid sequence properties, especially hydrophobicity/hydrophilicity and solvent-accessible
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surface area (SASA), to describe epitope propensities, but reached a success rate of less than 75% accurate
predicition of epitopes.188–191 Even themost recent conformational epitope prediction algorithms, which
employ Kmer or random forest classification to distinguish epitopes from non-epitopes, rely on similar
amino acid physicochemical features used thirty years ago as part of their epitope predictors.192,193

As such, the maximum success rate in conformational B-cell prediction was demonstrated by the
EPITOPIA server, which reached a success rate of 80.6%.194

One limitation of B-cell epitope prediction is distinguishing between false from true positives and
negatives. Experimental epitope mapping techniques can yield contradicting boundaries or inexact
locations of conformational epitopes, which decreases the sensitivity of classifier predictions.193,195

Although collections of structural epitope and non-epitope data has increased significantly in the past
several years with the creation of structural epitope databases such as IEDB-3D, a component of the
Immune Epitope Databank (IEDB),196,197 structural epitope data typically include short continuous
peptide motifs. However, of the 20 − 25 amino acids within a structural epitope, hotspots of only
2 − 5 discontiniguous residues contribute to the majority of relative free energy necessary for binding
to a paratope.84,86,198 Therefore, the resolution of which residues are critical for binding cannot be
distinguised from nearby residues unless experimentally validated.

Although an epitope must be exposed on the surface of an antigen to form a paratope-epitope
interaction, not all residues that form an epitope are surface-accessible within all conformations of
a highly flexible protein. For instance, many viral fusion glycoproteins, such as influenza HA, HIV
Env, or DV E proteins, are known to undergo substantial conformational rearrangments that facilitate
the attachment and fusion of a virion to the host cell. These viral glycoproteins also are common
targets of bnAbs, but not all epitopes persist as antigenic determinants when these glycoproteins assume
distinct conformations during the fusion process. RSV F Site Ø is surface-accessible when RSV F
protein remains in its pre-fusion conformation, but vanishes during the reorganization of the RSV F
protein into its post-fusion state.68 Similarly, recent epitope mapping discoveries have identified that
the transient breathing of the metastable, pre-fusion state of RSV F, HIV Env, and influenza HA allows
for the temporary exposure of occluded epitopes.98,116–120,199 Even if the residues that constitute an
epitope are surface-accessible for multiple conformations, antibody recognition, i.e. binding affinity,
has been shown to be specific to the available conformational epitope on the RSV F protein.6

Viral glycoprotein sites of vulnerability, or epitopes known to interact with neutralizing or protective
antibodies, tend to overlap with regions known to undergo local conformational rearrangments.
Influenza H3 and H1 HA bnAbs CR8020 and CR6261, respectively, target epitopes that either undergo
local backbone torsion angle deviations or relative transformation in relation to the viral membrane.88,89

HIV bnAbs such as 2F5, PGT145, and Fab17b target common sites of vulnerability within the Env trimer,
including the MPER, CD4 receptor, and the trimer apex containing the V1/V2 and V3 regions.116,199,200

Each site of vulnerability is known to exhibit conformational heterogeneity upon either priming,
induced by CD4 binding, or triggering to the open, post-fusion conformation as induced by co-receptor
binding. Although viral glycoproteins follow a diverse set of mechanisms to achieve fusion, each viral
glycoprotein’s inherent flexibility is necessary to facilitate the entropy-driven process of viral fusion.
Therefore, as with the aforementioned bnAbs, it appears that one common mechanism of neutralization
and/or protection is by stabilizing local conformational change and preventing the conformational
rearrangments necessary for fusion to occur.

By extension, prediction of epitopes could be improved by the consideration of conformational
changes exhibited by an antigenic determinant. So far, only single amino acid properties such as
sequence conservation, SASA, electrostatic potential, and in some cases amino acid side chain propensity
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for rotameric flexibility have been used as predictors of antigenic determinants of viral glycoproteins.
Such properties are agnostic to the global conformational changes required for function and provide
little insight into mechanisms of protection and/or neutralization. However, given that goal of B-cell
epitope prediction is to distinguish which residues are or are not within an epitope, any predictor
variable that quantifies conformational change must be descriptive of an individual residue. Residue
flexibility can be quantified a number of ways — either by B-factor, RMSDda , or changes in residue
contacts. A residue’s B-factor describes the temperature-dependent static disorder of a crystal lattice,201

whereas RMSDda represents the mean torsional displacement an individual peptide bond undergoes
within a protein ensemble. Both of these metrics, however, do not relate local residue flexibility to
larger-scale residue displacements, whereas quantifying residue contact neighbor changes have shown
to be a good indicator of local peptide backbone dynamics and relative displacement due to larger
conformational rearrangments.130,202

For each conformation an antigenic determinant assumes, the specific protein fold is associated with
a relative Gibbs free energy, or Δ𝐺 value, approximated as its sum of all hydrophobic, hydrogen bond,
van der Waals, and ionic bond interactions that all of its substituents, that is, the amino acid side chains
create.203 Conformational rearrangments require a reconfiguration of the protein scaffold and/or side
chains, so that the Δ𝐺 contributions of each amino acid are likely distinct between each conformation.
As mentioned previously, one possible protection mechanism is through stabilization of locally flexible
residues. Therefore, the conformation-dependent estimated Δ𝐺, in addition to the quantification of
contact neighbor changes, of each residue is necessary to identify unstable, flexible residues that would
be prime paratope-binding targets. The main motivation of this paper is to determine if a residue’s
stability and flexibility can distinguish between not only residues that are or are not known epitopes, but
also the conformations in which a set of residues may form potential hotspots within a conformational
B-cell epitope.

III.2. Results

Validation of B-cell epitope prediction by quantifying residue contact neighbor changes and residue
stability raises three questions: 1) Do residues within epitopes have distinct patterns of contact neighbor
changes and/or relative free energy? 2) Are these patterns conformation specific? 3) How are epitope
boundaries defined? The first two questions are readily addressed by comparing residues’ contact
proximity deviation and Rosetta total energy scores calculated for each determined conformation
to known epitope locations. The last question can be addressed by considering the surface area of
an epitope and making the assumption that an epitope is one that includes more than one hotspot
residues, and ideally includes a constellation of hotspot residues within close proximity. In other words,
clustering by not only residue hotspot location, but also the likelihood that a residue is a hotspot, may
be sufficient to determine which residues form a minimal conformational epitope. This likelihood is
determined by its predictor attributes, e.g. contact proximity deviation or Rosetta total score.

The results are presented in correspondence to the above questions. For the purpose of this disser-
tation, the results introduce only preliminary data with the aim that this chapter will be expanded
upon and submitted for publication. Future experiments and analysis necessary to determine what
predictors best describe epitope residue attributes and minimal epitopes sufficient for antibody binding
are discussed in section III.3 on page 47.
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III.2.1. Conformation-dependent epitopes are more likely to include flexible, unstable residues

The contact proximity deviationmetric introduced in chapter II on page 16 was shown to approximiate a
residue’s conformational flexibility in relation to the global conformational rearrangements of the protein
ensemble, provided that there are at least two determined structural models of differing conformations.
Therefore, in conjunction with evaluating the relative energy of each residue using the Rosetta energy
scoring junction,204 the contact proximity deviation and Rosetta total score were used to approximate
each residue’s flexibility and stability within the DV E and RSV F proteins. Given that the motivation
of this chapter is to describe a generalized method to discern epitope from non-epitope residues, the
determined scores of all residues evaluated either by contact proximity deviation or total score were
normalized by 𝑧-score for further analysis. Next, each residue was identified as an epitope or not
based on experimental determination of known DV E and RSV F epitopes from linear peptide data
within the IEDB205 and from structurally discontinuous epitope maps.206,207 A Pearson correlation
coefficient208 was calculated for residues that were or were not found to be within an epitope to test for
a linear correlation of a residue’s normalized contact proximity deviation and total energy score. The
normalized total score used was specific to either the pre-fusion or post-fusion conformation, so that
two Pearson correlation coefficients were computed specific to each conformation. Comparison of the
Pearson coefficients showed that only residues known to be located within epitopes were significantly
more likely to have high normalized contact proximity deviation scores and high normalized Rosetta
total energy scores, but only for the pre-fusion conformation total scores, as shown in figure III.1 on
the next page.

Although the correlation coefficients did not indicate a strong correlation (−0.75 < 𝑅 < 0.75) even
though significant for either RSV F or DV E pre-fusion total score and contact proximity deviations, the
quotient of the Fisher’s 𝑧-transformed 𝑅 values209 indicated that RSV F residues classified as epitopes
were 3.36 times more likely to be an epitope as contact proximity deviation and total score increased.
DV E residues classified as epitopes were 16.0 more likely to be an epitope with increased contact
proximity deviation and increased pre-fusion-specific residue total score. However, multiple linear
regression analysis indicated that the coefficient of determination using normalized contact proximity
deviation and total Rosetta pre-fusion energy scores was 0.221 when evaluated for only DV E and
RSV F.

III.2.2. Epitopes cannot be identified by local unstable and flexible hotspots alone

As mentioned in the introduction, the “resolution” of epitope mapping does not always possess the
capability to distinguish between individual residues that are critical for antibody binding from sur-
rounding local residues, which limits the predictive power computational methods to identify B-cell
epitopes. Furthermore, epitope prediction methods are practical only when they have the power
to distinguish not only residues that might or might not be epitopes, but also which set of residues
will contribute to a broadly-neutralizing antibody response. As shown in section ?? on page ??, the
strength of prediction using regression analysis alone was low. In part this is due to the false positive
classification of residues as epitopes, which likely includes those resides with low normalized contact
proximity deviation and/or Rosetta total scores. Another factor, which is critical for the formation of
an antibody-antigen interaction, is the spatial orientation of each classified epitope residue in relation
to each other. Distinct epitopes, such as RSV F Site IIa and Site IIb, have been shown to be immediately
adjacent to each other108,207 so that the definition of an epitope cannot be easily defined by hotspots
within some minimum distance of each other.
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Figure III.1.: Correlation comparisons of epitope residues versus non-epitope residues using normalized con-
tact proximity deviations and Rosetta total score. (A) Correlation comparisons of RSV F residues known to
form a binding interface with neutralizing antibodies (shown in blue) and residues not yet determined to be within an
epitope (shown in grey) within the pre-fusion and post-fusion conformations. The structures used to evaluate contact
proximity deviation included two structurally determined pre-fusion conformations (Protein Databank (PDB) ID
4MMS and 4ZYP) and two post-fusion conformations (PDB ID 3RKI and 3RRR). Total Rosetta energy scores were
evaluated using unminimized models of 3RKI and 4MMS. (B) Correlation comparisons of DV E residues known
to form a binding interface with bnAb (which target multiple DV serotypes (shown in blue) or serotype-specific
antibodies (shown in orange) versus non-epitope residues (grey) for the DV E pre-fusion conformation at neutral
pH and the post-fusion conformation. The structures used to evaluate contact proximity deviation scores include
PDB models immature, uncleaved 1OAN; immature, cleaved 3C5X determined at pH 2.0, immature, cleaved 3C6E
determined at pH 7.0, and post-fusion 1OK8. Total Rosetta energy scores were evaluated using unminimized
models of 3C6E and 1OK8.
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Therefore, in addition to identifying which residues may be epitopes, it also necessary to identify
which groups of residues form a minimal epitope, which is likely best achieved through the use of
unsupervised clustering methods to avoid overfitting. The spatial distance of each residue needs to be
preserved in the clustering approach so that creating a tensor including a residue’s cartesian coordinates
and other epitope predictor values will distort the spatial information necessary to identify epitopes.
In other words, a set of predictors must first be used to cull any residues which are unlikely to be
found within an epitope. Next, the remaining residues should be clustered to identify constellations of
residues which form a minimal epitope. Commonly used unsupervised clustering methods, such as
k-means clustering210 or DBSCAN,211 however, make assumptions about either the number of points
(in this case residues) or the density of residues necessary to form an epitope. The Girvan-Newman
algorithm,212 on the other hand, makes no assumptions about the relative size of a cluster, but instead
clusters by hierarchy of connectiveness within the network of points. Given that a epitope typically has
a surface area of 800Å2 , the connectivity of each epitope residue is defined by its possibility of being
within the same epitope interface as another residue, which requires the distance to any other epitope
residue be equal to or less than the square root of a typical epitope surface area, or approximately 16Å.
The advantage of the Girvan-Newman algorithm is that it has been shown to appropriately cluster
community networks that are spatially close, but distinct in their interaction networks.212 Like RSV F
Site IIa and IIb, it is critical that spatially close, but antigenically distinct, be appropriately clustered.

The Girvan-Newman algorithm was used to cluster residues that were identified as epitope residues.
This was achieved by 1) Calculating the sum of normalized contact proximity deviation and normalized
total Rosetta energy score; 2) Any residues that scored above a certain percentage of all score sums
were defined as a epitope residue; 3) Connectivity of the epitope network was defined by defining an
edge as any 𝐶𝛼 − 𝐶𝛼 distance equal or less than 16Å between any two residues defined as an epitope;
4) The Girvan-Newman algorithm was applied to identify any residues within the same community
cluster; 5) The sum of all sums of the normalized contact proximity and energy score for each residue
within a community were used to test for any difference in relative flexibility and stability between
identified epitopes, even when compared across conformation-specific z-scores (figure III.2 on the
next page). The enrichment for properly assigned epitopes within each cluster was slightly higher the
multiple linear regression coefficient of determination 0.221 for the pre-fusion specific community
clusters of either DV E residues as shown in figure III.2 on the following page, suggesting that the
elimination of low contact proximity deviation and total energy scoring residues enriched for positive
identification of epitope residues.

III.3. Discussion

The approaches discussed in section III.2 on page 44 need to be expanded to other viral glycoproteins
before reaching more conclusive results. Additionally, the parameters of contact proximity deviation
and total Rosetta energy scores are not sufficient to predict B-cell epitopes alone. Based on the location
of clusters and the lack of any clearly defined community clusters as shown in figure C.1 on page 115 and
figure C.2 on page 116, one immediately obvious descriptor that was excluded was surface accessibility,
which can be more readily approximated using the contact neighbor vector metric186 that precise
SASA calculations. Additionally, the approach suggested in section III.2.2 on page 45 would need
include previously defined descriptors to compare the success rate of epitope residue enrichment. The
contributions of each descriptor should likely be optimized by multiple linear regression, although this
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Figure III.2.: Clustering enrichment and ranking of predicted epitopes. Theclustering of predicted epitope residues
was performed by taking a certain threshold, or percentage, or residues with a sum of normalized contact proximity
deviation and total Rosetta energy scores (with energy scores determined using each conformation indicated
in the top grey panels), and are indicated by the purple to gold coloring. The top panel depicts the number of
residues identified (Clustered) or not identified (Excluded) as epitopes by the clustering approach described in the
last paragraph of section III.2.2 on page 45. The height of each point indicates the percentage of residues within either
the Clustered or Excluded residues that have been experimentally determined to form an antibody-antigen interface,
which also included linear peptide epitopes. The bottom panel depicts the normalized sum of contact proximity
deviation and total, conformation-specific Rosetta energy score for each identified community cluster and the
number of clusters identified using the range of thresholds to exclude non-epitope residues from community detection.
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may overfit the descriptor weights given the limited number of glycoproteins determined in their pre-
and post-fusion conformations.

The definition of a minimal epitope described here assumes that the spatial distribution of hotspots
alone is sufficient to detect unique clusters, which is achieved through the use of the Girvan-Newman
community detection hierarchal clustering. This particular clustering method may not be ideal, and the
particular clusters defined by the Girvan-Newman clustering algorithm should be compared to clusters
defined by other means, including DBSCAN. Moreover, the estimation of relative flexibility and stability
of hotspot residues within each epitope is insufficient to estimate the relative flexibility and stability of
a site of vulnerability, as it does not account for the estimated flexibility and stability of surrounding
residues which are necessary to form a minimal epitope. One possible way to account for contact
proximity deviation and energy scores of any surface-accessible residues within some distance-bound
region between the collection of hotspot residues which define a minimal epitope. This approach
is very crude, however, and the goal of community detection is to identify critical residues within a
single binding interface that, when bound by an antibody, is sufficient to confer either neutralization or
protection by blocking the conformational rearrangements necessary for fusion.
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CHAPTER IV

CONCLUSIONS

The body of this dissertation primarily focuses on computational methods that can be applied to
determine the dependency of mutation preferences and the formation of sites of vulnerability due
to changes in viral fusion glycoprotein conformation during attachment and fusion. Given that not
all chapters specifically focus on viral fusion proteins, this chapter presents the results pertinent to
viral fusion glycoproteins and, when relevent, to the general understanding of structural biology.
Additionally, this chapter discusses the limits of these conclusions and what measures might be taken
to overcome, or at least address, some of these limitations.

IV.1. Simulation of mutational tolerance is improved by replicating the
physicochemical constraints within a protein ensemble

Given the dogma of structural biology — sequence determines structure, it seems almost a tautology to
say that mutation preferences are determined by the protein backbone ensemble a single sequence must
assume. That said, validating this principle with computational protein design methods was previously
intractable for larger proteins, given that the combined sequence and conformation search space
required for exhausive sampling would require the combined sampling of all rotamer conformations
on all possible protein backbone conformations. The RECON multi-state design (MSD) method as
described in chapter II on page 16 eliminates part of the sampling complexity by assuming that each
conformation has its own low-energy sequence. From the set of lowest-energy sequences of each
conformation, each designed “mutation” is evaluated using the same Rosetta energy score function
on all other backbone conformations to select the mutation that is lower in evaluated energy score than
the rest of the selected mutations at each position.129 With the inclusion of energy score weights that
encourage the selection of the starting, or native, sequence, the RECON MSD algorithm greatly reduces
the sequence and conformational search space. In doing so, the RECON MSD algorith is one of the
first protein design algorithms used to identify the mutational tolerances of large, flexible proteins.

The results in Sections II.2.3 - II.2.5 indicate that this approach improves the prediction of mutational
tolerance of highly conserved proteins, which were conserved 82.11 ± 11.2% in all cases, as opposed to
the more traditional single-state design (SSD) approach. The accuracy of sequence mutation profiles
however was not uniform; the frequency of bulkier side chain mutations was much more likely to
match between the predicted RECON MSD sequence profiles and the sequence profiles obtained
from multiple sequence alignments of natural homologues, suggesting that local changes in side chain
contacts due to conformational rearrangments limits the substitution of bulky side chains. However, the
overall estimation of mutational tolerance is more conservative than observed in natural homologues’
sequence diversity, for reasons discussed in Section II.3.2, which primarily discusses the limitations
of the Rosetta scoring function and design method limitations. There are additional limitaions not
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discussed in Section II.3.2 that are discussed in the next sub-sections that should be considered for the
further use of RECON MSD as a bioinformatic tool to predict sequence profiles.

IV.1.1. Limited representation of a protein ensemble biases predicted mutational tolerance

The results presented in Section II.2.6 indicate that local changes in 𝐶𝛽 − 𝐶𝛽 distances are correlated
with the degree of sequence conservation, whereas either changes in the maximum amplitude or local
backbone torsion angle conformational changes do not significantly affect sequence conservation.
However, in earlier work that was not included in chapter II on page 16, the percent native sequence
recovery was evaluated using different combinations, including number of templates, of designed
ensembles of RSV F protein and calmodulin protein backbones. The predicted native sequence recovery
deviated by more than 5% between designed ensembles of varying number of backbone templates and
maximum RMSD100 values. The estimated sequence conservation within homologues of either RSV
F protein or calmodulin are greater than 90%, which was most closely simulated by the inclusion of
more template backbones. The differences in percent native sequence recovery given the number of
templates suggests that incomplete sampling of conformational space most likely does not accurately
assess the constraints a functional ensemble imposes on the fitness selection of tolerated sequences.

Therefore, in cases where very few conformations have been determined as high-resolution structures,
the use of RECON MSD to predict mutation preferences of an incompletely represented ensemble will
most likely yield biased approximations of sequence tolerance. Additionally, the native backbones used
within the benchmark described in chapter II on page 16 were minimized using the Rosetta FastRelax,
so that each backbone approximated a local energy minimum. However, a local energy minimum is
defined by an equilibrium of conformations, i.e., the conformation used to represent each local energy
minimum may or may not be representative of the full conformational space available at each local
energy minimum. The incorporation of additional conformations, such as metastable intermediates,
and the broader sampling of conformational space available at each loc al energy minimum, which
could be achieved through the use of methods like Rosetta Backrub, could yield a more accurate
representation of the conformational space within a functional ensemble.

IV.1.2. RECON multi-state design does not consider kinetic barriers and their contributions to
mutational tolerance

The RECON MSD assumes that the thermodynamic stability required to assume each conformation
is the primary selection pressure on mutational tolerance. This assumption does not account for the
kinetic barriers that must be overcome to transition from one conformation to another, in particular the
activation energy required to overcome the energy barrier between two local energy minima. In cases
where the changes in the entropic contributions to Δ𝐺 are sufficient to overcome the kinetic barrier, as
in the case of HA2 , RSV F, or DV E proteins, the thermodynamic equilibrium of the protein system is
more closely approximated by the energetic contributions of each conformation within an ensemble
as compared when the entropic contributions are insufficient to overcome the activation barrier. For
instance, the conformational change of calmodulin and the subsequent favorable change inCa2+-binding
affinity — which includes a change from a 𝐾𝑑 of approximately 10 μM to that of a much lower 𝐾𝑑
depending on the target enzyme — requires binding to an ATP-activated calmodulin-dependent
kinase.213 The activation energy provided by ATP hydrolysis is necessary to overcome the kinetic
barrier for conformational change, and is highly regulated by the concentration of both calmodulin and
ATPase, such that the conformational change and Ca2+ binding occurs with 20 μs.214,215 Therefore, the
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mutational tolerance of calmodulin is not only dependent on the stability of all local energy minima, but
also the kinetic requirements of Ca2+-binding for proper Ca2+ signaling. As discussed in Section II.2.5,
the root mean square differences of mutational tolerance predicted by RECON MSD with respect to the
mutation frequencies within the multiple sequence alignment of functional homologues was less than
the mutation frequencies predicted by SSD for either calmodulin or influenza H3N2 HA2 . However
these differences were less pronounced for calmodulin than influenza H3 HA2 , with the quotient of SSD
to RECON MSD root mean square differences (𝑅𝑀𝑆𝐷𝑆𝑆𝐷/𝑅𝑀𝑆𝐷𝑅𝐸𝐶𝑂𝑁 with respect to calmodulin
functional homologuemutation frequencies, which was equal to 0.4730.632 = 0.748, as compared to influenza
H3N2 HA2 ,

0.534
0.895 = 0.597. The larger disparity in mutation frequencies predicted by SSD in relation

to influenza H3 HA2 multiple sequence alignment frequencies as compared to sequences predicted
by RECON MSD suggests that the mutation tolerance of HA2 is more restricted by the stability of its
pre- and post-fusion conformations. The lesser disparity in SSD to RECON MSD in relation to the
mutation frequencies within calmodulin homologues suggests the sequences which are optimal for each
conformation are also closer to the optimal sequence for assuming multiple binding states. In other
words, the stability of each calmodulin conformation is not as influential on its mutation tolerance as
compared to influenza H3N2 HA2 . However, in both cases, the root mean square difference of designed
sequence preferences with respect to homologue mutation preferences was far from zero, indicating
that the estimation of mutation preferences based on thermodynamic stability of the designed ensemble
was insufficient to accurately predict sequence fitness alone. Ideally, the incorporation of higher-energy
conformations, especially transition states, would improve the estimation of the free energy landscape
and associated sequence tolerance of each residue.

IV.1.3. The incorporation of co-evolution constraints would likely improve the accuracy of mutational
tolerance predictions

Even though the protein backbones includedwithin each of the eight protein ensembles did not represent
a complete protein ensemble, the majority of predicted mutation profiles were similar to the mutation
profiles as observed within natural homologues. However, depending on the protein ensemble, more
than 10% of the predicted sequence profiles contained no similarity to the homologues’ sequence
profiles. This could be due to the Rosetta energy function identifying low-energy sequences not yet
sampled by natural selection, but more likely is due to inaccuracies in sampling. The energy score term
fa_dun, which calculates the internal energy of a rotamer, is highly dependent on the 𝜙 and 𝜓 angle,
such that dihedral angle deviations as small as 0.1Å will result in the replacement of the native rotamer
and/or native side chain.216 A study on alternate location of amino acid side chains indicated that less
than 50% of Arg, Glu, Gln, Lys andMet dihedral angles will retain the same dihedral angle conformation
when determined at resolution of 1.0Å and 3.0Å, particularly when these long side-chain residue types
are solvent exposed.217 Therefore, the ambigous determination of long side chain coordinates is prone
to inaccurate rotamer internal energy scoring, which is evident in the dissimilarity of calculated amino
acid exchangeability rates of these side chain types within RECON MSD in relation to PSI-BLAST
profiles as presented in Section II.2.4. The RECON MSD algorithm uses the favor_native_residue
constraint which provides an added “bonus” to the native residue during scoring to discourage selection
of non-native residue side chains.129 However, based on the over-estimation of total percent native
sequence recovery and the dissimilarity of amino acid exchangeability rates of either very short or
long side chains, the favor_native_residue constraint is over-restrictive for the exchangeability of
shorter amino acid side chains while not accounting for disfavorable dihedral angle conformations
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of long amino acid side chains. One possible alternative for the favor_native_residue constraint
would be the use of mutation covariation constraints which would encourage sampling of amino acid
exchangeability rates and mutation tolerances that are closer to those within natural homologues.

IV.2. Mutation tolerance prediction of viral glycoproteins is clade-specific

In Section II.2.5, the comparison of sequence profiles obtained from the RECON MSD of influenza
H3N2 HA2 with respect to influenza A subtype-specific HA2 multiple sequence alignment profiles
indicated that the predicted mutation profiles were more similar to multiple sequence alignment profiles
of subtypes within the H3 clade. H3 and H4 HA2 sequences contained no gaps in the aligned sequence,
unlike the Group 2 H7 or Group 1 H1 and H2 subtype HA2 sequences in relation to the H3N2 native
sequence used for design. As mentioned in the introduction, deep mutational scanning of influenza H1
and H3 HA as well as HIV BG505 and BF520 Env strains indicate that between strains, mutations that
tend to be conserved within flexible regions also tend to be unique between strains.57,59 Simulation
of sequence stability using the Eris algorithm218 of H1N1 and H3N2 HA sequence lineages obtained
from 2009 - 2016 indicated that lineage fitness preferentially selected for higher HA stability in later
years, but the convergence of which mutations were tolerated within the H1N1 and H3N2 sequences
were unique.219 The H3 clade also can be described as structurally distinct in terms of its HA structure
from the H1, H7, and H9 clades.220 Although these past finding apply mostly to HA sequence fitness
selection, accurate prediction of mutation tolerance of viral proteins in general is most likely limited
within structurally similar clades, such that predicted mutations that lower the total stability of the
starting sequence are most likely sequences that will persist in later lineages. Future efforts to predict
persistant viral lineages may benefit from structure-based, especially ensemble-based, predictons of
mutation tolerances, such as in the use of RECON MSD. However, either additional improvements
will need to be added to account for sequence insertions and/or deletions as well as classification of
clade-specific conformations.

IV.3. Sites of vulnerability contain unstable, flexible residues

The preliminary work presented in chapter III on page 42 indicated that residues within RSV F and
DV E protein that rearrange their local side chain contacts and have a higher Rosetta total energy
score relative to other residues are very likely located within a B-cell epitope. The rearrangement from
the determined pre-fusion to post-fusion conformations, however, also changes the relative stability of
each residue. Although broadly neutralizing RSV F or DV E epitopes are more likely to include flexible,
unstable residues, these residues have a higher relative total score only in the pre-fusion conformation.
It is likely that the favorable change in stability helps overcome the entropic barriers necessary to
complete fusion. The spontaneous formation of an antibody-antigen interaction requires a negative
Δ𝐺 of all interactions, and has been shown to be both exothermic and enthalpy-driven.221–223 The
negative enthalpy changes (−Δ𝐻) upon binding far outweighs the loss of entropy (−Δ𝑆) for the unstable
residue(s) such that Δ𝐺𝑎𝑛𝑡𝑖𝑏𝑜𝑑𝑦−𝑎𝑛𝑡𝑖𝑔𝑒𝑛 << Δ𝐺𝑎𝑛𝑡𝑖𝑔𝑒𝑛 , and increases the entropic barriers within the
antigen needed to be overcome to assume the post-fusion conformation. Therefore, by forming an
antibody-antigen interaction with residues that a relatively higher Δ𝐺 value in relation to other residues,
the favorable change in relative free energy is higher and is more likely to prevent either attachment or
fusion from taking place.
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Even the most successful conformational B-cell epitope prediction algorithm, with an accurate
epitope prediction rate of 80.6%, does not account for the relative stability, let alone the flexibility of a
residue within its predictor set.194 The Rosetta total energy score and the contact proximity deviation
metric, introduced in chapter III on page 42, of each residue was used to quantify each residue’s relative
stability and flexibility, respectively. Although the fold enrichment for unstable, flexible residues within
known epitopes reaches a relatively low enrichment of 0.224 or 0.251when calculated for the pre-fusion
conformation (with an enrichment of 1.00 indicating perfect distinction between epitope and non-
epitope residues), there was no enrichment for the prediction of epitopes within the DV E post-fusion
conformation, and a negative enrichment within the RSV F post-fusion conformation. This result
suggests that the majority of currently known epitopes, particularly those that are targeted by broadly
neutralizing antibodies, are conformation-selective for the pre-fusion conformation.

There a few possible explanations for this observation. As mentioned in the previous paragraph,
the formation of the antibody-antigen complex that targets the pre-fusion conformation likely blocks
fusion through the stabilization of the binding interface. Additionally, as reported in chapter II on
page 16, residues with large contact proximity deviations are also more likely to be conserved — of
those that are surface accessible, the conservation of an unstable binding interface provides a common
site of vulnerability and potential target for broadly neutralizing antibodies. However, epitope mapping
efforts initially screen for antibody binding and neutralization using a stabilized protein construct,
which is usually limited to a single conformation of the viral glycoprotein. The creation of nanoparticle
vaccines of RSV F stabilized in multiple conformations showed preferential binding affinity for the
meta-stable pre-fusion conformation by known broadly neutralizing antibodies against RSV F protein.6

This suggests that earlier screening for RSV F neutralizing antibodies, which may or may not have been
screened against the pre-fusion conformation, did not select against pre-fusion specific conformation
B-cell epitopes. However, it is possible that the lack of screening against alternative conformations may
miss the identification of broadly neutralizing antibodies.

The suggested approach as discussed in Section III.3 aims to identify hotspot residues as candidates for
potential epitopes. Even with improvements in computational approaches to predict conformational B-
cell epitopes, the likelihood of false negative predictions is high, given that the complete conformational
transitions of viral glycoproteins remains yet to be determined. With improvements in the identification
of alternative conformations through more refined uses of cryo-EM, such as the trimeric breathing
that exposes “cryptic” epitopes within the influenza HA,119,120 the discovery of additional surface-
accessible epitopes will decrease the false negative rate. Together with the suggested improvements to
conformational B-cell epitope prediction in Section III.3, these candidate “hotspots” could be used to
screen for novel epitopes within antigens.

IV.4. Accounting for conformational selection and/or flexibility of an antigen
should improve the effectiveness of reverse vaccinology methods

The aim of this dissertation was not to attribute a viral fusion glycoprotein’s ability to undergo large
conformational changes as the sole driver of fusion glycoprotein fitness and antigenicity. Indeed,
the breadth of factors which determines viral evolution and antigenicity exceeds the scope of this
dissertation. Rather, the aim of this dissertation is to focus on how the thermostability changes necessary
to assume multiple conformations limits the sequence conservation of select residues, which in turn,
provides a conserved binding interface for broadly neutralizing antibody interactions. With RECON
MSD it is possible to approximate the mutation preferences of viral glycoproteins. In conjuction with
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the suggested conformational B-cell epitope prediction method as described in chapter III on page 42,
it may be possible to test how these mutations affect the relative stability and flexibility of epitopes by
threading the RECON MSD-predicted mutations onto determined conformational ensembles. This
particular approach may allow for the identification of a minimal epitope that is conserved in terms of
its sequence, relative stability, and flexibility across one or more viral clades. Moreover, this approach
may be useful in identifying which conformation, rather than sequence, elicits the greatest neutralizing
antibody response via binding.

Subunit vaccine design, such as the design of the FFL_001 epitope-focused immunogen scaffold,224

has been used to boost subdominant, broadly neutralizing antibody recognition of conformation-
specific epitopes.225 In many cases, recognition of flexible regions is often occluded by glycan shields or
the conformation of the glycoprotein itself, such that antigen recognition is prevented by the limited
time period in which flexible region is surface-accessible. Therefore, the degree of affinity maturation
and number of germline antibodies that target these time-limited epitopes is less than, or subdominant
to, other antibodies that target more easilty accessible epitopes. One goal of subunit vaccines is to
provide a stabilized structural scaffold corresponding to these kinetically-limited epitopes to encourage
affinity maturation and prevelance of antibodies, particulary bnAbs, which can then more readily
detect the same structural epitope during infection. The beauty behind subunit vaccines is that they
can be engineered to be both sequence- and conformation-specific to boost a very specific antibody
response.225 With the identification of potential antigenic mutations and the specific conformations
that elicit a bnAb response, which can be accelerated through the application of RECON MSD as
described in chapter II on page 16 and the conformational B-cell epitope prediction method presented
in chapter III on page 42, subunit vaccines could provide a platform to elicit not only a single bnAb
response, but a panel of bnAbs responses. Thus, the effectiveness of a single vaccination could potentially
last for a much greater time period than current vaccination time tables.

There are several potential caveats to using a subunit vaccine cocktail. The most immediately
obvious caveat is one that relates to Fab-mediated neutralization and/or protection. As discussed in
appendix D on page 117, antibody neutralization is not only conferred through the binding affinity of its
paratope-epitope binding interface, but also through binding angle, or rather conformation of the entire
antibody-antigen complex. Therefore, insufficient representation of the epitope by a subunit vaccine
could potentially boost a non-neutralizing antibody response, as the limited structural representation
of the epitope could promote the formation of an incorrect binding angle or other fc-mediated ef-
fect. Therefore, it is paramount that the reverse vaccinology method account for not only the precise
conformation of the epitope binding interface, but also any secondary interfaces which direct the correct
conformation of antibody binding pose.
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APPENDIX A

RECON PROTOCOL CAPTURE

Introduction

The following protocol capture describes how to run RECON multi-state design and single-state design
and the analyses performed that were discussed within the manuscript. For simplicity, we use only one
of the eight protein ensembles included in the benchmark, dengue virus envelope (DV E) protein, as a
case example to run all scripts and analyses.

All native structures, relaxed structures, Rosetta scripts, and other analysis scripts used in this
benchmark can be downloaded from https://github.com/mfsauer/RECON_flexible_sequences.

Dependencies

All Rosetta commands for this publication were run with version
6b77f113505c4687d084d54890b1027ff308330d, from March 2016. Note that all analysis scripts will
only function properly if they are in the correct directory as provided.

Several scripts used in this protocol require Python, either Python 2.7 or Python 3.7, and the
required version is noted for each script. Additionally, several scripts require the Biopython package
(https://github.com/
biopython/biopython.github.io/). It is recommended that the user have both versions of Python and
the Biopython package installed prior to using this protocol.

To generate sequences profiles, the user can install WebLogo locally either using pip or down-
loaded manually from https://github.com/WebLogo/weblogo. Multiple sequence alignments require
Clustal Omega —for generating alignments of input structures or designs, the user may use the on-
line version found at https://www.ebi.ac.uk/Tools/msa/clustalo/ or download a local version found at
http://www.clustal.org/
omega/#Download.

For plotting, it is recommended that the user have R with the following packages installed into their
library: ggplot2, cowplot, ape, broom, dendextend, dendsort, ggdendro, ggpubr, ggrepel, ggridges,
ggsignif, Hmisc, Kendall, latex2exp, plotly, reshape2, stats, and treeio.

Structure Preparation

All structures (1OAN, 1OK8, 3C5X, 3C6E, 3J27, and 3J2P) were downloaded from the ProteinDataBank
(PDB; www.rcsb.org) and manually processed in PyMol to remove all waters and non-protein atoms.
The FASTA sequence of each chain was generated using

python2 . 7 g e t _ f a s t a _ f r om_pdb . py 1oan A > 1oan_A . f a

DV E protein is a single chain, but for multi-chain proteins the individual .fa files were concatenated
to form a single .fa file of the whole protein. Using the aligned sequences, any residues not aligned
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at either the N- or C-termini were removed from the original PDB file using PyMol and saved as the
native PDB for relaxation and design. For all other protein ensembles, any gaps in sequence alignment
were excluded from design. However, for DV E structures 1OK8, 3C5X, and 3C6E, missing densities
were replaced (so that the entire E monomer could be designed) using the Rosetta Partial Thread
application as follows:

A grishin file was generated for each of the three DV E structures to define where themissing densities
were located. Again, for clarity, we describe only the partial thread procedure for 3C6E, but the same
protocol was applied in all cases. Below is the Rosetta partial thread application script along with the
needed files. The sequence from 1OAN was used as the threaded sequence to fill any gaps in sequence
for Any text denoted between two ——– indicates a separate file containing the contents between the two
lines with the file name indicated on the top line. Any \\ notation indicates that the command line
continues with no return.

/ pa th / t o / r o s e t t a / main / s ou r c e / b in / p a r t i a l _ t h r e a d . d e f a u l t . \ \
l i n u x g c c r e l e a s e \ \
− i n : f i l e : f a s t a 1oan_A . f a s t a − i n : f i l e : a l i gnmen t 3 c6e . g r i s h i n \ \
− i n : f i l e : t emp l a t e 3 c6e . pdb

−−−−−−−−−−−−−−−−−−−−−−−−−−−3c6e . g r i s h i n −−−−−−−−−−−−−−−−−−−−−−−−−−−
## 1oanA 3c6eA
# hhsea r ch
score s_ f rom_program 0 1 . 0 0
0 MRCIGISNRDFVEGVSGGSWVDIVLEHGSCVTTMAKNKPTLDFELIKTEAKQPATLRKYCIEAK
LTNTTTESRCPTQGEPTLNEEQDKRFVCKHSMVDRGWGNGCGLFGKGGIVTCAMFTCKKNMEGKIV
QPENLEYTVVITPHSGEEHAVGNDTGKHGKEVKITPQSSITEAELTGYGTVTMECSPRTGLDFNEM
VLLQMKDKAWLVTHRQWFLDLPLPWLPGADQGSNWIQKETLVTFKNPHAKKQDVVVLGSQEGAMHT
ALTGATEIQMSSGNLLFTGHLKCRLRMDKLQLKGMSYSMCTGKFKVVKEIAETQHGTIVIRVQYEG
DGSPCKIPFEIMDLEKRHVLGRLITVNPIVTEKDSPVNIEAEPPFGDSYIIIGVEPGQLKLNWFKK
0 MRCIGMSNRDFVEGVSGGSWVDIVLEHGSCVTTMAKNKPTLDFELIKTEAKQPATLRKYCIEAK
LTNTTTESRCPTQGEPTLNEEQDKRFVCKHSMVDRGWGNGCGLFGKGGIVTCAMFTCKKNMEGKIV
QPENLEYTIVITPHSGEEHA−−−−−GKHGKEIKITPQSSITEAELTGYGTVTMECSPRT−LDFNEM
VLLQMENKAWLVHRQWFLDLPLPWLPGADTQGSNWIQKETLVTFKNPHAKKQDVVVLGSQEGAMHT
ALTGATEIQMSSGNLLFTGHLKCRLRMDKLQLKGMSYSMCTGKFKVVKEIAETQHGTIVIRVQY−G
DGSPCKIPFEIMDLEKRHVLGRLITVNPIVTEKDSPVNIEAEPPFGDSYIIIGVEPGQLKLNWFKK
−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# A f t e r running rename ou tpu t model
mv 3 c6e . pdb . pdb 3 c6 e_ t h r e ad ed . pdb

The partial thread application maps the missing sequence to the template structure, 3c6e.pdb,
containing the missing densities. From the threaded model, the missing backbone and side chains are
rebuilt using the Rosetta application RosettaCM hybridize

/ pa th / t o / r o s e t t a / main / s ou r c e / b in / r o s e t t a _ s c r i p t s . d e f a u l t . \ \
l i n u x g c c r e l e a s e \ \
@rose t ta_cm . op t i o n s − s 3 c 6 e_ t h r e ad ed . pdb
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−−−−−−−−−−−−−−−−−−−−− r o s e t t a _ cm . op t i on s −−−−−−−−−−−−−−−−−−−−−−−
−d a t a b a s e / pa th / to / r o s e t t a / main / d a t a b a s e
− p a r s e r : p r o t o c o l h y b r i d i z e . xml
−d e f a u l t _ma x _ c y c l e s 200
−du a l s p a c e
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

−−−−−−−−−−−−−−−−−−−−−−− h y b r i d i z e . xml−−−−−−−−−−−−−−−−−−−−−−−−−−
<ROSETTASCRIPTS>
<SCOREFXNS>

< s t a g e 1 we i gh t s = s c o r e 3 symmetr i c =0>
<Rewe igh t s c o r e t y p e = a t om_p a i r _ c o n s t r a i n t we i gh t =0 .5 / >

</ s t a g e 1 >
< s t a g e 2 we i gh t s = s co r e 4_ smoo th_ c a r t symmetr i c =0>

<Rewe igh t s c o r e t y p e = a t om_p a i r _ c o n s t r a i n t we i gh t =0 .5 / >
</ s t a g e 2 >
< f u l l a t om we i gh t s = t a l a r i s 2 0 1 3 _ c a r t symmetr i c =0>

<Rewe igh t s c o r e t y p e = a t om_p a i r _ c o n s t r a i n t we i gh t =0 .5 / >
</ f u l l a t om >

</SCOREFXNS>
<MOVERS>
<Hyb r i d i z e name= h y b r i d i z e s t a g e 1 _ s c o r e f x n = s t a g e 1 \ \
s t a g e 2 _ s c o r e f x n = s t a g e 2 f a _ s c o r e f x n = f u l l a t om ba t ch =1 \ \
s t a g e 1 _ i n c r e a s e _ c y c l e s =1 . 0 s t a g e 2 _ i n c r e a s e _ c y c l e s =1.0 >
<Template pdb=”3 c 6 e _ t h r e a d e d l . pdb ” c s t _ f i l e =”AUTO” \ \
we i gh t =1 .000 / >
</ Hybr id i z e >
</MOVERS>
<PROTOCOLS>

<Add mover= h y b r i d i z e / >
</PROTOCOLS>
<OUTPUT s c o r e f x n = t a l a r i s 2 0 1 3 / >
</ROSETTASCRIPTS>
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Refinement of input structures

All native structures were subject to a constrained FastRelax prior to design:

/ pa th / t o / r o s e t t a / main / s ou r c e / b in / r o s e t t a _ s c r i p t s . d e f a u l t . \ \
l i n u x g c c r e l e a s e \ \
@re l ax . f l a g s − s 3 c 6 e _ r e b u i l t . pdb − s c o r e f i l e 3 c 6 e _ r e l a x e d . f a s c

−−−−−−−−−−−−−−− r e l a x . f l a g s −−−−−−−−−−−−−−−
−d a t a b a s e / pa th / to / r o s e t t a / main / d a t a b a s e /
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− l inmem_ig 10
− i n : f i l e : f u l l a t om
− i n : d e t e c t _ d i s u l f f a l s e
− r e l a x : f a s t
− r e l a x : c o n s t r a i n _ r e l a x _ t o _ s t a r t _ c o o r d s
−out : f i l e : f u l l a t om
−out : s u f f i x _ r e l a x
−u s e _ i npu t _ s c
− n s t r u c t 100
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

The lowest scoring model ranked by total score was chosen as the relaxed model, labeled *_re-
laxed.pdb.

Design of ensembles

For each ensemble, a resfile was created to specifiy which residues were to be considered for design. In
either RECON multi-specificity or single-state design, the same resfile was used. For design of the DV E
ensemble design, residues 1-394 were considered for design, and all six PDB files contained Chain A of
the E monomer, which were used for design. Supplementary Table 1 lists the number, chain, and native
residue considered for design for each PDB file —the matched number and chain correspond to the
first and second column of each resfile. If the chain or residue numbering differed between PDB files of
the same protein ensemble, separate resfiles were created for each protein. Although not relevant in the
DV E example, it is paramount that the same number of positions are listed in each resfile and that
each position listed in the same order for all conformations/PDB files, should there be more than one
resfile needed per ensemble. This is because each matching/equivalent position between resfiles will be
modeled as a matching side chain state within an ensemble. Below is an example of the start and end of
a resfile in this format:

−−−−−−−−−−−−−−−−denvE . r e s f i l e −−−−−−−−−−−−−−−−
NATRO
s t a r t
1 A ALLAA
2 A ALLAA
3 A ALLAA
. . . # Cont inue f o r r e s i d u e s 4−393
394 A ALLAA
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

RECON multi-state design

As mentioned in the manuscript, all aligned positions within each conformation were considered for
design in protein ensembles as long as the the protein ensemble contained at least two conformation-
s/PDB files that had a root mean square distance of 5 Å and at least 120 aligned positions of the same
sequence. For RECON multi-state design of the DV E ensemble, the following scripts were used:

mkdir d e s i g n s / # C r e a t e d i r e c t o r y f o r ou tpu t models

81



mpiexec −n 6 \ \
/ pa th / t o / r o s e t t a / main / s ou r c e / b in / r o s e t t a _ s c r i p t s . mpi . \ \
l i n u x g c c r e l e a s e \ \
@msd . o p t i o n s − l models . l i s t − s c o r e f i l e denvE−msd . f a s c

−−−−−−−−−−−−−−−−−−−−−models . l i s t −−−−−−−−−−−−−−−−−−−−−
1 o a n _ d i f f . pdb
1 o k 8 _ d i f f . pdb
3 c 5 x _ d i f f . pdb
3 c 6 e _ d i f f . pdb
3 j 2 7 . pdb
3 j 2 p _ d i f f . pdb
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

−−−−−−−−−−−−−−−−−−−−−msd . op t i on s −−−−−−−−−−−−−−−−−−−−−
−d a t a b a s e / pa th / to / r o s e t t a / main / d a t a b a s e
− i n : f i l e : f u l l a t om
− i n : d e t e c t _ d i s u l f f a l s e
−mute p r o t o c o l s . s imple_moves . Gener icMonteCar loMover
− p a r s e r : p r o t o c o l msd . xml
−run : msd_ j ob_d i s t
−u s e _ i npu t _ s c
− l inmem_ig 50
−out : f i l e : f u l l a t om
−out : pdb_gz
−out : s u f f i x _msd_
−out : pa th : pdb d e s i g n s /
− n s t r u c t 1
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

−−−−−−−−−−−−−−−−−−−−−−−msd . xml−−−−−−−−−−−−−−−−−−−−−−−
<ROSETTASCRIPTS>

<SCOREFXNS>
< t a l w e i g h t s = t a l a r i s 2 0 1 3 . wts >
<Rewe igh t s c o r e t y p e = r e s _ t y p e _ c o n s t r a i n t \ \
we i gh t =1 . 0 / >
</ t a l >

</SCOREFXNS>
<TASKOPERATIONS>

< In i t i a l i z eF romCommand l in e name= i f c l / >
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<Re s t r i c t T oR ep a c k i n g name= r t r / >
</TASKOPERATIONS>
<MOVERS>

<PackRotamersMover name=de s i gn s c o r e f x n = t a l \ \
t a s k _ o p e r a t i o n s = i f c l / >
<MSDMover name=msd1 des ign_mover=d e s i gn \ \
c o n s t r a i n t _w e i g h t =0 . 5 \ \
r e s f i l e s =denvE . r e s f i l e debug=1 / >
<MSDMover name=msd2 des ign_mover=d e s i gn \ \
c o n s t r a i n t _w e i g h t =1 . 0 \ \
r e s f i l e s =denvE . r e s f i l e debug=1 / >
<MSDMover name=msd3 des ign_mover=d e s i gn \ \
c o n s t r a i n t _w e i g h t =1 . 5 \ \
r e s f i l e s =denvE . r e s f i l e debug=1 / >
<MSDMover name=msd4 des ign_mover=d e s i gn \ \
c o n s t r a i n t _w e i g h t =2 . 0 \ \
r e s f i l e s =denvE . r e s f i l e debug=1 / >
<F indConsensusSequence name= f i n i s h \ \
s c o r e f x n = t a l r e s f i l e s =denvE . r e s f i l e debug=1 \ \
t a s k _ o p e r a t i o n s = i f c l r e p a ck_one_ r e s =1 / >
< F a s t R e l a x name= r e l a x s c o r e f x n = t a l a r i s 2 0 1 3 \ \
t a s k _ o p e r a t i o n s = i f c l , r t r r e p e a t s =1 / >

</MOVERS>
<FILTERS>

< F i t n e s s F i l t e r name= f i t n e s s \ \
o u t p u t _ t o _ s c o r e f i l e =1 / >

</FILTERS>
<APPLY_TO_POSE>
</APPLY_TO_POSE>
<PROTOCOLS>

<Add mover=msd1 / >
<Add mover=msd2 / >
<Add mover=msd3 / >
<Add mover=msd4 / >
<Add mover= f i n i s h / >
<Add f i l t e r = f i t n e s s / >
<Add mover= r e l a x / >

</PROTOCOLS>
</ROSETTASCRIPTS>
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

This protocol will run in parallel over 6 processors, one for each state. For the benchmark, this
protocol was run 100 times to generate 100 designed ensembles of DV E. The protocol will run four
rounds of multi-state design followed by repacking only, not a subsequent minimization as described
previously, to avoid over-optimization to the Rosetta energy score function during design and to
conserve the peptide backbone geometry of the original relaxed state. A step was added to calculate the
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fitness, or energy of an ensemble, defined as the sum of total energy over all input states divided by the
number of all input states. The ten ensembles with the lowest fitness were used for benchmark analysis.

Single-state design

Theprotocol for single-state design for each state or PDB file within an ensemble uses the same Rosetta
talaris2013 scoring funtion, but each state is designed independently following this protocol:

/ pa th / t o / r o s e t t a / main / s ou r c e / b in / r o s e t t a _ s c r i p t s . \ \
l i n u x g c c r e l e a s e \ \
− s 3 c 6 e _ r e l a x e d . pdb − s c o r e f i l e 3 c 6 e_ s s d . f a s c

−−−−−−−−−−−−−−−−−−− s s d . op t i on s −−−−−−−−−−−−−−−−−−−
−d a t a b a s e / pa th / to / r o s e t t a / main / d a t a b a s e
− i n : f i l e : f u l l a t om
− i n : d e t e c t _ d i s u l f f a l s e
−mute p r o t o c o l s . s imple_moves . Gener icMonteCar loMover
− p a r s e r : p r o t o c o l s s d . xml
− p a r s e r : s c r i p t _ v a r s r e s f i l e =denvE . r e s f i l e
−u s e _ i npu t _ s c
− l inmem_ig 50
−out : f i l e : f u l l a t om
−out : pdb_gz
−out : s u f f i x _ s sd_
− n s t r u c t 5
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

−−−−−−−−−−−−−−−−−−−−− s s d . xml−−−−−−−−−−−−−−−−−−−−−
<ROSETTASCRIPTS>

<SCOREFXNS>
</SCOREFXNS>
<TASKOPERATIONS>

< In i t i a l i z eF romCommand l in e name= i f c l / >
<R e s t r i c t T oR ep a c k i n g name= r t r / >
< R e a dR e s f i l e name= r r f f i l e n ame=%%r e s f i l e%% / >

</TASKOPERATIONS>
<MOVERS>

Des ign movers
<PackRotamersMover name=de s i gn \ \
s c o r e f x n = t a l a r i s 2 0 1 3 \ \
t a s k _ o p e r a t i o n s = i f c l , r r f / >
< F a s t R e l a x name= r e l a x s c o r e f x n = t a l a r i s 2 0 1 3 \ \
t a s k _ o p e r a t i o n s = i f c l , r t r r e p e a t s =1 / >

</MOVERS>

84



<FILTERS>
</FILTERS>
<APPLY_TO_POSE>
</APPLY_TO_POSE>
<PROTOCOLS>

<Add mover=d e s i gn / >
<Add mover=d e s i gn / >
<Add mover=d e s i gn / >
<Add mover=d e s i gn / >
<Add mover= r e l a x / >

</PROTOCOLS>
</ROSETTASCRIPTS>
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Generation of sequence profiles using sequences of natural homologues

The following describes the procurement of position-specific scoring matrices (PSSMs), or profiles, of
mutation frequencies.

Design profiles

We used the WebLogo tool to generate a fasta file with the sequences of all designs, a sequence logo
summarizing the bitscores of all twenty amino acids at each position, and a tab file summarizing the
percentage of each amino acid type that populated each designed position. Given the length of the
proteins used in the benchmark the sequence logo was not used, whereas the tab file was used for
analysis (after first converting the percentages to frequencies).

# Gene ra t e f a s t a a l i gnmen t o f each s t a t e
# d e s i gn ed by RECON MSD
c a t pdb . l i s t | awk ’ { sy s t em ( ‘ ‘ d e s i g n _ a n a l y s i s . py \ \
−− n a t i v e ’ ’ \ $1 ’ ’ . pdb \ \
−− f o rmat eps −− r e s f i l e denvE . r e s f i l e −−mu l t i p r o c \ \
−− u n i t s p r o b a b i l i t y d e s i g n s / ’ ’ \ $1 ’ ’ _msd*pdb ’ ’ ) } ’

# Gene ra t e f a s t a a l i gnmen t o f each s t a t e
# d e s i gn ed by SSD
c a t pdb . l i s t | awk ’ { sy s t em ( ‘ ‘ d e s i g n _ a n a l y s i s . py \ \
−− n a t i v e ’ ’ \ $1 ’ ’ . pdb \ \
−− f o rmat eps −− r e s f i l e denvE . r e s f i l e −−mu l t i p r o c \ \
−− u n i t s p r o b a b i l i t y d e s i g n s / ’ ’ \ $1 ’ ’ _ s sd * pdb ’ ’ ) } ’

−−−−−−−pdb . l i s t −−−−−−−
1 o an_ r e l a x ed
1 ok8_ r e l a x ed
3 c 5 x _ r e l a x e d
3 c 6 e _ r e l a x e d
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3 j 2 7 _ r e l a x e d
3 j 2 p _ r e l a x e d
−−−−−−−−−−−−−−−−−−−−−−

PSI-BLAST profiles

PSI-BLAST profiles were generated using a search query of non-redundant sequences using a databased
downloaded from the NCBI BLAST server (ftp://ftp.ncbi.nlm.nih.gov/blast/db/) on 2 May, 2014, and
and run locally using psiblast version 2.2.29 as

/ pa th / t o / b l a s t / 2 . 2 . 2 9 / b in / p s i b l a s t \ \
−query \ $NATIVE . f a s t a −db nr \ \
−num_ i t e r a t i o n s 2 −out \ $NATIVE . t x t \ \
−ou t _ a s c i i _ p s sm \$NATIVE . a s c i i

The $NATIVE.ascii here represents the generated PSSMof the native sequence derived from the non-
redunant database query, which was generated for each PDB native sequence used in the benchmark.
The mutation profiles consist of columns 23-42 of the PSSM. Any sequences and the corresponding 20
amino acid type mutation frequencies that did not align to the sequences used for design were manually
removed from the generated mutation profile.

Influenza Virus Resource database hemagglutinin stem profiles

Sequences were downloaded on October 14-15, 2019 from the Influenza Virus Resource Database
using the search criteria listed in methods for influenza A HA and subtypes H1, H2, H3, H3N2, H4,
and H7, as a single file of unaligned FASTA sequences. A multiple sequence alignment was performed
using a locally installed Clustal Omega version 1.2.4 as:

c l u s t a l o − i H3N2 . f a −o H3N2_al igned . f a

From the multiple sequence alignment, the frequencies of all twenty amino acids present at each
aligned position were calculated using WebLogo 3, which was installed locally with Python 3.7,

weblogo –− sequence − t y p e ‘’ p r o t e i n \ \ –
− f o rmat l o g od a t a –− compos i t i on ‘’none \ \
<H3N2_al igned . f a > H3N2 . l o g od a t a

The consensus sequence was determined from the multiple sequence alignment using EMBOSS
v.6.6.0.0 with the cons package (ftp://emboss.open-bio.org/pub/EMBOSS/), although was not re-
ported in the manuscript.

cons − s equence H3N2_al igned . f a \ \
−ou t s eq H3N2 . cons

The above three command line procedures were applied to each influenzaA sequence group. It should be
noted the sequences included within the entire influenza A FASTA sequences contained approximately
40 amino acids that were designated with amino acid type ’J’, indicating an ambiguous designation
between leucine or isoleucine, with only one sequence containing one amino acid type ’J’ and each J
did not occur at the same aligned position. Each ’J’ designation was converted to leucine, since a ’J’
designation was not allowed in the multiple sequence alignment using Clustal Omega.
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The .logodata file generated using WebLogo contained the mutation frequencies of each aligned
position for the entire HA protomer. HA1 and unaligned HA2 C-terminus residues were removed from
each profile such that only positions that aligned with the native sequence of PDB ID 2HMG, chain F,
residues 40-153 were included in each profile for analysis.

Calmodulin natural homologue profiles

The calmodulin mutation profile was determined by using the supplementary dataset Dataset_S01.xlsx
provided by Halling, D.B. et al. (https://doi.org/10.1073/pnas.1600385113), where the accession number
and sequence converted to FASTA format for alignment. The same command line procedures used to
obtain HA (sub)type A profiles were used to obtain the calmodulin mutation profile.

Design analysis

Native sequence recovery

The reported native sequence recovery for designs was calculated as the ratio of the native amino
acid bit score to all bit scores for each designed position within the ten lowest-scoring models of each
designed native PDB model, or 𝑎𝑎𝑛𝑎𝑡_𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 =

𝑏𝑖𝑡_𝑠𝑐𝑜𝑟𝑒𝑛𝑎𝑡𝑖𝑣𝑒
𝑏𝑖𝑡_𝑠𝑐𝑜𝑟𝑒𝑎𝑙𝑙

, with

python2 . 7 c a l c _ n a t _ s e q _ r e c o v e r y . py \ \
−− n a t i v e 3 c 6 e _ r e l a x e d . pdb −−nmodels 10 \ \
−− r e s denvE . r e s f i l e 3 c6e_msd_d . t a b

The above script returns both the native sequence recovery of each designed position as well as the
average native sequence recovery. In Fig 3 and in comparisons of sequence recovery to RMSD100, the
average native sequence recovery is reported. Otherwise, the native sequence recovery of each designed
position, or residue, is reported as a percentage.

The reported native sequence recovery for PSI-BLAST, IVR, and calmodulin profiles was calculated
similarly, except that the frequency, not bit score, was used to calculate the native sequence recovery,
with 𝑎𝑎𝑛𝑎𝑡_𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 =

𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑛𝑎𝑡𝑖𝑣𝑒
𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑎𝑙𝑙

. It should be noted that for positions that contained aligned gaps,
the 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑎𝑙𝑙 ≠ 1. The following scripts require a header with the columns labeled for amino acid
type, and the first column the native amino acid —labels should be one letter amino acid codes. The first
script returns both position-specific native sequence recovery frequencies and average native sequence
recovery, and is specific to the *.ascii file format. The second script returns only the average native
sequence recovery.

python c a l c _ p s sm_na t _ r e c o v e r y . py \ \
− f 3 c6e . a s c i i −o 3 c6 e_p s sm_ r e s _ r e c o v e r y . c s v
python c a l c _ms a_n a t _ r e c o v e r y . py \ \
− f H3N2_al ign . p r o f i l e −o H3N2_a l ign_nsr . c s v

Profile variance

Design mutation preferences, or profiles, were compared to PSI-BLAST profiles by calculating the sum
of squaredmutation frequency differences between PSI-BLAST and either RECONMSDor SSD profiles,
and then normalized by the length of the aligned sequences. The reported average total variance in Fig
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3B and Fig 5B represents the average sum of mutation preference differences squared an individual
residue exhibits between two profiles, with a score of 0 indicating that themutation profiles are identical.
Unlike when calculating native sequence recovery, comparison of profiles were not calculated for each
individual conformation. Instead, the mutation tolerances of each aligned position were averaged using
all conformations within the ensemble first before calculating the total variance. Average total variance
was calculated using the following

python p r o f i l e _ v a r i a n c e s . py \ \
−− r e f e r e n c e _ p r o f i l e denvE . a s c i i \ \
−− c ompa r i s o n _p r o f i l e denvE_msd_d . t a b \ \
−− v a r i a t i o n _ o u t p u t denvE_RECON_var . c s v

Testing for equality of variances between two profiles was achieved by using the scipy.stats.levene
function, with the center set to median.

python L e v e n e _ t e s t _ f o r _ e q u a l _ v a r i a n c e s . py \ \
p r o f i l e 1 . t a b p r o f i l e 2 . t a b

Amino acid exchangeability

In the manuscript we used the term amino acid exchangeability to represent the averge frequency the
native, or 𝑖, amino acid is replaced with a non-native, or 𝑗, mutation. Average mutation frequencies,
including native amino acid conservation frequencies, were calculated by averaging each of the twenty
𝑖 → 𝑗mutation frequencies for each 𝑖 amino acid, using the script below. This script requires a space-
delimited file containing a matrix of 𝑛 × 𝑚, with 𝑛 being the length of all designed positions and 𝑚
being the mutation profile of the native amino acid, with the first column containing the 𝑖 amino acid
(one-letter code), and a header of the 𝑗 amino acid frequency columns. Average mutation frequencies
were calculated for each conformation to generate a 20 × 20matrix of average 𝑖 × 𝑗 frequencies. In the
manuscript, we report the average of all 𝑖 × 𝑗 frequencies, which was calculated by taking the cumulative
average of all 𝑖 → 𝑗 frequencies within PSI-BLAST, RECON MSD, and SSD profiles.

python p e r _ r e s t y p e _mu t a t i o n s . py 3 c6e_msd_d . t a b

From the average 𝑖 → 𝑗mutation frequencies, all 𝑖 → 𝑗 frequencies where 𝑗 = 𝑖 were excluded to
calculate the mean amino acid exchangeability and mean native amino acid exchangeability reported in
Fig 4B and Fig 4C. The reported mean amino acid exchangeability represents the average frequency any
native amino acid is exchanged for a non-native amino acid; both themean of amino acid exchangeability
rates of all PSI-BLAST, RECON MSD, and SSD profiles and comparison of means were calculated using
R.

‘ ‘ ‘ { r }
F i g 4Bda t a <− r e ad . c s v ( ” e x c h a n g e a b i l i t y _ d e n s i t y . c s v ” , \ \
heade r = T , s ep = ” , ” )

PS Iexchange <− s u b s e t ( exchange . d en s i t y , P r o f i l e == ” PSI−BLAST ” )
RECONexchange <− s u b s e t ( exchange . d en s i t y , P r o f i l e == ”RECON” )
SSDexchange <− s u b s e t ( exchange . d en s i t y , P r o f i l e == ”SSD ” )

w i l c o x . t e s t ( PSIexchange$Des ign , RECONexchange$Design , \ \
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a l t e r n a t i v e = ” two . s i d e d ” )
w i l c o x . t e s t ( PSIexchange$Des ign , SSDexchange$Design , \ \
a l t e r n a t i v e = ” two . s i d e d ” )
t . t e s t ( PSIexchange$Des ign , RECONexchange$Design , p a i r e d =T , \ \
a l t e r n a t i v e = ” two . s i d e d ” )
t . t e s t ( PSIexchange$Des ign , SSDexchange$Design , p a i r e d =T , \ \
a l t e r n a t i v e = ” two . s i d e d ” )

d e s c r i b eB y ( exchange . d en s i t y , group = exchange . d e n s i t y \ \
$ P r o f i l e , mat = T)
‘ ‘ ‘

The mean native amino acid exchangeability rates represents the average frequency a particular native
amino acid is exchanged for a non-native amino acid. In Fig 4C, the mean native amino acid ex-
changeability is reported as the difference between PSI-BLAST mean native amino acid exchangeability
rates and either RECON MSD or SSD rates. Individual 𝑖 → 𝑗 exchangeability frequencies obtained
cumulatively from PSI-BLAST, RECON MSD, and SSD are reported in S3 Fig. Kendall 𝜏𝛽 and linear
regression models were built using R.

‘ ‘ ‘ { r }
RECONexchange . c o r r <− r e ad . c s v ( ” RECONexchangeab i l i t y_ \ \
c o r r e l a t i o n . c s v ” , heade r = T , s ep = ” , ” )
RECONexchange . lm <− lm ( Des ign ~ PSIBLAST , \ \
d a t a = RECONexchange . c o r r )
Kenda l l ( RECONexchange . co r r$Des i gn , RECONexchange . corr$PSIBLAST )
summary ( RECONexchange . lm )

SSDexchange . c o r r <− r e ad . c s v ( ” S SDe x c h an g e a b i l i t y _ \ \
c o r r e l a t i o n . c s v ” , heade r = T , s ep = ” , ” ) \ \
SSDexchange . lm <− lm ( Des ign ~ PSIBLAST , d a t a = SSDexchange . c o r r )
Kenda l l ( SSDexchange . co r r$Des i gn , SSDexchange . corr$PSIBLAST ) $
summary ( SSDexchange . lm )
‘ ‘ ‘

Calculation of 𝑅𝑀𝑆𝐷𝑑𝑎 and contact proximity deviation

As in the case of RSV F protein, even though designs contained the same number of residues, not all
conformations contained equivalent chain breaks. Therefore, for residues that form either the N- or
C-termini of a chain in any conformation were given an 𝑅𝑀𝑆𝐷𝑑𝑎 score of 0. Otherwise, the dihedral
angle deviation of a single residue was calculated as described in the Methods section.

python f i n d _ d i h e d r a l _ d e v i a t i o n . py \ \
−− l i s t _ o f _ p d b _ f i l e s 1 o an_ r e l a x ed . pdb \ \
1 ok8_ r e l a x ed . pdb 3 c 5 x _ r e l a x e d . pdb \ \
3 c 6 e _ r e l a x e d . pdb 3 j 2 7 _ r e l a x e d . pdb \ \
3 j 2 p _ r e l a x e d . pdb −− o u t p u t _ f i l e denvE_rmsdda . c s v
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Contact proximity deviation was calculated for all aligned positions within an ensemble using the
following:

python f i n d _ c o n t a c t _ d e v i a t i o n s . py \ \
−− p d b _ l i s t 1 o an_ r e l a x ed . pdb \ \
1 ok8_ r e l a x ed . pdb 3 c 5 x _ r e l a x e d . pdb \ \
3 c 6 e _ r e l a x e d . pdb 3 j 2 7 _ r e l a x e d . pdb \ \
3 j 2 p _ r e l a x e d . pdb −− d e v i a t i o n _ma t r i x \ \
denvE_con t a c t_dev . c s v \ \
−− c o n t a c t _ d e v i a t i o n d e n v E _ c o n t a c t _ t a l l y . c s v

The output within denvE_rmsdda.csv and denvE_contact_tally.csv were transposed and com-
bined into a single file containing each aligned residue within all eight protein ensembles. A 𝑧-score
was calculated for each residue’s 𝑅𝑀𝐷𝑆𝑑𝑎 and contact proximity score within a single ensemble to
normalize scores for all eight ensembles. To calculate the dependency of native sequence recovery on
either 𝑅𝑀𝑆𝐷𝑑𝑎 or contact proximity deviation, the average conservation frequency of the native amino
acid sequence within each ensemble was used as the reported native residue sequence recovery. Either
𝑅𝑀𝑆𝐷𝑑𝑎 or contact proximity deviationA Kendall’s 𝜏𝛽 coefficient was calculated using the combined
𝑧-scores of all eight ensembles

Plots

The following R scripts were used to generate the figures reported in the manuscript. Note that astericks
indicating significance were added using Adobe Illustrator after the initial figure was generated.

Figure 3

‘ ‘ ‘ { r }
F i g3Ada ta <− r e ad . c s v ( ” benchmark_NSR . c s v ” , \ \
heade r = T , s ep = ” , ” )

Fig3A <− g g p l o t ( s u b s e t ( F ig3Adata , \ \
Min imiza t i on != ” Unminimized ” ) , \ \
a e s ( x = Design , y = Pe rc en t_Na t_Seq ) )

+ geom_boxplot ( a e s ( f i l l = Des ign ) , \ \
p o s i t i o n =po s i t i o n_dodg e ( width = 0 . 8 ) )

+ s c a l e _ f i l l _m a n u a l ( name = ” ” , \ \
v a l u e s =c ( ” b l a c k ” , ”#1 e 9 0 f f ” , ”# f f 9 0 1 e ” ) )

+ l a b s ( x = ” ” , y = ” \ nNa t i v e Sequence Recove ry (%) ” )
+ s c a l e _ y _ c on t i n u ou s ( expand=c ( 0 , 0 ) , \ \

l i m i t s = c ( 0 , 1 3 0 ) , b r e a k s = seq ( 0 , 100 , by =25 ) )
+ theme ( l e g end . p o s i t i o n = ” none ” )

F i g 3Bda t a <− r e ad . c s v ( ” P r o f i l e _ v a r i a b i l i t y . c s v ” , \ \
heade r = T , s ep = ” , ” )
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F i g 3Bd a t a $P r o t e i n 2 <− f a c t o r ( F i g 6Bda t a \ $P ro t e i n , \ \
l a b e l s = c ( ” 5 ´− n u c l e o t i d a s e ” , ” Adeny l a t e k i n a s e ” , ” CagL ” , \ \
” Calmodul in ” , ” Dengue E p r o t e i n ” , ” I n f l u e n z a HA2” , ”GroEL ” , \ \
”RSV F p r o t e i n ” ) )

F ig3B <− g g p l o t ( s u b s e t ( F ig2Bda ta , Min imiza t i on == ” Re l axed ” ) ,
a e s ( x = Design , y = F r e qV a r i a b i l i t y , c o l o r =Design , \ \
shape=P r o t e i n 2 ) )

+ geom_point ( )
+ geom_path ( a e s ( group=P r o t e i n 2 ) , c o l o r =”#909090” )
+ s c a l e _ c o l o r _manu a l ( v a l u e s = c ( ” #1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) , \ \

name = ” ” , gu ide=F )
+ s c a l e _ shape_manua l ( name = ” Benchmark Case ” , \ \

v a l u e s = c ( 1 7 , 0 , 4 , 8 , 9 , 11 , 13 , 15 , 2 , 3 ) )
+ l a b s ( y = ” \ nNormal ized V a r i a b i l i t y \ n \ \

from PSI−BLAST p r o f i l e ” , x = ” ” )
+ theme ( l e g end . p o s i t i o n = ” r i g h t ” , \ \

l e g end . j u s t i f i c a t i o n = ” c e n t e r ” ,
l e g end . d i r e c t i o n = ” h o r i z o n t a l ” , \ \
l e g end . box = ” v e r t i c a l ” )

+ gu i d e s ( shape= gu i d e_ l e g end ( nco l = 1 , \ \
byrow=TRUE , t i t l e . p o s i t i o n = ” top ” ) )

+ y l im ( 0 , 1 . 2 5 )

F i g3 <− p l o t _ g r i d ( Fig3A , Fig3B , nrow = 1 , \ \
r e l _w i d t h s = c ( 0 . 7 5 , 1 ) ,
l a b e l s = c ( ”A” , ”B ” ) )
F i g3
‘ ‘ ‘

Figure 4

Fig 4A PSI-BLAST average mutation frequencies

‘ ‘ ‘ { r }
PSIBLAST <− r e ad . c s v ( ” n10_AA_freq . c s v ” , \ \
heade r = T , s ep = ” , ” )

PSIBLAST$Native <− f a c t o r ( PSIBLAST$Native , \ \
c ( ”G” , ”A” , ”V” , ” L ” , ” I ” , ”M” , ” F ” , ”W” , ” P ” , ” S ” , \ \
”T ” , ”C” , ”Y ” , ”N” , ”Q” , ”D” , ” E ” , ”K” , ”R ” , ”H” ) )

PSIBLAST$Mutate <− f a c t o r ( PSIBLAST$Mutate , \ \
c ( ”G” , ”A” , ”V” , ” L ” , ” I ” , ”M” , ” F ” , ”W” , ” P ” , ” S ” , \ \
”T ” , ”C” , ”Y ” , ”N” , ”Q” , ”D” , ” E ” , ”K” , ”R ” , ”H” ) )

PSIBLAST <− g g p l o t ( PSIBLAST , a e s ( Nat i ve , Mutate ) )
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+ g eom_ t i l e ( a e s ( f i l l = f r e qu en c y ) , c o l o r =” b l a c k ” )
+ s c a l e _ f i l l _ g r a d i e n t n ( name=”Mutat ion \ nFrequency ” , \ \

c o l o u r s =c ( ” wh i t e ” , ” # f f 9 0 1 e ” , ”#1 e 9 0 f f ” , ” b l a c k ” ) , \ \
l i m i t s = c ( 0 , 1 ) , gu ide = gu i d e_ l e g end ( r e v e r s e = T ) , \ \
b r e a k s = c ( 0 , 0 . 1 , 0 . 2 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6 , 0 . 7 , 0 . 8 , 0 . 9 , 1 . 0 ) )

+ l a b s ( t i t l e = ” PSI−BLAST ” )
+ x l a b ( bquote ( ’ Na t i v e ’ ~ AA[ x ] ) )
+ y l a b ( bquote ( ’ Average muta t ion f r e qu en c y o f ’ ~ AA[ x ] ) )
+ theme ( l e g end . p o s i t i o n = ” l e f t ” , \ \

l e g end . j u s t i f i c a t i o n = ” c e n t e r ” )

# I s o l a t e l e g end f o r f i n a l f i g u r e
F i g4A l egend <− g e t _ l e g e nd ( PSIBLAST )

# Remove l e g end from pane l
PSIBLASTplot <− g g p l o t ( PSIBLAST , a e s ( Nat i ve , Mutate ) )
+ g eom_ t i l e ( a e s ( f i l l = f r e qu en c y ) , c o l o r =” b l a c k ” )
+ s c a l e _ f i l l _ g r a d i e n t n ( name=” Frequency ” , \ \

c o l o u r s =c ( ” wh i t e ” , ” # f f 9 0 1 e ” , ”#1 e 9 0 f f ” , ” b l a c k ” ) , \ \
l i m i t s = c ( 0 , 1 ) , \ \
gu ide = gu i d e_ l e g end ( r e v e r s e = T ) , \ \
b r e a k s = c ( 0 , 0 . 1 , 0 . 2 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6 , 0 . 7 , 0 . 8 , 0 . 9 , 1 . 0 ) )

+ l a b s ( t i t l e = ” PSI−BLAST ” )
+ x l a b ( bquote ( ’ Na t i v e ’ ~ AA[ x ] ) )
+ y l a b ( bquote ( ’ Average muta t ion f r e qu en c y o f ’ ~ AA[ x ] ) )
+ theme ( l e g end . p o s i t i o n = ” none ” )
‘ ‘ ‘

Fig 4A RECON average mutation frequencies

‘ ‘ ‘ { r }
RECON <− r e ad . c s v ( ” rMSD_AA_freq . c s v ” , \ \
heade r = T , s ep = ” , ” )

RECON$Native <− f a c t o r ( RECON$NativeAA , \ \
c ( ”G” , ”A” , ”V” , ” L ” , ” I ” , ”M” , ” F ” , ”W” , ” P ” , ” S ” , \ \
”T ” , ”C” , ”Y ” , ”N” , ”Q” , ”D” , ” E ” , ”K” , ”R ” , ”H” ) )

RECON$Mutate <− f a c t o r (RECON$MutateAA , \ \
c ( ”G” , ”A” , ”V” , ” L ” , ” I ” , ”M” , ” F ” , ”W” , ” P ” , ” S ” , \ \
”T ” , ”C” , ”Y ” , ”N” , ”Q” , ”D” , ” E ” , ”K” , ”R ” , ”H” ) )

RECONplot <− g g p l o t (RECON, a e s ( Nat i ve , Mutate ) )
+ g eom_ t i l e ( a e s ( f i l l = f r e qu en c y ) , c o l o r =” b l a c k ” )
+ s c a l e _ f i l l _ g r a d i e n t n ( name=” ” , \ \

c o l o u r s =c ( ” wh i t e ” , ”# f f 9 0 1 e ” , ”#1 e 9 0 f f ” , ” b l a c k ” ) , \ \
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l i m i t s = c ( 0 , 1 ) , gu ide = gu i d e_ l e g end ( ) )
+ l a b s ( t i t l e = ”RECON” )
+ x l a b ( bquote ( ’ Na t i v e ’ ~ AA[ x ] ) )
+ y l a b ( bquote ( ’ Average muta t ion f r e qu en c y o f ’ ~ AA[ x ] ) )
+ theme ( l e g end . p o s i t i o n = ” none ” )
‘ ‘ ‘

Fig 4A SSD average mutation frequencies

‘ ‘ ‘ { r }
SSD <− r e ad . c s v ( ” rSSD_AA_freq . c s v ” , \ \
heade r = T , s ep = ” , ” )

SSD$Nat ive <− f a c t o r ( SSD$NativeAA , \ \
c ( ”G” , ”A” , ”V” , ” L ” , ” I ” , ”M” , ” F ” , ”W” , ” P ” , ” S ” , \ \
”T ” , ”C” , ”Y ” , ”N” , ”Q” , ”D” , ” E ” , ”K” , ”R ” , ”H” ) )

SSD$Mutate <− f a c t o r ( SSD$MutateAA , \ \
c ( ”G” , ”A” , ”V” , ” L ” , ” I ” , ”M” , ” F ” , ”W” , ” P ” , ” S ” , \ \
”T ” , ”C” , ”Y ” , ”N” , ”Q” , ”D” , ” E ” , ”K” , ”R ” , ”H” ) )

SSDplo t <− g g p l o t ( SSD , a e s ( Nat i ve , Mutate ) )
+ g eom_ t i l e ( a e s ( f i l l = f r e qu en c y ) , c o l o r =” b l a c k ” )
+ s c a l e _ f i l l _ g r a d i e n t n ( name=” ” , \ \

c o l o u r s =c ( ” wh i t e ” , ” # f f 9 0 1 e ” , ”#1 e 9 0 f f ” , ” b l a c k ” ) , \ \
l i m i t s = c ( 0 , 1 ) , gu ide = gu i d e_ l e g end ( ) )

+ l a b s ( t i t l e = ”SSD ” )
+ x l a b ( bquote ( ’ Na t i v e ’ ~ AA[ x ] ) )
+ y l a b ( bquote ( ’ Average muta t ion f r e qu en c y o f ’ ~ AA[ x ] ) )
+ theme ( l e g end . p o s i t i o n = ” none ” )
‘ ‘ ‘

Fig 4B

‘ ‘ ‘ { r }
F i g 4Bda t a <− r e ad . c s v ( ” e x c h a n g e a b i l i t y _ d e n s i t y . c s v ” , \ \
heade r = T , s ep = ” , ” )

F i g 4 B d a t a $ P r o f i l e <− f a c t o r ( exchange . d e n s i t y $ P r o f i l e ,
l a b e l s = c ( ” PSI−BLAST ” , ”RECON” , ”SSD ” ) )

F ig4B <− g g p l o t ( F ig4Bda ta , a e s ( x= P r o f i l e , y=Design , \ \
f i l l = P r o f i l e ) )

+ geom_boxplot ( )
+ s c a l e _ f i l l _m a n u a l ( name=” ” , \ \

v a l u e s = c ( ” b l a c k ” , ” # 1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) , gu ide=F )
+ l a b s ( y =” \ n E x c h a n g e a b i l i t y ” , x = ” ” )
+ theme ( a x i s . t e x t . x = e l emen t _ t e x t ( a n g l e = 45 , h j u s t = 1 ) )
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+ y l im ( 0 , 0 . 2 5 )
‘ ‘ ‘

Fig 4C

‘ ‘ ‘ { r }
F i g4Cda t a <− r e ad . c s v ( ” AA_freq_avgdev ia t ionCompare_noDes ign . c s v ” ,
heade r = T , s ep = ” , ” )

F i g 4Cda t a $Na t i v e <− f a c t o r ( nonNat iveDi f f$Nat iveAA , \ \
c ( ”G” , ”A” , ”V” , ” L ” , ” I ” , ”M” , ” F ” , ”W” , ” P ” , ” S ” , \ \
”T ” , ”C” , ”Y ” , ”N” , ”Q” , ”D” , ” E ” , ”K” , ”R ” , ”H” ) )

F i g 4C d a t a $ p r o f i l e <− f a c t o r ( n o nNa t i v eD i f f $ P r o f i l e , \ \
c ( ” PR ” , ” PS ” ) )

F i g 4C d a t a $ p r o f i l e <− f a c t o r ( n o nNa t i v eD i f f $ p r o f i l e , \ \
l a b e l s = c ( ” PSI−BLAST − RECON ” , ” PSI−BLAST − SSD ” ) )

Fig4C <− g g p l o t ( F ig4Cdata , a e s ( x = Nat ive , y = NonNative , \ \
c o l o r = p r o f i l e , shape= p r o f i l e ) ) + geom_point ( s i z e =3)

+ s c a l e _ c o l o r _manu a l ( v a l u e s = c ( ” # 4 5 45 45 ” , ” # 9 0 9 0 90 ” ) , name = ” ” )
+ s c a l e _ shape_manua l ( name=” ” , v a l u e s = c ( 1 5 , 1 7 ) )
+ x l a b ( bquote ( ’ Na t i v e ’ ~ AA[ a v e r a g e ] ) )
+ y l a b ( TeX ( ” $ \ \ De l t a \ \ bar {AA} _ { e x c h a n g e a b i l i t y } $ ” ) )
+ y l im ( −0 . 0 35 , 0 . 0 3 5 )
+ geom_hl ine ( y i n t e r c e p t = 0 , l i n e t y p e =” dashed ” )
+ theme ( l e g end . p o s i t i o n = ” bottom ” , \ \

l e g end . j u s t i f i c a t i o n = ” c e n t e r ” , \ \
l e g end . box = ” v e r t i c a l ” , \ \
l e g end . t e x t = e l emen t _ t e x t ( s i z e = 12 ) , \ \
l e g end . t i t l e = e l emen t_b l ank ( ) )

+ gu i d e s ( shape= gu i d e_ l e g end ( nrow=1 , byrow=TRUE , \ \
t i t l e . p o s i t i o n = ” top ” ) )

‘ ‘ ‘

Fig 4

‘ ‘ ‘ { r }
Fig4A <− p l o t _ g r i d ( F ig4Alegend , PSIBLAST , RECON, SSD ,
nrow = 1 , r e l _w i d t h s = c ( 0 . 4 , 1 , 1 , 1 ) , \ \
l a b e l s = c ( ”A ” , ” ” , ” ” , ” ” ) )

Fig4BC <− p l o t _ g r i d ( Fig4B , Fig4C , nrow = 1 , \ \
r e l _w i d t h s = c ( 0 . 6 5 , 1 ) ,
l a b e l s = c ( ” B ” , ”C ” ) )
+ theme ( p l o t . margin= un i t ( c ( 5 . 5 , 5 . 5 , 1 1 , 5 . 5 ) , ” p t ” ) )
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F i g4 <− p l o t _ g r i d ( Fig4A , Fig4BC , nco l = 1 )

F i g4
‘ ‘ ‘

Figure 5

Fig 5A and 5C

‘ ‘ ‘ { r }
F ig5ACdata <− r e ad . c s v ( ” f u n c t i o n a l _ p r o f i l e _ v a r i a n c e s . c s v ” , \ \
heade r = T , s ep = ” , ” )

F i g5ACda t a$P ro t e in <− f a c t o r ( f u n c p r o f i l e v a r $ P r o t e i n , \ \
l a b e l s = c ( ” Calmodul in ” , ” I n f l u e n z a A HA2” ) )

c a lmodu l in <− s u b s e t ( Fig5ACdata , P r o t e i n ==”Calmodul in ” )

HA2 <− s u b s e t ( Fig5AC , P r o t e i n ==” I n f l u e n z a A HA2” )

c a lmodu l i n v a r <− g g p l o t ( ca lmodu l in , \ \
a e s ( group=Pro t e i n , x=Comparison , \ \
y=Dev i a t i on , f i l l =Comparison ) )

+ geom_bar ( s t a t = ” i d e n t i t y ” , c o l o r =” b l a c k ” )
+ s c a l e _ f i l l _m a n u a l ( v a l u e s =c ( ” #1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) , name = ” ” )
+ l a b s ( y = ” \nRMSD from Des ign P r o f i l e ” , x = ” ” )
+ theme ( l e g end . p o s i t i o n = ” none ” )
+ y l im ( 0 , 1 )
+ f a c e t _ g r i d (~ P r o t e i n )

HA2var <− g g p l o t (HA2 , a e s ( group=Pro t e i n , x=Comparison , \ \
y=Dev i a t i on , f i l l =Comparison ) )

+ geom_bar ( s t a t = ” i d e n t i t y ” , c o l o r =” b l a c k ” )
+ s c a l e _ f i l l _m a n u a l ( v a l u e s =c ( ” #1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) , name = ” ” )
+ l a b s ( y = ” \nRMSD from Des ign P r o f i l e ” , x = ” ” )
+ theme ( l e g end . p o s i t i o n = ” none ” )
+ y l im ( 0 , 1 )
+ f a c e t _ g r i d (~ P r o t e i n )
‘ ‘ ‘

Fig 5B and 5D

‘ ‘ ‘ { r }
c a lmodu l i n _ r e s d e v <− ggdraw ( )
+ draw_image ( ” c a lmodu l i n _ r e s d e v . png ” )

HA2_resdev <− ggdraw ( )
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+ draw_image ( ” i n f l u e n z a _ p r e _ r e s d e v . png ” )
‘ ‘ ‘

Fig 5

‘ ‘ ‘ { r }
p l o t _ g r i d ( c a lmodu l inva r , c a lmodu l i n_ r e sd ev , \ \
HA2var , HA2_resdev , \ \
nrow = 2 , r e l _w i d t h s = c ( 0 . 4 , 1 ) , l a b e l s = ”AUTO” )
‘ ‘ ‘

Figure 6

Fig 6A

‘ ‘ ‘ { r }
F i g6Ada ta <− r e ad . c s v ( ” HA_va r_d i s t _ma t r i x . c s v ” , \ \
heade r = T , s ep = ” , ” )

F i g6Ada ta . ma t r i x <− a s . ma t r i x ( F i g6Ada ta [ , − c ( 1 ) ] )

rownames ( F i g6Ada t a . ma t r i x ) <− F i g6Ada t a$Sub t ype

Fig6A . dendro <− a s . dendrogram ( h c l u s t ( d = \ \
d i s t ( x = F ig6Ada ta . ma t r i x ) ) )

HAdendsort <− dend so r t ( Fig6A . dendro )

p l o t ( HAdendsort , t y p e = ” t r i a n g l e ” )
‘ ‘ ‘

Fig 6B

‘ ‘ ‘ { r }
F i g 6Bda t a <− r e ad . c s v ( ” HA2_sub type_va r i ance s . c s v ” , \ \
heade r = T , s ep = ” , ” )

F i g 6Bda t a $Sub t yp e <− f a c t o r ( HA2subtypesda ta$Subtype , \ \
c ( ”H3” , ”H3N2” , ”H4” , ”H7” , ”H1” , ”H2 ” ) )

F ig6B <− g g p l o t ( F ig6Bda ta , \ \
a e s ( x=Subtype , y=RMSD, f i l l =Comparison ) )

+ geom_bar ( s t a t = ” i d e n t i t y ” , c o l o r =” b l a c k ” , \ \
p o s i t i o n =po s i t i o n_dodg e ( ) )

+ s c a l e _ f i l l _m a n u a l ( v a l u e s = c ( ” #1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) , \ \
name = ” IVR MSA p r o f i l e RMSD wi th r e s p e c t t o ” )

+ l a b s ( y = ” \nRMSD” , x=”IVR MSA P r o f i l e ” ) + y l im ( 0 , 1 )
+ theme ( l e g end . p o s i t i o n = ” bottom ” )
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‘ ‘ ‘

Figure 7

F i g 7A
‘ ‘ ‘ { r }
F i g7Ada ta <− r e ad . c s v ( ” benchmark_re laxed_NSR . c s v ” , \ \
heade r = T , s ep = ” , ” )

Fig7Adata$maxRMSD100 <− cu t 2 ( Fig7Adata$MaxRMSD100 , g =3)

Fig7A <− g g p l o t ( r e l a x n s r , \ \
a e s ( x = maxRMSD100 , y = Pe rc en t_Na t_Seq ) )

+ geom_boxplot ( a e s ( c o l o r =Design , f i l l =Des ign ) , a l pha =0 . 3 )
+ l a b s ( x = ” \ nMaximum RMSD100 (Å) ” , y = ” \ nNSR ( \% ) ” )
+ s c a l e _ c o l o r _manu a l ( name = ” ” , \ \

v a l u e s = c ( ” b l a c k ” , ” dodge rb lu e ” , ” # f f 9 0 1 e ” ) )
+ s c a l e _ f i l l _m a n u a l ( name = ” ” , \ \

v a l u e s = c ( ” b l a c k ” , ” dodge rb lu e ” , ” # f f 9 0 1 e ” ) )
+ f a c e t _w r ap (~ Des ign )
+ theme ( l e g end . p o s i t i o n = ” none ” , \ \

a x i s . t e x t . x = e l emen t _ t e x t ( s i z e = 8 , \ \
a n g l e = 45 , h j u s t = 1 ) )

+ y l im ( 0 , 1 3 0 )
‘ ‘ ‘

Fig 7B

‘ ‘ ‘ { r }
F ig7BCdata <− r e ad . c s v ( ” prox imi ty_diRMSD_bydes ign . c s v ” , \ \
heade r = T , s ep = ” , ” )

Fig7BC$Measure <− f a c t o r ( F ig7BCdata$Measure , \ \
l a b e l s = c ( ” Con tac t P rox im i t y \ n \ \
De v i a t i o n (Å) ” , ” D ih ed r a l Angle \ nDev i a t i on ( rad ) ” ) )

F i g 7Bda t a <− s u b s e t ( F ig7BCdata , Measure == \ \
” Con tac t P rox im i t y \ nDev i a t i on (Å) ” )

F i g 7 Bd a t a $ d e v i a t i o n <− cu t 2 ( F i g 7Bda t a $Dev i a t i on , g =3)

Fig7B <− g g p l o t ( F ig7Bda ta , \ \
a e s ( x= d e v i a t i o n , y=AvgPNSR , c o l o r =Des ign ) )
+ geom_boxplot ( a e s ( c o l o r =Design , f i l l =Des ign ) , a l pha =0 . 3 )
+ s c a l e _ c o l o r _manu a l ( name=” ” , \ \

v a l u e s = c ( ” b l a c k ” , ” # 1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) )
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+ s c a l e _ f i l l _m a n u a l ( name=” ” , \ \
v a l u e s = c ( ” b l a c k ” , ” # 1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) )

+ l a b s ( x =” \ nContac t P rox im i t y Dev i a t i o n z− s c o r e (Å) ” , \ \
y =” \ nRes idue NSR ( \% ) ” )

+ theme ( a x i s . t e x t . x = e l emen t _ t e x t ( a n g l e = 45 , \ \
s i z e = 10 , h j u s t = 1 ) )

+ y l im ( 0 , 1 3 0 )
+ f a c e t _w r ap (~ Des ign )
+ theme ( l e g end . p o s i t i o n = ” none ” , \ \

a x i s . t e x t . x = e l emen t _ t e x t ( s i z e = 8 , \ \
a n g l e = 45 , h j u s t = 1 ) )

‘ ‘ ‘

Fig 7C

‘ ‘ ‘ { r }
F i g7Cda t a <− s u b s e t ( F ig7BCdata , Measure == \ \
” D ih ed r a l Angle \ nDev i a t i on ( rad ) ” )

F i g 7C$d e v i a t i o n <− cu t 2 ( F i g 7Cda t a $Dev i a t i on , g =3)

F i g7Cda t a <− g g p l o t ( F ig7Cdata , \ \
a e s ( x= d e v i a t i o n , y=AvgPNSR , c o l o r =Des ign ) )

+ geom_boxplot ( a e s ( c o l o r =Design , f i l l =Des ign ) , a l pha =0 . 3 )
+ s c a l e _ c o l o r _manu a l ( name=” ” , \ \

v a l u e s = c ( ” b l a c k ” , ” # 1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) )
+ s c a l e _ f i l l _m a n u a l ( name=” ” , \ \

v a l u e s = c ( ” b l a c k ” , ” # 1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) )
+ l a b s ( x =” \ nDihed ra l Angle RMSD z− s c o r e ( rad ) ” , \ \

y =” \ nRes idue NSR ( \% ) ” )
+ theme ( a x i s . t e x t . x = \ \

e l emen t _ t e x t ( a n g l e = 45 , s i z e = 10 , h j u s t = 1 ) )
+ f a c e t _w r ap (~ Des ign )
+ theme ( l e g end . p o s i t i o n = \ \

” none ” , a x i s . t e x t . x = e l emen t _ t e x t ( s i z e = 8 , \ \
a n g l e = 45 , h j u s t = 1 ) )

+ y l im ( 0 , 1 3 0 )
‘ ‘ ‘

Figure 8

‘ ‘ ‘ { r }
F i g 8 d a t a <− r e ad . c s v ( ” b en chma rk_ en e r g i e s _ r e l a x ed \ \
−w− t emp l a t e s . c s v ” ,
heade r = T , s ep = ” , ” )

F i g 8d a t a $De s i gn <− f a c t o r ( F i g8da t a$De s i gn , \ \
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l a b e l s = c ( ”RECON” , ” SSD ” , ” Na t i v e ” ) )

F i g 8 d a t a $Da t a s e t 2 <− f a c t o r ( F i g 8 d a t a $Da t a s e t , \ \
l a b e l s = c ( ” 5 ´− n u c l e o t i d a s e ” , ” Adeny l a t e k i n a s e ” , ” CagL ” , \ \
” Calmodul in ” , ” Dengue E p r o t e i n ” , ” I n f l u e n z a HA stem ” , \ \
”GroEL subun i t ” , ”RSV F p r o t e i n ” ) )

F i g8 <− g g p l o t ( F i g 7da t a , a e s ( x = Design , y = Re sSco r e ) )
+ geom_v io l i n ( a e s ( f i l l = Des ign ) )
+ l a b s ( x = ” ” , y = ”Mean Re s idue Sco r e (REU) ” )
+ s c a l e _ f i l l _m a n u a l ( name=” ” , \ \

v a l u e s = c ( ” # 1 e 9 0 f f ” , ” # f f 9 0 1 e ” , ” g r e y50 ” ) )
+ f a c e t _w r ap (~ Da t a s e t 2 , n co l = 4 )
+ theme ( a x i s . t e x t . x = \ \

e l emen t_b l ank ( ) , a x i s . t i c k s . x = e l emen t_b l ank ( ) )
+ y l im ( −2 . 5 , −1 .0 )
‘ ‘ ‘

Figure 9

Fig 9A

‘ ‘ ‘ { r }
F i g9Ada ta <− r e ad . c s v ( ” b en chma rk_ en e r g i e s _ r e l a x ed \ \
−w− t emp l a t e s . c s v ” , \ \
heade r = T , s ep = ” , ” )

Fig9Adata$maxRMSD100 <− cu t 2 ( Fig9Adata$MaxRMSD100 , g =3)

F i g9Ada t a$Des i gn <− f a c t o r ( F ig9Ada ta$Des ign , \ \
l a b e l s = c ( ”RECON” , ” SSD ” , ” Na t i v e ” ) )

F i g9Ada t a$Des i gn <− f a c t o r ( F ig9Ada ta$Des ign , \ \
c ( ” Na t i v e ” , ”RECON” , ” SSD ” ) )

F i g9Ada ta . s u b s e t <− s u b s e t ( F ig9Adata , Des ign != ” Na t i v e ” )

Fig9A <− g g p l o t ( F i g9Ada ta . s ub s e t , \ \
a e s ( x=maxRMSD100 , y=Re sSco r e ) )
+ geom_boxplot ( a e s ( c o l o r =Design , f i l l =Des ign ) , a l pha =0 . 3 )
+ l a b s ( x = ” \ nMaximum RMSD100 (Å) ” , \ \

y = ” \ nMean Res idue To t a l S co r e (REU) ” )
+ s c a l e _ c o l o r _manu a l ( name = ” ” , \ \

v a l u e s = c ( ” # 1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) )
+ s c a l e _ f i l l _m a n u a l ( name = ” ” , \ \

v a l u e s = c ( ” # 1 e 9 0 f f ” , ” # f f 9 0 1 e ” ) )
+ f a c e t _w r ap (~ Des ign )
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+ theme ( l e g end . p o s i t i o n = ” none ” , \ \
a x i s . t e x t . x = e l emen t _ t e x t ( s i z e = 6 , \ \
a n g l e = 45 , h j u s t = 1 ) , \ \
a x i s . t i t l e = e l emen t _ t e x t ( s i z e = 1 0 ) , \ \
t i t l e = e l emen t _ t e x t ( s i z e = 1 2 ) )

+ y l im ( − 5 , 2 . 5 )
‘ ‘ ‘

Fig 9B

‘ ‘ ‘ { r }
F i g 9Bda t a <− r e ad . c s v ( ” prox imi ty_d iRMSD_bydes ignon ly . c s v ” , \ \
heade r = T , s ep = ” , ” )

F i g9Bda ta$Measure <− f a c t o r ( F ig9Bdata$Measure , \ \
l a b e l s = c ( ” Con tac t P rox im i t y \ nDev i a t i on (Å) ” , \ \
” D ih ed r a l Angle \ nDev i a t i on ( rad ) ” ) )

F i g 9Bda t a <− s u b s e t ( F i g8Bda ta , \ \
Measure == ” D ih ed r a l Angle \ nDev i a t i on ( rad ) ” )

F i g 9 Bd a t a $ d e v i a t i o n <− cu t 2 ( F i g 9Bda t a $Dev i a t i on , g =3)

Fig9B <− g g p l o t ( F ig9Bda ta , \ \
a e s ( x= d e v i a t i o n , y=ResEnergy , c o l o r =Des ign ) )

+ geom_boxplot ( a e s ( c o l o r =Design , f i l l =Des ign ) , \ \
a l pha =0 . 3 )

+ s c a l e _ c o l o r _manu a l ( name=” ” , \ \
v a l u e s = c ( ” # 1 e 9 0 f f ” , ”# f f 9 0 1 e ” ) )

+ s c a l e _ f i l l _m a n u a l ( name=” ” , \ \
v a l u e s = c ( ” # 1 e 9 0 f f ” , ”# f f 9 0 1 e ” ) )

+ l a b s ( x =” \ nDihed ra l Angle RMSD z− s c o r e ( rad ) ” , \ \
y=” Re s idue Sco r e (REU) ” )

+ f a c e t _w r ap (~ Des ign )
+ theme ( l e g end . p o s i t i o n = ” none ” , \ \

a x i s . t e x t . x = e l emen t _ t e x t ( s i z e = 6 , \ \
a n g l e = 45 , h j u s t = 1 ) , \ \
a x i s . t i t l e = e l emen t _ t e x t ( s i z e = 1 0 ) , \ \
t i t l e = e l emen t _ t e x t ( s i z e = 1 2 ) )

+ y l im ( −5 , 2 . 5 )
‘ ‘ ‘

Fig 9C

‘ ‘ ‘ { r }
F i g9Cda t a <− r e ad . c s v ( ” prox imi ty_d iRMSD_bydes ignon ly . c s v ” , \ \
heade r = T , s ep = ” , ” )
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Fig9Cda ta$Measure <− f a c t o r ( F ig9Cdata$Measure , \ \
l a b e l s = c ( ” Con tac t P rox im i t y \ nDev i a t i on (Å) ” , \ \
” D ih ed r a l Angle \ nDev i a t i on ( rad ) ” ) )

F i g9Cda t a <− s u b s e t ( F ig8Cdata , Measure == \ \
” Con tac t P rox im i t y \ nDev i a t i on (Å) ” )

F i g 9Cd a t a $ d e v i a t i o n <− cu t 2 ( F i g 9Cda t a $Dev i a t i on , g =3)

Fig9C <− g g p l o t ( F ig9Cdata , \ \
a e s ( x= d e v i a t i o n , y=ResEnergy , c o l o r =Des ign ) )

+ geom_boxplot ( a e s ( c o l o r =Design , f i l l =Des ign ) , a l pha =0 . 3 )
+ s c a l e _ c o l o r _manu a l ( name=” ” , \ \

v a l u e s = c ( ” # 1 e 9 0 f f ” , ”# f f 9 0 1 e ” ) )
+ s c a l e _ f i l l _m a n u a l ( name=” ” , \ \

v a l u e s = c ( ” # 1 e 9 0 f f ” , ”# f f 9 0 1 e ” ) )
+ l a b s ( x =” \ nContac t P rox im i t y Dev i a t i o n (Å) ” , \ \

y=” Re s idue Sco r e (REU) ” )
+ f a c e t _w r ap (~ Des ign )
+ theme ( l e g end . p o s i t i o n = ” none ” , \ \

a x i s . t e x t . x = e l emen t _ t e x t ( s i z e = 6 , \ \
a n g l e = 45 , h j u s t = 1 ) , \ \
a x i s . t i t l e = e l emen t _ t e x t ( s i z e = 1 0 ) , \ \
t i t l e = e l emen t _ t e x t ( s i z e = 1 2 ) )

+ y l im ( −5 , 2 . 5 )
‘ ‘ ‘

S1 Fig

S1 Fig A

‘ ‘ ‘ { r }
S1Adata <− r e ad . c s v ( ” benchmark_NSR . c s v ” , \ \
heade r = T , s ep = ” , ” )

S1AFig <− g g p l o t ( S1Adata , \ \
a e s ( x = Min imiza t ion , y = Pe rc en t_Na t_Seq ) )

+ geom_boxplot ( a e s ( f i l l = Des ign ) , \ \
p o s i t i o n = po s i t i o n_dodg e ( width = 0 . 8 ) )

+ f a c e t _ g r i d ( c o l s = v a r s ( Des ign ) , \ \
s c a l e s = ” f r e e _ x ” , s p a c e = ” f r e e _ x ” )

+ s c a l e _ f i l l _m a n u a l ( name = ” ” , \ \
v a l u e s = c ( ” b l a c k ” , ” # 1 e 9 0 f f ” , ”# f f 9 0 1 e ” ) )

+ l a b s ( x = ” ” , y = ” \ nNa t i v e Sequence Recove ry (%) ” )
+ s c a l e _ y _ c on t i n u ou s ( expand=c ( 0 , 0 ) , l i m i t s = c ( 0 , 1 3 0 ) , \ \

b r e a k s = seq ( 0 , 1 0 0 , by =25 ) )
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+ theme ( l e g end . p o s i t i o n = ” none ” )
‘ ‘ ‘

S1 Fig B

‘ ‘ ‘ { r }
S1Bda ta <− r e ad . c s v ( ” P r o f i l e _ v a r i a b i l i t y . c s v ” , \ \
heade r = T , s ep = ” , ” )

S 1Bda t a $P ro t e i n 2 <− f a c t o r ( S1Bda t a$P ro t e i n , \ \
l a b e l s = c ( ” 5 ´− n u c l e o t i d a s e ” , ” Adeny l a t e k i n a s e ” , \ \
” CagL ” , ” Calmodul in ” , ” Dengue E p r o t e i n ” , \ \
” I n f l u e n z a HA2” , ” GroEL ” , ” RSV F p r o t e i n ” ) )

S1BFig <− g g p l o t ( S1Bdata , a e s ( x = Design , \ \
y = F r e qV a r i a b i l i t y , c o l o r =Design , \ \
shape=P r o t e i n 2 ) )

+ geom_point ( )
+ geom_path ( a e s ( group=P r o t e i n 2 ) , c o l o r =”#909090” )
+ s c a l e _ c o l o r _manu a l ( v a l u e s = c ( ” #1 e 9 0 f f ” , ”# f f 9 0 1 e ” ) , \ \

name = ” ” , gu ide=F )
+ s c a l e _ shape_manua l ( name = ” Benchmark Case ” , \ \

v a l u e s = c ( 1 7 , 0 , 4 , 8 , 9 , 1 1 , 1 3 , 1 5 , 2 , 3 ) )
+ f a c e t _ g r i d (~ Min imiza t i on )
+ l a b s ( y = ” \ nNormal ized V a r i a b i l i t y \ nfrom PSI−BLAST p r o f i l e ” )
+ theme ( a x i s . t i t l e . x = e l emen t_b l ank ( ) , \ \

l e g end . p o s i t i o n = ” bottom ” , \ \
l e g end . j u s t i f i c a t i o n = ” c e n t e r ” , \ \
l e g end . d i r e c t i o n = ” h o r i z o n t a l ” , \ \
l e g end . box = ” v e r t i c a l ” )

+ gu i d e s ( shape= gu i d e_ l e g end ( nrow=4 , byrow=TRUE , \ \
t i t l e . p o s i t i o n = ” top ” ) )

+ y l im ( 0 , 1 . 2 5 )
‘ ‘ ‘

S1 Fig

‘ ‘ ‘ { r }
S1F i g <− p l o t _ g r i d ( S1AFig , S1BFig , nrow = 1 , \ \
r e l _w i d t h s = c ( 1 , 0 . 7 ) , \ \
l a b e l s = c ( ”A” , ” B ” ) )
‘ ‘ ‘

S2 Fig

‘ ‘ ‘ { r }
S 2da t a <− r e ad . c s v ( ” AA_freq_dev ia t ionCompare . c s v ” , \ \
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heade r = T , s ep = ” , ” )

S 2d a t a $Na t i v e <− f a c t o r ( S2data$Nat iveAA , \ \
c ( ”G” , ”A” , ”V” , ” L ” , ” I ” , ”M” , ” F ” , ”W” , ” P ” , ” S ” , \ \
”T ” , ”C” , ”Y ” , ”N” , ”Q” , ”D” , ” E ” , ”K” , ”R ” , ”H” ) )

S2da t a$Muta t e <− f a c t o r ( S2data$MutateAA , \ \
c ( ”G” , ”A” , ”V” , ” L ” , ” I ” , ”M” , ” F ” , ”W” , ” P ” , ” S ” , \ \
”T ” , ”C” , ”Y ” , ”N” , ”Q” , ”D” , ” E ” , ”K” , ”R ” , ”H” ) )

S 2 d a t a $ p r o f i l e <− f a c t o r ( S 2 d a t a $ P r o f i l e , \ \
c ( ” PR ” , ” PS ” , ” Des ign ” ) )

S 2 d a t a $ p r o f i l e <− f a c t o r ( S 2 d a t a $ p r o f i l e , \ \
l a b e l s = c ( ” PSI−BLAST − RECON” , ” PSI−BLAST − SSD ” , \ \
”RECON − SSD ” ) )

S2F i g <− g g p l o t ( S2da ta , a e s ( Nat i ve , Mutate ) )
+ g eom_ t i l e ( a e s ( f i l l = F r e qu en c yD i f f ) , c o l o r =” b l a c k ” )
+ s c a l e _ f i l l _ g r a d i e n t n ( name=TeX ( ” $ \ \ De l t a $ Freq ” ) , \ \

c o l o u r s =c ( ” #994 d00 ” , ” wh i t e ” , ” # 004 d99 ” , ” b l a c k ” ) , \ \
l i m i t s = c ( −0 . 3 , 0 . 6 ) , \ \
gu ide = gu i d e_ l e g end ( r e v e r s e = T ) , \ \
b r e a k s = c ( − 0 . 3 , − 0 . 2 , − 0 . 1 , 0 . 0 , 0 . 1 , 0 . 2 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6 ) )

+ f a c e t _ g r i d (~ p r o f i l e )
+ x l a b ( bquote ( ’ Na t i v e ’ ~ AA[ x ] ) )
+ y l a b ( TeX ( ” $ \ \ De l t a $ Average muta t ion f r e qu en c y o f $AA_x$ ” ) )
+ theme ( l e g end . p o s i t i o n = ” l e f t ” , \ \

l e g end . j u s t i f i c a t i o n = ” c e n t e r ” )
‘ ‘ ‘

S3 Fig

S3 Fig A

‘ ‘ ‘ { r }
RECONexchange . c o r r <− r e ad . c s v ( ” RECONexchangeab i l i t y_ \ \
c o r r e l a t i o n . c s v ” , heade r = T , s ep = ” , ” )

RECONexchange . lm <− lm ( Des ign ~ PSIBLAST , \ \
d a t a = RECONexchange . c o r r )

RECONexchange . model <− augment ( RECONexchange . lm )

RECONexchange . mode l $p r ed i c t ed <− p r e d i c t ( RECONexchange . lm )

RECONexchange . mod e l $ r e s i d u a l s <− r e s i d u a l s ( RECONexchange . lm )
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RECONexchange . r e s i d u a l s <− g g p l o t ( RECONexchange . model , \ \
a e s ( x=PSIBLAST , y=Des ign ) )
+ geom_point ( a e s ( c o l o r = abs ( r e s i d u a l s ) , \ \

a l pha = abs ( r e s i d u a l s ) ) )
+ x l im ( 0 , 0 . 1 7 5 )
+ y l im ( 0 , 0 . 1 7 5 )
+ geom_ab l ine ( i n t e r c e p t = 0 , s l o p e = 1 , c o l o r =”#909090” )
+ l a b s ( x=” PSI−BLAST ” , y =” \nRECON” )
+ s c a l e _ c o l o r _ c o n t i n u o u s ( low = ”#1 e 9 0 f f ” , \ \

h igh = ” b l a c k ” , l i m i t =c ( 0 , 0 . 1 ) )
+ gu i d e s ( a l pha=F , c o l o r =F )

SSDexchange . c o r r <− r e ad . c s v ( ” S SDe x c h an g e a b i l i t y _ \ \
c o r r e l a t i o n . c s v ” , heade r = T , s ep = ” , ” )

SSDexchange . lm <− lm ( Des ign ~ PSIBLAST , \ \
d a t a = SSDexchange . c o r r )

SSDexchange . model <− augment ( SSDexchange . lm )

SSDexchange . mode l $p r ed i c t ed <− p r e d i c t ( SSDexchange . lm )

SSDexchange . mod e l $ r e s i d u a l s <− r e s i d u a l s ( SSDexchange . lm )

SSDexchange . r e s i d u a l s <− g g p l o t ( SSDexchange . model , \ \
a e s ( x=PSIBLAST , y=Des ign ) )
+ geom_point ( a e s ( c o l o r = abs ( r e s i d u a l s ) , \ \

a l pha = abs ( r e s i d u a l s ) ) )
+ x l im ( 0 , 0 . 1 7 5 )
+ y l im ( 0 , 0 . 1 7 5 )
+ geom_ab l ine ( i n t e r c e p t = 0 , s l o p e = 1 , \ \

c o l o r =”#909090” )
+ l a b s ( x=” PSI−BLAST ” , y =” \ nSSD ” )
+ s c a l e _ c o l o r _ c o n t i n u o u s ( low = ”# f f 9 0 1 e ” , \ \

h igh = ” b l a c k ” , l i m i t =c ( 0 , 0 . 1 ) )
+ gu i d e s ( a l pha=F , c o l o r =F )

‘ ‘ ‘

S3 Fig B

‘ ‘ ‘ { r }
RECONexchange . lm <− lm ( Des ign ~ PSIBLAST , \ \
d a t a = RECONexchange . c o r r )
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i n d e x l a b e l <− r e ad . c s v ( ” I nd exLab e l . c s v ” , heade r = T)

N <− nrow ( RECONexchange . lm$model )

d f <− da t a . f rame ( Index = 1 :N, \ \
d f s t a t s = d f b e t a s ( RECONexchange . lm ) )

d f$group <− f a c t o r ( i f e l s e ( d f $ d f s t a t s . PSIBLAST > 0 . 1 0 2 6 , \ \
1 , i f e l s e ( d f $ d f s t a t s . PSIBLAST < −0 .1026 , 1 , 0 ) ) )

d f <− cb ind ( df , i n d e x l a b e l )

RECON. d f b e t a <− g g p l o t ( df , \ \
a e s ( Index , d f s t a t s . PSIBLAST ) )
+ geom_point ( s i z e =0 . 2 5 , a e s ( c o l o r =group ) )
+ geom_segment ( a e s ( Index , xend=Index , 0 , \ \

yend= d f s t a t s . PSIBLAST , c o l o r =group ) , d a t a =d f )
+ s c a l e _ c o l o r _manu a l ( v a l u e s =c ( ” #1 e 9 0 f f ” , ” b l a c k ” ) )
+ l a b s ( y =” \nDFBETA” )
+ gu i d e s ( c o l o r = F )
+ y l im ( −1 ,1 )
+ g e om_ l a b e l _ r e p e l ( d a t a = s u b s e t ( df , group ==”1” ) , \ \

a e s ( l a b e l = L ab e l i n d e x ) , \ \
nudge_y = 0 . 1 , d i r e c t i o n =” y ” , segment . c o l o r = ” g r ey80 ” , \ \
segment . s i z e = 0 . 5 , s i z e = 1 . 5 )

SSDexchange . lm <− lm ( Des ign ~ PSIBLAST , d a t a = SSDexchange . c o r r )

N <− nrow ( SSDexchange . lm$model )

d f <− da t a . f rame ( Index = 1 :N, \ \
d f s t a t s = d f b e t a s ( SSDexchange . lm ) )

d f$group <− f a c t o r ( i f e l s e ( d f $ d f s t a t s . PSIBLAST > 0 . 1 0 2 6 , \ \
1 , i f e l s e ( d f $ d f s t a t s . PSIBLAST < −0 .1026 , 1 , 0 ) ) )

d f <− cb ind ( df , i n d e x l a b e l )

SSD . d f b e t a <− g g p l o t ( df , a e s ( Index , d f s t a t s . PSIBLAST ) )
+ geom_point ( s i z e =0 . 2 5 , a e s ( c o l o r =group ) )
+ geom_segment ( a e s ( Index , xend=Index , 0 , \ \

yend= d f s t a t s . PSIBLAST , c o l o r =group ) , d a t a =d f )
+ s c a l e _ c o l o r _manu a l ( v a l u e s =c ( ” # f f 9 0 1 e ” , ” b l a c k ” ) )
+ l a b s ( y =” \nDFBETA” )
+ gu i d e s ( c o l o r = F )

105



+ y l im ( −1 ,1 )
+ g e om_ l a b e l _ r e p e l ( d a t a = s u b s e t ( df , group ==”1” ) , \ \

a e s ( l a b e l = L ab e l i n d e x ) , \ \
nudge_y = 0 . 1 , d i r e c t i o n =” y ” , segment . c o l o r = ” g r ey80 ” , \ \
segment . s i z e = 0 . 5 , s i z e = 1 . 5 )

‘ ‘ ‘

S3 Fig

‘ ‘ ‘ { r }
S3F i g <− p l o t _ g r i d ( RECONexchange . r e s i d u a l s , \ \
SSDexchange . r e s i d u a l s , \ \
RECON. d f b e t a , SSD . d f b e t a , \ \
nrow = 2 , n co l = 2 , l a b e l s = c ( ”A” , ” ” , ” B ” , ” ” ) )
‘ ‘ ‘

S4 Fig

‘ ‘ ‘ { r }
S 4da t a <− r e ad . c s v ( ” HA_var . c s v ” , \ \
heade r = T , s ep = ” , ” )

S 4da t a $Sub t ype <− f a c t o r ( S4da t a$Sub type , \ \
c ( ”H3N2” , ”H3” , ”H4” , ”H7” , ”H1” , ”H2 ” ) )

g g p l o t ( S4da ta , a e s ( x=ResNum , y=ResDev , c o l o r =Sub type ) )
+ geom_point ( )
+ s c a l e _ c o l o r _manu a l ( name=” Sub type ” , \ \

v a l u e s = c ( ” #901 e f f ” , ” # 982 f e a ” , ” # a548cc ” , \ \
”# ba7298 ” , ” # ca9370 ” , ”# e3c532 ” ) )

+ l a b s ( x=” R e s i d i u e Number (2HMG, cha in F ) ” , \ \
y=”RMSD of d e s i g n p r o f i l e t o IVR sub t ype p r o f i l e ” )

+ f a c e t _ g r i d ( Sub type ~ Des ign )
+ theme ( l e g end . p o s i t i o n = ” bottom ” , \ \

l e g end . j u s t i f i c a t i o n = ” c e n t e r ” , \ \
l e g end . d i r e c t i o n = ” h o r i z o n t a l ” , \ \
l e g end . box = ” v e r t i c a l ” )

+ theme ( l e g end . p o s i t i o n = ” none ” )
‘ ‘ ‘

S5 Fig

S5 Fig A

‘ ‘ ‘ { r }
S5da t a <− r e ad . c s v ( ” p r o x im i t yX con t a c t . c s v ” , \ \
heade r = T , s ep = ” , ” )
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S5AFig <− g g p l o t ( S5da ta , a e s ( x=diRMSD , y= T a l l y ) )
+ geom_point ( c o l o r =” wh i t e ” , s i z e =0 . 2 5 )
+ geom_hex ( b i n s =25)
+ s c a l e _ f i l l _ g r a d i e n t n ( name=” Re s idue Count ” , \ \

c o l o u r s =c ( ” # E8E8E8 ” , ” # a8a8a8 ” , ” # 9 0 9 0 9 0 ” , ” # 4 5 4 5 4 5 ” , \ \
” # 222222 ” , ” b l a c k ” ) , gu ide = gu i d e_ l e g end ( ) )

+ l a b s ( x=” D ih ed r a l Angle \ nDev i a t i on ( rad ) ” , \ \
y =” \ nContac t P rox im i t y \ nDev i a t i on (Å) ” )

+ theme ( l e g end . p o s i t i o n = ” bottom ” , \ \
l e g end . j u s t i f i c a t i o n = ” c e n t e r ” , \ \
l e g end . d i r e c t i o n = ” h o r i z o n t a l ” , \ \
l e g end . box = ” v e r t i c a l ” , \ \
l e g end . t e x t = e l emen t _ t e x t ( s i z e = 8 ) , \ \
l e g end . key . h e i g h t = g r i d : : u n i t ( 0 . 3 3 , ” cm” ) , \ \
l e g end . key . width = g r i d : : u n i t ( 0 . 3 3 , ” cm ” ) )
+ gu i d e s ( f i l l = gu i d e _ l e g end ( nrow = 1 , byrow = T , \ \
t i t l e . p o s i t i o n = ” top ” , \ \
t i t l e . h j u s t = 0 . 5 ) , c o l o r =F )

‘ ‘ ‘

S5 Fig B

‘ ‘ ‘ { r }
S5da t a <− r e ad . c s v ( ” p r o x im i t yX con t a c t . c s v ” , \ \
heade r = T , s ep = ” , ” )

S5BFig <− g g p l o t ( S5da ta , a e s ( x=ZdiRMSD , y=ZTa l l y ) )
+ geom_point ( c o l o r =” wh i t e ” , s i z e =0 . 2 5 ) + geom_hex ( b i n s =25)
+ s c a l e _ f i l l _ g r a d i e n t n ( name=” Re s idue Count ” , \ \

c o l o u r s =c ( ” # E8E8E8 ” , ” # a8a8a8 ” , ” # 9 0 9 0 9 0 ” , \ \
” # 4 5 4 545 ” , ” # 2 2 2 222 ” , ” b l a c k ” ) , \ \
gu ide = gu i d e_ l e g end ( ) , \ \
b r e a k s = c ( 1 0 , 2 5 , 5 0 , 7 5 , 1 0 0 , 1 5 0 ) )

+ l a b s ( x=” D ih ed r a l Angle \ nDev i a t i on z− s c o r e ( rad ) ” , \ \
y =” \ nContac t P rox im i t y \ nDev i a t i on z− s c o r e (Å) ” )

+ theme ( l e g end . p o s i t i o n = ” bottom ” , \ \
l e g end . j u s t i f i c a t i o n = ” c e n t e r ” , \ \
l e g end . d i r e c t i o n = ” h o r i z o n t a l ” ,
l e g end . box = ” v e r t i c a l ” , \ \
l e g end . t e x t = e l emen t _ t e x t ( s i z e = 8 ) , \ \
l e g end . key . h e i g h t = g r i d : : u n i t ( 0 . 3 3 , ” cm” ) , \ \
l e g end . key . width = g r i d : : u n i t ( 0 . 3 3 , ” cm ” ) )

+ gu i d e s ( f i l l = gu i d e _ l e g end ( nrow = 1 , byrow = T , \ \
t i t l e . p o s i t i o n = ” top ” , \ \
t i t l e . h j u s t = 0 . 5 ) , c o l o r =F )
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APPENDIX B

SUPPLEMENTARY FIGURES FOR THE RECONMSD BENCHMARK
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Figure B.1.: Design native sequence recovery andmutation profile variability comparisons to PSI-BLAST pro-
files using relaxed and unminimized starting models. (A) Comparison of total native sequence recovery of relaxed
and unminimized RECON MSD and SSD designs to PSI-BLAST sequence profiles generated using the native se-
quence. Asterisks indicate the significance of difference of means of each design in comparison to the PSI-BLAST
profile, with a z-test p-value < 0.01 represented by one asterisk, and a p-value < 0.00001 by three asterisks. (B)
Mutation frequency variances of designs in comparison to a PSI-BLAST profile, normalized by protein length.
The y-axis values represent the average variability of mutation profiles for each designed residue in relation to a
PSI-BLAST profile, as described in Fig 3.

Figure B.2.: Difference in average amino acid exchangeability between sequence profiles. The x axis represents
the original amino acid. The y axis represents the difference in average mutation frequencies between two profiles,
which are noted above each grid. Along the diagonal axis, indicating native sequence conservation, values less than
zero (oranges) signify that the latter profile was more highly conserved, and values greater than zero (blues to black)
signify that the native residue was less conserved in the latter profile. Not along the diagonal, values less than zero
indicate that exchangeability of the native residue to the indicated residue along the y axis was higher in the latter
profile, whereas values greater than zero indicate that exchangeability was lower in the latter profile.
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Figure B.3.: Comparison of individual exchangeability rates. (A) Scatterplots of each exchangeability rate as
observed in a PSI-BLAST profile compared to design profile. Both the x and y axes represent the exchangeability
frequency of a native amino acid to a specific, non-native amino acid, with PSI-BLAST exchangeability rates along
the x axis, and design exchangeability rates along the y axis. For reference, a grey line drawn is drawn along where
the exchangeability rates would be equal between a PSI-BLAST and design profile. Both an adjusted 𝑟2 and 𝜏𝛽
value is provided, along with the associated two-sided p-value. Lighter points are found along the linear regression
model, and darker points represent outliers. (B) Measures of influence for individual exchangeability rate. The index
listed along the x axis refers to each exchangeability rate, indexed in order alphabetically. For reference, in the first
nineteen indices, the first index refers to the A to C mutation frequency, followed by the next eighteen indices that
correspond with A to D through Y mutation frequencies. The measure of influential observation, or DFBETA index,
is represented along the y axis. The height and direction of each bar corresponds with the change in regression model
correlation coefficient without that particular observation. Influential outliers that have > | 2√𝑁 | index value, or
±0.106 threshold, are colored in black and are labeled with the associated mutation.
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FigureB.4.: Rootmean square deviation of residuemutation preferences between influenzaA subtypemultiple
sequence alignments and their RECONMSD and SSD profiles. Each IVR subtype mutation profile was generated
by multiple sequence alignment of HA2 sequences within the IVR database, subdivided by HA subtype including H1,
H2, H3, H4, and H7. Because the designed sequence used only an H3N2 HA2 backbone, the H3N2 subtype was
included in addition to H3. Only positions that align to the native sequence used for design were included within the
profile. HA2 subsequences are separated and ordered by similarity to H3N2, from highest similarity on the top. The
x axis each aligned position of the HA2 sequence, corresponding to the H3N2 residue numbering of PDB ID 2HMG,
chain F. The y axis is the root mean square deviation (RMSD) of each residue’s subtype-specific profile within the
multiple sequence alignment with respect to RECON MSD, on the left, and to SSD on the right.
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Figure B.5.: Correlation of dihedral angle RMSD and 𝐶𝛽 − 𝐶𝛽 distance deviation. (A) The x-axis represents
dihedral RMSD, measured in radians, and the y-axis represents contact proximity deviation, measured in Å. The hex
bins shaded in grey are the number of residues within the deposited PDB structure have have both a 𝐶𝛽 −𝐶𝛽 distance
deviation and dihedral angle RMSD within a bin. (B) Axes represent same metrices as in Panel A, normalized by
z-score.
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APPENDIX C

SUPPLEMENTARY FIGURES FOR THE IDENTIFICATION AND CLUSTERING OFMINIMAL CONFORMATIONAL B-CELL EPITOPES
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Figure C.1.: Clustered DV E residues identified by high contact proximity deviation, total energy scores, and
community detection. The x, y, and z axes represent the 𝐶𝛼 atom coordinates of each residues with the pre- or
post-fusion conformations, indicated on the right grey panels. 𝐶𝛼 coordinates not considered for clustering are shown
in transparent grey, whereas clustered residues are designated by an opaque color.
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Figure C.2.: Clustered RSV F residues identified by high contact proximity deviation, total energy scores, and
community detection and their enrichment for positively identified epitopes. (Top) The x, y, and z axes represent
the 𝐶𝛼 atom coordinates of each residues with the pre- or post-fusion conformation. 𝐶𝛼 coordinates not considered
for clustering are shown in transparent grey, whereas clustered residues are designated by an opaque color. (Bottom)
The bottom panel panel depicts the number of residues identified (Clustered) or not identified (Excluded) as epitopes
by the clustering approach described in the last paragraph of section III.2.2 on page 45.
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APPENDIX D

STRUCTURAL BASIS FOR NONNEUTRALIZING ANTIBODY COMPETITION AT ANTIGENIC SITE II OF THE RESPIRATORY SYNCYTIAL
VIRUS FUSION PROTEIN

This chapter is based on the publication “Structural basis for nonneutralizing antibody competition
at antigenic site II of the respiratory syncytial virus fusion protein”. Marion F. Sauer performed FPLC
purification negative stain electronmicroscopy, particle picking, class averaging to provide the structural
basis of binding angle of the 14N4-RSV 18537 B post-fusion F complex. Although not included in
the manuscript, Marion F. Sauer also performed negative stain electron microscopy on additional Fab
complexes with RSV DS-Cav1 pre-fusion RSV 18537 B post-fusion conformations, including Fabs
13A8 and 3J20. Due to the poor resolution, the negative stain electron microscopy class averages were
insufficient in providing any structural data of these Fab-RSV F protein complexes. However, the
observation of binding angle deviation in these initial experiments contributed to the development of
the working hypothesis within “Structural basis for nonneutralizing antibody competition at antigenic
site II of the respiratory syncytial virus fusion protein”.

Palivizumab was the first antiviral mAb approved for therapeutic use in humans, and
remains a prophylactic treatment for infants at risk for severe disease because of RSV.
Palivizumab is an engineered humanized version of a murine mAb targeting antigenic site
II of the RSV F protein, a key target in vaccine development. There are limited reported
naturally occurring human mAbs to site II; therefore, the structural basis for human an-
tibody recognition of this major antigenic site is poorly understood. Here, we describe a
nonneutralizing class of site II-specific mAbs that competed for binding with palivizumab to
postfusion RSV F protein. We also describe two classes of site II-specific neutralizing mAbs,
one of which escaped competition with nonneutralizing mAbs. An X-ray crystal structure
of the neutralizing mAb 14N4 in complex with F protein showed that the binding angle at
which human neutralizing mAbs interact with antigenic site II determines whether or not
nonneutralizing antibodies compete with their binding. Fine-mapping studies determined
that nonneutralizing mAbs that interfere with binding of neutralizing mAbs recognize site II
with a pose that facilitates binding to an epitope containing F surface residues on a neigh-
boring protomer. Neutralizing antibodies, like motavizumab and a new mAb designated
3J20 that escape interference by the inhibiting mAbs, avoid such contact by binding at an
angle that is shifted away from the nonneutralizing site. Furthermore, binding to rationally
and computationally designed site II helix-loop-helix epitope-scaffold vaccines distinguished
neutralizing from nonneutralizing site II antibodies.

D.1. Introduction

RSV is a highly contagious human pathogen, infecting the majority of infants before age 2 y, and is the
leading cause of viral bronchiolitis and viral pneumonia in infants and children.226,227 RSV remains a
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top priority for vaccine development, as thousands of deaths are recorded worldwide each year because
of complications from infection.228 To date, there is no licensed RSV vaccine. A major focus of RSV
vaccine development has been inclusion of the RSV F protein, a class I fusion glycoprotein that is
synthesized as a precursor and cleaved into two disulfide-linked fragments upon maturation into a
trimer.229 Although the RSV virion contains two additional surface proteins, the highly-glycosylated
attachment (G) protein and the small hydrophobic protein, the F protein is highly conserved among
strains of RSV strains and is the major target of protective neutralizing antibodies.

The F protein is known to adopt at least two major conformations: the metastable prefusion confor-
mation and the postfusion conformation. Following attachment of the virion to a cell by the G protein,
the F protein undergoes a dramatic structural rearrangement, resulting in fusion of the viral and cell
membranes, and in cultured cells causes formation of cell syncytia. Four major neutralizing antigenic
regions have been identified to date in the F protein, generally designated antigenic sites I, II, IV, and
Ø, with the latter present only in the prefusion conformation. Site II is the target of palivizumab,230

a prophylactic treatment licensed for use in high-risk infants during the RSV season. An RSV F pro-
tein subunit vaccine candidate comprising aggregates of the postfusion conformation of RSV F is
being tested currently in clinical trials,231 and serum antibody competition with palivizumab has been
proposed as a potential serologic correlate of immunity for that vaccine.232,233 We and others have
isolated and studied RSV F-specific mAbs using murine hybridomas,234 sorted macaque B cells,224 and
transformed human B cells or human antibody gene phage-display libraries.235,236 Examples include
mAbs 101F,234 D25,68 and the next-generation site II mAb motavizumab.237 However, there are no
reported naturally occurring human mAbs to site II, and palivizumab is an engineered humanized
version of the murine mAb 1129.238 Therefore, the repertoire of human antibodies interacting with site
II and the structural basis for their recognition of this major antigenic site is poorly understood.

To characterize the human immune response to the RSV F protein, we isolated and characterized
human mAbs targeting the RSV F protein, and in particular focused discovery efforts on antigenic site
𝐼𝐼. Defining the structural basis for interaction of site II-specific antibodies revealed new insights into
the complexity of this site and diverse modes of recognition that determined whether or not site II
competing human antibodies neutralize RSV.

D.2. Results

D.2.1. Antibody Isolation, Binding, and Neutralization

We isolated nine human mAbs from four human donors targeting the postfusion RSV F protein using
human hybridoma technology (16). Transformed B cells generated from the B cells of adult human
donors were screened by ELISA for reactivity to the RSV A2 F protein. Reactive cells were fused
with myelomas to create hybridoma cell lines and plated in a 384-well plate. After 7 to 10 d, culture
supernatants were screened for binding to recombinant, postfusion RSV A2 F protein. Cells from
positive wells were expanded, respectively, into single wells in a 96-well culture plate using culture
medium containing CpG, Chk2 inhibitor II, and irradiated heterologous human PBMCs. After 1 wk,
culture supernatants were screened by ELISA for binding to recombinant, postfusion RSV A2 F protein.
Clonal hybridomas were obtained by single-cell flow cytometric sorting, and isotyping analysis of
purified mAbs showed them to be primarily of the IgG1 subclass (table D.1 on the next page). To assess
whether the mAbs possessed neutralizing activity, purified mAbs were tested by a plaque reduction
neutralization assay using RSV strain A2. As expected, serum from two donors neutralized RSV. Of
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Neutralization
(IC50 ; ngmL−1)

Binding to F protein for indicated strain
(EC50 ; ngmL−1)

Donor Monoclonal
antibody

IgG
subclass

Light
chain RSV A2 RSV A2 RSV A2

DS-Cav1
RSV A2
SC-TM

RSV
18537 B

2 4E7 1 λ > 19 > 110 21
2 10F13 1 κ > 17 66 93 21
1 14C16 1 κ > 19 110 95 20
3 4B6 3 λ > 24 > 130 24
1 9J5 1 κ > 30 > 150 40
1 12I1 1 λ > 26 > 250 33
1 14N4 1 κ 695 78 70 57 57
4 13A8 1 κ 55 82 62 52 64
2 3J20 1 κ 377 84 60 48 50

Control
mAbs Motivuzimab 1 κ 123 30 37 28 35

101F 1 κ 402 50 62 80 45
D25 1 κ 21 > 89 72 >

Table D.1.: Isotype, binding and neutralization features of nine new RSV F-specific human mAbs or control
mAbs. EC50 values correspond to the concentration at which half-maximum signal was obtained in ELISA, based
on optical density at 405 nm. Neutralization values were determined using a plaque-reduction assay, where the
IC50 corresponds to the mAb concentration at which 50% plaque reduction was observed. > indicates no signal
was detected below 100 μgmL−1 in neutralization assays and 20 μgmL−1 in ELISA binding assays; DS-Cav1 and
SC-TM represent prefusion stabilized RSV F.

the mAbs isolated, 14N4, 13A8, and 3J20 neutralized virus, whereas the remaining mAbs failed to
show neutralization activity when tested at concentrations up to 100 μgmL−1 . These three neutralizing
mAbs had IC50 values less than 1 μgmL−1 (table D.1 and Fig. S1). Recombinantly expressed site II
mAb motavizumab (14), and previously described mAbs to site IV (101F)234 and site Ø (D25),68 were
also tested for comparison. Mab 13A8 possessed potency similar to that of motavizumab and D25.
mAbs were tested for binding by ELISA to postfusion or prefusion-stabilized disulfide-cavity filling
(DsCav1) or single chain-triple mutant (SC-TM) RSV strain A2 F proteins14,239 and postfusion F from
RSV strain 18537 B (table D.1). Determination of EC50 values revealed that the three neutralizing mAbs
bound to both prefusion and postfusion F proteins with equal affinity, agreeing with the conservation
of the antigenic site II epitope between pre- and postfusion RSV F (table D.1). Furthermore, we did not
detect major differences between binding to purified DSCav1 or SC-TM prefusion-stabilized F protein
variants, suggesting the conformation of these antigens is similar at site II. Although the remaining
mAbs did not neutralize RSV, EC50 values for binding in ELISA to postfusion F protein were similar
for the neutralizing and nonneutralizing mAbs. These data suggest that the binding location or pose,
rather than the affinity, is the critical determinant for RSV neutralization in this set of mAbs. MAbs 4E7,
4B6, 9J5, and 12I1 favored the postfusion conformation, based on differences in binding to stabilized
prefusion versus postfusion F protein. Serum from two donors was also tested for binding, and no
significant differences were observed among the two.
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D.2.2. Epitope Binning Reveals the Complexity of Site II

To determine putative binding sites for the isolated mAbs, real-time competitionbinding studies were
conducted with his-tagged RSV F proteins coupled to antipenta-his biosensor tips. We included
recombinant forms of the previously described RSV mAbs 101F (site IV), 131-2a (site I),240 palivizumab
(site II), and motavizumab (site II) for comparative purposes in the competition-binding study on
postfusion and prefusion F, because the epitopes for those mAbs have been defined previously. A
complex array of five distinct competition-binding groups was observed for binding to postfusion F
(figure D.1 on the next page). The groups containing mAbs binding to antigenic sites I, II, and IV were
identified using the control mAbs. Three mAbs targeted site I, a neutralizing epitope present near the
membrane proximal region of the F protein. However, none of these mAbs possessed neutralizing
activity. The previously reported murine mAb 131-2a exhibits a low level of neutralizing activity,68

but recognition of this epitope by human mAbs was not associated with neutralization, suggesting
antigenic site I is not a major target of the human neutralizing antibody response. The remaining mAbs
competed with antibodies directed to antigenic site II. Three mAbs (4B6, 9J5, 12I1) competed with site
II-specific antibodies, yet failed to neutralize RSV, suggesting they do not bind in the correct orientation
or they do not contact the full complement of critical amino acid residues in the site. The three
neutralizing mAbs 14N4, 13A8, and 3J20 competed for binding to postfusion F with both palivizumab
and motavizumab, as would be expected for mAbs targeting antigenic site II, yet subtle differences
were observed among the competition patterns. mAb 3J20 differed from the other two by competing
only with other neutralizing mAbs. The most potent mAb, 13A8, showed 50% competition with the
nonneutralizing mAb 9J5 and directly competed with 12I1. Interestingly, mAb 14N4 directly competed
with all three nonneutralizing mAbs, forming a block of four mAbs containing both neutralizing and
nonneutralizing mAbs. Furthermore, intermediate onedirectional competition was observed for 14N4
with site I mAbs 4E7 and 14C16.

Based on these data, it is apparent that mAbs competing for antigenic site II constitute at least three
groups, which we designated antigenic sites IIa and IIb for neutralizing poses, and site VII for the
nonneutralizing site. Antigenic site VII is represesented by the nonneutralizingmAb 12I1. Antigenic site
IIb, containingmAb 3J20 andmotavizumab, is a discrete competition group containing only neutralizing
mAbs. Antigenic site IIa is an intermediate site, distinguished from site IIb as competing with both
neutralizing and nonneutralizing mAbs, and is recognized by mAbs 14N4, 13A8, and palivizumab.
Further differences in competition patterns within the site IIa group of mAbs were observed, as 14N4
competes with all three nonneutralizing mAbs, 13A8 competes with two, and palivizumab competes
with one, suggesting a gradient of binding poses occur at antigenic site IIa between sites VII and IIb.
We also tested competition using prefusion F (DSCav1) as the immobilized antigen, and included
the prefusionspecific mAb D25 for comparison (figure D.1 on the following page). Although site VII
mAbs do not bind well to prefusion F protein by ELISA, we observed significant binding in biolayer
interferometry experiments, allowing competition studies to be conducted with prefusion F. A similar
pattern of three distinct groups was observed for antigenic site II in prefusion F; however, competition
at site IIa was weaker among mAbs in the group, suggesting sites VII and IIa may be further apart in the
prefusion than in the postfusion conformation. Such a complex array of competition-binding groups
was unexpected, because the site II mAb palivizumab, which is used in prophylactic treatment, also
bidirectionally competedwith the nonneutralizingmAb 12I1. A palivizumabcompetition assay designed
to detect the presence of site II antibodies in immune serum by competing with palivizumab232,233

has been proposed as a correlate of immunity for an RSV postfusion F protein vaccine candidate.
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Figure D.1.: Epitope binning and saturation alanine scanning mutagenesis for mAbs binding RSV F protein in
the postfusion (A) or DS-Cav1 prefusion (B) conformations. Data indicate the percent binding of the competing
antibody in the presence of the primary antibody, compared with the competing antibody alone. Cells filled in
black indicate full competition, in which ≤33% of the uncompeted signal was observed, intermediate competition
(gray) if signal was between 33% and 66%, and noncompeting (white) if signal was ≥ 66%. Antigenic sites are
highlighted at the top and side based on competition-binding with the control mAbs D25 (site Ø), 131-2a (site I),
palivizumab (PALI) or motavizumab (MOTA) (site II), or 101F (site IV). Competition for antigenic site II mAbs
formed three groups, corresponding to site VII (green border), IIa (blue border), or IIb (orange border). Competition
with nonneutralizing mAbs was less pronounced in the prefusion conformation. (C) Binding values for isolated mAbs
14N4 and 12I1 with palivizumab or D25 control mAbs. The mAb reactivity for each RSV F mutation was calculated
relative to that of wild-type RSV F. Error bars indicate the measurement range. (D) The residues important for
binding of 14N4 (blue) or 12I1 (green) are mapped on the RSV F trimeric structure as spheres. Residues important
for 14N4 and 12I1 binding are very distant on the same protomer, yet are in close contact through quaternary
interactions at the protomer 1–protomer 2 interface, leading to competition between neutralizing mAb 14N4 and
nonneutralizing mAb 12I1. (E) Quaternary interactions between antigenic sites IIa and VII were less pronounced in
the prefusion conformation, as site IIa is farther away from site VII on the same and adjacent protomers.
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Indeed, we repeated the competition using published palivizumab competition assay protocols,232

where biotinylated palivizumab was spiked into control mAbs, as well as donor serum. As expected, we
observed donor serum neutralized RSV and competed with palivizumab at low dilutions. Furthermore,
mAbs 14N4 and 12I1 both competed with palivizumab, with 12I1 showing competition only on
postfusion F, similar to the competition data in figure D.1 on the previous page.

Based on the data described, it appears motavizumab and 3J20-like mAbs may be better candidates
for this purpose, as competition with these mAbs is observed only with neutralizing mAbs, but the
palivizumab-competing antibody population contains a proportion of nonneutralizing mAbs. To
determine if the nonneutralizingmAb 12I1 blocked neutralization of palivizumab or 14N4, we incubated
mAb 12I1 with virus initially before applying the neutralizing mAbs. No significant difference was
observed between those samples incubated with 12I1 and control mAbs. This finding is expected as
12I1 favors the postfusion conformation (table D.1 on page 119), which allows membrane fusion by
the F protein before 12I1 binding. Thus, the site VII mAbs do not inhibit neutralization, yet are likely
produced in response to a postfusion F immunogen, and also affect the palivizumab competition assay.

D.2.3. Saturation Alanine Scanning Mutagenesis

To better understand the complexity of antigenic site II and the specificity of mAbs recognizing the site,
we performed saturation alanine scanning mutagenesis to identify residues critical for the binding of the
neutralizing mAb 14N4 or nonneutralizing mAb 12I1. Residues Asp263, Ile266, Asp269, and Lys271
were critical for 14N4 binding (Panel C in figure D.1 on the previous page). Interestingly, we previously
identified a Ile266Metmutation when generatingmonoclonal antibody-resistant mutant (MARM) virus
by in vitro selection using the RSV F targeting human Fab19235 isolated from a phage-display library.
Based on the X-ray crystal structure of the RSV F protein (Panel D in figure D.1 on the preceding
page), Ile266 is positioned at the bottom of the antigenic site II helix– loop–helix motif and is pointed
toward the inner protein core, suggesting the residue disrupts the antigenic motif by allosteric effects.
In the same study,235 selection with several murine mAbs produced MARM viruses with Lys272Asn,
and similarly, selection with palivizumab in vitro or in vivo, generated similar MARM viruses with
the following mutations: Lys272Met, Lys272Gln, and Asn268Ile.241,242 The Lys272Gln MARM virus
completely resisted prophylactic palivizumab treatment.243 Unexpectedly, mutagenesis scanning for
the site VII mAb 12I1 revealed critical residues over 40Å away in the RSV F monomer: Leu467 and
Lys470 (Panels C in figure D.1 on the previous page). Although the site VII mAb 12I1 and site IIa mAb
14N4 competed for binding, the critical residues for binding were quite different, with site VII residues
falling on the 47Å extended loop connecting the lower structured portion to the helix bundle in a single
protomer of F in postfusion conformation (Panel D in figure D.1 on the preceding page). However,
when the F protein is viewed as a trimeric structure, all residues in antigenic sites VII and IIa come in
close proximity through quaternary interactions. Antigenic site IIa in one protomer of F in the trimer is
within 13Å of antigenic site VII on an adjacent protomer. Although a quaternary epitope for RSV F has
been described for the mAb AM14,244 the site VII/IIa mAb competition is the first described example
of quaternary interactions contributing to nonneutralizing mAb competition with a neutralizing mAb.
In the prefusion conformation (Panel E in figure D.1 on the previous page), antigenic sites VII and IIa
are farther apart than in the postfusion form. Antigenic site IIa is equidistant from site VII on the same
and the adjacent protomer. This difference confirms the observation in the epitope binning studies in
which competition on prefusion F between antigenic sites IIa and VII was less pronounced than in the
postfusion conformation. The intermediate level of competition for binding to the prefusion form of F
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between sites VII and IIa mAbs was consistent for mAbs 14N4, 13A8, and palivizumab.

D.2.4. Structure of the 14N4-Fab–RSV F Complex

Because 14N4 is a unique mAb, competing not only with palivizumab but also with nonneutralizing
mAbs, we next sought to determine the structural basis for competition of 14N4 with other mAbs
recognizing site II. The 14N4 fragment antigen-binding region (14N4-Fab) was crystallized in space-
group P 1 21 1 and the structure was solved to 2.0Å with Rwork/Rfree = 19.5

21.0 % . 14N4-Fab then was
incubated with postfusion RSV A2 F, and the complex was isolated by size-exclusion chromatogra-
phy and crystallized in spacegroup P 42 21 2. After screening with numerous cryoprotectants and
attempts at data collection at room temperature, the best X-ray diffraction of the complex was to 4.1Å.
The crystal structures of postfusion RSV F and 14N4 variable and constant Fab regions were used
in molecular replacement to solve the structure of the complex with Rwork/ Rfree = 25.6

28.2 %, refined
using noncrystallographic symmetry (NCS) torsion and reference-model restraints. Separate searches
were needed for the variable and constant regions of the 14N4-Fab region as the constant region was
shifted 56° from the apo–14N4-Fab structure, an observation likely attributed to crystal packing, as the
constant region makes contacts to the next asymmetric unit. The asymmetric unit is composed of the
RSV F trimer with three 14N4-Fab molecules, one at each protomer of RSV F (Panel A in figure D.2 on
the following page. Electron density for the RSV F protein and the three 14N4-Fab variable regions was
well defined, especially at each interface between the two molecules. To confirm binding at antigenic
site II in RSV strain 18537 B, we complexed 14N4 with RSV 18537 B postfusion F and class-averages
determined from negative-stain EM images indicated the position and orientation of the 14N4-Fab
molecules were similar to those in the X-ray crystal structure (Panel A in figure D.2 on the next page).
The HCDR3 of 14N4-Fab nestles between the two helices in the antigenic site II motif, where several
hydrophobic residues exist. Residues in the RSV F structure important for binding based on alanine
scanning mutagenesis are highlighted in Panel B of figure D.2 on the following page, where they make
key interactions with 14N4-Fab. Asp263 is within hydrogen bonding distance of the backbone Gly56
on 14N4, and Lys271 likely interacts with the HCDR3 by hydrogen bonding with Thr107 (Panel B in
figure D.2 on the next page). Furthermore, the light-chain also appears important for binding, because
Asn99 and Ser37 of the LCDR1 are in close contact with Asp269. Lys272 is near of the LCDR2 Asp57,
although this residue was not critical for binding in mutagenesis scanning experiments. As expected,
interactions were not observed for Ile266, as this residue is buried at the base of the helix–loop–helix
motif.

Compared with the structure of motavizumab in complex with the site II peptide, striking differences
were observed. Overlaying at antigenic site II, the motavizumab angle of binding is significantly
different, as it is shifted 42° from the 14N4 binding region in the direction away from the 12I1 site
VII (Panel C in figure D.2 on the following page). This structural difference correlates with the lack
of competition between antigenic site IIb mAbs motavizumab and 3J20, and the antigenic site VII
nonneutralizing mAbs binding at Leu467 and Lys470. 14N4 could indeed block the binding of 12I1,
because its binding pose is predicted to be shifted just 27° from site VII. However, motavizumab is
shifted away from site IIa enough to prevent competition with mAb 12I1. Considering critical binding
interactions, we noted that motavizumab hydrogen bonds to Asp263 using Asp54 (HCDR2) distantly,
to Lys272 with Asp50 (LCDR2), and Asp269 using Ser92 (LCDR3) (Panel D in figure D.2 on the next
page). Interestingly, motavizumab bypasses Lys271, leaving no residues in the vicinity with which
to interact. This positioning causes a shift away from site VII, as the majority of the interactions are
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Figure D.2.: The complex of 14N4-Fab with RSV F. (A) X-ray crystal structure of 14N4-Fab (blue) in complex
with postfusion RSV strain A2 F protein (cyan). The overall structure is displayed in surface form and rotated 90°
in cartoon form. 14N4-Fab bound RSV F at each protomer in the trimeric structure. EM class averages with RSV
18537 B are also displayed, confirming the binding location of 14N4-Fab. The side length of panels is 32.7 nm. (B)
Chemical interactions between Fab 14N4 and RSV strain A2 F protein. Several key hydrogen bonds are important
for molecular recognition. (C) Overlay of the complex with the motavizumab–site II peptide complex (PDB ID
code 3IXT). Motavizumab is shown in green surface form, RSV F in cyan, and 14N4-Fab in blue. The antigenic
site II region is colored in orange, and residues important for site VII binding are shown as spheres in light green.
Motavizumab binds antigenic site II at a different orientation than 14N4-Fab, allowing it to be free of interactions
with site VII. (D) Interactions between motavizumab and the antigenic site II peptide (PDB ID code 3IXT). Lys271
does not interact with motavizumab, unlike its role in the 14N4–RSV F complex.

124



involved on the right helix, rather than the left helix, where only hydrophobic interactions exist with
the motavizumab HCDR3.

D.2.5. Human Antibodies Bind Scaffold-Based Immunogens

Attempts to generate a vaccine against RSV have been largely unsuccessful, and the presence of nonneu-
tralizing mAbs competing with neutralizing mAbs may contribute to this problem. We and others have
recently reported structure-based designed vaccine candidates for presenting the site II immunogen.
Strategies included a stable trihelix scaffold protein purpose-built to support the helix–loop–helix motif
of antigenic site II (FFL_001),224 a Fab-based scaffold for site II,245 and also a strategy in which the
RSV F site II was grafted onto the metapneumovirus (MPV) F protein (RPM-1) to generate a chimeric
protein capable of inducing a cross-reactive immunogenic response246 (Panel A in figure D.3 on the
following page). Each of these three epitope-based scaffolds induced at least partial immune responses
in mice to RSV F, and the FFL_001 vaccine candidate induced reasonable titers of neutralizing mAbs
from immunized macaques. We tested binding by ELISA of the three neutralizingsite II human mAbs
14N4, 13A8, and 3J20 to FFL_001 and RPM-1 and found that they did bind, as did palivizumab and
motavizumab used as positive controls (Panel B in figure D.3 on the next page). EC50 values for binding
of the mAbs to the scaffolded epitopes were similar to those obtained for the RSV F protein, suggesting
antigenic site II is the primary region necessary for human mAb binding. This finding also is consistent
with the X-ray crystallography and EM structural data for the 14N4-Fab–RSV F complex. Interestingly,
binding was not detected for the nonneutralizing mAb 12I1 or other antigenic site VII mAbs to either
FFL_001 or RPM-1 scaffold proteins. Therefore, binding to the scaffolded epitopes distinguishes neu-
tralizing from nonneutralizing site VII competing antibodies. Surface plasmon resonance revealed very
low KD values for the three neutralizing mAbs (Panel D in figure D.3 on the following page, suggesting
limited residues are needed for Fab binding to antigenic site II, a finding consistent with the X-ray
structure of 14N4-Fab with RSV F, as no molecular contacts were observed outside site II. However,
additional interacting residues may be present in 14N4 binding to prefusion RSV F. Binding was not
detected to a mutated FFL_001 control.

To confirm the binding location for 14N4 to the FFL_001 scaffolded epitope, we performed hydrogen-
deuterium (HD) exchange mass spectrometry (Panel A in figure D.4 on page 127. We mapped the
majority of the 14N4- Fab region, and the peptides with the largest decrease in deuterium exchange in
the bound state were localized to the HCDR3 loop, with a limited effect in the LCDR2. This finding
iscompared with 14N4 and motavizumab (Panel C in figure D.4 on page 127. mAb 17HD9 is positioned
further left than 14N4, close to antigenic site VII, suggesting that 17HD9 would compete with 12I1 and
other site VII mAbs. Indeed, we observed such competition between recombinantly expressed mAb
17HD9 and site VII mAbs.

mAb 14N4 uses VH3-53 and JH4 gene segments to encode the expressed antibody. Because of the
paucity of human antibodies that target RSV antigenic site II, it was unclear if this mAb is unique
among human donors, or if 14N4-like mAbs exist that do compete with nonneutralizing mAbs in
the general population. To help answer this question, we searched a database of 50 million antibody
heavy-chain variable sequences obtained from 31 adult human subjects, and found similar sequences
in 31 individuals that used VH3-53 and JH4 gene segments and shared 85% similarity in the HCDR3.
When the HCDR3 identity cut-off for matching was extended to 100%, the majority of sequence
matches remained. These sequence homology data suggest that 14N4-like mAbs may be common in
the human population, and the presence of nonneutralizing mAbs competing with neutralizing mAbs
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Figure D.3.: Human mAbs bind to synthetic immunogens. (A) X-ray structure of FFL_001 displayed in red with
RSV antigenic site VII shown in orange (PDB ID code 4JLR). A model of RPM-1 shows the region surrounding the
corresponding antigenic site VII in the MPV F protein (blue, PDB ID code 4DAG), and RSV antigenic site II is
overlaid in orange. (B) ELISA binding curves for three human mAbs 14N4, 13A8, and 3J20 along with antigenic
site VII mAbs motavizumab and palivizumab. Binding curves for FFL_001 are in red and for RPM-1 are in blue.
Binding to MPV F protein is shown in black. EC50 values are displayed for each, in corresponding colors. Error
bars indicate 95% confidence intervals. (C) Surface plasmon resonance of 14N4, 13A8, and 3J20 Fabs binding to
FFL_001 with calculated KD values displayed. Colored data points are overlaid with the curve fit line in black.
Dotted lines indicate the start of association and dissociation steps.
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Figure D.4.: HD exchange with FFL_001 and comparison with mab 17HD9. (A) HD exchange protection of
14N4 upon scaffold binding. Each antibody-derived peptide was monitored for deuterium incorporation in the
presence or absence of the scaffold protein. Peptides are colored according to the difference in incorporated deuterium
atoms in the bound vs. unbound form, with a large reduction in incorporation indicating a putative binding site
(orange). Values from the 30min deuteration time point are shown. The HD exchange profile of 14N4-derived
peptides is mapped onto the 14N4 Fab structure. (B) Interactions between the macaque Fab 17HD9 and FFL_001
(PDB ID code 4N9G). (C) Overlay of 14N4 with antigenic site II and 17HD9 with FFL_001. 14N4 is displayed
as surface form in blue, and 17HD9 in pale-green (PDB ID code 4N9G). 17HD9 interacts with the lower loop of
antigenic site II along with both helices, whereas 14N4 interacts only with the two helices.
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may be a common feature in human RSV immune responses.

D.3. Discussion

Although palivizumab has been used as a prophylactic treatment for high-risk infants during RSV season
for nearly two decades, no vaccine is currently approved for protection against RSV. Vaccine strategies
have been proposed that focus on the 150 kDa postfusion RSV F trimeric protein to elicit an immune
response, yet antibody production is directed toward both protective and nonprotective epitopes. We
have shown in the described human mAbs evidence for substantial neutralizing/nonneutralizing mAb
competition binding at antigenic site II. Considering the competition patterns, antigenic site II was
delineated into two subsites based on epitopes on adjacent protomers of the RSV F trimer, and a new
region, site VII, was characterized as a nonneutralizing antigenic site that competes with site II. Based
on the X-ray structure of 14N4 in complex with RSV F, subtle changes in the binding pose can cause
substantial effects in competing antibodies. Although the competition was described here for RSV,
these data may inform general vaccine design, as nonneutralizing antibody production is a common
occurrence during viral infection. Furthermore, studying the B-cell response of vaccinated individuals
in clinical trials will assist in determining the extent of neutralizing/nonneutralizing mAb competition
in human sera.

Competition between 14N4 and 12I1 mAbs on postfusion F is readily observed, as the 12I1 site
VII is in close proximity to antigenic site IIa. However, the competition was less pronounced in the
prefusion conformation, as sites VII and IIa are not in close proximity before the pre- to postfusion
rearrangement. Because 12I1 favors the postfusion conformation (Table 1), vaccine strategies involving
prefusion F may be more beneficial to avoiding the competing interactions at antigenic site II. Indeed,
12I1 was likely generated against the RSV F postfusion conformation, and these 12I1-like mAbs may
not have been isolated if prefusion F was used in the initial B-cell isolation. Future experiments detailing
the mAb response to prefusion F will be beneficial in determining the overall impact of the competition
with nonneutralizing mAbs. When assessing vaccine efficacy using competition with palivizumab,
nonneutralizing antibody competition with palivizumab must be taken into account, especially in
vaccine candidates using postfusion RSV F. We further propose using motavizumab or other 3J20-like
mAbs rather than palivizumab in serum antibody competition-binding assays to monitor neutralizing
mAbs, as motavizumab competes only with neutralizing mAbs.

As an alternative to full-length RSV F as a vaccine strategy, our data support the concept of using
scaffold-based epitopes for immunization against RSV. For example, FFL_001 avoids the potential for
nonneutralizing 12I1-like mAb production to compete for binding with neutralizing 14N4-like mAbs,
because onlythe neutralizing epitope is present for an immune response, unlike RSV F, where the 12I1
site VII is on an adjacent protomer. Binding to RPM-1 also provides insight into the neutralizing site
II epitope, because homologous residues exist in the MPV protein near site VII, yet nonneutralizing
RSV-specific antibodies do not bind RPM-1. Thus, these scaffold-based immunogens can be used to
identify neutralizing mAbs targeting site II, instead of intact RSV F, which also binds nonneutralizing
antibodies. As potential vaccines, epitope-scaffold immunogens would not induce site VII mAbs, likely
producing only neutralizing mAbs to antigenic site II.

In summary, careful study of the fine specificity of new human antibodies to the RSV F antigenic site
II revealed important structural features that inform next-generation vaccine design and testing, and
provide potently neutralizing candidate prophylactic human mAbs.
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D.4. Materials and Methods

D.4.1. ELISA for Binding to RSV F Protein

For recombinant protein capture ELISA, 384-well plates were treated with 2 μg/mL of antigen for 1 h at
37 ∘C or overnight at 4 ∘C. Following this procedure, plates were blocked for 1 h with 2% (wt/vol) milk
supplemented with 2% (vol/vol) goat serum. Primary mAbs and culture supernatants were applied
to wells for 1 h following three washes with PBS-T. Plates were washed with PBS-T four times before
applying 25 μL secondary antibody (goat anti-human IgG Fc; Meridian Life Science) at a dilution of
1:4000 in blocking solution. After 1 h incubation, the plates were washed five times with PBS-T, and
25 μL of phosphatase substrate solution (1mgmL−1) phosphatase substrate in 1M Tris aminomethane
(Sigma) was added to each well. The plates were incubated at room temperature before reading the
optical density at 405 nm on a Biotek plate reader. The palivizumab competition assay ELISA was
conducted by coating ELISA plates with the desired 2 μgmL−1 of the desired antigen. Next, serially
diluted competing mAbs spiked with 50 ngmL−1 biotinylated palivizumab were added to the plates.
Alternatively, serially diluted serum was spiked with 50 ngmL−1 biotinylated palivizumab. Control
wells contained PBS with 50 ngmL−1 biotinylated palivizumab. Palivizumab was biotinylated using the
EZ-Link NHS PEG4 Biotinylation Kit (ThermoFisher) following the manufacturer’s protocol. After 1-h
incubation, the plates were washed with PBS-T and streptavidin-HRP (ThermoFisher) diluted 1:4000
in blocking solution was applied for 1 h. After a washing step, plates were incubated with one-step
Ultra TMB solution (ThermoFisher). The reaction was stopped by adding an equal volume of 1M HCl.
Plates were read on a Biotek plate reader at 450 nm.

D.4.2. Human Hybridoma Generation

Participation of healthy human adult subjects was approved by the Vanderbilt University Institutional
Review Board, and blood samples were obtained only after informed consent. PBMCs were isolated
from human donor blood samples using Ficoll-Histopaque density gradient centrifugation. Approxi-
mately 10million PBMCs weremixed with 17mL of ClonaCell-HYMediumA (StemCell Technologies),
8 μgmL−1 of CpG (phosphorothioate-modified oligodeoxynucleotide ZOEZOEZZZZZOEEZOEZZZT
(Invitrogen), 3 μgmL−1 of Chk2 inhibitor II (Sigma), 1 μgmL−1 of cyclosporine A (Sigma), and 4.5mL
of filtered supernatant from a culture of B95.8 cells (ATCC VR-1492) containing Epstein-Barr virus
and plated in a 384-well plate. After 7 to 10 d, culture supernatants were screened for binding to re-
combinant, postfusion RSV strain A2 F protein and FFL_001. Cells from positive wells were expanded
into single wells in a 96-well culture plate using culture medium containing 8 μgmL−1 CpG, 3 μgmL−1

Chk2 inhibitor II, and irritated heterologous human PBMCs (Nashville Red Cross). After 1 wk, culture
supernatants were screened by ELISA for binding to recombinant, postfusion RSV A2 F protein and
FFL_001. Cells from positive wells were fused with HMMA2.5 myeloma cells by electrofusion.247

Fused cells were plated in 384- well plates in growth medium containing 100 μM hypoxanthine, 0.4 μM
aminopterin, 16 μM thymidine (HAT Media Supplement, Sigma), and 7 μM ouabain (Sigma). Hy-
bridomas were screened after 2 wk for mAb production by ELISA, and cells from wells with reactive
supernatants were expanded to 48- well plates for 1 wk before being screened again by ELISA, and then
subjected to single-cell fluorescence-activated sorting. After cell sorting into 384-well plates containing
Medium E (StemCell Technologies), hybridomas were screened by ELISA before expansion into both
48-well and 12-well plates.
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D.4.3. Human mAb and Fab Production and Purification

Hybridoma cells lines were expanded in Medium E until 80% confluent in 75 cm2 flasks. For antibody
production, cells from one 75 cm2 cell culture flask were collected with a cell scraper and expanded to
four 225 cm2 cell culture flasks in serum-free medium (Hybridoma-SFM, Gibco). After 21 d, super-
natants were sterile filtered using 0.45 μm pore size filter devices. For antibody purification, HiTrap
MabSelectSure columns (GE Healthcare Life Sciences) were used to purify antibodies using the manu-
facturer’s protocol. To obtain Fab fragments, papain digestion was used (Pierce Fab Preparation Kit,
Thermo Scientific). Fab fragments were purified by removing IgG and Fc contaminants using a HiTrap
MabSelectSure followed by purification with an anti-CH1 column (GE Healthcare Life Sciences).

D.4.4. Production and Purification of Recombinant RSV F Protein RSV mAbs, and Epitope Immunogens

Plasmids encoding cDNAs for RSV subgroup A strain A2 or subgroup B strain 18537 prefusion (DS-
Cav1) and postfusion F protein constructs (a gift from Barney Graham, Viral Pathogenesis Laboratory,
National Institutes of Health, Bethesda) were expanded in Escherichia coli DH5α cells and plasmids
were purified using Qiagen Plasmid Maxiprep kits (Qiagen). Prefusion-stabilized RSV F SC-TM was
synthesized (Genscript). Plasmids encoding cDNAs for the the protein sequences of mAb 101F and
mAb D25 were synthesized (Genscript), and heavy- and light-chain sequences were cloned into vectors
encoding human IgG1 and λ or κ lightchain constant regions, respectively. MAb 131-2a protein was
obtained from Sigma. Commercial preparations of palivizumab (Medimmune) were obtained from
the pharmacy at Vanderbilt University Medical Center. For each liter of protein expression, 1.3mg
of plasmid DNA was mixed with 2mg of polyethylenimine in Opti-MEM I + GlutaMAX cell culture
medium (Fisher). After 10 min, the DNA mixture was added to HEK293 cells at 1 × 106 cells per
milliliter. The culture supernatant was harvested after 6 d, and the protein was purified by HiTrap
Talon crude (GE Healthcare Life Sciences) column for RSV F protein variants or HiTrap MabSelectSure
columns for mAbs, following the manufacturer’s protocol. 14N4-Fab heavy and light variable region
DNAwas synthesized (Genscript) and cloned into vectors containing humanCH1 and kappa sequences.
14N4-Fab was expressed in Expi293 (Invitrogen) cells using Expifectamine 293 (Invitrogen) following
the manufacturer’s protocol. Recombinant Fab was purified using anti-CH1 Capture Select column (GE
Healthcare Life Sciences). FFL_001, FFL_001 mutant proteins, and RPM-1 were expressed and purified
as described previously.224,246 mAb 17HD9was expressed in expi293F cells following themanufacturer’s
protocol, and using the vectors described previously.224

D.4.5. RSV Plaque Neutralization Experiments

mAbs isolated from hybridoma supernatants were incubated 1:1 with a suspension of infectious RSV
strain A2 for 1 h. Following this process, confluent HEp-2 cells, maintained in Opti-MEM I+GlutaMAX
(Fisher) supplemented with 2% (vol/vol) FBS at 37 ∘C in a CO2 incubator, in 24-well plates, were
inoculated with 50 μL of the antibody:virus or serum:virus mixture for 1 h. After the hour, cells were
overlaid with 1mL of 0.75% methylcellulose dissolved in Opti-MEM I + GlutaMAX. Cells were
incubated for 4 d after which the plaques were visualized by fixing cells with 10% (vol/vol) neutral-
buffered formalin and staining with Crystal violet. Plaques were counted and compared with a virus
control. Data were analyzed with Prism software (GraphPad) to obtain IC50 values. To determine
competition with 12I1, virus was first mixed with 40 μgmL−1 12I1 for 1 h. The virus:12I1 mixture was
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overlaid onto serial dilutions of 14N4 and palivizumab for 1 h. The rest of the process was completed as
described above.

D.4.6. Assays for Competition-Binding

After obtaining an initial baseline in kinetics buffer (ForteBio; diluted 1:10 in PBS), 10 μgmL−1 of his-
tagged RSV F protein was immobilized onto antipenta-his biosensor tips for a biolayer interferometry
instrument (Octet Red, ForteBio) for 120 s. The baseline signal was measured again for 60 s before
biosensor tips were immersed into wells containing 100 μgmL−1 primary antibody for 300 s. Following
this process, biosensors were immersed into wells containing 100 μgmL−1 of a second mAb for 300 s.
Percent binding of a second mAbs in the presence of the first mAb was determined by comparing the
maximal signal of the second mAb after the first mAb was added to the maximum signal of the second
mAb alone. mAbs were considered noncompeting if maximum binding of the second mAb was ≥66%
of its uncompeted binding. A level between 33% and 66% of its uncompeted binding was considered
intermediate competition, and ≤33% was considered competing.

D.4.7. Antibody Epitope Mapping

Shotgun mutagenesis epitope mapping of anti– RSV F antibodies was performed using an alanine
scanning mutagenesis library for RSV F protein (hRSV-A2; NCBI ref # FJ614814), covering 368 surface-
exposed residues identified from crystal structures of both the prefusion and postfusion conformations
of RSV F. An RSV F expression construct was mutated to change each residue to an alanine (and alanine
residues to serine). The resulting 368 mutant RSV F expression constructs were sequence confirmed
and arrayed into a 384-well plate (one mutation per well).

Library screening was performed essentially as described previously (27). The RSV F alanine scan
library clones were transfected individually into human HEK-293T cells and allowed to express for
16 h before fixing cells in 4% (vol/vol) paraformaldehyde (Electron Microscopy Sciences) in PBS plus
calcium and magnesium. Cells were incubated with mAbs, diluted in 10% (vol/vol) normal goat serum
(NGS), for 1 h at room temperature, followed by a 30 min incubation with 3.75 μgmL−1 Alexa Fluor
488-conjugated secondary antibody (Jackson ImmunoResearch Laboratories) in 10% NGS. Cells were
washed twice with PBS without calcium or magnesium and resuspended in Cellstripper (Cellgro) plus
0.1% BSA (Sigma-Aldrich). Cellular fluorescence was detected using the Intellicyt high-throughput
flow cytometer (Intellicyt). Before library screening, to ensure that the signals were within the linear
range of detection, the optimal screening concentrations for each mAb were determined using an
independent immunofluorescence titration curve against cells expressing wild-type RSV F.

Antibody reactivity against each mutant protein clone was calculated relative to wild-type protein
reactivity by subtracting the signal from mocktransfected controls and normalizing to the signal from
wild-type proteintransfected controls. Mutations within clones were identified as critical to the mAb
epitope if they did not support reactivity of the test mAb, but supported reactivity of other antibodies.
This counter-screen strategy facilitates the exclusion of RSV F protein mutants that are misfolded or
have an expression defect. The detailed algorithms used to interpret shotgun mutagenesis data are
described elsewhere.110
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D.4.8. Crystallization and Structure Determination of 14N4-Fab and 14N4-Fab–RSV F

Recombinant 14N4-Fab was concentrated to 10mgmL−1 and a crystal was obtained in Hampton Index
HT screen condition 20% (wt/vol) PEG 3350, 50mM zinc acetate. The crystal was harvested directly
from the screening tray, cryoprotected in the mother liquor with 20% (vol/vol) glycerol, and data
were collected using a Bruker Microstar microfocus rotating-anode X-ray generator equipped with a
Bruker Proteum PT135 CCD area detector, and Proteium2 software (Bruker-AXS). Data were processed
with XPREP248 to 2.0Å. The structure of 14N4-Fab were determined by molecular replacement in
Phaser249 using the separate constant and variable domain models from PDB ID code 4Q9Q. The model
was improved through iterative refinements in Phenix249 and manual building in Coot,250 guided by
composite omit maps.

To crystallize 14N4 in complex with RSV F, both hybridoma-cleaved 14N4 and RSV A2 F were
buffer-exchanged in excess into 50mM Tris pH 7.5, 50mM NaCl. 14N4-Fab was mixed in excess with
RSV A2 F postfusion protein and incubated at 37 ∘C for 2 h. Following this, the sample was subjected
to sizeexclusion chromatography (S200, 16/300; GE Healthcare Life Sciences) in 50mM Tris pH 7.5,
50mM NaCl. The complex was concentrated to 10mgmL−1 and crystals were obtained in Hampton
Crystal Screen HT in 2M ammonium sulfate, 5% (vol/vol) 2-propanol. Approximately 40 crystals
were screened for diffraction, and numerous cryoprotectants were tried; however, the best diffraction
obtained was to 4.1Å using the mother liquor with 20% (vol/vol) glycerol as a cryoprotectant. X-
ray diffraction data were collected at the Advanced Photon Source LS-CAT beamline 21-ID-F. Data
were indexed and scaled using XDS.251 A molecular replacement solution was obtained in Phaser249

using RSV A2 F protein trimer PDB ID code 3RRR and the structure of 14N4-Fv region. Significant
density, albeit shifted from the apostructure, was observed for the constant region, and a solution
could be obtained in Phaser with the constant region. The structure was refined using group B-factors,
coordinates, NCS restraints, and 14N4-Fab and PDB ID code 3RRR as reference models restraints.
The density around the 14N4–RSV F interface was well defined and CDR loops matched well with the
apo–14N4 structure.

D.4.9. Negative-Stain Electron Microscopy

14N4-Fab was mixed in excess with RSV 18537 B postfusion F protein and incubated at 37 ∘C for
1 h. Following this, the complex was purified by size-exclusion chromatography (S200, 16/300; GE
Healthcare Life Sciences) in 50mM Tris pH 7.5, 50mMNaCl. Carboncoated copper grids were overlaid
with the complex at 5 μgmL−1 for 3 min. The sample was washed in water twice and then stained with
0.75% uranyl formate for 1 min. Negative-stain micrographs were acquired using an FEI Tecnai F-20
transmission EM scope and a Gatan 4k × 4k CCD camera using 50,000× magnification at a defocus
of −1.5 μm. Micrographs were rescaled by a factor of two resulting in a final image with 4.36Å px−1 .
Particles were picked manually using EMAN Boxer252 with a box size of 75 pixels and pixel size of
5.25 nmpx−1 . Reference-free 2D classification was performed using Spider.253

D.4.10. Surface Plasmon Resonance

Binding experiments using surface plasmon resonancewere carried out on a ProteONXPR36 instrument
(Bio-Rad). For this experiment, we used GLC sensor chips (Bio-Rad). To determine detection of Fab
binding, FFL_001 was captured using the anti-his mAb (Immunology Consultants Laboratory, Clone
7B8). Mutated FFL_001 (R33C, N72Y, K82E) was used as a binding control. Fabs were injected as
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analytes in running buffer HBSEP+ (Teknova) with 1mgmL−1 BSA at a flow rate of 50 μLmin−1 . The
surface was regenerated with 0.85% phosphoric acid (Bio-Rad), four injections, 15 s contact time each.
We analyzed data using Proteon Manager software (Bio-Rad, v3.1.0.6). Binding responses were double
referenced against interspot and reference channel. We fit the data with the Simple Binding Langmuir
model.

D.4.11. HD Exchange Mass Spectrometry

Deuterium exchange was initiated by addition of 6.6 μL 14N4 Fab (2.0mgmL−1) and 3.3 μL of either
scaffold (1.1mgmL−1) or water into 40 μL exchange buffer (100mM NaCl, 20mM Tris·HCl, pH 7.5)
made in D2O. For a nondeuterated control, the reaction was performed in the same buffer made in
water. The reaction was allowed to proceed for 15, 30, or 60min, and was quenched by addition of 50 μL
quenching buffer (0.2% formic acid, 200mM TCEP, 4M urea, pH 2.45). The reaction was placed on
ice, and 6.6 μL of porcine gastric pepsin (20mgmL−1) (Sigma-Aldrich) was added. Protease digestion
was allowed to proceed for 5min on ice, after which 100 μL was used for HPLC separation and mass
spectrometric analysis. Each time point was performed in triplicate and the results averaged for analysis.
The individual peptides were separated and analyzed for deuterium incorporation using a Rheodyne
7010 manual injector (Sigma-Aldrich) connected to a ThermoFinnigan Surveyor HPLC. Peptides were
separated using Phenomenex 50 × 2.1mm C18 reverse-phase column at 100 μLmin−1 . Separation was
performed using a 5–65% acetonitrile/H2O gradient over 25min, with 0.1% formic acid added to each
buffer. The sample loop and column, as well as the chromatographic buffers, were completely submerged
in an ice-water slurry to prevent excessive back exchange of deuterium atoms into the solvent. Mass
spectra were recorded using a ThermoFinnigan LTQ XL ion trap mass spectrometer using positive ion
electrospray ionization. The mass spectrometer was set to scan in the m/z range of 300–2, 000, with
the first 2min of elution diverted to waste to eliminate early-eluting salts. For deuterium-exchange
experiments, data were collected in MS1 mode. For peptide identification the same chromatography
gradient was used, with the mass spectrometer run in data-dependent mode collecting seven scan
events using collusion-induced dissociation fragmentation with a collision energy of 25V. Peptide
identification was done using PEAKS software (v7.0, Bioinformatics Solutions). Peptides were searched
using a parent mass error tolerance of 0.5Da and a fragment mass error tolerance of 0.5Da, using
nonspecific enzymatic cleavage and a charge state of 1–4. Posttranslation modifications of methionine
oxidation and asparagine/glutamine deamidation were considered in peptide identification. Peptides
were matched against a database consisting of 14N4 heavy and light chains, as well as porcine pepsin.
Only peptides with 𝑎 − 10𝑙𝑜𝑔𝑃 score of 35.3 or better were selected for deuterium exchange analysis,
corresponding to a 0.05 false-discovery rate. Of all peptides identified, 15 with consistent signal and
optimal coverage of all CDR loops were selected for deuterium-exchange analysis. The centroid mass
of each peptide was calculated for each time point and compared with the nondeuterated control to
calculate the extent of deuterium incorporation. The shift inmass compared with nondeuterated control
was normalized by the theoretical upper limit of deuteration for each peptide to obtain the percent
deuteration. Deuterium incorporation for an individual residue was calculated as a weighted average of
all fragments containing the residue, weighted by the inverse of the peptide length. This normalization
strategy has been used successfully to convert deuterium exchange values to a per-residue basis for
structural visualization.254
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